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Abstract
Let I be a 1nite or in1nite interval, and let W : I → (0;∞). Assume that W 2 is a weight, so that we may
de1ne orthonormal polynomials corresponding to W 2. For f :R→ R, let sm[f] denote the mth partial sum of
the orthonormal expansion of f with respect to these polynomials. We investigate boundedness in weighted
Lp spaces of the (C; 1) means
1
n
n∑
m=1
sm[f]:
The class of weights W 2 considered includes even and noneven exponential weights. c© 2001 Elsevier Science
B.V. All rights reserved.
1. Introduction and results
Let I = (c; d) be a 1nite or in1nite interval containing 0. Let W : I → (0;∞) be such that all the
power moments∫
I
xnW 2(x) dx; n¿ 0
are 1nite. Then we may de1ne orthonormal polynomials
pn(x) = nxn + · · · ; n ¿ 0;
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n¿ 0, satisfying for every m; n,∫
I
pnpmW 2 = mn:
For f : I → R such that f(x)xjW 2(x)∈L1(I); j¿ 0, we may form the formal orthonormal expansion
f ↔
∞∑
j=0
bjpj;
where
bj:=bj(f):=
∫
I
fpjW 2; j¿ 0:
The mth partial sum of this expansion is denoted by
sm[f]:=
m−1∑
j=0
bjpj; m¿ 1: (1)
A result of the 1rst author and D. Mache, proved using a modi1cation of the de la Vallee Poussin
argument, asserts that for a class of weights including the exponential weights
W 2(x) = exp(−|x|); ¿ 1 (2)
there is strong (C; 1) summability of the orthonormal expansions:∥∥∥∥∥
(
1
n
n∑
m=1
sm[f]
)
W −2=3n
∥∥∥∥∥
L∞(R)
6C‖fW‖L∞(R); (3)
with C 
=C(f; n). Here
 n(x):=
∣∣∣∣1− |x|an
∣∣∣∣+ n−2=3
and an is the nth Mhaskar–Rakhmanov–SaE number for the weight W , which we shall de1ne shortly.
Similar results were also proved for more general even exponential weights, also in Lp norms. The
new feature of [6], as compared to the classical work of Freud [2,3,10] was the introduction of the
factor  −2=3n , which may be large near ±an.
In this paper, we prove analogous, but weaker, results for a more general class of weights
F(C2). Following is our class of weights. Its de1nition involves the notion of quasi-increasing
and quasi-decreasing functions. We say that f : (0; d)→ R is quasi-increasing if there exists C ¿ 0
such that
f(x)6Cf(y); 0¡x6y¡d:
In particular an increasing function is quasi-increasing. Similarly, we may de1ne the notion of a
quasi-decreasing function.
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Denition 1.1. Our class of weights F(C2)
Let W = e−Q, where Q : I → [0;∞) satis1es the following properties:
(a) Q′ is continuous in I = (c; d); Q(0) = 0;
(b) Q′′ exists in I \ {0} and Q′′¿ 0 in I \ {0};
(c) limt→c+ Q(t) =∞= limt→d− Q(t);
(d) The function
T (t) =
tQ′(t)
Q(t)
; t 
=0
is quasi-increasing in (0; d) and quasi-decreasing in (c; 0), and for some ¿ 1
T (t)¿¿ 1; t ∈ I \ {0};
(e) There exists C1 ¿ 0 such that
Q′′(x)
|Q′(x)|6C1
|Q′(x)|
Q(x)
; x∈ I \ {0}:
Then we write W ∈F(C2). If also there exists a compact subinterval J of the open interval I , and
C2 ¿ 0 such that
Q′′(x)
|Q′(x)|¿C2
|Q′(x)|
Q(x)
; x∈ I \ J
then we write W ∈F(C2+).
Examples of these weights include:
(I) I = R and for ; ¿ 1,
Q(x) =
{
x; x∈ [0;∞);
|x|; x∈ (−∞; 0):
(II) I = R and for ; ¿ 1; l; k¿ 0
Q(x) =
{
expl(x
)− expl(0); x∈ [0;∞);
expk(|x|)− expk(0); x∈ (−∞; 0];
where exp0(x) = x, and for l¿ 1,
expl(x) = exp(exp(exp : : : exp(x))); l times;
is the lth iterated exponential.
(III) I = (−1; 1) and
Q(x) =
{
expl((1− x2)−)− expl(1); x∈ [0; 1);
expk((1− x2)−)− expk(1); x∈ (−1; 0];
where ; ¿ 0 and k; l¿ 0.
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For further orientation see [5]. In our analysis, we need for r ¿ 0, the Mhaskar–Rakhmanov–SaE
numbers a±r (c¡a−r ¡ 0¡ar ¡d) which are the roots of the equations
r=
1
%
∫ ar
a−r
xQ′(x)√
(x − a−r) (ar − x)
dx;
0=
1
%
∫ ar
a−r
Q′(x)√
(x − a−r) (ar − x)
dx
as well as
r := 12(ar + |a−r|); r = 12(ar + a−r):
Note that
[a−r ; ar] = [r − r; r + r]:
As r increases, the interval [a−r ; ar] increases. Moreover, ar → d; a−r → c as r → ∞. The
signi1cance of a±n is partly explained by the Mhaskar–SaE identity [8]
‖Pe−Q‖L∞(I) = ‖Pe−Q‖L∞(a−n; an);
which holds for n¿ 1 and for all polynomials P of degree at most n. For further orientation, see
[11,7,5].
To state our result, we need more notation: for n¿ 1, we set
'±n :=

nT (a±n)
√
|a±n|
n


−2=3
and de1ne the function (n : R→ (0;∞), given by
(n(x) :=
|x − a−2n| |a2n − x|
n
√
(|x − a−n|+ |a−n|'−n)(|x − an|+ an'n)
; x∈ [a−3n=2; a3n=2] (4)
and
(n(x) := (n(a3n=2); x¿a3n=2;
(n(x) := (n(a−3n=2); x¡a−3n=2:
Following is our result:
Theorem 1.2. Let W ∈F(C2). Let 16p¡∞ and let
)n :=max
{(
n
n
(n(x)
)1=2
;
(
n
n
(n(x)
)2=3}
; x∈ I: (5)
Then for some C independent of f and n;∥∥∥∥∥
(
1
n
n∑
m=1
sm[f]
)
W)1−1=pn
∥∥∥∥∥
Lp(I)
6C‖fW)−1=pn ‖Lp(I): (6)
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For the case p=∞; we have∥∥∥∥∥
(
1
n
n∑
m=1
|sm[f]|
)
W)n
∥∥∥∥∥
L∞(I)
6C‖fW‖L∞(I): (7)
Note that for p =∞, we use strong means, namely means of |sm[f]|, but for p¡∞, we use
ordinary means. This is due to our use of duality in passing from p=∞ to 1 and then 1¡p¡∞:
in that passage, we lose the absolute value.
If I = R, and W = exp(−Q) is a Freud weight, that is, Q is even and of smooth polynomial
growth at ∞, one can show that in [a−2n; a2n]; (n=n)(n(x) behaves up to multiplication by positive
constants like(∣∣∣∣1− |x|an
∣∣∣∣+ n−2=3
)−1=2
¿C
and hence )n(x) behaves up to multiplication by positive constants like(∣∣∣∣1− |x|an
∣∣∣∣+ n−2=3
)−1=3
:
Then (7) reduces to a weaker form of (3); in fact that weaker form coincides with the general
results in [6]. In order to prove (3), we needed in [6] extra estimates for orthogonal polynomials,
which are available for W 2(x)=exp(−|x|); ¿ 1, but not more generally. So our result generalises
that for general Freud weights from [6].
Although the broad outlines of the proof of Theorem 1.2 follow that in [6], there are extra technical
details. In fact, the most diHcult part of this paper is the proof of the following restricted range
inequality, involving a factor (n :
Theorem 1.3. Let 0¡p6∞; ∈R and W ∈F(C2). There exists C ¿ 0 such that for n¿ 1 and
polynomials P of deg6 n;
‖PW(n‖Lp(I)6C‖PW(n‖Lp[a−n; an]:
Here C 
=C(n; P).
This paper is organised as follows: in Section 2, we record two estimates from [6]. In Section 3,
we record some technical estimates. In Section 4, we prove Theorem 1.3. In Section 5, we prove
Theorem 1.2.
We close this section with some more notation: throughout C; C1; C2; : : : denote positive constants
independent of n; x; t and polynomials P independent of n. The same symbol does not necessarily
denote the same constant in diEerent occurrences. For n¿ 1 and the weight W 2, we de1ne its nth
Christo<el function
*n(W 2; x) := 1
/
n−1∑
j=0
p2j (x) :
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2. Two general estimates for Cesaro means
In this section, we record two estimates from [6] for W ∈F(C2). For n¿ 1, let
n := max
16m6n
m−1
m
: (8)
Lemma 2.1. For x∈ I and n¿ 1;
1
n
n∑
m=1
|sm[f](x)|W (x)6 5‖fW‖L∞(I)
√
*−1n+1(W 2; x)W 2(x)
√
n
n
: (9)
Proof. This is (47) in [6; p. 160].
Lemma 2.2. For x∈ I and n¿ 1;
1
n
n∑
m=1
|sm[f](x)|W (x)6 3‖fW‖L∞(I)
(n
n
*−1n+1(W
2; x)W 2(x)
)2=3
×
[
max
t∈[x−+n; x++n]∩I
√
*n+1(W 2; x)W 2(x)
*n+1(W 2; t)W 2(t)
+ 1
]
; (10)
where
+n =
(n
n
√
*n+1(W 2; x)=W 2(x)
)2=3
: (11)
Proof. This is (50) in [6; p. 161].
3. Technical estimates
In this section, we recall from [5] some technical estimates for ChristoEel functions, a±n, and
similar quantities. Recall that
'±n =

nT (a±n)
√
|a±n|
n


−2=3
and
n = 12(an + |a−n|); n = 12(an + a−n):
We also de1ne for future use,
,±n =
|a±n|
nT (a±n)
: (12)
D.S. Lubinsky, H.P. Mashele / Journal of Computational and Applied Mathematics 145 (2002) 387–405 393
Recall too that (n(x) is de1ned by (4). In the sequel, given sequences {cn}∞n=1; {dn}∞n=1 of real
numbers, we write
cn ∼ dn
if there exist constants C1; C2 ¿ 0 such that
C16
cn
dn
6C2; n¿ 1:
Similar notation is used for functions and sequences of functions. In particular, in the case of
functions, the relation will typically be assumed to be uniform throughout I .
Our 1rst lemma deals with T (a±n); ,±n and other similar quantities. Recall that ¿ 1 was used
in De1nition 1.1.
Lemma 3.1. (i) There exist C1; C2; C3 ¿ 0 such that
6T (a±n)6C1n2−C2 ; (13)
2

¿ ,±n¿C3n−2+C2 ; (14)
(ii) Uniformly for r; s 
=0 such that
1
2
6
r
s
6 2;
we have
ar
as
− 1 ∼
(r
s
− 1
) 1
T (as)
: (15)
In particular, if L¿ 1, we have for n¿ 1,
a±Ln
a±n
− 1 ∼ 1
T (a±n)
: (16)
(iii) If L¿ 1, we have for n¿ 1,
T (a±Ln) ∼ T (a±n); a±Ln ∼ a±n; n = o(n): (17)
(iv) There exist C3; C4 ¿ 0 such that for n¿ 2; x∈ I ,
n−C36(n(x)6 nC4 : (18)
Proof.
(i) See De1nition 1.1 and (3:38) of Lemma 3:7(a). in [5; p. 76].
(ii) See Lemma 3:11(a) in [5; p. 81].
(iii) See Lemma 3:5(a); (b); (c) in [5; pp. 71–72].
(iv) Now for x∈ [a−(3=2)n; a(3=2)n];
|x − a2n|¿ |a(3=2)n − a2n|¿C anT (an)¿Cn
−2
by (i) and (ii). A similar lower bound holds for |x − a−2n|. Next; for the same range of x
|x − an|+ an'n6 |a−(3=2)n − a−n|+ an'n6Cn = o(n)
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by (ii) and (iii). It follows that for x∈ [a−(3=2)n; a(3=2)n]; and hence for x∈ I; n¿ 2
(n(x)¿ n−C3 ;
where C3 
=C3(n; x). The upper bound is easier.
Our next lemma deals with estimates for orthogonal polynomials.
Lemma 3.2. (i) Uniformly for n¿ 1;
n−1
n
∼ n = o(n): (19)
(ii) Uniformly for n¿ 1 and x∈ [a−n; an],
*n(W 2; x)=W 2(x) ∼ (n(x): (20)
Moreover,
*n(W 2; x)=W 2(x)¿C(n(x); x∈ I: (21)
Proof. (i) This follows from Theorem 1:23 in [5; p. 26] and Lemma 3:5(c) in [5; p. 72].
(ii) See Corollary 1:14 in [5, p. 20]. Note that there (n(·) was de1ned constant outside [a−n; an]
and not [a−(3=2)n; a(3=2)n] as here. But (21) persists, as we have eEectively reduced (n(x) by cutting
oE at a±(3=2)n.
Our next lemma deals with properties of (n(x).
Lemma 3.3. (a) Let M ¿ 0. There exists n0 such that for n¿ n0 and x∈ I ; we have
(n(x) ∼ (n(t) (22)
uniformly for t such that
|t − x|6M(n(x): (23)
The constants implicit in ∼ are independent of n; t; x.
(b) We have for n¿ 1 and x∈ I ,
(n+1(x) ∼ (n(x): (24)
Proof.
(a) See Theorem 5:7(b) in [5; p. 126].
(b) See Lemma 9:7 in [5; p. 264].
Finally in this section, we review some of the elementary properties of the linear map
t = Ln(x) =
x − n
n
(25)
that maps [a−n; an] onto [− 1; 1], and its inverse L[−1]n .
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Lemma 3.4.
(a)
t = Ln(x) ⇔ x = L[−1]n (t) = nt + n: (26)
(b)
an − x = n(1− t); x − a−n = n(1 + t): (27)
(c) For x∈ [a−(3=2)n; a(3=2)n],
(n(x) ∼ n(|1− t|+ ,n)(|1 + t|+ ,−n)
n
√(
|1− t|+ ( ,nn )2=3)(|1 + t|+ ( ,−nn )2=3)
: (28)
Proof.
(a) and (b) are immediate.
(c) We see that for x∈ [a−(3=2n; an], and by (27),
|x − a2n|= |(a2n − an) + (an − x)|
= n
∣∣∣∣
(
a2n − an
n
)
+ (1− t)
∣∣∣∣
∼ n(,n + 1− t) = n(,n + |1− t|)
by (15). If x∈ [an; a(3=2)n], then
|x − a2n| ∼ anT (an) ∼
an
T (an)
+ |an − x|= n(,n + |1− t|):
Thus for all x∈ [a−(3=2)n; a(3=2)n],
|x − a2n| ∼ n(,n + |1− t|):
Similarly,
|x − a−2n| ∼ n(,−n + |1 + t|):
Next, by a straightforward comparison of the de1nitions of 'n and ,n,
|x − an|+ an'n = n
(
|1− t|+ an
n
'n
)
= n
(
|1− t|+
(,n
n
)2=3)
:
Similarly,
|x − a−n|+ |a−n|'−n = n
(
|1 + t|+
(,−n
n
)2=3)
:
Substituting these relations in the de1nition of (n gives (28).
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4. Restricted range inequalities
We prove the restricted range inequality Theorem 1.3 involving the function (n de1ned by (4).
This is the most diHcult technical part of this paper, caused by the asymmetry (possible non-
evenness) of the weight. We repeat the statement for the reader’s convenience:
Theorem 4.1. Let 0¡p6∞; ∈R and W ∈F(C2). There exists C ¿ 0 such that for n¿ 1 and
P of degree 6 n;
‖PW(n‖Lp(I)6C‖PW(n‖Lp[a−n;an]: (29)
Here C 
=C(n; P).
We begin with
Outline of the proof. We shall show in Lemma 4.2 that
‖PW(n‖Lp[a3n=2 ; d)6C‖PW(n‖Lp[a−n; an]: (30)
Moreover in Lemmas 4.3–4.6 we show that
‖PW(n‖Lp[an; a3n=2]6C‖PW(n‖Lp[a−n; an]: (31)
In both cases C 
=C(n; P). Similar inequalities hold for the ranges (c; a−3n=2] and [a−3n=2; a−n], and
then (29) follows. The idea behind the proof of Lemmas 4.3–4.6, is to replace (n by suitable
polynomials, and then to apply standard restricted range inequalities. More speci1cally, we use the
following two inequalities: let r ¿ 1 and K ¿ 0. For polynomials S of degree 6m,
‖SW‖Lp(I\[a−rm;arm])6C1 exp(−mC2)‖SW‖Lp[a−m; am]; (32)
where we emphasise that Cj 
=Cj(S; m). Also, there exists m0 = m0(K) such that for m¿m0(K),
‖SW‖Lp(I)6C3‖SW‖Lp[a−m(1−K'−m); am(1−K'm)]: (33)
For the proof of these, see Theorem 4:2 and (4:7) thereafter in [5, pp. 96–97].
Lemma 4.2. The inequality (30) holds.
Proof. Now for P of deg6 n that is not identically 0; Lemma 3.1(iv) shows that
‖PW(n‖Lp[a3n=2 ; d)=‖PW(n‖Lp[a−n; an]
6 n(C4+C3)||‖PW‖Lp[a3n=2 ; d)=‖PW‖Lp[a−n; an]
6 n(C4+C3)|| exp(−nC5)
by (32). Since the last right-hand side approaches 0 as n→∞; (30) follows.
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The proof of (31) is much more diHcult, mainly because of the asymmetry of the weight. We
1rst need two lemmas on polynomial approximation:
Lemma 4.3. Let ∈R. For 0¡0¡ 19 ; there exist polynomials S;0 such that
(a) S;0 has degree 6 1=
√
0;
(b)
S;0(x) ∼ (|1− x|+ 0); x∈ [− 1; 1]; (34)
(c)
S;0(x)¿C(|1− x|+ 0); x∈R \ [− 1; 1]: (35)
The constant C and those implicit in ∼ are independent of 0 and x, but depend on .
Proof. Let us suppose 1rst that ||¡ 12 ; and let
1 := − (+ 12) ⇔ −(1+ 12) = :
Then 1∈ (−1; 0). We use the ChristoEel function *‘(x) for the Jacobi weight
u(x) := (1 + x)−1=2(1− x)1; x∈ (−1; 1):
Then given ‘¿ 1; *−1‘ (x) is a polynomial of degree 2‘ − 2 and it is known [9; p. 108] that
‘−1*−1‘ (x) ∼ (1− x + ‘−2)−1−1=2 = (1− x + ‘−2);
uniformly for x∈ [− 1; 1]; ‘¿ 1. We now choose
‘ := greatest integer6
1
2
√
0
and
S;0(x) := ‘−1*−1‘ (x)
so that S;0 has degree 6 2‘−26 1=
√
0−2. So we have (a). Note that our restriction 0¡ 19 ensures
that ‘¿ 1; so
‘−2 ∼ 0
and we also obtain (b).
It remains to prove (c). This follows exactly as for the polynomials Rn used in [6], using the
geometric growth in ‘ of *−1‘ (x) outside [ − 1; 1], and we spare the reader the details. Finally, if
||¿ 12 , we choose a positive integer k such that
||=k ¡ 12
and set
S;0(x) := S=k;k20(x)
k
a polynomial of degree 6 k=
√
k206 1=
√
0, at least if k20¡ 19 . If k
20¿ 19 , we simply set S;0(x) := 1.
It is easy to deduce the properties for this case from those for ||¡ 12 .
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Next, we need some polynomials that approximate characteristic functions, constructed by Ivanov
and Totik [4]: recall the map Ln from (25).
Lemma 4.4. There exists C ¿ 0 with the following property: for m¿ 1; there exist polynomials
Vm of degree 6Cm that are nonnegative in R and satisfy
(i)
Vm(x) ∼ 1; x∈ [n; a2n]; (36)
(ii)
Vm(x)6 14 exp(−2mLn(x)2); x∈ [a−2n; n): (37)
Proof. Note 1rst that for some B¿ 0; independent of n;
Ln(a2n) =
a2n − n
n
6
a2n − a−n
n
6B:
Here we have used Lemma 3.1(iii). Similarly; we have Ln(a−2n)¿− B; n¿ 1. Thus;
Ln[a−2n; a2n] ⊂ [− B; B]; n¿ 1:
Next; by a result of Ivanov and Totik; there exists C ¿ 0 and for m¿ 1; polynomials Pm of degree
6Cm such that
|Pm(x)− sign(x)|6 e−mx2 ; x∈ [− B; B]: (38)
Here sign is the usual sign function; and in [4]; the result was stated for [−1; 1]; but the contraction
x → x=B gives (38). Now we set
Um(x) := 12(1 + Pm(Ln(x)))
so that for x∈ (n; a2n]⇒ Ln(x)∈ (0; B];
|Um(x)− 1| = 12 |Pm(Ln(x))− sign(Ln(x))|
6 12e
−mLn(x)26 12 :
Also; for x∈ [a−2n; n)⇒ Ln(x)∈ [− B; 0);
|Um(x)| = 12 |Pm(Ln(x))− sign(Ln(x))|
6 12e
−mLn(x)2 :
Finally; setting
Vm(x) :=Um(x)2;
gives (i); (ii).
We now combine the polynomials of the last two lemmas:
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Lemma 4.5. Let ∈R. For n¿ 1 and x∈R; let
(∗n(x) :=
√
n|a2n − x|
n
√|x − an|+ an'n : (39)
There exist C1; C2; C3 ¿ 0 and for n¿ 1; polynomials Yn such that
(i) Yn has degree 6C1(n=,n)1=3;
(ii)
Yn(x)¿C2(n(x); x∈ [an; a3n=2]; (40)
(iii)
Yn(x) ∼ (n(x); x∈ [n; an]; (41)
(iv)
Yn(x)6C3(∗n(x)
 exp(−(log n)2Ln(x)2); x∈ [a−3n=2; n]: (42)
Proof. We do this in several steps.
Step 1: What we need for the proof
First suppose that we have polynomials Rn of degree 6C4(n=,n)1=3 such that
(i′)
Rn(x) ∼ (∗n(x); x∈ [a−3n=2; an]; (43)
(ii′)
Rn(x)¿C5(∗n(x)
; x∈ [an; a3n=2]: (44)
(We shall construct these in Steps 2 and 3). Note that for x∈ [n; a3n=2],
|x − a−2n| ∼ n ∼ |x − a−n|+ |a−n|'−n
and hence (see (39)),
(n(x) ∼ (∗n(x); x∈ [n; a3n=2]: (45)
Let [(log n)2] denote the greatest integer 6 (log n)2. We set
Yn(x) :=Rn(x)V[(log n)2](x);
where Vm is as in Lemma 4.4. Firstly, Yn has degree
6C4(n=,n)1=3 + O((log n)2) = O((n=,n)1=3)
so we obtain (i). (Recall that ,n6 2= ∀n). Next, (36) and (44) give for x∈ [an; a3n=2],
Yn(x) ∼ Rn(x)¿C5(∗n(x) ∼ (n(x)
by (45). So we have (40). Next, for x∈ [n; an], (36) and (43) give
Yn(x) ∼ Rn(x) ∼ (∗n(x) ∼ (n(x)
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by (45). So we have (41). Finally, for x∈ [a−(3=2)n; n], (43) and (37) give
Yn(x)6CRn(x) exp(−(log n)2Ln(x)2)
∼ (∗n(x) exp(−(log n)2Ln(x)2)
so we obtain (42).
We proceed with a two step construction of Rn satisfying (43) and (44):
Step 2: Reduce [a−n; an] to [− 1; 1]
Let us write, as in Lemma 3.4,
t = Ln(x) ⇔ x = L[−1]n (t) = nt + n:
Then as in Lemma 3.4,
|a2n − x| ∼ n(|1− t|+ ,n);
|an − x|+ an'n ∼ n(|1− t|+ (,n=n)2=3):
The de1nition (39) of (∗n gives
(∗n(x) =(
∗
n(L
[−1]
n (t))
∼ n
n
|1− t|+ ,n√
|1− t|+ (,n=n)2=3
; x∈ [a−3n=2; a3n=2]: (46)
Step 3: Use the polynomials of Lemma 4.3
We 1rst note that (as in the proof of Lemma 4.4) that there exists A¿ 1 such that
Ln[a−3n=2; a3n=2] ⊂ [− A; A]: (47)
Let us de1ne
R#n(t) :=
(
n
n
)
S;,n=18
(
t + A− 1
A
)
S−=2; (,n=n)2=3=18
(
t + A− 1
A
)
:
This is well de1ned, as ,n ¡ 2, so we may choose 0= ,n=18 or (,n=n)2=3=18 in Lemma 4.3. This is
a polynomial in t, that by Lemma 4.3(a) has degree
6
√
18(,−1=2n + (,n=n)
−1=3):
The larger of these terms, at least for large n, is the second one: indeed,
,−1=2n =(,n=n)
−1=3 = (n2,n)−1=6 → 0; n→∞;
by (14). Thus, at least for large enough n; R#n has degree 6 5(n=,n)
1=3. Next, for t ∈ [− A; 1];
t + A− 1
A
∈
[
− 1
A
; 1
]
⊂ [− 1; 1]:
D.S. Lubinsky, H.P. Mashele / Journal of Computational and Applied Mathematics 145 (2002) 387–405 401
Hence (34) gives uniformly for t ∈ [− A; 1],
R#n(t)∼
(
n
n
|1− (t + A− 1)=A|+ ,n√
|(1− t + A− 1)=A|+ (,n=n)2=3
)
∼
(
n
n
|1− t|+ ,n√
|1− t|+ (,n=n)2=3
)
∼ (∗n(L[−1]n (t)) (48)
by (46). Now we set
Rn(x) :=R#n(Ln(x))
a polynomial of degree 6C(,n=n)1=3 in x. Here by (47),
x∈ [a−3n=2; an]⇒ t = Ln(x)∈ [− A; 1]
so (48) gives
Rn(x) = R#n(t) ∼ (∗n(L[−1]n (t)) = (∗n(x)
thus we have (43). The proof of (44) follows similarly from (35).
We turn to the proof of (31):
Lemma 4.6. There exists C ¿ 0 such that for n¿ 1 and P of deg6 n; (31) holds.
Proof. We use the polynomials Yn from Lemma 4.5: by (40);
‖PW(n‖Lp[an; a3n=2]6C−12 ‖PWYn‖Lp[an; a3n=2]:
Here; by Lemma 4.5(i); PYn is a polynomial of degree m :=m(n)6 n + C1(n=,n)1=3. To estimate
‖PWYn‖Lp[an; a3n=2]; we use the restricted range inequality (33) with S :=PYn; obtaining
‖PW(n‖Lp[an; a3n=2]6C−12 ‖PWYn‖Lp(I)6C3‖PWYn‖Lp[a−m(1−K'−m); am(1−K'm)] (49)
at least for m¿m0(K). Note that
an¿ am(1− K'm)
⇔ am
an
− 16 (1− K'm)−1 − 1 = K'm1− K'm : (50)
But by (15);
am
an
− 1 ∼ 1
T (an)
(m
n
− 1
)
=O
(
(n=,n)1=3
nT (an)
)
=O('n);
by the de1nition of ,n and 'n. We then obtain (50) with an appropriate choice of K; at least for
m¿m0(K); since 'n ∼ 'm. Now we continue (49) as
‖PW(n‖Lp[an; a3n=2]6C3‖PWYn‖Lp[a−m; an]6C3‖PWYn‖Lp[a−m;n] + C4‖PW(n‖Lp[n; an]; (51)
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by (41). Here;
m(n)
n
6 1 +
C1(n=,n)1=3
n
= 1 + C1(n2,n)−1=3 → 1; n→∞
see (14). Thus we may rewrite (51); for large n; as
‖PW(n‖Lp[an; a3n=2]6C3‖PWYn‖Lp[a−3n=2 ; n] + C4‖PW(n‖Lp[n; an]: (52)
Next;
‖PWYn‖Lp[a−3n=2 ; n]6C5
( ‖PW‖Lp[a−3n=2 ; a−n]‖Yn‖L∞[a−3n=2 ; a−n]
+‖PW(n‖Lp[a−n; n]‖Yn=(n‖L∞[a−n; n]
)
6C5
( ‖PW‖Lp[a−n; an]‖Yn‖L∞[a−3n=2 ; a−n]
+‖PW(n‖Lp[a−n; n]‖Yn=(n‖L∞[a−n; n]
)
(53)
(by (33) with K = 0; as P has degree 6 n)
6C6‖PW(n‖Lp[a−n; an]
{
‖(−n ‖L∞[a−n; an]‖Yn‖L∞[a−3n=2 ; a−n]
+ ‖Yn=(n‖L∞[a−n; n]
}
: (54)
Now x6 a−n ⇒ Ln(x)6− 1; so (42) gives
‖Yn‖L∞[a−3n=2 ; a−n]6C‖(∗n ‖L∞[a−3n=2 ; a−n] exp(−(log n)2)
6 nC exp(−(log n)2)6 exp(− 12 (log n)2) (55)
at least for large enough n. Also from (18); we have
‖(−n ‖L∞[a−n; an]6 nC3||
and hence the 1rst term in { } in (54) approaches 0 as n → ∞. Next; x∈ [a−n; n] ⇒ t = Ln(x)∈
[− 1; 0]. As in the proof of Step 2 of Lemma 4.5; we obtain
(n(x) ∼
√
n|x − a−2n|
n
√|x − a−n|+ |a−n|'−n ∼
n
n
|t + 1|+ ,−n√
|t + 1|+ (,−n=n)2=3
:
Also;
(∗n(x) =
√
n|a2n − x|
n
√|x − an|+ an'n ∼
n
n
in this range of x. Then (42) gives; with t = Ln(x);
Yn(x)=(n(x)6C3
(
(∗n(x)
(n(x)
)
exp(−(log n)2L2n(x))
6C4
(
|t + 1|+ ,−n√
|t + 1|+ (,−n=n)2=3
)−
exp(−(log n)2t2):
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It is not diHcult to see that this is bounded; independently of t ∈ [−1; 0] and n. Indeed; for t ∈ [− 12 ; 0];
we obtain 6C5 immediately. For t ∈ [− 1;− 12 ]; we obtain instead
6C4nC5 exp(−(log n)2 14)→ 0; n→∞:
So
‖Yn=(n‖L∞[a−n; n]6C:
This and (54) show that
‖PWYn‖Lp[a−3n=2 ; n]6C7C6‖PW(n‖Lp[a−n; an]:
This last inequality and (52) give (31).
5. Proof of Theorem 1.2
We divide this into three cases:
Case 1: p=∞
By substituting (19), (20) and (24) in (9), we deduce that for n¿ 1 and x∈ [a−n; an],
1
n
n∑
m=1
|sm[f](x)|W (x)6C‖fW‖L∞(I)
(
n
n
(n(x)−1
)1=2
: (56)
Here we have also used the fact that |a±n| and hence n, increase as n increases, and C 
=C(f; n; x).
Next, (19), (20), (21), (24) and(10) give similarly for x∈ [a−n; an],
1
n
n∑
m=1
|sm[f](x)|W (x)6C‖fW‖L∞(I)
(
n
n
(n(x)−1
)2=3 [
max
t∈[x−+n; x++n]
√
(n(x)
(n(t)
+ 1
]
; (57)
where we may now take
+n :=C
[
n
n
(n(x)1=2
]2=3
:
Now if,
(n(x)¿ n=n⇒ +n = C
[
n
n
(n(x)1=2
]2=3
6C(n(x);
(22) gives
(n(t) ∼ (n(x) for |t − x|6 +n
and then (57) gives for some C 
=C(f; n; x),
1
n
n∑
m=1
|sm[f](x)|W (x)6C‖fW‖L∞(I)
(
n
n
(n(x)−1
)2=3
: (58)
If on the contrary,
(n(x)¡n=n;
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then (
n
n
(n(x)−1
)1=2
¡
(
n
n
(n(x)−1
)2=3
:
In this case, we use the estimate (56), which is better than (58). Thus we have shown that for
x∈ [a−n; an], and some C 
=C(f; n; x),
1
n
n∑
m=1
|sm[f](x)|W (x)6C‖fW‖L∞(I) min
{(
n
n
(n(x)−1
)1=2
;
(
n
n
(n(x)−1
)2=3}
:
We may reformulate this as
sup
x∈[a−n; an]
1
n
n∑
m=1
|sm[f](x)|W (x)
(
n
n
(n(x)−1
)
6C‖fW‖L∞(I)
for both =− 12 and =− 23 . To extend this to all of I , we use a device of Szabados [12]. The last
inequality implies that no matter what choice of 0m =±1,
sup
x∈[a−n; an]
∣∣∣∣∣1n
n∑
m=1
0msm[f](x)
∣∣∣∣∣W (x)
(
n
n
(n(x)−1
)
6C‖fW‖L∞(I);
where of course, C 
=C(f; n; {0m}). Since the expression in | | is a polynomial of degree6 n, The-
orem 4.1 gives for both the above choices of ,
sup
x∈I
∣∣∣∣∣1n
n∑
m=1
0msm[f](x)
∣∣∣∣∣W (x)
(
n
n
(n(x)−1
)
6C‖fW‖L∞(I):
Since 0m =±1 is arbitrary, we deduce that for both the above choices of ,
sup
x∈I
1
n
n∑
m=1
|sm[f](x)|W (x)
(
n
n
(n(x)−1
)
6C‖fW‖L∞(I):
Then (7) follows.
Case 2: p= 1
By our result for p=∞, and self-adjointness of sm, we obtain for n¿ 1;∥∥∥∥∥1n
n∑
m=1
sm[f]W
∥∥∥∥∥
L1(I)
= sup
‖gW‖L∞(I)61
∫
I
(
1
n
n∑
m=1
sm[f]
)
gW 2
= sup
‖gW‖L∞(I)61
∫
I
(
1
n
n∑
m=1
sm[g]
)
fW 2
6 sup
‖gW‖L∞(I)61
∫
I
(
1
n
n∑
m=1
|sm[g]|W)n
)
|fW)−1n |
6C
∫
I
|fW)−1n |;
by our Theorem for p=∞.
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Case 3: 1¡p¡∞
We apply a Theorem of E. Stein [1, p. 213] on interpolation in weighted spaces. More speci1cally,
if
1[f] :=
1
n
n∑
m=1
sm[f]
and
q0 := 1; p0 := 1; v0 :=W ; u0 :=W)−1n ;
q1 :=∞; p1 :=∞; v1 :=W)n; u1 :=W;
we have shown that for i = 0; 1, and some C 
=C(f; n; i),
‖1[f]vi‖Lqi (I)6C‖fui‖Lpi (I)
and hence if 0¡=¡ 1, and
1
p
=
1− =
p0
+
=
p1
= 1− =; 1
q
=
1− =
q0
+
=
q1
= 1− =;
u := u1−=0 u
=
1; v := v
1−=
0 v
=
1
then
‖1[f]v‖Lq(I)6C‖fu‖Lp(I) :
This last inequality may easily be reformulated as (6).
References
[1] C. Bennett, R. Sharpley, Interpolation of Operators, Academic Press, Orlando, 1988.
[2] G. Freud, Markov–Bernstein type inequalities in Lp(−∞;∞), in: G.G. Lorentz, et al., (Eds.), Approximation Theory
II, Academic Press, New York, 1976, pp. 369–377.
[3] G. Freud, On Markov–Bernstein type inequalities and their applications, J. Approx. Theory 19 (1977) 22–37.
[4] K. Ivanov, V. Totik, Fast decreasing polynomials, Constr. Approx. 6 (1990) 1–20.
[5] A.L. Levin, D.S. Lubinsky, Orthogonal Polynomials for Exponential Weights, Springer, New York, 2001.
[6] D.S. Lubinsky, D. Mache, (C; 1) Means of orthonormal expansions for exponential weights, J. Approx. Theory 103
(2000) 151–182.
[7] H.N. Mhaskar, Introduction to the Theory of Weighted Polynomial Approximation, World Scienti1c, Singapore,
1996.
[8] H.N. Mhaskar, E.B. SaE, Where does the sup norm of a weighted polynomial live? Constr. Approx. 1 (1985) 71–91.
[9] P. Nevai, Orthogonal polynomials, Memoirs of the Amer. Math. Soc., Vol. 213, Providence, RI, 1979.
[10] P. Nevai, Geza Freud, Orthogonal polynomials and ChristoEel functions: a case study, J. Approx. Theory 48 (1986)
3–167.
[11] E.B. SaE, V. Totik, Logarithmic Potentials with External Fields, Springer, Berlin, 1997.
[12] J. Szabados, Weighted Lagrange and Hermite–Fejer interpolation on the Real line, J. Inequalities Appl. 1 (1997)
99–123.
