Abstract. We construct an adaptive estimator of a density function on d dimensional unit sphere S d (d ≥ 2), using a new type of spherical frames. The frames, or as we call them, stereografic wavelets are obtained by transforming a wavelet system, namely Daubechies, using some stereographic operators. We prove that our estimator achieves an optimal rate of convergence on some Besov type class of functions by adapting to unknown smoothness. Our new construction of stereografic wavelet system gives us a multiresolution approximation of L 2 (S d ) which can be used in many approximation and estimation problems. In this paper we also demonstrate how to implement the density estimator in S 2 and we present a finite sample behavior of that estimator in a numerical experiment.
Introduction
In this paper, we consider an adaptive estimator of a density function on the ddimensional unit sphere S d , d ≥ 2 using a new type of Parseval frame. To construct the estimator we create a new stereografic wavelet system which gives us a multiresolution approximation of L 2 (S d ). Since our construction uses a standard wavelet system (namely Daubechies) and some stereografic operators one can only make some modifications of existing algorithms in R d , which is relatively easy, to enjoy the benefits of mutiresolution analysis on a sphere and solve many approximation and estimation problems.
Let us start from the definition Definition 1.1. Let {K j : j ≥ j 0 } be a family of measurable functions (called kernels)
. . X n be i.i.d. with density function f on S d with respect to Lebesgue'a measure. For j ≥ j 0 we define an estimator of f f n (j)(x) = 1 n j ≥ j 0 } such that for any U > 0 there are constants c = c(r, R, U ) and C = C(U ) such that for all s, n andB > 1 we have sup f ∈Σ(s,B), f ∞≤U E f n (j n ) − f 2 2 ≤ cB 2d/(2s+d) n −2s/(2s+d) , where j n = min j ∈ [j min , j max ] : ∀ l, j<l≤jmax f n (j) − f n (l) 2 2 ≤ C 2 ld n and j min = log 2 n 2R + d , j max = log 2 n 2r + d .
In the above theorem the smoothness parameter s is unknown but for choosing the resolution level we use a lower bound r and an upper bound R. Let us discuss some consequences of choosing different values for r and R. It seems that it is good idea to take r as small as possible and R as big as possible to consider a very wide range for the unknown smoothness. The first part of that is true since there are no serious consequences of taking small r. Unfortunately if we take a big value for R, then we need to use in our construction some very smooth wavelets (smoother than R). The smoother the wavelets are, the bigger support they have and if one scales them to a smaller area, then they change values very rapidly. In the asymptotic point of view this is not a problem but for fixed n the estimator loses its efficiency if the value R is too big. The same problem we can observe in case of a wavelet estimation on R.
It is well-known (see Hall, Kerkyacharian and Picard (1998) [22] Theorem 4.1) that on the real line if one considers wavelets estimators with a block thresholding procedure, one attains minimax rate of convergence without extraneous logarithmic factors for B s 2,∞ Besov spaces and L 2 -loss, i.e., n −2s/(1+2s) . Similar result was given in [6] . We follow the arguments presented there.
The problem of estimating nonparametrically a density on the d-dimensional unit sphere S d over Besov classes is not new (see Baldi, Kerkyacharian, Marinucci and Picard (2009) [2] for a direct setting and for an indirect setting see Kerkyacharian, Pham Ngoc and Picard (2011) , [24] ). In particular, in Baldi, Kerkyacharian, Marinucci and Picard (2009), the authors had already dealt with the considered problem in a more general framework, namely, by considering B s q,r Besov spaces. They constructed an adaptive estimator based on a set of spherical wavelets, named needlets, with a hard thresholding procedure. They obtained minimax rates of convergence for B s q,r Besov spaces, L p -loss and sup-norm loss up to a logarithmic factor. This deep approach was continued in [12] but in regression case. Moreover the rates are without the logarithmic factor. We obtain the minimax rate of convergence for the L 2 -loss, i.e., n −2s/(2s+d) without the logarithmic factor that one usually gets with adaptive methods of estimating density function on the sphere. We want to emphasize that section 2 can be rewritten for a compact smooth manifold. So if one can construct a family of kernels such that they satisfy conditions of Theorem 2.5, one obtains a method of minimax rate of convergence for the L 2 -loss, i.e., n −2s/(2s+d) without the logarithmic factor on the manifold M . The first step is done in [5] i.e., a smooth orthogonal decomposition of identity in L 2 (M ) is constructed. In section 2 we formulate general conditions on K j which guarantee Talagrand's inequality in Bousquet's version. This inequality is a key argument to prove Theorem 1.1.
In section 3 we construct kernels K j using a new type of frames on sphere which gives an optimal rate of the estimation. The new frame, called stereographic wavelets, inherits all properties of the classical multivariate Daubechies wavelets and we know that such basis is an excellent tool in the process of approximation and estimation mentioned in [6, Theorem 2] or [22, Theorem 4.1] .
In great amount of literature, tight frames (needlets) are used as a tool in approximation as well as in estimation of densities (see [9] , [16] , [23] , [29] , [30] ). Unfortunately this approach does not give an optimal rate of estimation (see [25] ). The new frames on sphere, introduced by Bownik M., Dziedziul K. in [4] give a construction of K j such that we achieve the optimal rate of convergence on Besov spaces via adaptive estimation. The method of constructing Parseval frame on sphere consists of two steps. In first step we obtain a localized wavelet system on sphere by transforming Daubechies wavelet system on [1 − ε, 1 + ε] d using two stereographic operators. Next we create a Parseval frame by applying P. Auscher, G. Weiss, M. V. Wickerhauser (AWW) operator ( [1] ) on sphere (see [4] ). Consequently we create a multivariate approximation on
in the main theorem are kernels of the orthogonal projection
where σ d is Lebesgue measure on S d . In section 4 we present a technical version of Theorem 1.1. In section 5 we show a numerical example of such estimation for S 2 (classical sphere). All the proofs are given in the appendix A.
Since the coefficients of the frame give us characterization of Besov spaces B s 2,∞ (S d ), it is possible to use our approach from earlier papers to estimate the smoothness of density function or to construct a smoothness test (see [7] , [8] and [15] ), but this is not the aim of this paper.
Talagrand's inequality
In this section we present Talagrand's inequality (see [3] , [17] and Theorem 3.3.9 (Upper tail of Talagrand's inequality, Bousquet's version [18] ) and its consequences. Let us cite from [17] : in the special case "Talagrand's inequality becomes exactly the Bernstein and Prohorov inequalities. Clearly then, Talagrand's inequality is essentially a best possible exponential bound for the empirical process." We start our consideration with general type of kernels K j (x, y), x, y ∈ S d . In the next section we focus our attention on kernels which arise from the Parseval frame.
Theorem 2.1. Let X, X 1 , . . . , X n be i.i.d. random variables with law µ on a measurable space (M, M). Let K be a countable class of real measurable functions on M , uniformly bounded by a constant U and µ− centered, i.e.,
Let ω be a positive number such that
Following [17] we adapt this theorem to our situation. Let X 1 , . . . X n be i.i.d. random variables with density f on S d with respect to Lebesgue measure σ d on S d (the surface measure),
We assume that a family of symmetric kernels
for all x, y, j, satisfies the following three conditions:
where
For simplicity we will assume further that C K = 1. A classical estimator of density f is given by
From (2.8) we obtain the following lemma Lemma 2.2. Let X 1 , . . . X n be i.i.d. with common density f on S d with respect to Lebesgue measure. Let symmetric kernels K j (·, ·) satisfy (2.7), (2.8), (2.9). Then, there exists D > 0 such that
and
[proof in the appendix A.1] For j 0 ∈ Z and j ≥ j 0 we define the following family of kernels
Lemma 2.3. Let X 1 , . . . X n be i.i.d. with common density f on S d with respect to Lebesgue measure. Let symmetric kernels K j (·, ·) satisfy (2.7), (2.8), (2.9). Then K satisfies the assumptions of Theorem 2.1 i.e., for all k g ∈ K
To transform the thesis of Theorem 2.1 in a case of density function estimation note that if we define
Hence taking H = µ n − µ in Theorem 2.1 we have
Note that by (2.17)
Now taking into account the above result we can formulate the following one.
Corollary 2.4. Let X 1 , . . . X n be i.i.d. with common density f on S d with respect to Lebesgue measure. Let symmetric kernels K j (·, ·) satisfy (2.7), (2.8), (2.9). For the family K = K j (2.13) we have the following inequality (Talagrand's inequality (2.5) from Theorem 2.1) 20) where
We want to transform (2.20) into a formula which will be convenient in our later calculation. Note that
By (2.24), (2.22), (2.23)
Consequently, for x = 2 jd we obtain
It follows from Lemma 2.2, that we need to assume that the relation between level j and the size of sample n is such that 2
as j, n → ∞. This condition is justified to guarantee balance between stochastic and deterministic error. So through this paper we assume that there is C E ≥ 0 such that we work in the range of parameter j and n such that
Finally from (2.27) and Corollary 2.4 we get the main estimation. If we denote by L(S d ) a σ− algebra of Lebesgue sets contained in S d , then the following theorem is true.
(2.30)
Then for j ≥ j 0 and n ∈ N such that
Besov spaces and stereographic wavelets on sphere
In this section we construct a Parseval frame on S d , d ≥ 2 using Bownik-Dziedziul construction (see [4] ). For any fixed angle 0 < δ < π/2 let us decompose the sphere onto two Patches A − and A + , depending on the angle (see Figure 1) , where
Consider a natural parametrization of the sphere
is the "North Pole", see Figure 2 .
It makes sense to introduce the notation g(θ, ξ) = g(Φ d (θ, ξ)). Let us take some realvalued, smooth function s ∈ C ∞ (R) such that
Now we can define Auscher-Weiss-Wickerhouser (AWW) operator E = E δ,s , pointwise for every g :
where ξ ∈ S d−1 (see (3.5) and (3.6) in [4] ).
Since we consider two patches A − and A + we have very simple decomposition of identity operator I (orthogonal partition of unity), see [4] Theorem 1.1
Definition 3.1. We say that an operator P is localized on an open set U , i.e., for any f :
Now we are ready to reformulate [4, Theorem 5.1]. We recall that Sobolev space [14] .
, the covariant derivative of f of order k in some local chart. We let |∇ k f | to be its norm (which is independent of a choice of chart). Given 1 ≤ p < ∞ we define the norm
To see more direct definition see [10] or [4] . See also [5, Definition 2,3 and Lemma 2.7]. Despite our characterization also holds for fractional Sobolev spaces, Theorem 3.5, we omit these considerations. Theorem 3.2. .
(1) The operator E + is localized on A + and the operator E − on A − , (2) The both operators E ± (i.e., E
± is a continuous operator
Consider Daubechies multivariate wavelets. For N ≥ 2, let N φ be a univariate, compactly supported scaling function with support supp N φ = [0, 2N − 1] associated with the compactly supported, orthogonal univariate Daubechies wavelet N ψ, see [11, Section 6.4] . Moreover it is known that a smoothness of Daubechies wavelets = (N ) ≈ 0.2N ,
d be the vertices of the unit cube and let E = E \ {0} be the set of nonzero vertices. For each e = (e 1 , . . . , e d ) ∈ E , define
Denote the side length of I by (I) = 2 −j . For any e ∈ E define scaled wavelet, related to I by ψ
It is well-known that {ψ For our purposes it is convenient to consider a localized wavelet systems on a cube.
For any j ≥ j 0 , consider families of dyadic cubes
Define a localized wavelet system, related to the cube J and ε > 0 by
we get a sequence of finite dimensional spaces
We have usual a dilation and translation properties. We consider only the dilation by two, for j ≥ j 0 if
We will transport that sequence by two stereographic projections on sphere. After using AWW operators we obtain MRA on
Lemma 3.3. The localized wavelet system S(J, ε) has following properties:
• magnitudes of coefficients {| f, g |} g∈S(J,ε) characterize functions f ∈ F(R d ) satisfying supp f ⊂ J ε/2 , where F is either the Sobolev space W
Proof is similar to the proof of Lemma 6.1 from [4] since there is no restriction for p, q = ∞.
Localized wavelet system S(J, ) is transformed to S d by stereographic projections (see Figure 3 )
, . . . ,
.
For > 0 we define variable change operators (for + and −)
given by
Both operators T ± d are isometric isomorphisms. This leads us to two a local wavelet system on S d . Namely, [27] . Let us recall the definition of Besov space (called Nikolskij-Besov space) form [27] . For r ∈ N let ω r (f, τ ) p be a modulus of smoothness on sphere, i.e.,
Here Id is an identity operator and T t is a translation operator, compare Definition 2.1.4 [10] ,
and dl θ,t denotes Lebesgue measure on the set {y ∈ S d : θ • y = cos t}. Let s > 0 and Lemma 3.4. The system S ± has following properties:
Proof is a consequence of Lemma 3.3 and Lemma 6.2 from [4] .
We define a wavelet system called stereographic wavelets corresponding to A + and A −
We have an analogue of Theorem 6.2 from [4] with multiresolution structure on L 2 (S d ). To formulate a dilation property we need two spherical dilations ϑ ± . We take natural parametrization. Let
where φ : (0, π) → (0, π) is a diffeomorphism. To find a formula for φ = φ(θ) we need to solve 2 sin θ 1 + cos θ = sin φ 1 + cos φ .
Since in the natural parametrization (3.10) S + (ξ sin θ, cos θ) = ξ sin θ 1 + cos θ , then for the dilation operator dial(y) = 2y, where y ∈ R d we have
We have a diagram
and the set
We have also spherical dilations property, if
Moreover, the magnitudes of the coefficients {| f, g |} g∈S characterize f ∈ F(S d ), where
In the next section we will consider B s 2,∞ (S d ) for 0 < s < (N ). We will use a characterization of functions from B s 2,∞ (S d ) by frame coefficients. Namely, from Theorem 3.5
In fact we will use an equivalent with the same notation
We define a family of operators
If {x n }, n ∈ N is the Parseval frame in separable Hilbert space H, then for all x ∈ H and
For completeness of arguments let us prove this inequality. We use the theorem that for Parseval frame there is orthogonal basis {f n } in H 1 such that H ⊂ H 1 and x n = P (f n ), where P is an orthogonal projection
Hence for all f ∈ H 1 and all
If we use orthogonal projection, we obtain
If we use this for f = P x = x, we get
which proves (3.18). Using (3.18) we obtain corollary 
[proof in the appendix A.4]
Adaptive estimator of density function
In this section we present a technical version of Theorem 1.1. Note that
[proof in the appendix A.5]
One can see that the kernels K j (·, ·) fulfill the conditions from Theorem 2.5. For f n (j)(x) = 1 n n i=1 K j (x, X i ), where K j (·, ·) is given by (3.17), we formulate the analogue of [6, Theorem 2] (our proof is more precise and gives all needed arguments). The idea of choosing the resolution level is taken from Lepski [26] . , where r ≤ s ≤ R. We assume that Daubechies wavelet is smooth enough, i.e., R < (N ).
Let j min and j max be such that j 0 ≤ j min ≤ j max and
where C(S) is a constant such that
where the constant D N is from Lemma 4.1 and M N is the constant from theorem 2.5 depending on C E > 0 and D N for kernels (3.17) .
Then for any r, R, U > 0 there is c = c(r, R, U ) such that for all s, n andB > 1 if j n is defined by (4.3) we have
In practice constant C(S), from the above Theorem, can be chosen as
It can be calculated numerically for y from some grid on S d . It is also known that the Daubechies wavelets smoothness increases with N approximately like 0.2N (see [11] chapter 7). It means that for the estimation one should take N ≈ 5R.
In the proof of the above theorem the following lemma was used.
Lemma 4.3. Under the above construction we have
[proof in the appendix A.7]
Numerical results
The first purpose of this section is to explain how one can implement our estimator in S 2 , by presenting the exact formula of the estimator with a special choice of functions and parameters. The second purpose is to show, in a numerical experiment, that the estimator works and can be used in practice.
For an estimation the Daubechies wavelets "DB8" with the support [0, 15] are used. Two values of the experiment size are used: n = 100 and n = 10000. The maximum resolution levels j max from our main Theorem are j max = 2 for n = 100 and j max = 3 for n = 10000, where r = 3/2 (see Theorem 4.2). Since our wavelet support length is 15 on the resolution level 0, then we decide to use minimal resolution level j min ≥ 2 which allows us to take a lower value for . Because of that, we set j min = max{2, log 2 n 2R+d } which gives us j min = 2 for n = 100 and j min = 2 for n = 10000, where R = 2. The resolution levels of the estimator for generated data was j n = 2 for n = 100 and j n = 3 for n = 10000 (the method form the Theorem 4.2 for choosing j n can be more useful in practice for bigger sample sizes n, when there is a bigger set of possible resolution levels). In the estimator formula (see definition 1.1) we choose δ = π/6 (see figure 1 ), = 4 (see definition 3.3) and the distribution function s ∈ C ∞ (R) (see AWW operator (3.1))
Notice that the choice of is justified since the length of the effective support of DB8 scaling function on the resolution level 2 is smaller than /2 = 2. For the calculation of the wavelets values, a dyadic discretization is used. The distance between discretization points on the resolution level j is 2 −(j+10) . Data samples (X 1 , Y 1 , Z 1 ), ..., (X n , Y n , Z n ) are generated from the following density functions on the sphere x 2 + y 2 + z 2 = 1:
using the elimination method, which is the following. First we generate an observation
from the uniform distribution on the unit sphere, where N x , N y , N z are independent and have standard normal distribution. Then we generate M which is independent of (U x , U y , U z ) and has uniform distribution on [0; 1 + sup f ], where f is a density on sphere. If M < f (U x , U y , U z ) then we keep the observation (U x , U y , U z ). If not, we repeat the procedure. We repeat this until we have the whole sample of size n. The sample is i.i.d. with the density f . The estimator can be calculated in any point (x, y, z) of the unit sphere by the following formula:f
In our simulations the estimator values are calculated on the following discrete set of points:
which is approximately uniformly distributed on the sphere and quite comfortable in implementation. The results of our estimation are presented in figures 4 and 5. 
Since Y i (x) are i.i.d. and EY i (x) = 0 by (2.8) we get
Now we prove (2.12). From Jensen's inequality and (2.11) we have
A.2. Proof of Lemma 2.3. Let us check that K satisfies the assumptions of Theorem 2.1. We start with assumption that k g ∈ K are uniformly bounded. If we take k g ∈ K, then
Note that by (2.8) we get
By (A.1) and (A.2)
We have proved that a function from K = K j is bounded by U K j . By (2.14) we get
Let us show (3.6) i.e., for ω
Consequently,
A.3. Proof of Theorem 3.5. From Lemma 3.4 we get that S is a Parseval frame in
e ∈ E, I ∈ D j (e)}. Then by definition of W j and (3.5)
Hence by (3.9)
Note that both orthogonal projection
From definition of j 0 we get that such
and we prove (3.12). Now we prove (3.14). Let us take ψ 0 I and I ∈ D j (0). Then
By (3.11) we have
Consequently there isĨ ∈ D j+1 (0) such that for y ∈ R The function H + we obtain comparing T
Hence
By (3.10) in the natural parametrization u = (ξ sin θ, cos θ) the function H + depends on a = a(θ) = sin θ/(1 + cos θ) since
From Theorem 6.1 [4] we get that there is C > 0 such that for f ∈ F(S d ).
Since both operators E + i E − are projection in Banach spaces, then
with equivalence of norm
, consequently from Lemma 3.4 we get the Theorem.
A.4. Proof of Corollary 3.6. Let
We get the corollary by (3.18), (3.15) and Theorem 3.5.
A.5. Proof of Lemma 4.1. Since E ± are orthogonal projections and T ± d are isometric isomorphisms we have
Then for y ∈ S d and j ≥ j 0 By Jensen's inequality (A.8)
From (A.7) we get
Consequently from (A.9) i (A.10)
A.6. Proof of Theorem 4.2. From Lemma 2.2 we get that for all j ≥ j 0 (3.15) and Corollary 3.6 we get
We define
To show (4.5) we will estimate both components.
Applying (A.11), (A.12) and (A.13) we get
Indeed for j * − = j * − 1 from (A.13) we have
Consequently using (A.11) and (A.12) we get
Hence by standard calculation we get
Finally for f ∈ Σ(s,B) and
2s+d .
Note that the constant in the inequality (A.17) is the following
By (A.15), (A.16) and (A.17) for C = C(S)(||f || ∞ ∨ 1).
2s+d , (A.19) (II) For second component of (A.14) using Schwartz inequality we get
By Lemma 4.3 and (A.13) for j > j * and j ∈ J there is C such that
Consequently by (A.20), (A.22) and the definition of j max there is C such that
Let us fix j ∈ J such that j > j * . We will estimate P (j n = j). Since j n = j, then from the definition of j n and for j − = j − 1 we get that there is l > j − 1 ≥ j * such that
Note that
From the definitions of B(l, f ) and σ(l, n) we get
By (A.25) + P f n (l) − Ef n (l) 2 > M N (||f || ∞ ∨ 1)σ(l, n) .
Since for l ≥ j > j − we have σ(l, n) > σ(j − , n) then
By Theorem 2.5 P (j n = j) ≤ l∈J :l≥j 2e −2 dj − + 2e −2 dl ≤ 4(j max − j min )e −2 dj min .
Using this in (A.23) we obtain E f n (j n ) − f Finally to finish the proof we use above inequality and (A.12) with (A.21). Indeed E f n (j) − f 
