We compare a number of data-rich prediction methods that are widely used in macroeconomic forecasting with a lesser known alternative: partial least squares (PLS) regression. In this method, linear, orthogonal combinations of a large number of predictor variables are constructed such that the covariance between a target variable and these common components is maximized. We show theoretically that when the data have a factor structure, PLS regression can be seen as an alternative way to approximate this unobserved factor structure. In addition, we prove that when a large data set has a weak factor structure, which possibly vanishes in the limit, PLS regression still provides asymptotically the best fit for the target variable of interest. Monte Carlo experiments confirm our theoretical results that PLS regression performs at least as well as principal components regression and rivals Bayesian regression when the data have a factor structure. But when the factor structure in the data is weak, PLS regression outperforms both principal components and Bayesian regressions. Finally, we apply PLS, principal components, and Bayesian regressions to a large panel of monthly U.S. macroeconomic data to forecast key variables across different subperiods. The results indicate that PLS regression usually has the best out-of-sample performance.
Introduction
It has been a standard assumption in theoretical macroeconomic modeling that agents are processing all the available quantities of information when forming their expectations for the future.
Also, policymakers traditionally have looked at a vast array of indicator series in the run-up to major policy decisions, or in the words of Lars Svensson (Svensson (2005) ) about what central bankers do in practice: '(l)arge amounts of data about the state of the economy and the rest of the world ... are collected, processed, and analyzed before each major decision.' However, most traditional macroeconomic prediction approaches rarely consists of models that handle more than 10 variables, because it is either inefficient or downright impossible to incorporate a much larger number of variables in a single forecasting model and estimate it using standard econometric techniques. This failure of traditional macroeconomic forecasting methods prompted a new strand of research devoted to the theory and practice of alternative macroeconomic forecasting methods that utilize large data sets.
These alternative methods can be distinguished into two main categories. As, e.g., outlined in Hendry (1995) , the methods of the first category involve inherently two steps: In the first step some form of variable selection is undertaken. The variables that are chosen are then used in a standard forecasting model. Recent developments in this line of research has focussed on automated model selection procedures in order to be better able to select the optimal predictors from large data sets; see Krolzig and Hendry (2001) . An alternative group of forecasting methods consists of estimation strategies that allow estimation of a single equation model that utilizes all the information in a large data set and not just an 'optimal' subset of the available predictor series. This is a diverse group of forecasting methods ranging from factor-based methods to Bayesian regression and forecast combination. These two groups of methods inevitably overlap.
However, we feel that the step of variable selection is, and involves methods that are, sufficiently distinct to merit separate mention and treatment. Instead, we focus in this paper on the latter group of data-rich forecasting methods.
Within the group of data-rich forecasting techniques, factor methods have gained a prominent place. These methods are related to the strict factor models used in finance, but, starting with Chamberlain and Rothschild (1983) , they use weaker assumptions regarding the behavior of the idiosyncratic components, which allows the use of principal components in very large data sets to identify the common factors in such a data set. Stock and Watson (2002a) and Bai (2003) further formalized the underlying asymptotic theory. Stock and Watson (2002b) proved to be the starting point of a large empirical research output where, with mixed success, a limited number of principal components extracted from a large data set are used to forecast key macroeconomic variables. However, the use of principal components does not always guarantee that the information extracted from a large number of predictors is useful for forecasting. Boivin and Ng (2006) make it clear that if the forecasting power comes from a certain factor, this factor can be dominated by other factors in a large data set, as the principal components solely provide the best fit for the large data set and not for the target variable. This could explain why in some empirical applications principal components (PC) factor models are dominated by Bayesian regression and forecast combinations. Under Bayesian regression one essentially estimates a multivariate regression consisting of all predictor variables, but with the regression coefficients shrunken to a value close to zero. Starting with Bates and Granger (1969) , forecast combination involves the use of subsets of predictor variables in distinct forecasting models and the production of multiple forecasts for the target variable, which are then averaged to produce a final forecast. The distinctive feature of these two approaches is that the information in a large data set is compressed such that this has explanatory power for the target variable. Note, however, that from an econometric perspective forecast combinations are ad hoc in nature, whereas it has been shown in De Mol et al. (2008) that Bayesian regression is theoretically related to PC-based factor models.
In this paper we revisit the use of principal components (PC) and Bayesian regression for data-rich macroeconomic forecasting and compare these with the lesser known method of partial least squares (PLS) regression. We propose PLS regression as an alternative data-rich approach that can be used for macroeconomic forecasting using very large data sets, irrespective of whether such a data set involves having a strong factor structure or not. PLS regression is implemented for large data sets through the construction of linear, orthogonal combinations of the predictor variables such that the linear combinations maximize the covariance between the target forecast variable and each of the common components constructed from the predictor variables. Although similar in spirit to PC regression, the explicit consideration of the target forecast variable addresses a major existing criticism towards PC regression as a forecasting technique.
One significant contribution of our paper is that we provide theoretical results that relates PLS to PC for large data sets. When a factor structure is a dominant feature of large data sets we can show that in the limit PLS and PC regressions will be equivalent, and thus PLS regression can be seen as a valid alternative technique to uncover the relevant, underlying unobserved factor structure. However, when this underlying factor structure is very weak, or even absent, we prove that PLS regression still provides asymptotically the best fit for the target variable of interest.
Next, we argue that the range of forecast combination techniques can be seen as restricted versions of PLS. PLS, therefore, has explicit theoretical links with the currently used range of data-rich macroeconomic forecasting tools. More specifically, we provide a unification of forms of PLS, PC, forecast combination and, via the work of De Mol et al. (2008) , Bayesian regression, thereby linking all major forecasting tools. Finally, we consider in detail the properties of PLS, PC and Bayesian regression for forecasting using both Monte Carlo analysis and an empirical application to gauge the potential of each of these data-rich approaches. Our work suggests a clear potential for PLS regression for a variety of contexts.
In the remainder of this paper we have the following structure: Section 2 discusses the most frequently used data-rich methods for macroeconomic forecasting. Then, in Section 3, we provide an overview of PLS regression, present some results on the asymptotic behavior of PLS regression, and report on an extensive Monte Carlo study that focuses on the out-ofsample properties of PLS, PC and Bayesian shrinkage regression. Section 4 presents an empirical application where PLS and the other data-rich forecasting methods are used on a large monthly US macroeconomic data set. Finally, Section 5 concludes.
Frequently Used Methods for Data-Rich Macroeconomic Forecasting
A useful framework for studying existing methods is provided by the following general forecasting equation
where y t is the target of the forecasting exercise,
It is assumed that the number of indicator variables N is too large for α to be determined by standard methods such as ordinary least squares (OLS). The literature has proposed a number of ways how one can deal with this issue of large-dimensional data sets, of which we provide a selective review.
Factor Methods
The most widely used class of data-rich forecasting methods are factor methods. Factor methods have been at the forefront of developments in forecasting with large data sets and in fact started this literature with the influential work of Stock and Watson (2002a) . The defining characteristic of most factor methods is that relatively few summaries of the large data sets are used in forecasting equations which thereby becomes a standard forecasting equation as they only involve a few variables. The assumption is that the co-movements across the indicator variables can be captured by a r × 1 vector of unobserved factors
wherex t may be equal to x t or may involve other variables such as, e.g., lags and leads of x t and Λ is a r ×N matrix of parameters describing how the individual indicator variables relate to each of the r factors, which we denote with the terms 'loadings'. In (2) e t represents a zero-mean I(0)
vector of errors that represent for each indicator variable the fraction of dynamics unexplained by F t , the 'idiosyncratic components'. The number of factors is assumed to be small, meaning r < min(N, T ). So, implicitly, in (1) α =α Λx t , where F t = Λx t , which means that a small, r, number of linear combinations ofx t represent the factors and act as the predictors for y t . The main difference between different factor methods relate to how Λ is estimated.
The use of principal components (PC) for the estimation of factor models is, by far, the most popular factor extraction method. It has been popularised by Stock and Watson (2002a,b) , in the context of large data sets, although the idea had been well established in the traditional multivariate statistical literature. The method of principal components (PC) is simple. Estimates of Λ and the factors F t are obtained by solving:
where λ i is a r × 1 vector of loadings that represent the N columns of Λ = (λ 1 · · · λ N ). One, nonunique, solution of (3) can be found by taking the eigenvectors corresponding to the r largest eigenvalues of the second moment matrix X X, which then are assumed to represent the rows in Λ, and the resulting estimate of Λ provides the forecaster with an estimate of the r factorŝ
To identify the factors up to a rotation, the data are usually normalized to have zero mean and unit variance prior to the application of principal components; see Stock and Watson (2002a) and Bai (2003) PC estimation of the factor structure is essentially a static exercise as no lags or leads of x t are considered. One alternative is dynamic principal components, which, as a method of factor extraction, has been suggested in a series of papers by Reichlin (see, e.g., Forni et al. (2000, 2004) among others) is designed to address this issue. Dynamic principal components are extracted in similar fashion to static principal components but , instead of the second moment matrix, the spectral density matrices of the data at various frequencies are used.
These are then used to construct estimates of the common component of the data set which is a function of the unobserved factors. This method uses leads of the data and as a result its application to forecasting has been slow for obvious reasons. Recent work by the developers of the method has addressed this issue (see, e.g., Forni et al. (2005) ).
Bayesian (Shrinkage) Regression
Bayesian regression is a standard tool for providing inference for α in (1) and there exist a large variety of approaches for implementing Bayesian regression. We will provide a brief exposition of this method. A starting point is the specification of a prior distribution for α. Once this is in place standard Bayesian analysis proceeds by incorporating the likelihood from the observed data to obtain a posterior distribution for α which can then be used for a variety of inferential purposes, including, of course, forecasting.
A popular and simple implementation of Bayesian regression results in a shrinkage estimator for α in (1) given byα
where X = (x 1 , ..., x T ) , y = (y 1 , .., y T ) and v is a shrinkage scalar parameter. The shrinkage estimator (4) shrinks the OLS estimator, given by (X −1 X y towards zero, thus enabling a reduction in the variance of the resulting estimator. This is a major feature of Bayesian regression that makes it useful in forecasting when large data sets are available. This particular implementation of Bayesian regression implies that elements of α are small but different from zero ensuring that all variables in x t are used for forecasting. In this sense, Bayesian regression can be linked to other data-rich approaches. When a certain factor structure is assumed in the data, Bayesian regression through (4) will forecast y t by projecting it on a weighted sum of all N principal components of X, with decaying weights, instead of projecting it on a limited number of r principal components with equal weights as in PC regression; see De Mol et al. (2008) . A simple algorithm to construct k PLS factors is discussed among others, in detail, in Helland (1990) . Assuming for simplicity that y t has been demeaned and x t have been normalized to have zero mean and unit variance, a simplified version of the algorithm is given below Algorithm 1 Helland (1988 Helland ( , 1990 ) provide a general description of the partial least squares (PLS) regression problem. Helland (1988) shows that the estimates of the coefficients α in the regression of y t on x t , as in (1), obtained implicitly via PLS Algorithm 1 and a regression of y t on f j,t j = 1, ..., k, are mathematically equivalent tô
Determine the
with
suggests that the PLS factors that result from Algorithm 1 span the Krylov subspace generated by X X and X y, resulting in valid approximations of the covariance between y t and
Next, we undertake a theoretical analysis of PLS when T, N → ∞. Note that previous work focused exclusively on the case of a finite N . We consider two mutually exclusive frameworks. In the first, a factor structure exists for X. In the second there is only a very weak factor structure that can actually disappear as N → ∞ but some cross-sectional dependence is allowed. We start by analysing the factor case. Here, our goal is to show how PLS regression behaves relative to PC regression, as T, N → ∞. Within the general regression (1), which relates y t to x t , denote the PLS and PC implied regression estimates byα P LS andα P C respectively, based on (5) and
where Λ is the r × N matrix of linear combinations of the x it 's that result from minimizing (3).
Let the matrix norm we use be ||A|| = tr(A A) 1/2 . We follow Stoica and Söderström (1998) who assume the following :
where Ψ = diag(ψ 1 , ..., ψ r ) for some r < N , S S = I, C δ denotes a term whose matrix norm is O p (δ) and δ → 0. This assumption implies for (5) and (6) within (1):
An interesting aside that comes out of the above setup of Stoica and Söderström (1998) is that if the definition of k, suggested in the previous paragraph, is adopted then, for finite N at least, and assuming a reduced rank structure as in Assumption 1 we have that k ≤ r. We will comment on that later in more detail.
For our large data set framework, with T, N → ∞, we now assume the following factor structure for the explanatory variables x t :
factorized as follows:
Finally, we need an additional assumption regarding the second moments of x t , i.e., Given the above set-up we now end-up with the following Theorem
Assumption 3 For all
i, j = 1, ..., N T t=1 (x i,t x j,t − σ i,j ) = O p (T −1/2 )
Theorem 1 Under Assumptions 1-3, and as N, T → ∞ sequentially, we have for the PLS and PC regression-implied estimates of the individual coefficients α in the general regression
framework (1):
Proof: In order the prove this result in our case we need to show that as T, N → ∞, Assumption 1 holds in probability asymptotically; for details see Appendix A.
Theorem 1 therefore indicates that under an assumed factor structure the PLS and PC regression approaches provide an asymptotically equivalent modeling of the relationship between y t and x t in a general, large-dimensional, regression set-up as in (1). The intuition behind this Theorem can be described as follows. The principal components extracted from x t in, say, (1) provide the basis vectors that span the r-dimensional space of the underlying dominant factor model for x t . Then, the PLS factors extracted from x t reflect an immediate rotation of this r-dimensional space that provides the best fit for y t and hence k ≤ r in (5). Of course, in the limit that part of the r-dimensional space spanned by the principal components that is not relevant for the fit of y t becomes redundant in (6). But exactly because the PLS factors yield in one step the most relevant rotation of this space one can expect a more efficient modeling of y t in finite samples using PLS regression than using PC regression.
Next, we consider the theoretical properties of PLS when there exists a weak factor structure in X that can disappear as N → ∞. We make explicit the dependence of the coefficient and variable vector on N and write the model in (1) as
where ..., x N,N,t ) . We make the following assumptions
Assumption 4
Part I:
where . 1 denotes the Minkowski 1-norm.
Part II: Further, we have
where σ Xy,j = E (x j,t y t ).
Remark 2 
Proof:
The proof is given in Appendix B.
Theorem 2 suggests that under a weak factor (or 'near factor') structure PLS regression is still able to estimate a model that has asymptotically the best fit, as the theorem implies that the PLS regression R 2 will converge to the population R 2 of the general regression (1). Hence, PLS regression should continue to do well in modeling a target variable even if the collinearity amongst the predictor variables is not as strong as it is assumed to be for conventional factor models.
Linking Alternative Data Rich Methods
In this subsection, we briefly consider links between alternative data rich methods such as PLS, PC and Bayesian regression given the results presented in the previous subsection. We first note that Garthwaite (1994) provides a rationale to cast (ad hoc) forecast combinations in terms of the above described PLS framework. Essentially what Garthwaite (1994) shows is that a general PLS algorithm like Algorithm 1 can be expressed in terms of sequences of univariate regressions, i.e., 
Algorithm 2

Set u t = y t and v
3. Regress u t and v i,t , i = 1, ..., N on f j,t . Denote the residuals of these regressions byũ t and
., N and j = j + 1 and go to step 2.
Therefore, when in this algorithm one sets ( In addition, De Mol et al. (2008) prove the existence of a form of asymptotic equivalence between PC regression and Bayesian regression when the underlying data comply with a factor structure. 4 Thus, given that structure, Bayesian regression should, via Theorem 1, be asymptotically equivalent to PLS regression and, under the one-factor assumption, forecast combinations. Therefore, the introduction of the PLS regression framework provide a means to asymptotically tie together different existing data-rich forecasting methods and provides a theoretical rationale for the common empirical finding that different data-rich approaches have similar performance.
Monte Carlo Analysis
In this subsection, we explore through Monte Carlo experiments the finite sample performance of PLS regression relative to PC regression and Bayesian regression. We consider both the case when the data have a factor structure and the case where there is no factor structure.
Monte Carlo Set-up
For our Monte Carlo experiments we consider the following data generating processes (DGPs):
with the N × 1 vector of regression parameters α = (α 1 · · · α N ) , t is a zero-mean disturbance term that we discuss in more detail later, and Λ = (λ 1 · · · λ N ) is a r × N matrix of factor loadings that corresponds with the r × 1 vector of factors f t with λ i = (λ i,1 · · · λ i,r ) . The DGP for x t in (11) uses a N × 1 vector of zero-mean disturbances u t = (u 1,t · · · u N,t ) . The individual regression coefficients in (11) are determined as α i ∼ iid N (0, 1) and the disturbances for the N explanatory variables are determined in a similar manner:
We consider a number of cases for the factor loadings, which we summarize as:
Clearly, Case I represents a standard factor model where the predictor variables are driven by r common factors. Cases II and III, on the other hand, imply much weaker factor structures in x t than assumed under Case I and these become progressively weaker as the cross-section dimension N increases. Under Case II we assume a structure of the form (10) . We obtain this by using factor loadings that tend to zero as N → ∞. As such Case III represents a case where we have a 'near-factor model' in x t in which κ 2 determines how close this structure is to a standard factor model, and the larger κ 2 the further away it is from such a standard factor model.
An important parameter for the Monte Carlo study is the population R 2 of the y t regression equation in (11). We control this by controlling the variance of the y t disturbance term t in (11) through c = (1 + r)c, where ε t ∼ iidN (0, 1). Settingc = 1, 4, 9 gives a population R 2 equal to 0.5, 0.2 and 0.1 in case of the standard factor model (Case I). For the case of weak factors (Cases II and III) we assume that r = 0 for the purposes of setting c. Therefore, in this case, the calibrated population R 2 is slightly lower than for the standard factor case but this is a minor deviation since the factor loadings under Cases II and III are small. These values for R 2 provide, in our view, reasonable representations of empirically relevant situations.
When we assume a standard factor structure, we generate data through (11) for r = 1, 6 and we set that the assumed number of PC factors, k 2 , is equal to the true number of factors, r, when carrying out PC regression. For the case of PLS regression we argued in Section 3.1 that the number of PLS factors, k 1 , is at the most equal and very likely smaller than the number of PC factors, as not all factors have to be relevant for the target variable. This is more so the case here, as both the factor loadings as well as the regression parameters α are randomly generated in our simulations and thus the factors need not be of equal strength for y t (which indeed is also true in reality). Therefore, for PLS regression we set the number of factors k 1 to 1 and 3 to correspond to the respective k 2 PC factors. For the weak factor cases, Cases II and III, we generate data based on r = 1 and assume in case of PLS and PC regressions k 1 = k 2 = 1 in order to focus on how a decreasing amount of collinearity within x t affects the relative performance of these methods rather than differences in relevance for y t across a multiple of factors. For Bayesian regression we follow De Mol et al. (2008) and set the shrinkage parameter proportional to the cross-section dimension N of the explanatory series: qN , where q = 1, 5.
We evaluate the competing methods using the relative out-of-sample mean squared prediction error (MSE) compared to PC regression. To construct these relative MSEs, we generate T + 100 data points according to (11) and estimate all models over the first T observations. We then use the implied regression weights to do one-step ahead forecasting and get forecast errors for T + 1, . . . , T +100. The results across all variants are computed for N, T = 20, 30, 50, 100, 200, 400 and are each based on 1000 Monte Carlo replications.
Monte Carlo Results
Starting with the standard factor case in Tables 1-2 Tables 3 and 4 has a slight edge vis-à-vis PLS regression when an appropriate shrinkage parameter is chosen. Tables 5 and 6 also report simulation results under Cases II and III for the factor loadings, but now with much more severe factor weakness than in Tables 3 and   4 . What becomes clear from Tables 5 and 6 is that the relative performance of PLS regression improves substantially to a point that it now performs at least as well, and in a lot of cases better, as Bayesian regression. 5
To conclude we see that our Monte Carlo study suggests a great advantage for PLS regression compared to all other methods we considered in terms of forecasting performance. Especially in the case where the data do not have a standard parsimonious representation such as a (standard) common factor structure.
Empirical Applications
In this section we further analyze the properties of PLS, PC and Bayesian regressions within an empirical context. We describe in Section 4.1 how we implement the different methods on the data. In Section 4.2 we provide details on the utilized large data set and on how we construct our predictor and explanatory variables. Finally, the results of the different forecast exercises are reported in Section 4.3.
Implementation of the Data-Rich Methods and the Forecast Comparison
We follow standard practice in the macroeconomic forecasting literature and use as benchmark for our data-rich based forecasts an autoregressive (AR) model
with ∆y t+h,t = y t+h − y t for h > 0 and ∆y t−i+1,t−i = y t−i+1 − y t−i for i = 1, . . . , p. The number of lagged first differences p in (12) is determined by sequentially applying the standard Schwarz (1978)'s BIC starting with a maximum lag order of p = p max down to p = 1. Next, we use as a benchmark the unconditional mean,
which implies a random walk (RW) forecast for the level of the forecast variable y t . Our assessment of the forecasting performance of the data-rich methods relative to pure AR-based and random walk-based forecasts is based on the square root of the mean of the squared forecast errors (RMSE). In Section 4.3 we will report ratios of the RMSE of the respective data-rich forecasting approaches relative to the RMSE based on either (12) or (13). Superior out-of-sample performance of a data-rich method relative to these benchmarks is, obviously, indicated by a RMSE ratio smaller than one.
Our data-rich forecasts of h period-ahead changes in y t are generated using a model that adds the information extracted from the N explanatory variables in the N × 1 vector X t = (x 1,t · · · x N,t ) to the benchmark models (12) and (13), i.e., respectively
and
where β h is r × 1. In (14) and (15) (X t ) represents a r × 1 function of X t that compresses the information in the N indicator variables, i.e. through principal components (PC), partial least squares (PLS) or by estimating the β h 's through Bayesian regression (BR, where r = N ). We operationalize the construction of (X t ) on our data sets as follows:
Principal Components Regression
Following Stock and Watson (2002b) we take our T × N matrix of N indicator variables X = (X 1 · · · X T ) and normalize this such that the variables are in zero-mean and unity variance space, which results in the T × N matrixX. We then compute the r eigenvectors of the N × N matrixX X that correspond to the first r largest eigenvalues of that matrix, which we assemble in the N × r matrix Λ r . These eigenvectors are then used to approximate the common factors F that determine the series in X, i.e., F =XΛ r , which gives us (X t ) in (14) and (15).
Our forecasting models will be updated based on an expanding window of historical data, which in case of the principal components-based models evolves as follows:
1. First forecast for all h is generated on t 0 .
2. Extract r principal components F t from the N indicator variables over the sample t = 1, . . . , t 0 − h. (14) or (15) with (X t ) = F t over the sample t = 1, . . . , t 0 − h for each h.
Estimate either
4. Extract r principal components F t from the N indicator variables N over the sample t = 1, . . . , t 0 .
5. Generate for h the forecast ∆ŷ t+h,t using the parameter estimates from step 3 and F t from step 4.
6. Repeat for t 0 + 1, . . . , T − h for each h.
Bayesian Regression
When Bayesian regression is used to compress the forecast information in the N indicator variables, (X t ) in (14) and (15) (14) we first regress both the demeaned ∆y t+h,t and theX on ∆y t−i+1,t−i for i = 1, . . . , p, and use the resulting residuals in (4) to estimate β h . Estimates for the intercept term and the ρ i 's in (14) can then be trivially recovered.
The Bayesian regression forecasts are updated using an expanding window of data:
1. First forecast for all h is generated on t 0 . (15) or (14) with (4) for β h usingX over the sample t = 1, . . . , t 0 − h for each h.
Estimate either
3. Generate for h the forecast ∆ŷ t+h,t using the parameter estimates from step 2.
Repeat for t 0 + 1, . . . , T − h for each h.
Partial Least Squares Regression
With partial least squares (PLS) regression, (X t ) in (14) and (15) is constructed by computing r orthogonal combinations from the N indicator variables, where the weights of the individual indicator variables in the respective combinations are chosen such that the covariance with ∆y t+h,t is maximized. The general PLS algorithm from Section 3.1 can be implemented for macroeconomic forecasting as follows:
Algorithm 3 
Denote, as before, the T × N matrix of indicator variables, each normalized to have a zero mean and unit variance, asX and demean the predictor variable, i.e.
∆Ẏ h = I T − ι(ι −1 ι    ∆y h+1,1 . . . ∆y T,T −h    .
The r PLS factors F P LS
where for l = 1 (the first PLS factor)
and for l > 1
Finally, we simply plug in the r PLS factors F P LS t = (F P LS
1,t · · · F P LS r,t ) from (16) in the predictive regression (15) which we estimate in the standard way:
When lagged predictor variables are included in the predictive regression, as in (14) 
Finally, forecasts from (17) and (18) are generated as follows, again using an expanding window of historical data:
Extract r PLS factors F P LS
t from the N indicator variables over the sample t = 1, . . . , t 0 −h for each h based on Algorithm 3.
Estimate either (17) or (18) over the sample t = 1, . . . , t 0 − h for each h.
Extract r PLS factors F P LS
t from the N indicator variables over the sample t = 1, . . . , t 0 for each h using the corresponding loadings w r from step 2 based on Algorithm 3.
5. Generate for h the forecast ∆ŷ t+h,t using the parameter estimates from step 3 and F P LS t from step 4.
Repeat for t 0 + 1, . . . , T − h for each h.
This leaves us with one more issue: either the appropriate number of factors r for PC or PLS regression, or in case of Bayesian regression the appropriate value for the shrinkage parameter v in (4). In the latter case, we are not aware of the availability of a theoretically justified approach to select the optimal shrinkage parameter v for a given data set. Instead, De Mol et al. (2008) suggest that an appropriate Bayesian regression for a large data set under a factor structure should be based on a shrinkage parameter that is proportional to the cross-section dimension of the data set. Therefore, for BR-based estimation of (14) and (15) (14) and (15) using a range of fixed numbers of factors. In case of PC-based forecasts, we will consider the predictive performance of (14) and (15) using r = 2, 4 and 6 PC factors, whereas in case of PLS-based forecasts we consider the performance using r = 1, 2 and 3 PLS factors. The panel of predictor variables consist of 105 series spanning real variables, labor market data, data on price indices (and subcomponents) and wages, money and credit series, asset prices and surveys. The predictor variables are transformed such that they are I(0), which in general means that the real variables are expressed in log first differences and we use simply first differences of series expressed in rates, such as interest rates; see Appendix C for more details.
The Data Set and Variable Construction
With respect to nominal series we transform these into first differences of annual growth rates in order to guarantee that the dynamic properties of these transformed series are comparable As described in the previous subsection, the forecasting models are updated based on an expanding window of data and all forecasts are direct forecasts for 4 horizons (in months): 
Forecasting Results
As discussed in Section 4.1, we will assess the forecasting performance of our three data-rich forecast methods with two simple benchmark forecasts: those based on an autoregressive (AR) specification and those based on the unconditional mean or random walk (RW) model (respectively (12) and (13)). The first set of evaluation results can be found in Table 7 and relate to forecasting changes in annual CPI inflation. Across the three evaluation samples, the full 1972-2006 evaluation sample and the two sub-samples, PLS regression does dominates in 11 out of the 24 cases (i.e., 3 evaluation samples times 2 benchmark models times 4 forecasting horizons).
In fact, only Bayesian regression can, up to a certain extent compete with PLS regression. Note, though, that when it loses out the PLS approach still provides a close second best. Of course, the overall forecasting performance of the data-rich approaches is less over the post-Great Moderation period, especially vis-à-vis the AR benchmark over longer horizons, which is consistent with findings elsewhere in the literature.
The Great Moderation has less of a negative effect on the predictive performance of our data-rich methods for industrial production growth and unemployment rate changes; see the results for in Tables 8-9 . PLS regression is clearly the overall winner in this case, as it dominates the other methods in, respectively, 13 and 20 out of the total of 24 forecasting exercises in each of these tables. In particular in case of unemployment PC regression performs poorly, and essentially only for the one-month horizon Bayesian regression is able to perform better than PLS regression.
Finally, we turn to the results for the federal funds rate in Table 10 . As the federal funds rate is determined by the Federal Reserve Board, which sets the target for the federal funds rate by taking into account both nominal and real developments, data-rich methods, which feed off of both nominal and real series, are expected to perform well in predicting fed funds rate 
Conclusions
In this paper we have revisited a number of approaches for prediction with many predictors that are widely used in macroeconomic forecasting and we compare these with a less widely known alternative approach: partial least squares (PLS) regression. Under PLS regression, one constructs a number of linear combinations of the predictor variables such that the covariances between the target variable and each of these linear combinations are maximized.
We provide theoretical arguments for the asymptotic similarity between principal components (PC) regression and PLS regression when the underlying data has a common factor structure. When the factor structure in a large data set is weak, and possibly vanishes as N → ∞,
we prove that PLS regression will continue to provide a model with the best asymptotic fit for a target variable. We also argue that forecast combinations can be considered as a specific form of PLS regression. Hence, whether or not a large panel of predictors has a clear factor structure, we would expect PLS regression, like Bayesian ridge regression, to do well in macroeconomic
forecasting.
An extensive Monte Carlo analysis, which compares PC regression and Bayesian regression with PLS regression, yields a number of interesting insights. Firstly, when we assume that the predictors relate to the target variable through a standard common factor structure, PLS regression is shown to have an out-of-sample performance that is at least comparable to, and often better than PC regression. PLS regression also compares well to Bayesian regression under this data specification, especially when the number of relevant factors for the target variable increases. When the relation between the predictors and the target variable only has a weak factor structure, PLS regression clearly has the edge in terms of out-of-sample forecasting performance.
Finally, we apply PC, PLS and Bayesian regression on a panel of 105 U.S. monthly macroeconomic and financial variables to forecast CPI inflation, industrial production, unemployment and the federal funds rate, where these forecasts are evaluated across several sub-samples. PLS regression turns out to be generally the best performing method, and even in the few cases when it is outperformed by PC or Bayesian regression, PLS regression remains a close competitor. Notes: The entries are average one-period ahead, out-of-sample MSE ratios relative to principal components-based one-period ahead forecasts across 1,000 Monte Carlo replications. The target and indicator variables are generated through the DGPs in (11) where we consider a factor loading structure as outlined under Case I assuming r = k 2 factors; we generate T + 100 observations on the predictor and explanatory variables, use the first T observations to estimate the models and use the resulting parameter estimates to forecast the predictor variable over T + 1, . . . , T + 100. We impose different levels of for the asymptotic fit of the prediction regression, symbolized by the R 2 's. In case of PC regression k 2 factors are extracted, in case of PLS regression k 1 factors are extracted, and in case of Bayesian regression (BR) a shrinkage parameter q × N is used with q = 1, 5. and r = 1 factors; we generate T + 100 observations on the predictor and explanatory variables, use the first T observations to estimate the models and use the resulting parameter estimates to forecast the predictor variable over T + 1, . . . , T + 100. We impose different levels of for the asymptotic fit of the prediction regression, symbolized by the R 2 's. In case of both PC regression and PLS regression 1 factor is extracted, and in case of Bayesian regression (BR) a shrinkage parameter q × N is used with q = 1, 5. ) and r = 1 factors; we generate T + 100 observations on the predictor and explanatory variables, use the first T observations to estimate the models and use the resulting parameter estimates to forecast the predictor variable over T + 1, . . . , T + 100. We impose different levels of for the asymptotic fit of the prediction regression, symbolized by the R 2 's. In case of both PC regression and PLS regression 1 factor is extracted, and in case of Bayesian regression (BR) a shrinkage parameter q × N is used with q = 1, 5. (14) vis-à-vis autoregressive model (12) or a version of (15) vis-à-vis the random walk model (13) for CPI inflation (see Section 4.2)) at each horizon h (in months). Versions of (14) and (15) depend on the usage of principal components (PC), partial least squares (PLS) or Bayesian regression (BR) to compress the information in the panel of predictor variables; see Section 4.1. In each case we use several sub-variants, depending either on the number of principal components, PLS factors or shrinkage parameters (BRR), where the shrinkage parameters is assumed to be proportional to the number of predictors in the panel (N = 104). The best performing method relative to the benchmarks are highlighted in bold. whereα n P LS andα n P C are the the PLS and PC regression estimates (5) and (6) obtained when
are used as regressors. Given this fact, we focus onα n P LS andα n P C where we set b N,T = (N T ) 1/2 . First, we have that 
C Data Set
The data set used for forecasting are the monthly series from the panel of U.S. predictor series as employed in Stock and Watson (2007) , but excluding our four forecast variables: CPI inflation, (aggregate) industrial production, (aggregate) unemployment rate and the (effective) federal funds rate. In order to have I(0) predictor variables, the underlying raw series need to be appropriately transformed; generally we employ the same transformation as Stock and Watson (2007) , except for the nominal series where we follow, e.g., D'Agostino and Giannone (2006) and use first differences of twelve-month transformations of the raw series. Table C .1 summarizes our potential transformations for the raw series.
Hence, we are using as predictor variables the following 105 series, which span before transformation the sample January 1959 -December 2006 and we refer to Stock and Watson (2007) for more details regarding data construction and sources:
