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ABSTRACT
For seven decades, the widely held view has been that the formation, the migration
and the decay of short-lived starspots explain the constantly changing light curves
of chromospherically active stars. Our hypothesis is that these deceptive observed
light curves are interference of two real constant period light curves of long-lived
starspots. The slow motion of these long-lived starspots with respect to each other
causes the observed light curve changes. This hypothesis contradicts the current views
of starspots. Therefore, we subject it to eight reproducible tests. Our new period
finding method detects the two real light curves of FK Com. Our hypothesis is a
total success: all real light curve parameters are directly connected to the long-lived
starspots which are also seen in the Doppler images of FK Com. These parameters
are spatially and temporally correlated just like in the Sun, including weak solar-
like surface differential rotation. As for other chromospherically active stars, all eight
reproducible tests also support our hypothesis. It explains many spurious phenomena:
the rapid light curve changes, the short starspot life-times, the rapid rotation period
changes, the active longitudes, the starspot migration, the period cycles, the amplitude
cycles and the minimum epoch cycles. It also explains why the light curves and the
Doppler images give contradicting surface differential rotation estimates even for the
same individual star, as well as the abrupt 180 degrees shifts of activity (the flip-
flop events) and the long-term mean light curves. We argue that the current views of
starspots need to be revised.
Key words: Methods: statistical – Methods: data analysis – Stars: starspots – Stars:
activity – Stars: individual (FK Comae Berenices, HD117555)
1 INTRODUCTION
The ancient Egyptian papyrus Cairo 86637 is the oldest pre-
served document of the discovery of a variable star, Algol
(Porceddu et al. 2008; Jetsu et al. 2013; Jetsu & Porceddu
2015; Porceddu et al. 2018). Algol’s changes can be ob-
served with naked eye, but the solar luminosity changes only
with satellites (Willson & Hudson 1991; Radick et al. 2018).
John of Worcester made the oldest preserved drawing of a
sunspot in the year 1128 (Van Helden 1996). Schwabe (1844)
discovered the eleven years cycle in the number of sunspots.
Hale (1908) discovered the Zeeman effect of solar magnetic
field, and that this magnetic field is stronger in the sunspots.
Kron (1947) discovered the starspots in the light curves
of the eclipsing binary AR Lac. He observed short-term
changes “within a few weeks to a few months”. FK Co-
mae Berenices (HD 117555, FK Com) was among the first
late–type stars where the starspots were also discovered
(Chugainov 1966). This chromosperically active single G4 gi-
ant (Strassmeier 2009) is the prototype of a class of variable
⋆ E-mail: lauri.jetsu@helsinki.fi
stars, the FK Com class, defined by Bopp & Stencel (1981)
as rapidly rotating single G–K giants. Only a few stars be-
longing to this class have been found (Puzin et al. 2014;
Howell et al. 2016; Puzin et al. 2017). These stars may rep-
resent recently coalesced W UMa binaries (Webbink 1976;
Eggen & Iben 1989; Welty & Ramsey 1994).
The starspots of FK Com seem to concentrate on two
long–lived active longitudes separated by 180 degrees, and
undergo abrupt shifts between these longitudes. These shifts
are called the flip–flop events (Jetsu et al. 1991, 1993). They
occur also in binaries (e.g. Jetsu 1996, σ Gem). Kuiper
method analysis of the light curve minimum epochs gave
the Pact = 2.
d401155 ± 0.d000092 active longitude pe-
riod of FK Com (Hackman et al. 2013). There are nu-
merous photometric (e.g. Korhonen et al. 2002; Ola´h et al.
2006; Panov & Dimitrov 2007) and Doppler imaging (e.g.
Korhonen et al. 2000, 2004, 2007; Hackman et al. 2013;
Vida et al. 2015) studies of FK Com.
Jetsu et al. (2017) presented a general light curve model
c© 2018 The Authors
2 L. Jetsu
for the Chromospherically Active Binary Stars1 (hereafter
CABS). They studied the long-term Mean Light Curve
(hereafter MLC) of fourteen CABSs. Jetsu et al. (2017, JHL
= Jetsu, Henry, Lehtinen) presented the hypothesis
- JHL-hypothesis: “The observed light curves of chromo-
spherically active binary and single stars are interference of
two real constant period light curves of long-lived starspots.
These periods are the non-stationary active longitude period
Pact and the stationary rotation period Prot ≈ Porb.”
At first sight, this hypothesis would seem to contradict the
current views of starspots and stellar Surface Differential
Rotation (hereafter SDR). Two methods are widely used
to measure SDR (Strassmeier 2009, Sect. 7). In the LC-
method, the Pphot≈Prot estimates are obtained from period
analysis (e.g. Reinhold et al. 2013; Lehtinen et al. 2016) or
spot modelling (e.g. Kipping 2012; Lanza et al. 2014) of light
curves. In the DI-method, Doppler imaging gives Prot peri-
ods of starspots at different latitudes (e.g. Petit et al. 2004;
Collier Cameron 2007; Ko˝va´ri et al. 2017). These two meth-
ods can give different SDR estimates for the same star, e.g.
the DI-method study by Korhonen et al. (2000) indicated
“solid body rotation” in FK Com, while Hackman et al.
(2013) measured photometric period changes of 3.1% with
the LC-method.
If the JHL-hypothesis is true, it should predict the re-
sults for the following eight undermining tests.
- 1st test: Why have these two constant Pact and Prot ≈
Porb periods not been detected in the light curves? Why are
so many different Pphot periods detected in the same star?
- 2nd test: Hackman et al. (2013) applied the Kuiper
method to the light curve minimum epochs of FK Com. Did
this analysis give an unambiguous Pact period estimate?
- 3rd test: The Kuiper method detects the Pact period
from the light curve minimum epochs of binary (Jetsu et al.
2017) and single stars (Hackman et al. 2013). Why does this
method not detect the Prot ≈ Porb period?
- 4th test: The long-term mean light curves of binaries fol-
lowed the Prot ≈ Porb period in Jetsu et al. (2017). Why did
these light curves not follow the Pact period?
- 5th test: What explains the abrupt flip–flop events, if the
long-lived starspots rotate with the two regular constant Pact
and Prot ≈ Porb periods?
- 6th test: Why have these two constant Pact and Prot ≈
Porb periods not been detected in the spot models?
- 7th test: Why have these two constant Pact and Prot ≈
Porb periods not been detected in the Doppler images?
- 8th test: Why do the light curves and the Doppler images
give different periods even for the same individual star?
We summarize the results for all tests in Sect. 14.
2 DATA
We analyse the standard Johnson V photometry of FK Com
from Hackman et al. (2013). These observations were made
with the “T7” (TEL=1) and “Ph10” (TEL=2) telescopes.
Hackman et al. (2013) stored them as two separate files into
1 Table A1 gives the abbreviations used in this paper.
the CDS database. We analyse these files separately. We dis-
card n=47 temporally isolated observations and n=21 out-
liers, and publish the remaining observations in Table2 A2.
We divide the data into segments in Table A3 (SEG). Our
notation for TEL=x data in segment SEG=y is datax,y. The
accuracy is between 0.m004 and 0.m008 in good photometric
nights (Henry 1995; Strassmeier et al. 1997). Hackman et al.
(2013) applied the Continuous Period Search method (here-
after the CPS-method) to these data, but did not publish
the results. We publish those results in Table A4.
3 MODELS
3.1 General model
The n observations at times ti are yi = y(ti). Their mean
and standard deviation are my and σy . The time span ∆T =
tn− t1 gives the distance between independent frequencies
f0 = 1/∆T. (1)
The first part of our general model is a K0 order polynomial
m0(t) = m0(t, β¯0) =
K0∑
k=0
Mk(f0t)
k, (2)
where the free parameters are β¯0 = [M0, ...,MK0 ] measured
in magnitudes. The second part is a K1 order harmonic
g1(t)=g1(t, β¯1)=
K1∑
k=1
Bk cos (k2πf1t)+Ck sin (k2πf1t), (3)
where β¯1 = [B1, ..., BK1 , C1, ..., CK1 , f1]. The amplitudes are
are measured in magnitudes and the frequency f1 in d
−1. We
determine the following g1(t) parameters
P1 = period = f
−1
1
A1 = peak to peak amplitude
tg1,min,1 = epoch of primary (i.e. deeper) minimum
tg1,min,2 = epoch of secondary minimum (if present)
The units are [P1] = d, [A1] = mag and [tg1,min,1] =
[tg1,min,2]=HJD− 2 400 000. The phases of g1(t) are
φ1 = FRAC[(t− t1)/P1], (4)
where FRAC[x] removes the integer part of its argument x.
The third part of our model is a K2 order harmonic
g2(t)=g2(t, β¯2)=
K2∑
k=1
Dk cos (k2πf2t)+Ek sin (k2πf2t), (5)
where β¯2 = [D1, ..., DK2 , E1, ..., EK2 , f2]. The units are the
same as in g1(t). The following parameters
P2 = period = f
−1
2
A2 = peak to peak amplitude
tg2,min,1 = epoch of primary minimum
tg2,min,2 = epoch of secondary minimum (if present)
2 Full Tables A2 and A4 are available only in electronic form
via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz- bin/qcat?J/...
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of the g2(t) function are determined. The units are the same
as those used for the g1(t) function. The g2(t) phases are
φ2 = FRAC[(t− t1)/P2]. (6)
The g1(t) and g2(t) functions are the “real light curves”.
The duplication of their parameter explanations is required,
because we can show that they are directly connected to the
starspots on the surface of FK Com (Sect. 5.3).
Our general model is the sum of the above three parts
g(t) = g(t, β¯) = m0(t) + g1(t) + g2(t). (7)
This nonlinear model has
p = (K0 + 1) + (2K1 + 1) + (2K2 + 1) (8)
free parameters β¯ = [β¯0, β¯1, β¯2]. The g1(t) and g2(t) func-
tions have unique phases (Eqs. 4 and 6), but no such phases
exist for the constantly changing g(t) function.
We use (f0t)
k argument in Eq. 2 to ensure that every
k ≥ 1 term of m0(t) undergoes a change of Mk during ∆T .
ThisM1, ...MK0 scale is the same as the scale for all 2(K1+
K2) amplitudes of trigonometric functions of g1(t) and g2(t).
The residuals of the model
ǫi = yi − g(ti) (9)
give the sum of squared residuals
R =
n∑
i=1
ǫ2i . (10)
We will later normalize R with 1/n in Eqs. 19 and 22. The
mean for the absolute values of all residuals is
|ǫ| =
1
n
n∑
i=1
|ǫi|. (11)
Jetsu et al. (1993) detected flares in the light curves of FK
Com. These flares could be identified from the standard
Johnson U and B magnitudes of FK Com, but not from the
V magnitudes studied here (Jetsu et al. 1993, see Figs. 1-3).
Even a single flare can significantly increase the R estimate
because its residual is squared. Its effect on |ǫ| is smaller,
and therefore we also use this parameter to estimate the
light curve models for FK Com.
3.2 Complex and simple models
We study two special cases of the general model (Eq. 7), the
complex and the simple model. Our complex model
gC(t) = m0(t) + g1(t) + g2(t) (12)
has K0 = 2, K1 = 2, K2 = 2 and pC = 13 free parameters
(Eq. 8). The complex model parameters R (Eq. 10) and |ǫ|
(Eq. 11) are denoted with RC and |ǫ|C. Our simple model
gS(t) = m0(t) + g1(t) (13)
has K0 = 2, K1 = 2 and pS = 8 free parameters (Eq. 8).
There is no third part g2(t). We use the notations RS and
|ǫ|S for the parameters R (Eq. 10) and |ǫ| (Eq. 11). The gC(t)
and gS(t) models are nested. They are the same model, if
case1: f1 = f2 in Eqs. 3 and 5
case2: B1 = B2 = C1 = C2 = 0 in Eq. 3
case3: D1 = D2 = E1 = E2 = 0 in Eq. 5.
These “models approach” each other, gC(t)↔ gS(t), when
f1 − f2 → 0 ⇒ g1(t)→ g2(t) (14)
A1/A2 → 0 ⇒ g1(t)→ 0 (15)
A2/A1 → 0 ⇒ g2(t)→ 0. (16)
If the JHL-hypothesis is true, the observed light curve con-
tains one or two periodic signals. If both signals can be de-
tected, we use the complex model. The simple model is used,
if only one signal can be detected.
4 PERIOD FINDING METHOD
4.1 Finding two periods with gC(t)-method
For the gC(t) model periods P1 and P2, the mid points for
the tested frequency ranges are fmid=1/P1 for f1 and fmid=
1/P2 for f2. The lowest and highest tested frequencies are
fmin = (1− a)fmid, fmax = (1 + a)fmid, (17)
where a = 0.03≡±3%. Our step in tested frequencies is
fstep = f0/OFAC, (18)
where OFAC = 60 is the over-filling factor. For both f1 and
f2, we test all integer multiples of fstep between fmin and
fmax. We have performed numerous tests to confirm that
this high OFAC value gives reasonably accurate values for
the correct periods P1 and P2, as well as for their errors. For
a tested f1 and f2 pair, the gC(t)-method periodogram is
zC(f1, f2) =
√
RC/n. (19)
The units are [zC] = mag. When the tested f1 and f2 fre-
quencies are fixed, the gC(t) model has only eleven free pa-
rameters. These are theM0,M1,M2 coefficients of Eq. 2, the
B1, B2, C1, C2 amplitudes of Eq. 3, and D1, D2, E1, E2 am-
plitudes of Eq. 5. This model is linear, and the least squares
fit solutions for these eleven free parameters are unambigu-
ous. The frequencies 1/P1 and 1/P2 of the best periods are
at the global minimum of the zC(f1, f2) periodogram.
We determine the errors of the gC(t) model parame-
ters with the bootstrap procedure (Efron & Tibshirani 1986;
Jetsu & Pelt 1999). The tested f1 and f2 frequency pairs
connected to the global zC(f1, f2) minimum are within
[(f1 − P
−1
1 )/(f0/2)]
2 + [(f2 − P
−1
2 )/(f0/2)]
2 = 1, (20)
where P1 and P2 are the pair of best periods for the origi-
nal data. During each bootstrap round, we select a random
sample ǫ¯∗ from the residuals ǫ¯ of the best model gi = gC(ti)
for the original data y¯ (Eq. 9). Any particular ǫi value of all
n values can enter into this sample ǫ¯∗ as many times as the
random selection happens to favour it. This random sample
of residuals gives the sample of artificial data
y∗i = gi + ǫ
∗
i (21)
during each bootstrap round. The best gC(t) model for this
artificial y¯∗ data sample gives one estimate for the model
parameters P1, P2, A1, A2, tg1,min,1, tg1,min,2, tg2,min,1 and
tg2,min,2. Our error estimate for each particular model pa-
rameter is the standard deviation of all estimates obtained
for this parameter in all bootstrap rounds.
MNRAS 000, 1–24 (2018)
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Figure 1. zC(f1, f2) periodogram for data1,9. Ten different
shades are between white minimum and dark blue maximum lev-
els. Diagonal black line is f1 = f2. Due to zC(f1, f2) = zC(f2, f1)
symmetry, periodogram is shown only for triangular area f2 <
(1 − b)f1, where b = 0.01 eliminates instability of Eq. 14. Large
green cross denotes 1/P1 and 1/P2 of the best gC(t) model. Red
circle (Eq. 20) and black ellipse (Eq. 23) surround this location.
Small red circles show the best models in 50 bootstrap samples.
4.2 Finding one period with gS(t)-method
The tested f1 range of the gS(t)-method is the same (Eq. 17).
For any fixed tested f1 value, the gS(t) model becomes linear,
and the solutions for the remaining seven free parameters are
unambiguous. The gS(t)-method periodogram is
zS(f1) =
√
RS/n. (22)
The units are [zS] = mag. A similar bootstrap procedure as
in Sect. 4.1. gives the P1, A1, tg1,min,1 and tg1,min,2 errors.
5 RESULTS FOR FK COM PHOTOMETRY
5.1 Results for three particular segments
5.1.1 data1,9
Our tested frequency range is a = 0.03, fmid = 1/P1 for
f1 and fmid = 1/P2 for f2 in Eq. 17, where P1 = 2.
d39321
and P2 = 2.
d40413 (Eqs. 31 and 32). The zC(f1, f2) peri-
odogram for data1,9 is shown in Fig. 1. We give the gC(t)
model parameters in Table A5. The periodogram minimum
zC,min = 0.
m010 and |ǫ|C = 0.
m008 (Eq. 11) are close to
the 0.m008 accuracy of the data. This is an excellent re-
sult for n = 189 observations during six months. The g1(t)
and g2(t) signals for the periods P1 = 2.
d3895 ± 0.d0005
and P2 = 2.
d4098 ± 0.d0011 have high amplitudes, A1 =
0.m085±0.m005 and A2 = 0.
m106±0.m004. The small black
ellipse in Fig. 1 is
[(f1 − P
−1
1 )/(3σf1)]
2 + [(f2 − P
−1
2 )/(3σf2 ])
2 = 1, (23)
where σf1 and σf2 are the errors for 1/P1 and 1/P2. For
data1,9, this black ellipse does not intersect the f1 = f2 line.
The best gC(t) model is shown in Fig. 2. The amplitude of
this thin black curve decreases first, and then increases. The
thick red m0(t) curve shows a minor increase in the mean
brightness. The residuals are stable (Fig. 2: blue circles).
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Figure 2. Best gC(t) model for data1,9. Red circles are n = 189
observations made during ∆T = 186.d7 and having σy = 0.m047.
Thin black and thick red continuous lines denote gC(t) andm0(t),
respectively. Blue circles are residuals offset to V = 8.4 level.
They give |ǫ|C = 0.
m008 and zC,min = 0.
m010. Green and orange
continuous lines are g1(t) and g2(t) curves offset to V = 8.5 level.
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Figure 3. zC(f1, f2) for data2,1. Otherwise as in Fig. 1
The green lower amplitude g1(t) curve has two minima (Ta-
ble A5: tg1,min,1 and tg1,min,2). The orange higher amplitude
g2(t) curve has one minimum (Table A5: tg2,min,1).
5.1.2 data2,1
The best gC(t) model for data2,1 is so close to f1 = f2 that
the black ellipse of Eq. 23 intersects this diagonal (Fig. 3).
We refer to this event as “intersects f1 = f2”. The dramatic
consequences are displayed in Fig. 4, where the amplitudes
of the g1(t) and g2(t) curves of the complex model are totally
unrealistic. “Amplitude dispersion” can occur in two differ-
ent ways: the A1 and A2 estimates and/or the σA1 and σA2
estimates are large. Due to f1 − f2 → 0 (Eq. 14), the com-
plex and the simple models approach, gC(t) ↔ gS(t). The
former becomes unstable close to f1 = f2, because the lin-
ear least squares routine tries to fit the same function twice.
It solves this problem by summing up the difference of two
large nearly opposite-phase oscillations. This does not mean
that our model is flawed. This confirms that it is impossible
to model one constant period signal with two constant pe-
MNRAS 000, 1–24 (2018)
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Figure 4. Best gC(t) model for data2,1. Otherwise as in Fig. 2
riod signals. The Doppler images confirm that only one sig-
nal dominated when we correctly dismiss the complex model
(Sect. 5.3: data2,1, data2,2, data2,3 and data1,13).
Table A5 gives the results for all segments, where “in-
tersects f1 = f2” and “amplitude dispersion” do not occur.
We use the complex gC(t) model in these segments. If “inter-
sects f1 = f2” or “amplitude dispersion” does occur, we use
the simple gS(t) model. Table A6 gives those results. “Inter-
sects f1 = f2” always causes “amplitude dispersion”, but the
latter occurs once without the former (Table A6: data1,10).
For data2,1, the zC(f1, f2) periodogram shows a hori-
zontal and a vertical white arm (Fig. 3). This means that
if f1 has a suitable value, many f2 values give a reasonable
model (vertical arm), or vice versa (horizontal arm). These
arms indicate that the simple gS(t) model may be the best
model for data2,1. Note that the zC(f1, f2) periodogram for
data1,9 has similar, but weaker, white arms (Fig. 1).
The gS(t)-method periodogram zS(f1) (Eq. 22) for
data2,1 is shown in Fig. 5a. The vertical dotted line denotes
the best period P1 = 2.
d4063 ± 0.d0013. The simple gS(t)
model for data2,1 is shown in Fig. 5b. The |ǫ|S = 0.
m016 and
zS,min = 0.
m021 estimates are about two times larger than
the 0.m008 accuracy of data. The level of residuals is stable,
because them0(t) part of the gS(t) model can follow the light
curve mean changes. The scatter of the residuals is large in
the end of the segment, because the g1(t) part of the simple
gS(t) model can not reproduce amplitude changes. Hence,
the complex model |ǫ|C and zC,min values in Table A5 are
systematically smaller than the simple model |ǫ|S and zS,min
values in Table A6. Regardless of these limitations, this sim-
ple model must be used for data2,1, because the simple and
the complex model approach each other, gC(t)↔ gS(t).
5.1.3 data1,12
The zC(f1, f2) periodogram for data1,12 is “pathological”
(Fig. 6). The simple and the complex model approach each
other, because the black ellipse of Eq. 23“intersects f1 = f2”.
Due to “amplitude dispersion”, the unrealistic A1 and A2
amplitudes reach 1.m5. However, the zC(f1, f2) periodogram
does not show white arms similar to those seen in Figs. 1 and
3. Except for this particular segment data1,12, the zC(f1, f2)
periodograms of all other segments show such white arms.
The absence of these arms indicates that the simple gS(t)
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b
Figure 5. (a) zS(f1) periodogram (continuous line) and best
period 1/P1 (dotted line) for data2,1. (b) Best gS(t) model.
Red circles are n = 111 observations having σy = 0.m058 and
∆T = 180.d6. We denote gS(t) and m0(t) curves with thin black
and thick red continuous lines. Residuals are offset to V = 8.43
level (blue circles). They give |ǫ|S = 0.
m016 and zS,min = 0.
m021.
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0.405
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Figure 6. zC(f1, f2) for data1,12. Otherwise as in Fig. 1
model, having |ǫ|S = 0.
m020 and zS,min = 0.
m025, is neither
a good model for data1,12. In this segment, the yi variations
first decrease and approach zero just before there is a gap
in the observations. After this gap, these variations increase
rapidly. If the photometry before and after this gap is plotted
with the period P1 = 2.
d4049, there is a phase shift of half a
rotation. Such a shift is predicted by Eq. 58 (see Sect. 6.2).
Our modelling probably fails, because there are some out-
liers close to the gap when the yi variation approaches zero.
Since the complex and the simple models fail for data1,12,
we use only the mean brightness M (Table A6).
5.2 Results for all segments
The variations in Fig. 7a agree for overlapping the TEL=1
(black dots) and TEL=2 data (yellow dots). We use the
mean (M±σM ) for all observations in each segment, not the
M0 of m0(t) curve (Eq. 2). This requires no model, which is
missing for data1,12 (Sect. 5.1.3). TheM changes are quasi-
periodic (Fig. 7b). The maxima are five (1999 and 2004) and
the minima seven (2001 and 2008) years apart. The A1 and
MNRAS 000, 1–24 (2018)
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Figure 7. Results for FK Com. (a) Data: TEL=1 (black dots) and TEL=2 (yellow dots). (b) Mean: M (Table A5: red circles, Table
A6: cyan circles). (c) Amplitude: A1 (Table A5: red circles, Table A6: cyan circles) and A2 (Table A5: blue circles). Large black circles
highlight amplitudes lower than 0.m041. Same segments are highlighted in ”def”. (d) Periods: P1 (Table A5: red circles, Table A6: cyan
circles) and P2 (Table A5: blue circles). Horizontal lines show levels of Eqs. 26 (Pw,1: red continuous and dotted lines) and 27 (Pw,2:
blue continuous and dotted lines). (e) Minimum phases with Eq. 31 ephemeris: tg1,min,1 (Table A5: red circles, Table A6: cyan circles)
and tg1,min,2 (Table A5: red triangles, Table A6: cyan triangles). Levels are φ = 0.000 ± 0.035 (red continuous and dotted lines) and
φ = 0.5 (black continuous line). (f) Minimum phases with Eq. 32 ephemeris: tg1,min,1 (Table A5: blue circles, Table A6: cyan circles) and
tg1,min,2 (Table A5: blue triangles). Levels are φ = 0.000± 0.050 (blue continuous and dotted lines) and φ = 0.5 (black continuous line).
A2 amplitudes of overlapping segments between 1998 and
2004 agree, and it is difficult to separate some symbols from
each other (Fig. 7c). We solve this“problem”by denoting the
complex model amplitudes with larger red and blue circles,
and the simple model amplitudes with smaller cyan circles.
We use these sizes and colours also in Figs. 7d-e. Large circles
highlight amplitudes below 0.m041. These segments are also
highlighted in Figs. 7d-f.
The complex models give Pi ± σPi (n = 12) estimates
for P1 and P2 (Table A5). We compute their weighted mean
Pw =
∑n
i=1
wiPi∑n
i=1
wi
(24)
and their weighted standard deviation
∆Pw =
√∑n
i=1
wi(Pi − Pw)2∑n
i=1
wi
, (25)
where wi = σ
−2
Pi
. The complex model P1 and P2 periods give
Pw,1 ±∆Pw,1 = 2.
d3892 ± 0.d0057 (n = 12) (26)
Pw,2 ±∆Pw,2 = 2.
d4066 ± 0.d0075 (n = 12). (27)
One rotation difference during ∆T = 5213d requires δP =
(P∆T )/(∆T ±P ) = ±0.d0011 period change. Thus, |Pw,1−
Pw,2| = 15.8δP indicates that these levels are separated.
The red continuous and dotted lines show the Pw,1 ±
∆Pw,1 level in Fig. 7d. The respective Pw,2 levels are blue.
Three cyan circle symbols for the simple model P1 periods
are close to Pw,1 (Table A6: Pw = Pw,1), and the remaining
six cyan circles are close to Pw,2 (Table A6: Pw = Pw,2).
Although these nine simple model P1 periods are not used
to compute the two complex model levels of Eqs. 26 and 27,
they all coincide with these levels. This strongly indicates
that the periods of FK Com have remained at two stable
constant levels during the full fourteen years time span of our
data. These separate Pw,1 and Pw,2 levels would stand out
even more clearly, if all low amplitude signals were ignored
(Fig. 7d: highlighted large open circles).
We use only the complex model P1 and P2 periods to
compute Pw,1 and Pw,2 levels. If these levels represent real
physical structures, the distributions of light curve minima
connected to these Pw,1 and Pw,2 levels should also be reg-
ular. In other words, the time points of these light curve
minimum epochs should be approximate multiples of the
above two periods, which means that their phase distribu-
tions should be regular. These complex model minima in
Table A5 are
Pw,1: g1(t)-epochs tg1,min,1 and tg1,min,2 (n = 18)
Pw,2: g2(t)-epochs tg2,min,1 and tg2,min,2 (n = 13).
Both samples are small, considering the fourteen years time
span of data. The ti time points are a year apart. Pairs
of ti from overlapping segments between 1998 and 2004 are
nearly simultaneous. This regular ti spacing induces spurious
periods. Our period search must rely on the most accurate
ti ± σti values. The ordinary non-weighted Kuiper method
test statistic Vn can not utilize the information provided by
the accuracy σti of time points (Jetsu & Pelt 1996, Eq. 20).
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Hence, we apply the weighted Kuiper method separately to
the g1(t)- and g2(t)-epoch samples (see Jetsu & Pelt 1996,
their Eq. 28), because this method can also utilize the σti
information. The test statistic Vn of this weighted Kuiper
method utilizes the weights
wi =
n σ−2ti∑n
i=1
σ−2ti
. (28)
As for earlier application examples, Jetsu (1996) applied this
weighted Kuiper method to the light curve minima of four
CABS. His samples were at least three times larger than our
g1(t)- and g2(t)-epoch samples. He obtained no significance
estimates for the detected periods, because the scatter of
weights wi was large. This scatter is larger in our samples,
e.g. the two largest wi contribute 56% ≡ 6.7+3.4 = 10.1 out
of n = 18 time points in our g1(t)-epoch sample. This ex-
ceeds the ≡ 44% contribution of the other 16 less accurate
time points. Our samples are small, sparse and regularly
spaced, and the scatter of weights is large. Therefore, we
use the weighted Kuiper method only to find the Vn peri-
odogram peaks closest to the Pw,1 and Pw,2 periods. Those
peaks are at
PWK,1 = 2.
d39321 ± 0.d00036 (n = 18) (29)
PWK,2 = 2.
d40413 ± 0.d00048 (n = 13). (30)
We determine the zero epochs for these periodicities from
the most accurate ti values in our samples. Their weights
are 37% ≡ wi = 6.7 out of n = 18 and 38% ≡ wi = 4.9 out
of n = 13, respectively. Of all other epochs, we select those
that are closer than ±0.20 in phase to these most accurate
ti values. The weighted mean phase of all these epochs, and
their weighted error, gives us the ephemerides
HJD 2453722.898 ± 0.084 + 2.39321 ± 0.00036E (31)
HJD 2451874.437 ± 0.120 + 2.40413 ± 0.00048E (32)
for the phases φ1 = 0 and φ2 = 0 of Eqs. 4 and 6 (Figs. 7ef:
continuous and dotted horizontal red and blue lines). We
also display a continuous black horizontal line, which is half
a period above the ephemeris zero epoch in Figs. 7ef. The
majority of the time points ti ± σti are close to the phases
0.0 or 0.5 in Figs. 7ef, especially the more accurate ones.
We use the complex model epochs to determine the
ephemerides of Eqs. 31 and 32, but not the simple model
epochs. Regardless of this, these simple model epochs follow
these ephemerides. Three tg1,min,1 (small cyan circles) and
one tg1,min,1 (small cyan triangle) simple model epochs are
connected to the complex model g1(t)-epochs (Table A6).
Their phases are close to φ1 = 0.0 and 0.5 (Fig. 7e). Six
simple model tg1,min,1 (small cyan circles) epochs are con-
nected to the complex model g2(t)-epochs (Table A6). They
are close to φ2 = 0.0 (Fig. 7f). The φ1 distribution is bi-
modal, because the epochs are close to φ1 = 0.0 and 0.5. It
contains seven secondary minima (Fig. 7d: six red and one
cyan triangles). The uni-modal φ2 distribution is close to
φ2 = 0.0, and contains only one secondary minimum (Fig.
7e: blue triangle). Both of these φ1 and φ2 phase distribu-
tions are indeed regular. This regularity would become even
more pronounced, if the epochs of low amplitude signals were
removed (Fig. 7ef: highlighted large circles).
We detect the two separate period levels and the two
separate minimum epoch levels from all complex models.
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Figure 8. MLC of FK Com. (a) All data as function of phase φ1
computed from the ephemeris of Eq. 31. (b) All data in 10 bins.
(c) 1st part binned data. (d) 2nd part binned data. (e-h) Phases
φ2 computed from the ephemeris of Eq. 32, otherwise as in “a-d”.
All simple models fit to these levels. Both models confirm
the expected period and epoch connection of two structures
rotating with their own constant angular velocities.
These two constant angular velocity structures should
be seen in the long-term g1(t) and g2(t) curves, the MLC of
FK Com. The ephemerides of Eq. 31 and 32 give these two
MLC. We compute their mean for ten phase bins. The first
MLC in Figs. 8a-d has a minimum at φ1 ≈ 0.0. Its shape
and amplitude are similar in the 1st and the 2nd part of
data. The ephemeris of Eq. 32 gives the second MLC (Figs.
8e-h). Its minimum is close to φ2 = 0.0, and its shape and
amplitude are similar in the 1st and the 2nd part. The low
amplitudes of these two MLC signals are of the same order as
those of some CABSs (Jetsu et al. 2017, e.g. EL Eri and FG
UMa). Both MLC signals confirm that the two structures
rotating with constant angular velocities are real.
We will show that the one-dimensional period finding
methods fail to detect the above two structures rotating with
different angular velocities. Therefore, it is crucial to test,
which one is the better model for the light curves of FK Com,
the complex or the simple model? These two models can
not be compared in the segments of Table A6, because the
complex and the simple model approach each other, gC(t)↔
gS(t), and only the latter can be used. However, they can be
compared in the segments of Table A5. The test statistic
F =
(
RS
RC
− 1
)(
n− pC − 1
pC − pS
)
. (33)
reveals the better model for the data. The null hypothesis is
H0: “The complex model gC(t) does not provide a signifi-
cantly better fit than the simple model gS(t).”
Under H0, the test statistic of Eq. 33 has an F distribution
with (ν1, ν2) degrees of freedom, where ν1 = pC − pS and
ν2 = n−pC (Draper & Smith 1998). The probability that F
reaches or exceeds a fixed level F0 is called the critical level
QF = P (F ≥ F0). We will reject H0, if and only if
QF < γF = 0.001, (34)
where γF is a pre-assigned significance level. It is the prob-
ability for falsely rejecting H0 when it is in fact true.
The results for this F -test are given in the last column
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Figure 9. Correlations. (a) Linear correlation coefficient r1 =
0.01 and its significance q1 = 0.98 for complex model M and P1
from Table A5 (n = 12 red circles). Respective r2 and q2 values
when corresponding simple model M and P1 are included from
Table A6 (Pw,1-group: n = 4 cyan circles) (b) M and A1 from
Table A5, and corresponding M and A1 from Table A6. (c) A1
and P1 from Table A5, and corresponding A1 and P1 from Table
A6. (d) M and P2 from Table A5, and corresponding M and P1
from Table A6 (Pw,2-group: n = 5). (e) M and A2 from Table
A5, and corresponding M and A1 from Table A6. (f) A2 and P2
from Table A5, and corresponding A1 and P1 from Table A6. (g)
Complex model M and A1 +A2 (Table A5). (h) Complex model
A1 and A2 (Table A5). (i) Complex model P1 and P2 (Table A5).
of Table A5. In seven out of twelve segments, the critical
level QF is below the computational accuracy 10
−16. The
smallest segment, data1,3, gives the highest QF = 0.00025
value, but even this value fulfills the rejection criterion of Eq.
34. Hence, the H0 hypothesis must be rejected in all twelve
segments of Table A5. For the light curves of FK Com, the
complex model is certainly better than the simple model.
Although all this does not mean that the complex model
itself is correct, the extreme QF < 10
−16 values indicate that
it is certainly a major improvement to the correct direction.
5.3 Solar-like versus anti-solar SDR
There are interesting correlations between the parameters
of the real g1(t) and g2(t) light curves of FK Com. If the
probability for some correlation is below 0.05, we call it sig-
nificant.
The g1(t) light curve parameters are shown in Figs. 9a-c.
If the lowest inaccurate period value were ignored in Fig. 9a,
P1 would first increase and then decrease whenM increases.
TheM and A1 correlations are not significant (Fig. 9b), but
the positive A1 and P1 correlations are (Fig. 9c: q1 = 0.025
and q2 = 0.041).
The g2(t) light curves show some correlation betweenM
and P2 of complex models (Fig. 9d: q1 = 0.061). However, it
becomes weaker when the corresponding five simple model
values are included (Fig. 9d: q2 = 0.22). The complex model
M and A2 correlation is significant (Fig. 9e: q1 = 0.011), but
again the five corresponding simple model values weaken this
correlation (Fig. 9e: q2 = 0.11). The extremely significant
L
N
S
E
(i) solar-like SDR
2. 36<P1 < 2. 40
2. 40<P2 < 2. 45
L
N
S
E
(ii) solar-like SDR
2. 36<P1 < 2. 40
2. 40<P2 < 2. 45
L
N
S
E
(iii) solar-like SDR
2. 36<P1 < 2. 40
2. 40<P2 < 2. 45
L
N
S
E
(iv) solar-like SDR
2. 36<P1 < 2. 40
2. 40<P2 < 2. 45
L
N
S
E
(v) anti-solar SDR
2. 36<P1 < 2. 40
2. 40<P2 < 2. 45
L
N
S
E
(vi) anti-solar SDR
2. 36<P1 < 2. 40
2. 40<P2 < 2. 45
L
N
S
E
(vii) anti-solar SDR
2. 36<P1 < 2. 40
2. 40<P2 < 2. 45
L
N
S
E
(viii) anti-solar SDR
2. 36<P1 < 2. 40
2. 40<P2 < 2. 45
Figure 10. Alternatives (i)-(viii) of Table 1. Red horizontal con-
tinuous and dotted lines denote line of sight (L). Blue continu-
ous line shows rotation axis between north (N) and south (S).
Black continuous line is equator (E). Red and blue circles denote
starspots S1 and S2, respectively. Lines extending from these cir-
cles show directions, where periods P1 and P2 increase.
negative A2 and P2 correlations confirm that here we en-
counter a real physical connection (Fig. 9f: q1=0.00096 and
q2=0.000044). However, these strong amplitude-period cor-
relations are negative in Fig. 9f, while the weaker amplitude-
period correlations in Fig. 9c are positive!
We also study separately the correlations of segments,
where both starspots are detected simultaneously, and the
complex model can be used (Figs. 9g-i). TheM and A1+A2
correlation is significant, and supports dark starspots (Fig.
9g: q1 = 0.0012). The A1 and A2 correlation is not signifi-
cant (Fig. 9h). The significant positive P1 and P2 correlation
indicates that both periods increase and decrease simulta-
neously (Fig. 9i. q1 = 0.012).
Let us assume that the starspots S1 and S2 at the lat-
itudes b1 and b2 cause the real g1(t) and g2(t) light curves.
Their periods are P1 and P2, their amplitudes are A1 and A2,
and S1 rotates faster than S2, because P1 < P2. We compare
the eight alternatives summarized in Table 1. These alter-
natives are illustrated in Fig. 10, where the starspots S1 and
S2 are on the same hemisphere or on different hemispheres,
and SDR is solar-like or anti-solar. We fix the positions of
the north pole (N), the south pole (S), the equator (E) and
the line of sight (L) in Fig. 10. The inclination of FK Com
is fixed to i = 60◦, as in Korhonen et al. (1999, Table 2) or
Korhonen et al. (2007, Table 4). Our results would be qual-
itatively the same, if the north pole (N) or the south pole
(S) were above the line of sight (L). Therefore, we discuss
only the alternative, where the full northern hemisphere is
seen, but parts of the southern hemisphere are never seen.
Our results are valid, if the following simple assumptions are
true.
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Table 1. Alternatives (i)-(viii). Next two columns give hemi-
spheres of starspots S1 and S2 (N = North or S = South). Last
three columns give SDR (solar-like or anti-solar), starspot closer
to equator E (S1 or S2), and directions where periods P1 of S1
and P2 of S2 increase in Fig. 10 (same or opposite).
Alternative S1 S2 SDR Closer Directions
(i) N N solar-like S1 same
(ii) S N solar-like S1 opposite
(iii) N S solar-like S1 opposite
(iv) S S solar-like S1 same
(v) N N anti-solar S2 same
(vi) S N anti-solar S2 opposite
(vii) N S anti-solar S2 opposite
(viii) S S anti-solar S2 same
Table 2. Alternative (i)-(viii) elimination criteria. Next two
columns indicate if this alternative can explain correlations of
Figs. 9c and 9f (Yes or No). Last column states, if this alternative
has starspots that induce rotational modulation of brightness,
and are located above line of sight L in Fig. 10 (Yes or No).
Criterion
Fig. 9c Fig. 9f Starspots
Alternative A1 ∝ +P1 A2 ∝ −P2 above L
(i) Yes Yes Yes
(ii) No Yes Yes
(iii) Yes Yes No
(iv) No Yes No
(v) Yes Yes Yes
(vi) Yes Yes No
(vii) Yes No Yes
(viii) Yes No No
1. SDR is latitudinally monotonic and symmetric, like
P (+b)=P (−b) in Eq. 36.
2. Starspots S1 and S2 never cross the equator E.
3. Starspot S1 and S2 latitude ranges do not overlap, be-
cause P1 and P2 ranges do not overlap.
4. Amplitudes A1 and A2 depend on the projected areas
of starspots S1 and S2. This area increases from S to E, and
from E to L. It decreases from L to N.
5. Starspots S1 and S2 are dark (Fig. 9g).
Periods P1 and P2 increase or decrease simultaneously (Fig.
9i). For both solar-like and anti-solar SDR, this indicates that
6. For starspots S1 and S2 on different hemispheres, their
periods must increase to the opposite directions in Fig. 10.
7. For starspots S1 and S2 on the same hemisphere, their
periods must increase to the same direction in Fig. 10.
At all latitudes, both starspots of FK Com migrate to the
same direction with respect to the equator, as in the Sun.
Here, we evaluate each alternative (i) - (viii) with the
elimination criteria given in Table 2.
(i) Both starspots are on the northern hemisphere. For
solar-like SDR, starspot S1 must be closer to E than starspot
S2 (P1 < P2). If the latitude range of S1 were between E
and L, solar-like SDR would explain the positive correlation
of Fig. 9c. It would also explain the negative correlation
of Fig. 9f, if the latitude range of S2 was between L and N.
This negative correlation would be stronger than the positive
correlation, if starspot S2 stayed above L, but starspot S1
occasionally migrated above L. The negative correlation may
also be stronger, because the suitable latitude range for S2
(+30◦ < b2 < +90
◦) is two times larger than that for S1
(+0◦<b1<+30
◦).
(ii) For solar-like SDR, the southern hemisphere starspot
S1 must be closer to E than the northern hemisphere
starspot S2, because P1 < P2. There is a contradiction in
this alternative, because solar-like SDR can not explain the
positive correlation between A1 and P1 (Fig. 9c). It could
explain the negative correlation between A2 and P2 (Fig.
9f), if the latitude range of S2 were between L and N.
(iii) For solar-like SDR, the southern hemisphere starspot
S2 must be further away from E than the northern hemi-
sphere starspot S1. Solar-Like SDR would explain the cor-
relation of Fig. 9c, if the latitude range of S1 were between
E and L. It would also explain the negative A2 and P2 cor-
relation for starspot S2 (Fig. 9i). However, if the S1 max-
imum latitude were L ≡ b1 = +30
◦, then the S2 latitudes
would have to be close to the limb of visible stellar disk at
−60◦ < b2 < −30
◦, and it would be difficult to explain the
strong negative correlation in Fig. 9f. If the S1 maximum lat-
itude were below b1 = +30
◦, the S2 starspot latitudes could
be closer to E. In any case, all area above L, or equivalently
half of the visible stellar disk, would be free of starspots
causing rotational modulation of brightness.
(iv) Over half the visible stellar disk, the northern hemi-
sphere, is free of starspots causing rotational modulation
of brightness. Starpots S1 and S2 are on the southern hemi-
sphere, and the former is closer to E for solar-like SDR. They
are in the narrow latitude range between 0◦ and −60◦. The
contradiction in this alternative is that solar-like SDR can
not explain the positive correlation between A1 and P1 (Fig.
9c). Furthermore, starspot S2 must be so close to the limb
of the visible stellar disk that due to the limb darkening,
the strong negative correlation between A2 and P2 becomes
difficult to explain (Fig. 9f).
(v) Both starspots are on the northern hemisphere. For
anti-solar SDR, starspot S2 must be closer to E. If the lati-
tude range of starspot S1 is between N and L, then anti-solar
SDR explains the positive A1 and P1 correlation (Fig. 9c).
Anti-solar SDR would also explain why A2 decreases when
P2 increases (Fig. 9f), if the latitude range of starspot S2 is
between L and E. However, is difficult to explain why the
negative correlation for S2 (Fig. 9f) is so much stronger than
the positive correlation for S1 (Fig. 9c), because the suitable
latitude range for S2 (+0
◦ < b1 < +30
◦) is two times smaller
than that for S1 (+30
◦ < b2 < +90
◦).
(vi) For anti-solar SDR, the northern hemisphere starspot
S2 must be closer to E than the southern hemisphere
starspot S1. Anti-solar SDR would explain the positive cor-
relation between A1 and P1 (Fig. 9c), as well as the neg-
ative correlation between A2 and P2 if starspot S2 stays
below L (Fig. 9f). For this combination, there is no contra-
diction. However, the strong negative correlation in Fig. 9f
requires that starspot S2 migrates over most of the latitudes
between E and L, but its highest latitude should not exceed
L ≡ b2 = +30
◦. Hence, the latitude range of starspot S1
is approximately −60◦ < b1 < −30
◦. In this combination,
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there are no starspots above L, on half of the visible stellar
disk, causing rotational modulation of brightness.
(vii) For anti-solar SDR, the southern hemisphere
starspot S2 must be closer to E than the northern hemi-
sphere starspot S1. Anti-solar SDR would explain the posi-
tive correlation between A1 and P1 (Fig. 9c), if the latitudes
of starspot S1 were above L. This combination contradicts
the strong negative correlation in Fig. 9f, because A2 does
not decrease when P2 increases.
(viii) Both starspots are below E in the southern hemi-
sphere, and more than half of the visible disk is free of
starspots causing rotational modulation of brightness. Anti-
solar SDR would explain increasing A1 when P1 increases
for starspot S1 further away from E (Fig. 9c). For starspot
S2, it would predict that A2 increases when P2 increases.
This contradicts Fig. 9f.
We can reject the contradictory alternatives (ii), (iv),
(vii) and (viii) (Table 2).
Alternatives (iii) and (vi) have no starspots above the
line of sight at b = 30◦ (Table 2: Starspots above L =
“No”). We can also reject these two alternatives, because
many Doppler images of FK Com have shown high latitude
starspots causing rotational modulation of brightness (e.g.
Korhonen et al. 2000; Vida et al. 2015).
Only alternatives (i) and (v) remain. The available
Doppler images of FK Com reveal the correct alternative.
Korhonen et al. (2000) published six Doppler images of
FK Com between the years 1994 and 1997. These images
showed long-lived starspots rotating with a constant period
PDI = 2.
d4037 ± 0.d0005. Their images overlap our pho-
tometry between 1995 and 1997. Their PDI period agrees
perfectly with our ephemeris of Eq. 32. Because we detect
only one signal, we use the simple model. It reproduces
this PDI signal of Doppler images (Fig. 7d: two cyan cir-
cles) and its minima (Fig. 7f: two cyan circles). This sig-
nal of the longer P2 periods (i.e. S2 spots), which is cen-
tered at PWK,2 = 2.
d40413 ± 0.d00048, dominated the light
curves of FK Com between 1996 and 1997. Because only
one signal dominated, the Kuiper method can also detect
Pact = 2.
d4035 ± 0.d0005 from the overlapping thirteen
first statistically independent tCPS,min,1 epochs (Table A4:
IND=1). This Pact value also agrees with PDI. The above
six Doppler images indicate that our simple harmonics g(t)
model (Eq. 7) may not suffer from the ambiguity problems
described by Russell (1906) and Jeffers & Keller (2009). We
will also discuss these ambiguity problems later in Sect. 9.
Perhaps the simple JHL-hypothesis model really is the cor-
rect solution for this ill-posed problem. The starspots in the
Doppler images followed “solid body rotation” and their lat-
itudes were between 45◦ and 70◦ (Korhonen et al. 2000).
In this particular case, the DI-method undoubtedly detects
long-lived starspots of FK Com rotating with a constant
period PWK,2 = Pact (see 7th test).
These high latitude starspots in the Doppler images of
Korhonen et al. (2000) were connected to the slower rotating
S2 starspots (P2 > P1) which dominated during that time
interval (Fig. 7d two cyan circles in 1996 and 1997). This
result supports alternative (i) and contradicts alternative
(v), where the slower rotating S2 starspots should remain at
lower latitudes below L ≡ b2 = 30
◦, and the faster rotating
S1 starspots should remain at higher latitudes.
The above Doppler imaging study by Korhonen et al.
(2000) supports the rejection of alternative (v). We can also
show that the S1 and S2 starspot latitudes in other Doppler
images support this rejection. Our simple model P1 periods
show that the S1 starspots dominated in the beginning of the
years 1998, 2003, 2007 and 2010 (Fig. 7d, Pw,1-group: four
cyan circles). This predicts that these low latitude faster
rotating S1 starspots should dominate in the Doppler im-
ages during those time intervals. No simultaneous images
are available for the beginning of 2003 and 2007, but the
two available simultaneous images confirm our prediction:
January 1998: Dominating S1 starspot at b1 ≈ 45
◦ and
no high latitude S2 starspots (Korhonen et al. 2007, Fig. 1)
January 2010: Dominating S1 starspots at b1 ≈ 20
◦ and
no high latitude S2 starspots (Vida et al. 2015, Fig. 5)
This result also contradicts alternative (v) and supports al-
ternative (i). We conclude that the correlations in Figs. 9a-i,
together with the published Doppler images, definitely sup-
port only alternative (i): weak solar-like SDR in FK Com.
We detect significant correlations between the param-
eters of the real g1(t) and g2(t) light curves of FK Com
(Figs. 9c, f, g and i). As far as we know, no one else has de-
tected this many significant and clear correlations between
any light curve parameters of any chromospherically active
star. They connect our period analysis parameters directly
to the starspots of FK Com. This supports the JHL-hy-
pothesis, because these correlations would not exist unless
the S1 and S2 starspot life-times were of the same order as
the length of the segments, from a few months to over half
a year. Furthermore, the Doppler images confirm that the
S1 and S2 starspot periods can be directly interpreted as
stellar surface structures. We call the following relations the
starspot activity mode of FK Com (Fig. 10: Alternative (i)).

M ∝ c1(A1 + A2)
P1 ∝ c2(A1)
P2 ∝ c3(A2)
P1 ∝ c4(P2),
(35)
where c1 = +1, c2 = +1, c3 = −1 and c4 = 1. It states
that the mean brightness (M) is proportional to the total
projected area (A1 + A2) of dark starspots (c1 = 1). The
starspot rotation periods (P1 and P2) are proportional to
these projected areas below (c2 = 1) and above (c3 = −1)
the line of sight L in Fig. 10. The periods P1 and P2 increase
and decrease simultaneously (c4 = 1). Therefore, the mean
(∝ both starspot areas), the amplitudes (∝ separate starspot
areas) and the periods (∝ separate starspot latitudes) follow
the same activity cycle. Everything is just like in the Sun, ex-
cept that the dark starpots change the mean, not the bright
structures like faculae or plages. This confirms the results by
Radick & Foukal (1994): dark and bright structures change
the luminosity of more and less active stars, respectively.
Scientific arguments must be reproducible. Our period
analysis of FK Com is reproducible, because we publish the
data (Sect. 2), the model (Sect. 3), the method (Sect. 4)
and the results (Sect. 5). Especially in this last Sect. 5.3, we
show beyond any reasonable doubt that the parameters of
the real g1(t) and g2(t) light curves are directly connected
to real starspots on the surface of FK Com. Our results
support the JHL-hypothesis: the presence of two periodic
signals in the observed light curves of FK Com. We can
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show that the activity of FK Com resembles the activity
of the Sun. Hence, our JHL-hypothesis should also predict
the results for the 1st test - 8th test, if the light curves of
other chromospherically active stars also contain such sig-
nals. We will perform two easily reproducible simulations
which show that it simply makes no sense to analyse such
light curves with one-dimensional period analysis methods
(Sect. 6: 1st test - 5th test). For the past seven decades, this
approach has given incompatible results (Sect. 7), like the
former CPS-method analysis of our data (Sect. 8). The fol-
lowing argument is very often reproducible
“This works in practice, but does this work in theory?”
Since our period analysis reveals a clear connection to the
starspots of FK Com, the argument
“This works in practice for the period analysis of real
starspots, but does this work for the modelling of theoretical
starspots?”
should be reproducible. While we do not try to reproduce
this argument too, it might be reasonable to use our pe-
riod analysis parameters for the real starspots as input for
the theoretical starspot models. Although our paper concen-
trates only on period analysis, we will also address the above
argument, but only for the modelling of real starspots (Sect.
9: 6th test). The Doppler images of FK Com show the long-
lived starpots predicted by the JHL-hypothesis (Sect. 5.3).
We will show that such starspots have also been detected
in the Doppler images of other stars (Sect. 10: 7th test).
The results for the above two spot modelling and Doppler
imaging tests are certainly reproducible, because they have
already been published. Our results for the 1st test and the
7th test will provide the answer for the 8th test (Sect. 14).
6 LC-METHOD CONNECTION
In the next Sects. 6 and 7, we show that simple mathe-
matical relations reproduce practically all phenomena that
have been detected with the one-dimensional period analysis
methods from the light curves of chromospherically active
stars: rapid light curve changes, short starspot life-times,
rapid period changes, active longitudes, starspot migration
patterns, amplitude and period cycles, and flip–flop events.
6.1 LC-method parameters and earlier results
The observed Pphot is connected to the stellar rotation pe-
riod Prot. In the SDR context, the observed Pphot may tell
something about the starspot latitude. If Pphot has changed,
it is logical to assume that the starspot latitude has changed.
Thus, the range of Pphot changes could measure SDR.
The one-dimensional period finding methods determine
only one Pphot period value. We compare three such meth-
ods. Their models are summarized in Table 3. The first one
is our gS(t)-method (Sect. 4.2). The second one is the most
widely used one-dimensional period finding method, the
Lomb-Scargle periodogram (Table 3: LS-method). It finds
the best least squares sinusoidal model for the data. The
third one, the CPS-method, can determine the best mod-
elling order for the data (Table 3: K1 = 0, 1 or 2).
The Pphot are usually compared to the law of solar SDR
P (b) =
Peq
1− k sin2 b
, (36)
where b is the latitude, Peq is the equatorial rotation period
and k is the SDR coefficient. A useful parameter is
h = sin2(bmax)− sin
2(bmin), (37)
where bmin and bmax are the lowest and the highest starspot
latitudes. The bmax−bmin=90
◦ range has h=1, other ranges
h < 1. This gives k = ∆P/(hPeq), where ∆P = Pphot,max −
Pphot,min is the largest observed range. Since h ≤ 1, the
stellar SDR coefficient fulfills
|k| ≥
Pphot,max − Pphot,min
Pphot,mean
=
∆P
Pphot,mean
, (38)
where Pphot,mean is the mean of observed Pphot. There are
four uncertainties. Firstly, Pphot,mean is used for Peq (Eq.
36), because Peq may be Pphot,min or Pphot,max. Secondly,
the k sign is unknown, where k > 0 represents solar-like
and k < 0 anti-solar SDR. Thirdly, the starspot latitude
range is unknown (Eq. 37: h). Fourthly, the observed ∆P =
Pphot,max−Pphot,min range may underestimate the real range.
Another approach uses Pw ±∆Pw (Eqs. 24 and 25) to
give the “three sigma” upper limit for the Pphot changes
Z =
6∆Pw
Pw
. (39)
Equal weights give Pw = mP, ∆Pw = σP and Z = 6σP/mP,
where mP and σP are the mean and the standard deviation
of all observed Pphot values. The relation
|k| ≈ Z/h (40)
is valid, if Pphot,max −Pphot,min ≈ 6∆Pw (Jetsu et al. 2000).
Hall (1991) applied the LC-method to 277 late-type
stars. He concluded that the stellar SDR correlates strongly
with Pphot ≈ Prot. It decreases when Pphot decreases. He
showed that the weak SDR in rapidly rotating stars ap-
proached solid-body rotation. This Pphot and SDR relation
has been confirmed by LC-method studies of much larger
samples (e.g. Reinhold et al. 2013, 24 124 stars). We have
also formulated our own LC-methods, and used them to
measure SDR (e.g. Jetsu & Pelt 1999; Jetsu et al. 1999;
Lehtinen et al. 2011, 2016, the TSPA-method and the CPS-
method). These earlier findings seem to contradict the JHL-
hypothesis, because many different photometric rotation pe-
riods Pphot are observed in every individual star (1st test).
6.2 Sum of two different frequency sinusoids
We can show that our general g(t) light curve model has a
physically justified connection to the starspots of FK Com
(Sect. 5.3). The most simple g(t) alternative, the following
sum of two sinusoids, has been used in innumerable studies
(e.g. Reinhold et al. 2013; Aigrain et al. 2015)
s(t) = s1(t) + s2(t). (41)
s1(t) = a1 sin (2πf1t) (42)
s2(t) = a2 sin (2πf2t), (43)
where m0(t) = 0 (Eq. 2), s1(t) = g1(t) (Eq. 3), s2(t)= g2(t)
(Eq. 5) and s(t)=gC(t) (Eq. 7). The s(t) solutions differ for
a1 = a2 (44)
a1 6= a2. (45)
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Table 3. One-dimensional period finding methods (Method). K0
of m0(t) (Eq. 2), K1 of g1(t) (Eq. 3) and reference (Formulation).
Model
m0(t) g1(t)
Method K0 K1 Formulation
gS(t)-method 2 2 This paper
LS-method 0 1 Lomb (1976); Scargle (1982)
CPS-method 0 0, 1 or 2 Lehtinen et al. (2011)
If Eq. 44 is true, then
s(t) = s1(t) + s2(t) = aa(t) sin (2πfat), (46)
where the amplitude is
aa(t) = a1
√
2 + 2 cos [2π(f1 − f2)t]. (47)
The frequency of the sum s(t) remains constant
fa = (f1 + f2)/2. (48)
The amplitude aa(t) varies regularly between
aa,min = 0, aa,max = 2a1 (49)
during a lap cycle period
Plap = |P
−1
1 − P
−1
2 |
−1 = |f1 − f2|
−1 = f−1lap . (50)
An abrupt fa/2 phase shift occurs when aa(t) goes to zero.
If Eq. 45 is true, the sum is
s(t) = s1(t) + s2(t) = ab(t) sin [2πf2t+ φb(t)], (51)
where the amplitude is
ab(t) =
√
a21 + a
2
2 + 2a1a2 cos [2π(f1 − f2)t] (52)
and the phase shift in radians is
φb(t) = arctan
[
a1 sin [2π(f1 − f2)t]
a1 cos [2π(f1 − f2)t] + a2
]
. (53)
The amplitude ab(t) variation during Plap is between
ab,min = a2 − a1, ab,max = a1 + a2. (54)
The phase shift φb(t) induces frequency changes between
fb,max = f2 + a1(f1 − f2)/(a2 + a1) (55)
at the ab,max epochs, and
fb,min = f2 − a1(f1 − f2)/(a2 + a1) (56)
at the ab,min epochs. The frequency f2 of the stronger s2(t)
signal (a1<a2) dominates these regular changes during Plap.
The maximum φb(t) phase shift to both directions is
φb,max = arcsin (a1/a2) (57)
in radians. For a1 = a2, this shift φb,max is π/2 radians, or
equivalently 1/4 in phase with f2. Its full range is
∆φb = [arcsin (a1/a2)]/π (58)
in phase. This gives the largest shift ∆φb = 0.5 when a1 =
a2. Smaller shifts occur when a1 6= a2.
If Eq. 45 is true, the observed amplitude, period and
mimimum of s(t) vary regularly during Plap.
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Figure 11. (a) Simulated y∗
i
data (Eq. 59) for a1 = a2 = 0.m05
(Eqs. 42 and 43). (b) Red and blue circles denote periods P1 =
2.d39321 and P2 = 2.d40413 (Eqs. 31 and 32). Green circles show
PLS periods detected with LS-method. Large black circles high-
light cases, where PLS is at the end of tested period range. Same
models are highlighted in “cd”. (c) Red and blue circles denote
amplitudes A1 = 2a1 and A2 = 2a2 of the gC(t) = s(t) model.
These overlapping red and blue symbols are slightly shifted apart.
Green circles show ALS amplitudes. (d) Red and blue circles show
the minima of g1(t) = s1(t) and g2(t) = s2(t) with P2 in Eq. 6.
Green circles show minima of the LS-method sinusoidal models.
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Figure 12. Simulated y∗
i
data for a1 = 0.m025 (Eq. 42) and
a2 = 0.m05 (Eq. 43), otherwise as in Fig. 11.
6.3 Simulated photometry
We simulate data with the s(t) model (Eq. 41) using f1 =
P−11 and f2=P
−1
2 , where P1=2.
d39321 and P2=2.
d40413
(Eqs. 29 and 30). The time span is ∆T =527d, because s(t)
repeats itself during Plap. We use multiples of sidereal day
Psid = 0.
d9973 to create n∗ = 300 time points
t∗i = i
∗Psid + δt
∗
i ,
where i∗ are a random sample of integers 1 ≤ i∗ ≤ 527.
Each i∗ value is used as many times as the random selec-
tion favours it. The random shifts δt∗i are evenly distributed
between −0.d2 and 0.d2. The simulated data are
y∗i = s(t
∗
i ) + ǫ
∗
i , (59)
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where the ǫ∗i residuals are drawn from a Gaussian distribu-
tion with a zero mean and a standard deviation of 0.m008.
From the simulated data, we select datasets containing
all y∗i within a sliding ∆T = 30
d window. We apply the
LS-method to datasets having n ≥ 12. The tested range is
a = 0.03 and fmid = 1/2.
d4 (Eq. 17). Distefano et al. (2016,
LS-method) or Lehtinen et al. (2016, CPS-method) applied
similar sliding window period analysis to real photometry.
6.3.1 simulationa1=a2
In simulationa1=a2 , we use equal amplitudes a1 = a2 =
0.m05 (Eqs. 42 and 43). The y∗i variation first decreases to
zero and then increases back to its original level (Fig. 11a).
The simulated model periods P1 and P2 do not change (Fig.
11b: red and blue circles). The detected PLS periods scat-
ter when the y∗i variation approaches zero (Fig. 11b: green
circles). The tested period interval is too narrow, because
some PLS are at the ends of this interval (Fig. 11b: high-
lighted green circles). The PLS periods are mostly between
P1 and P2 in Fig. 11b, because the simulated s(t) model
has constant frequency, (f1+f2)/2 (Eq. 48). The s(t) model
amplitudes A1 and A2 remain constant (Fig. 11c: red and
blue circles). The sinusoidal LS-method model amplitudes
ALS vary between 0
m and 0.m2 (Eq. 49). The s2(t) mini-
mum phases are stable (Fig. 11d: blue circles), while those
of s1(t) undergo regular linear migration (Fig. 11d: red cir-
cles). The φLS,min,1 minima show nearly linear changes, and
an abrupt 0.5 phase shift when the y∗i variation approaches
zero (Figs. 11d: green circles). This predicted shift occurs in
every simulationa1=a2 (Eq. 58: a1 = a2).
6.3.2 simulationa1<a2
The amplitudes a1 = 0.
m025 and a2 = 0.
m05 are unequal in
simulationa1<a2 . The y
∗
i variation decreases from 0.
m15 to
0.m05, and then increases back to 0.m15 (Fig. 12a). The de-
tected PLS remain within the tested period range, because
the y∗i variation never decreases to zero (Figs. 12bcd: one
highlighted circle). The P1 and P2 periods do not, of course,
change (Fig. 12b: red and blue circles). The PLS changes are
largest in the middle of the segment (Fig. 12b: green circles).
They concentrate on the P2 = 1/f2 level, because the signal
of the stronger s2(t) sinusoid (a1 < a2) dominates (Eqs. 55
and 56). The A1 and A2 amplitudes of the s(t) model do
not change (Fig. 12c: red and blue circles). The ALS ampli-
tudes vary regularly, as predicted by Eq. 54 (Fig. 12c: green
circles). The s1(t) and s2(t) minimum changes are linear
(Fig. 12d: red and blue circles). The fluctuating φLS,min,1
minimum changes are linear (Fig. 12d: green circles). The
predicted phase shift is only ∆φb = 0.17 (Eq. 58).
7 INCOMPATIBILITY
The relations in Sect. 6.2 and the simulations in Sect. 6.3 re-
veal “incompatibility”. If the JHL-hypothesis is true, it con-
taminates the periods, the amplitudes and the minima de-
termined with one-dimensional period finding methods. It is
stronger for the real data, where the two real curves change.
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Figure 13. (a) simulationa1=a2 . Cumulative distribution func-
tions F (|k|) (red) and F (Z) (blue) in 10 000 cases for a = 0.03 in
Eq. 17. (b) simulationa1<a2 , otherwise as in “a”. (c) a = 0.10,
otherwise as in “a”. (d) a = 0.10, otherwise as in “b”.
7.1 Period-incompatibility
The LS-method detects spurious PLS period changes al-
though the gC(t)-model periods P1 and P2 do not change.
The PLS periods in Fig. 11b represent only one particu-
lar simulationa1=a2 , where a = 0.03, a1 = 0.
m050 and
a2 = 0.
m050 (Eqs. 17, 42 and 43). We simulated 10 000
cases with this a, a1 and a2 combination. Each case gave us
one |k| (Eq. 38) and Z (Eq. 39) estimate. We show the cu-
mulative distribution functions F (|k|) and F (Z) in Fig. 13a.
The ranges are 0.03 ≤ |k| ≤ 0.06 and 0.02 ≤ Z ≤ 0.07.
The |k| values can not exceed 2a, because PLS must be
within the tested period interval. The steep F (|k|) rise at
|k| = 2a = 0.06 means that the LS-method detects PLS pe-
riods over the whole tested period interval in nearly half of
the cases. The shape of F (Z) resembles that of a Gaussian
cumulative distribution function (Fig. 13a: blue line).
In Fig. 13b, the ranges are 0.02 ≤ |k| ≤ 0.06 and 0.02 ≤
Z ≤ 0.05 for 10 000 cases of simulationa1<a2 (a = 0.03,
a1 = 0.
m025, a2 = 0.
m050). The LS-method can detect PLS
periods within the tested period interval, because ALS does
not decrease to zero, unlike in simulationa1=a2 .
The a = 0.10, a1 = 0.
m050 and a2 = 0.
m050 simula-
tiona1=a2 shows results for a longer ±10% period interval
(Fig. 13c). A minor steep F (|k|) rise still occurs at |k| = 2a =
0.20. The a = 0.10, a1 = 0.
m025 and a2 = 0.
m050 simula-
tiona1<a2 results are shown in Fig. 13d. The LS-method still
detects PLS periods over the whole period interval, because
F (|k|) reaches |k| = 2a = 0.20. Generally, the |k| and Z
ranges increase when the tested range increases.
Our Figs. 13a–d reveal that |k| ≈ Z/h (Eq. 40) is a poor
approximation, because |k| is computed from two individual
PLS values, while Z is computed from all PLS values.
Any |k| or Z value drawn from F (|k|) and F (Z) in Figs.
13a-d is possible. This predicts that two observers observing
the same star during the same time interval can get differ-
ent PLS, |k| and Z values with the LS-method. We show the
partly and fully overlapping data2,3 and data1,1 photome-
try in Figs. 14ab. We divide these data into subsets using a
sliding window of 30 days, and apply LS-method to all sub-
sets having n ≥ 12 observations. The PLS, |k| and Z results
in Fig. 14c confirm the above prediction, as well as the re-
spective results for other overlapping segment pairs (Table
4). If the JHL-hypothesis is true, the LS-method gives dif-
ferent results for the simultaneous photometry of the same
star. This general result applies to all one-dimensional pe-
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Figure 14. (a) Partly overlapping data2,3 and data1,1 (red and
blue circles). Fully overlapping data is between green vertical
lines. (b) Fully overlapping data. (c) Red and blue circles de-
note PLS periods detected from fully overlapping data with the
LS-method. Results for |k| and Z are given above this panel.
Table 4. Partly overlapping photometry (Columns 1 and 4). Val-
ues for |k| and Z in fully overlapping photometry (other columns).
TEL=2 TEL=1
Segment |k| Z Segment |k| Z
data2,3: 0.077 0.097 data1,1: 0.047 0.061
data2,4: 0.100 0.141 data1,2: 0.063 0.085
data2,5: 0.022 0.032 data1,3: 0.012 0.016
data2,6: 0.014 0.018 data1,4: 0.010 0.012
data2,7: 0.079 0.068 data1,5: 0.070 0.096
data2,8: 0.051 0.062 data1,6: 0.025 0.032
data2,9: 0.088 0.091 data1,7: 0.048 0.038
riod finding methods. This is amazing considering that the
underlying gC(t) = s(t) model does not change at all.
The one-dimensional period finding methods can some-
times detect signs of the two real periods. For overlapping
data2,4 and data1,2, the gS(t)-method succeeds in this. It
detects the P1 period, which nearly coincides with the P1 pe-
riod detected with the two-dimensional gC(t)-method (Fig.
15: lower black and higher red dotted vertical lines). For
both segments, the second zS(f1) periodogram minimum
also nearly coincides with the P2 period detected with gC(t)-
method (Fig. 15: blue dotted vertical line). In these two seg-
ments, the distance between the 1/P1 and 1/P2 frequencies
exceeds f0 (Fig. 15: red horizontal line). If this distance goes
below f0, only one real period can be detected (e.g. data1,3
or data2,5), or none at all (e.g. data1,8 or data2,7). Many
weaker signals are not detected (e.g. data1,1 or data1,6).
The power spectrum methods, like the LS-method, can
detect two real frequencies only, if their distance exceeds
1/∆T (Loumos & Deeming 1978). Our gC(t)-method does
not suffer from this limitation. We show what happens, if
∆T remains constant, but the sample size is doubled from
n = 300 to n = 600 in simulationa1=a2 . The numerical
frequency and periodogram values are ignored in our Fig.
16, because we are only interested in the qualitative results.
The results for the first quarter (1/4)Plap of simulated data
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Figure 15. zS(f1) for segments of Table A5. Tested f1 range is
a=0.03 and fmid=(2.
d4)−1 (Eq. 17). Higher red and blue vertical
dotted lines show P1 and P2 periods detected with gC(t)-method.
Lower black vertical dotted lines show P1 period detected with
gS(t)-method. Red horizontal line is fmid±f0/2 range.
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Figure 16. An arbitrary simulationa1=a2 . (a) First (1/4)Plap
quarter. Large green dot shows 1/P1 and 1/P2. Blue and red
dotted lines show these levels. Tested f1 and f2 ranges are a=
0.02 and fmid = (2.
d4)−1 (Eq. 17). Dotted black ellipse shows
accuracy for detected periods (Eq. 23). Continuous black ellipse
shows accuracy, if n is doubled from 300 to 600. Red circle is ±f0
range (Eq. 20). (b) Black dotted line is zS(f1) periodogram. Black
continuous line is same periodogram for doubled sample size (n=
600). Red horizontal line is ±f0/2 range. Blue and red vertical
lines denote 1/P1 and 1/P2 from“a”. (c) zLS(f1) periodograms for
same samples as in “b”. (d-f) Two (2/4)Plap quarters, otherwise
as in “a-c”. (g-i) Three (3/4)Plap quarters, otherwise as in “a-c”.
(j-l) All (4/4)Plap quarters, otherwise as in “a-c”.
are shown in Figs. 16a-c. More accurate best periods are de-
tected with the gC(t)-method when the sample size is dou-
bled from n = 300 to 600 (Fig. 16a: dotted and continuous
black ellipse). Loumos & Deeming (1978) predict that the
two real periods P1 and P2 are not detected, because the
red f0/2 circle of Eq. 20 intersects the diagonal f1 = f2
line (Fig. 16a). The zS(f1) and zLS(f1) periodograms con-
firm this (Figs. 16bc). When ∆T increases to (2/4)Plap, the
black dotted and continuous ellipses of Eq. 23 shrink (Fig.
16d). Since the red f0/2 circle of Eq. 20 still intersects the
diagonal f1 = f2 line (Fig. 16d), the two one-dimensional
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period finding methods can not detect the two real periods
(Figs. 16ef). In the (3/4)Plap sample, the dotted and con-
tinuous accuracy ellipses of Eq. 23 reduce into a single point
(Fig. 16g). Now the f0/2 circle of Eq. 20 does not intersect
the f1 = f2 line, and the zS(f1) and zLS(f1) periodograms
show signs of two periods close to, but not exactly at, the
real frequencies 1/P1 and 1/P2 (Figs. 16hl). In the (4/4)Plap
sample, the gC(t)-method detects extremely accurate real
P1 and P2 values (Fig. 16j). The zS(f1) and zLS(f1) peri-
odograms can also resolve these periods, but not their exact
values (Figs. 16kl). These two periodograms are “mirror im-
ages” of each other, because they are sensitive to the same
periodicities. The zLS(f1) periodogram peak height increases
when the sample size n increases, but the resolution depends
only on the red horizontal line f0 = 1/∆T (Fig. 16). This
line equals the resolution limit for all one-dimensional period
finding methods. Our gC(t)-method resolution is not limited
by ∆T . It can detect two periods even in short samples, if
the sample size n and/or the accuracy σy are sufficient.
Our Figs. 15 and 16 illustrate period-incompatibility.
Everything interesting happens at the lowest zS(f1) val-
leys and inside the highest zLS(f1) peaks, because Plap =
527d exceeds segment ∆T . Since the discovery of starspots
(Kron 1947), their light curves have been forced to play one
tune, instead of two (Sect. 6.2: All equations). For exam-
ple, period-incompatibility misled the LS-method analysis
of the photometry of 40 661 stars (Reinhold et al. 2013).
The tested periods were between 0.d5 and 45d. The reso-
lution was f2 = f1 − f0 for ∆T = 90
d = 1/f0. For a star
with P1 = 10
d, the LS-method could resolve real longer pe-
riods P2 > 11.25
d. Many real periods hidden within the
LS-method periodogram peaks must have gone undetected,
like in Figs. 16cf. If another peak was detected in such cases,
SDR was overestimated, and even more so for P > 10d stars.
Reinhold & Reiners (2013) searched for multiple peri-
odicities. They determined the best period with the LS-
method and removed the periodic sinusoid from the data.
The LS-method analysis of the residuals gave the next si-
nusoid, the next residuals and their pre-whitening contin-
ued. Our simulationa1=a2 and simulationa1<a2 are ex-
actly what Reinhold & Reiners (2013) tried to find in real
data: the sum of at least two sinusoids. The LS-method can
miss the real period(-s), if the data contains only two sinu-
soids (Figs. 15 and 16). Even the first stage of pre-whitening
can fail, e.g. a sine fit to the original data would eliminate
both real periods in data1,8, data2,7 and data1,11 (Fig. 15).
For close real periods, similar misleading pre-whitening may
occur in asteroseismology (e.g. Kraus et al. 2015; Saio et al.
2018), exoplanet detection (e.g. Queloz et al. 2009; Hatzes
2013) and other fields (e.g. Reyniers et al. 2009).
If the data contains two periodic signals, the LS-
method gives different P1, |k| and Z estimates for the same
star when it is observed with two different telescopes at
the same time (Fig. 14 and Table 4). These estimates mea-
sure the random failures of the LS-method, not SDR. For
small |P1−P2|, the one-dimensional period finding methods
have missed innumerable real periods and detected short-
lived starspots that never existed (e.g. Reinhold & Reiners
2013; Reinhold & Gizon 2015; Lehtinen et al. 2016). They
can only detect large |P1−P2|, and tell very little about phys-
ical phenomena, just like the forcing of a square through a
circle. The correct estimate is obtained only for the mean
brightness, just like the centres of a square and a circle do
coincide. The rest makes no sense, like the periods, the am-
plitudes and the minima. If the JHL-hypothesis is true, the
one-dimensional period finding methods fail to model the
real light curves. Many spurious periods have been detected
for the same star (1st test).
7.2 Amplitude-incompatibility
The ALS amplitudes in Figs. 11c and 12c (green circles) fol-
low the Plap cycle, and tell nothing about the real amplitudes
A1 and A2 (red and blue circles). All one-dimensional period
finding methods suffer from “amplitude-incompatibility”.
The period- and the amplitude-incompatibility cause spu-
rious activity cycles, e.g. the apparently quasi-periodic PLS
changes in Fig. 11b are simply random fluctuations.
Rieger et al. (1984) detected a 154d cycle in the so-
lar γ-ray flares. This Rieger cycle has also been detected,
e.g. in the sunspot area (Lean 1990; Oliver et al. 1998), the
solar flares (Bai & Sturrock 1993; Bai 2003) and the Mt
Wilson Sunspot Index (Ballester et al. 2002). Stellar ana-
logues have been detected (e.g. Massi 2007; Lanza et al.
2009; Bonomo & Lanza 2012; Distefano et al. 2017). The
light curve amplitudes and periods were determined with the
most widely used one-dimensional period finding method,
the LS-method. Then quasiperiodic PLS and ALS short-term
changes, stellar Rieger cycles, were detected with the same
method (e.g. Distefano et al. 2017). If the JHL-hypothesis is
true, the incompatible PLS and ALS estimates had nothing
to do with the real amplitudes (A1, A2) and the real peri-
ods (P1, P2). Constant brightness does not mean that the
starpots are absent, nor that the stellar surface is fully cov-
ered with starspots. Incompatible amplitudes have also been
used as a proxy for stellar activity (e.g. Jetsu et al. 1990;
Ferreira Lopes et al. 2015), or in an activity index which is
proportional to these amplitudes (e.g. Arkhypov et al. 2015,
their A1 parameter).
As for the long-term cycles, an LS-method analysis of
the photometry 23601 stars revealed amplitude cycles, but
not period cycles (Reinhold et al. 2017). This supports the
JHL-hypothesis, because long-term Plap cycles can be de-
tected in the incompatible ALS amplitudes, but only short-
term random fluctuations in the incompatible PLS peri-
ods. The Plap cycle is not an activity cycle, because it is
not connected to the number, the area or the tempera-
ture of starspots. There should be no incompatibility in
the seasonal mean brightness M activity cycles, because
these estimates can be obtained directly from the mean
of the data. Lehtinen et al. (2016) studied the activity of
21 young solar-type stars. The mean MCPS, the period
PCPS, and the amplitude ACPS estimates were determined
with the one-dimensional CPS-method. They detected Pcyc
activity cycles in the MCPS, ACPS, MCPS − ACPS/2 and
MCPS + ACPS/2 estimates. If the JHL-hypothesis is true,
then only the MCPS cycles were perhaps real, but the ACPS,
MCPS − ACPS/2 and MCPS + ACPS/2 cycles were spurious.
Lehtinen et al. (2016) compared their PCPS/Pcyc ratios to
those in Brandenburg et al. (1998) and Saar & Brandenburg
(1999). These spurious Pcyc cycles in ACPS, MCPS−ACPS/2
and MCPS + ACPS/2 support the results of numerous later
studies (e.g. Fabbian et al. 2017; Brandenburg et al. 2017;
Reinhold et al. 2017; Nielsen et al. 2017; Wargelin et al.
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2017; Flores Soriano & Strassmeier 2017; Lanzafame et al.
2018; Ko´spa´l et al. 2018; Alekseev & Kozhevnikova 2018;
Brandenburg 2018; Olspert et al. 2018; Warnecke 2018).
For example, the rejection of other similar spurious Pcyc
cycles may, or may not, confirm the existence of sepa-
rate Prot/Pcyc branches (e.g. Saar & Brandenburg 1999;
Bo¨hm-Vitense 2007; Ola´h et al. 2009; Lehtinen et al. 2016).
7.3 Minima-incompatibility
The Kuiper method analysis of the tLS,min,1 epochs in Fig.
11d would not reveal the simulated s(t) model periods P1 or
P2, but the migration of these green circles in Fig. 12d would
yield information of the stronger P2 signal (a1 < a2). The
Kuiper method can unambiguously detect P2 when a1 = 0
(case2), or P1 when a2=0 (case3), but the light curves of
real stars give no information of when a1=0 or a2=0. The
tLS,min,1 migration alternatives are
migration1: If a1 ≈ a2 (Eq. 44), the tLS,min,1 migration
is linear with (f1 + f2)/2 (Eq. 48)
migration2: If a1 < a2 (Eq. 45), the tLS,min,1 migration
is linear with f2 and fluctuating (Eqs. 55 and 56)
migration3: If a1 > a2 (Eq. 45), the tLS,min,1 migration
is linear with f1 and fluctuating (Eqs. 55 and 56)
The Kuiper method may detect (f1 + f2)/2, f1 or f2. The
stronger signal usually dominates this migration, because it
is reasonable to assume that a1 ≈ a2 occurs less frequently
than a1 < a2 or a1 > a2. The Kuiper method may not de-
tect f1, f2 or (f1+ f2)/2, because the a1 and a2 amplitudes
change and the light curves become a mixture of these three
migration alternatives. There are also other migration alter-
natives than only these three, because all light curves are
certainly not sums of two sinusoids. The following minima-
incompatibility effects mislead the Kuiper method analysis
1. Many different spurious migration patterns
2. Mixture of minima from all these patterns
3. Abrupt phase shifts
If the JHL-hypothesis is true, the Kuiper method can not
detect an unambiguous Pact period for FK Com (2nd test).
It can not separate the Prot signal from the Pact signal (3rd
test), or vice versa (4th test). Abrupt phase shifts ∆φ =
0.5 ≡ 180◦ occur when a1 ≈ a2 (5th test).
The Plap cycle detection in Porb ≈ Prot = 1/f2 binaries
gives f1 = flap±f2, where 1/f1 = Pact (Eq. 50). The correct
±f2 sign can be inferred when f1 dominates the migration.
The above migration patterns were named “active lon-
gitudes” (e.g. Zeilik et al. 1990; Jetsu 1996). The starspots
seemed to form at these long-lived longitudes, then detach
from them, and finally migrate with their own particular
angular velocity before decaying. For example, Giles et al.
(2017) analysed the Kepler satellite light curves with the
LS-method, and noted that the light curve amplitudes and
phases vary due to rapid starspot formation and decay. The
one-dimensional period finding methods deliver an impres-
sion that a lot happens, although nothing happens, like in
Figs. 11 and 12. The starspots appear lively when in fact
they are not. This failure in modelling time intervals longer
than one month has nothing to do with the starspot life-
times. We can model half a year of photometry with two
long-lived starspots (Sect. 5.1.1: data1,9). No active longi-
tudes, where the short-lived starspots form, migrate and de-
cay, are needed. Lehtinen et al. (2016) detected active lon-
gitudes only in the strong chromospheric Ca II H&K emis-
sion solar-type stars. If no active longitudes exist, then the
starspots in these stars simply are more stable.
Jetsu et al. (1991, 1993) discovered the flip–flop phe-
nomenon in FK Com. The starspots concentrated on two
active longitudes separated by 180 degrees. An abrupt
shift from one active longitude to another happened only
three times during a quarter of a century. The mod-
els of non-axisymmetric stellar magnetic fields failed to
explain this phenomenon (e.g. Moss et al. 1995). Sim-
ilar active longitudes were discovered in CABSs (e.g.
Berdyugina & Tuominen 1998), as well as in the Sun (e.g.
Jetsu et al. 1997). Moss & Tuominen (1997) modelled the
non-axisymmetric magnetic fields of CABSs. Moss (1999)
demonstrated how the non-linear solar dynamo models
could produce weak large-scale non-axisymmetric mag-
netic fields. Tuominen et al. (2002) predicted that the flip–
flop phenomenon is the stellar counterpart of Hale’s po-
larity law in the bipolar sunspots, and that observa-
tions may later confirm this “active star Hale polarity
rule”. Berdyugina & Usoskin (2003) discovered two persis-
tent active longitudes separated by 180◦ from sunspot ob-
servations over 120 years. Pelt et al. (2005) argued that
this result was biased. This debate continues (Berdyugina
2007; Balthasar 2007; Vernova et al. 2007; Tuominen et al.
2007; Gyenge et al. 2014). Many dynamo models can ex-
plain the flip–flop phenomenon (e.g. Korhonen & Elstner
2005; Berdyugina et al. 2006; Korhonen & Elstner 2011;
Cole et al. 2014; Pipin & Kosovichev 2015; Viviani et al.
2018). These models have also been used to infer the coronal
structure of FK Com (Drake et al. 2008; Cohen et al. 2010).
Berdyugina & Tuominen (1998) detected flip–flop cy-
cles in four CABSs. These are not activity cycles, because
they follow the Plap cycle period. The ∆φb phase shifts
depend on the amplitudes a1 and a2 (Eq. 58). The flip–
flop Plap cycles are not so easy to detect as the Plap cycles
of incompatible amplitudes, because a “perfect” ∆φb = 0.5
flip–flop requires a1 ≈ a2. These cycles can be shorter than
Plap. For example, if the g1(t) and g2(t) curves are double
waves, the resulting flip–flop cycle is Plap/2. The periods
P1 = 2.
d39321 ± 0.d00036 and P2 = 2.
d40413 ± 0.d00048
(Eqs. 29 and 30) give Plap = 527
d ± 29d. Thus, a perfect
flip–flop event of FK Com is (a1 ≈ a2), or is not (a1 6= a2),
observed after every 1.44 years. The “phase jumps” and the
flip–flop events of FK Com identified by Ola´h et al. (2006)
are simply manifestations of different ∆φb values.
Korhonen et al. (1999) detected a 6.y5 flip–flop cy-
cle from their Doppler images of FK Com. Other cy-
cles were detected by Korhonen et al. (2001, 3y or 6y),
Korhonen et al. (2002, 6.y4) and Korhonen et al. (2004,
2.y6). Korhonen et al. (2007) detected no cycle in their 25
Doppler images. FK Com can “fool” its observers, because
the short Plap = 527
d cycle misleads comparison of Doppler
images within a year.
The JHL-hypothesis neatly explains the flip–flop. The
small |P2 − P1| difference in FK Com delayed the detec-
tion of the structure causing these events. A quarter of a
century was wasted in trying to find this cause. It was ab-
surd to question who discovered this phenomenon or named
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it (Tuominen et al. 2002, Sect. 2.1). No-one wants to take
that credit now. Nevertheless, we quote one sentence from
Moss & Tuominen (1997): ‘The visible fields then have max-
ima at the longitudes corresponding to the intersection of
the line of centres with the stellar surfaces.”They misunder-
stood the cause of flip–flop, but their result agreed perfectly
with the JHL-hypothesis, because the stationary starspots
in all fourteen CABSs concentrated on this intersection line
(Jetsu et al. 2017, Figs. 1-14, “b-g” panels).
We conclude that all earlier interpretations of the
flip–flop events or the flip–flop cycles are no longer valid
(e.g. Jetsu et al. 1991; Berdyugina & Tuominen 1998; Moss
2004; Fluri & Berdyugina 2004; Elstner & Korhonen 2005;
Savanov & Strassmeier 2008). Something that never hap-
pens was successfully modelled, although this apparently
dramatic phenomenon is merely interference (Eq. 58). This
structure predicted by the JHL-hypothesis may be quite
common, because these flip–flop events have been observed
in stars of different spectral type and different luminos-
ity class, including binaries (e.g. Berdyugina & Tuominen
1998; Jetsu et al. 2017), semi-detached and contact bi-
naries (e.g. Wang et al. 2015; Kouzuma 2019) and sin-
gle stars (e.g. Jetsu et al. 1993; Ja¨rvinen et al. 2008). Per-
haps these JHL-hypothesis long-lived starspots have not
yet been detected in other stars, because their |P1 −
P2| difference is also small. The formation, the migra-
tion and the decay of short-lived starspots, as well as the
active longitudes, are also spurious phenomena. This ex-
plains the earlier contradicting starspot life-time estimates
(e.g. Hall & Busby 1990; Hussain 2002; Strassmeier 2009;
Bradshaw & Hartigan 2014; Basri & Nguyen 2018).
If the amplitudes and the minima are incompatible, so
is the light curve shape. Studies of this shape tell nothing
about the starspot distribution (e.g. Reinhold & Arlt 2015).
8 CPS-METHOD CONNECTION
The JHL-hypothesis predicts the CPS-method results for
FK Com (Table A4). In Figs. 17a-e, we connect them to
Eqs. 31 and 32 ephemerides. The zig-zag line in Fig. 17a is
the phase difference between the g1(t) and g2(t) minima
∆φP1,P2 = (2π)
−1 arccos [cos θ1 cos θ2 + sin θ1 sin θ2] (60)
computed from the t1 zero epoch and the P1 period of Eq.
31, the t2 zero epoch and the P2 period of Eq. 32, and the
phase angles θ1 = 2π(t − t1)/P1 and θ2 = 2π(t − t2)/P2.
The ∆φP1,P2 = 0.5 epochs are Plap = 527
d apart (Figs. 17a-
e: vertical lines). There are ten cycles C1-C10. The PCPS,
ACPS, tCPS,min,1 and tCPS,min,2 changes during each individ-
ual Plap cycle (Figs. 17b-d) are analogous to the simulated
changes during the one Plap cycle (Figs. 11b-d and 12b-d).
The red and blue lines in Fig. 17b denote the PWK,1
and PWK,2 period levels (Eqs. 31 and 32). Hackman et al.
(2013) computed their weighted mean, Pw,CPS±∆Pw,CPS =
2.d398±0.d012, from independent PCPS estimates (n = 136).
All PCPS estimates give the same, but less accurate value,
Pw,CPS ± ∆Pw,CPS = 2.
d398 ± 0.d029 (n = 1450). Remov-
ing the 38 spurious PCPS < 2.
d2 and PCPS > 2.
d6 values
gives Pw,CPS ± ∆Pw,CPS = 2.
d398 ± 0.d010 (n = 1412). It
differs 0.d001± 0.d010 from the mean (PWK,1 + PW2,2)/2 =
2.d39867±0.d00062. Our Eqs. 48, 55 and 56 predict PWK,1 <
Pw,CPS < PWK,2, because the PWK,1 or the PWK,2 signal can
dominate in different segments. This relation is fulfilled.
The ephemerides of Eqs. 31 and 32 predict that the
vertical dotted ∆φP1,P2 = 0.5 lines coincide with the largest
PCPS dispersion in Fig. 17b, the lowest ACPS in Fig. 17c,
and the abrupt phase shifts in Figs. 17de (Eq. 58: ∆φb).
As predicted by Eq. 58, the majority of secondary minima
(Fig. 17de: red circles) and the abrupt ∆φb shifts occur when
ACPS are low, like in cycles C2, C3 or C9. Since we know
that these shifts depend on the a1/a2 ratio, we can iden-
tify “perfect”∆φb = 0.5 flip–flops on the C2-C3 and C7–C8
cycle borders. They coincide with low ACPS (Eq. 49: ab,min
epochs), but never with high ACPS (Eq. 49: ab,max epochs).
The PWK,2 periodicity dominates the migration of green cir-
cles between 1995 and 1997 (Fig. 17d). The other periodicity,
PWK,1, clearly dominates during C8 and C10. This migra-
tion is regular, when the ACPS amplitudes are high, like in
cycles C1, C3, C4 or C8. Jetsu et al. (2017) detected similar
regularities in the photometry of fourteen CABSs. Our Eqs.
31 and 32 do not need to explain all details in Figs. 17b-e,
because the real g1(t) and g2(t) light curves of FK Com are
not sinusoids, and can change between and within segments.
The migration trends from Fig. 17d are reversed in Fig.
17e when the phases are computed from the ephemeris of
Eq. 32. The horizontal migration distance scale is larger
than the tilted migration scale. The latter always seems
more regular than the former, e.g. the same migration be-
tween 1995 and 1997 seems more regular in Fig. 17e than in
Fig. 17d. The human eye is fooled by this “corridor effect”.
Berdyugina & Tuominen (1998, their Fig. 1) utilized this ef-
fect when they added an arbitrary number orbital rounds to
the titled pairs of migration lines of EI Eri, II Peg and HR
7275. This corridor effect delivered the discovery of “perma-
nent” active longitudes. If the JHL-hypothesis is true, the
minima determined with any one-dimensional period find-
ing method never follow such permanent migration to only
one direction. There are at least three possible directions
(Sect. 7.3: migration1, migration2 and migration3).
9 SPOT MODELLING CONNECTION
Each individual starspot leaves its own fingerprint: its peri-
odic signal. Two complementary methods may retrieve this
signal, period analysis and spot modelling. If the light curve
contains the sum of such signals, it is possible to detect one
or more of them. For example, Aigrain et al. (2015) used
the spot model of Aigrain et al. (2012) to bury the periodic
signals of numerous starpots into simulated data. Several re-
search groups then tried to retrieve these unknown periodic
input signals with different one-dimensional period analysis
methods. They detected the strongest periodic input signal
in 90% of cases, but rarely any other weaker signal. Our ap-
proach is the same, except that our period finding method
is two-dimensional. Some spot models assume solar law of
SDR, where the starspot period determines its latitude, and
vice versa (e.g. Kipping 2012, his Eq. 4). Howard (1994) em-
phasized that the solar SDR measurements are averages of
many features over latitude. His “sobering reminder” illus-
trated how the latitudes of 36 708 individual sunspot groups
did not predict their rotation periods (Howard 1994, his Fig.
2). If individual sunspots do not follow the solar SDR law,
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Figure 17. CPS-method results (Table A4). (a) Phase difference
∆φP1,P2 of Eq. 60 (continuous zig-zag line) and ∆φP1,P2 = 0.5
(vertical dotted lines). Lap cycles Plap are from C1 to C10. (b) Pe-
riods PCPS. Red and blue continuous lines denote Pw,1 and Pw,2
levels (Eqs. 26 and 27). (c) Amplitudes ACPS. (d) Phases φ2 of
Eq. 32 ephemeris for primary tCPS,min,1 (green circles) and sec-
ondary tCPS,min,2 (red circles) minima. Tilted lines denote φ1 = 0
of Eq. 31. (e) Same as in “d”, except that phases φ1 are computed
from Eq. 31 ephemeris. Tilted lines denote φ2 = 0 of Eq. 32.
then why should individual starspots do so? This limiting so-
lar SDR law assumption becomes unnecessary, because our
period finding method measures the unambiguous starspot
periodic signals, longitudes and other effects (e.g. ampli-
tudes). The spot models can now give the latitudes and the
other starspot parameters.
O¨zavcı et al. (2018) applied their spot model to un-
interrupted high-precision Kepler satellite photometry of
KIC 11560447 (K1 IV). This offers an ideal opportunity to
test our JHL-hypothesis (6th test). The phases were com-
puted from the ephemeris
HJD 2454953.7303±0.0001 + 0.5276790±0.0000004E (61)
fixed to the primary eclipse of this binary (Kirk et al. 2016).
The stationary starpots in the orbital reference frame are at
0◦ and 180◦ longitudes (Fig. 18: vertical lines), at the line
connecting the centres of the binary companions, just like in
fourteen CABS studied by Jetsu et al. (2017, their Figs. 1-
14). Many tilted non-stationary starspot migration lines de-
scend from right to left, but none from left to right (Fig. 18).
The blue tilted continuous lines denote this non-stationary
migration during C1−C8 cycles. Our tentative sketch relies
only on visual inspection, but its significance during 2800
orbital cycles can be easily confirmed later with nonpara-
metric methods, like the Kuiper method. The starspots are
enhanced when the tilted non-stationary migration inter-
sects the stationary 0◦ and 180◦ longitudes. The spot mod-
els for KIC 11560447 can detect the stationary and the non-
stationary starspots of the JHL-hypothesis (6th test).
Russell (1906) showed that the results for the starspot
distribution can be spurious, if the light curve model is a sum
of lower order harmonics, like our g(t) model of Eq. 7. This
model fits to an infinite number of arbitrary starspot dis-
tributions (Russell 1906; Jeffers 2005; Jeffers & Keller 2009;
Cowan et al. 2013). The spot modelling in Fig. 18 also suf-
fers from the ambiguity described by Russell (1906) and
Figure 18. KIC 11560447 spot model (O¨zavcı et al. 2018, their
Fig. 12). Four years run on vertical axis. Horizontal axis is lon-
gitude from orbital ephemeris of Eq. 61. Dark colour denotes
high spot filling factor longitudes. Dashed blue horizontal lines
show C1-C8 cycle limits. Continuous blue lines denote tilted non-
stationary migration in orbital reference frame.
others, because any starspot pattern is lumped into one or
two features (O¨zavcı et al. 2018, their Fig. 7 and 9). How-
ever, this ambiguity can not explain the long-lived verti-
cal and tilted lines in Fig. 18. Furthermore, Russell (1906)
discussed spot modelling, not the detection of periodic sig-
nals. It is quite hard to explain, how arbitrary spurious spot
distributions would consistently induce the same two peri-
odic signals having the same phases during all four years of
KIC 11560447 photometry (Fig. 18) or during all fourteen
years of FK Com photometry (Fig. 7ef). Rigorous spot mod-
elling is outside the scope of our paper. We focus on signal
detection, and especially on a new method for detecting two
such signals simultaneously.
10 DOPPLER IMAGING CONNECTION
The DI-method measures SDR from the Doppler images
(Strassmeier 2009). The starspot periods at different lat-
itudes can be estimated directly (e.g. Barnes et al. 2005;
Balona & Abedigamba 2016) or the images can be compared
to the simultaneous light curves (e.g. Berdyugina et al. 1998;
Hackman 2004; Korhonen et al. 2007; Cole et al. 2015). The
DI-method inversion is an “ill-posed problem”, because an
infinite number of different solutions fit the observations.
Many physical parameters must be fixed before these inver-
sions, e.g. inclination, rotation period and local spectral line
profiles (see Kochukhov 2016, his Sect 9.2.3). The Prot pe-
riod is usually fixed to Pphot or Porb.
There is a clear connection between the real light curves
and the Doppler images of FK Com (Sect. 5.3). However, FK
Com is only one particular case. Here, we show that there
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Figure 19. II Peg Doppler imaging. (a) Larger (heavy crosses)
and smaller (light crosses) starspots with Eq. 62 ephemeris
(Berdyugina et al. 1998). We shift two highlighted crosses one
round downwards in ”b”. (b) Same data with Eq. 63 ephemeris.
Dotted lines denote φorb = 0.25 and 0.75. Otherwise as in (a).
are similar connections between the light curves and Doppler
images of other chromospherically active stars.
10.1 Particular DI-method results
Berdyugina et al. (1998) published nine Doppler images of
II Peg between 1992 and 1996. The orbital ephemeris was
HJD 2449582.9268 + 6.724333E. (62)
They used Porb of Eq. 62 in their inversions, and concluded
that the larger and the smaller starspots show two active
longitudes, and a flip–flop event in the year 1994 (Fig. 19a).
Jetsu et al. (2017) used the ephemeris
HJD 2449581.246 + 6.724333E (63)
for the simultaneous photometry of II Peg. Their Porb was
the same as in Eq. 62, but their zero epoch was Porb/4 ear-
lier. With Eq. 63 ephemeris, all light curve minima of II Peg
between 1988 and 1997 were close to φorb=0.25 (Jetsu et al.
2017, their Fig. 27a), i.e. the stationary starspots (Porb =
Prot) dominated during these nine years, which overlap the
four years of the above Doppler images.
Berdyugina et al. (1998) added one orbital round to the
first two φorb of smaller starspots (Figs. 19ab: two high-
lighted crosses). They delivered a flip–flop event with the
corridor-effect (see Sect. 8: last paragraph). We do not uti-
lize this effect. Our Fig. 19b shows the same starspots with
Eq. 63 ephemeris. The stronger and the weaker starspots in
the first 1992 image are exactly at φorb = 0.25 and 0.75.
All larger starspots stay close to φorb = 0.25, the smaller
ones close to φorb = 0.75. The simultaneous mean light
curves of II Peg confirm that the starspots concentrated
on φorb = 0.25, i.e. on the line connecting the centres of
the two binary companions (Jetsu et al. 2017, Figs. 14d-
e). The starspot latitudes remained the same in all images
(Berdyugina et al. 1998). In this convincing particular case,
the DI-method detects stationary starspots of II Peg rotat-
ing with a constant period Porb = Prot during four years.
The long-lived starspots in Korhonen et al. (2000) and
Berdyugina et al. (1998) images rotated with a constant ve-
locity, as predicted by the JHL-hypothesis. Such stability is
common, e.g. the longitude of the strongest starspot “A” in
V711 Tau was stationary in 37 consecutive Doppler images
during 57 nights (Strassmeier & Bartus 2000, Fig. 8).
Table 5. FK Com and thirteen CABSs in Jetsu et al. 2017. Star,
differential rotation coefficient (Eq. 65: |k|) and angular velocity
difference (Eq. 66: |∆Ω|) in increasing |∆Ω| order.
Star |k| |∆Ω|
rad d−1
DM UMa 0.0003 ± 0.0012 0.0002± 0.0010
HK Lac 0.00116 ± 0.00041 0.00030 ± 0.00011
V1149 Ori 0.0081 ± 0.0011 0.00096 ± 0.00013
EL Eri 0.0119 ± 0.0043 0.00156 ± 0.00056
BM CVn 0.00545 ± 0.00031 0.001666 ± 0.000093
II Peg 0.00185 ± 0.00010 0.001731 ± 0.000098
σ Gem 0.00550 ± 0.00026 0.001767 ± 0.000083
HU Vir 0.003026 ± 0.000096 0.001827 ± 0.000058
XX Tri 0.00835 ± 0.00042 0.00220 ± 0.00011
V1762 Cyg 0.01479 ± 0.00071 0.00327 ± 0.00016
FG UMa 0.01128 ± 0.00047 0.00334 ± 0.00014
FK Com 0.00455 ± 0.00024 0.01193 ± 0.00062
EI Eri 0.00373 ± 0.00041 0.0120± 0.0013
V711 Tau 0.019078 ± 0.000069 0.04184 ± 0.00015
10.2 General DI-method results
The DI-methods usually measure SDR from
∆Ω = Ωmax − Ωmin =
2π
Pmin
−
2π
Pmax
. (64)
The Sun has ∆Ω≈ 0.07 rad d−1, where Pmin = Peq ≈ 25
d
and Pmax = Ppole ≈ 35
d. Using Eqs. 36 and 64 for Pact and
Prot of thirteen CABS (Jetsu et al. 2017) gives
|k| =
|Pact − Prot|
(Pact + Prot)/2
(65)
|∆Ω| = |
2π
Pact
−
2π
Prot
|. (66)
We give these parameters in increasing |∆Ω| order in Table
5. The lower and upper limits are |∆Ω| = 0.0002 rad d−1
(DM UMa) and |∆Ω| = 0.042 rad d−1 (V711 Tau).
Jetsu et al. (2017) underestimated the |Pact−Prot| difference
when they applied the Kuiper test to all tCPS,min,1 epochs.
Due to minima-incompatibility, some epochs were connected
to the Prot signal, and therefore some Pact estimates were
too close to Prot. We compute |∆Ω| = 0.012 rad d
−1 of FK
Com from the periods of Eqs. 29 and 30. Since this third
largest |∆Ω| of all fourteen values in Table 5 is certainly not
an underestimate, some other |∆Ω| estimates may be.
Our |∆Ω|=0.0002 rad d−1 lower limit agrees with the
earlier DI-method studies, but our |∆Ω| = 0.042 rad d−1
upper limit is three times smaller than in Barnes et al.
(2005, Table 1: 0.14 rad d−1) and ten times smaller than
in Balona & Abedigamba (2016, Table 2: 0.47 rad d−1). For
two reasons, some earlier |∆Ω|may be overestimates. Firstly,
Barnes et al. (2005) and Balona & Abedigamba (2016) give
many |∆Ω| values for the same star. This has increased
some |∆Ω| estimates. Secondly, the constantly changing
g(t) model (Eq. 7) has no unique longitudes. After Plap/2,
Doppler images of the same star can not be reliably com-
pared with the same period. For FK Com, the one year
gap between observing seasons exceeds Plap/2= 264
d. This
“map-incompatibility” misleads identification of the same
structure in different images. The non-stationary (Pact)
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and the stationary (Porb or Prot) starpots get mixed. The
longitudes of two starspots S1 and S2 become ambigu-
ous after Plap/2. It is also uncertain, if S1 or S2 moves
forwards or backwards. This resembles the shuffling of
cards. Except for a magician, the current order of cards,
i.e. the S1 and S2 longitudes, gives no information about
the order before the shuffling. Misidentifications may have
overestimated |∆Ω| in long DI-method studies, like in
Washuettl et al. (2009, EI Eri: 11y), Lindborg et al. (2011,
II Peg: 6y) or Hackman et al. (2013, FK Com: 13y). We un-
derestimate some |∆Ω| (Table 5), while Barnes et al. (2005)
or Balona & Abedigamba (2016) must have overestimated
some |∆Ω|.
Both particular and general evidence indicate that the
Pact and Prot ≈ Porb periods of the JHL-hypothesis have
already been detected with Doppler imaging (7th test).
11 ILL-POSED PROBLEM CONNECTION
Inversions of spot models, Doppler images and non-linear
models are ill-posed problems. There are analytical nonlinear
g(β¯) model solutions (e.g. Tarantola & Valette 1982; Snieder
1998; Kaltenbacher et al. 2008). In our numerical solution,
we divide the free parameters β¯ into two groups
β¯I group: Partial derivatives ∂g/∂βi of these free param-
eters do not contain any free parameters, if the β¯II group
free parameters are fixed to constant numerical values.
β¯II group: Partial derivatives ∂g/∂βi of these free parame-
ters contain at least one free parameter, even if the β¯I group
free parameters are fixed to constant numerical values.
In our model g(t) of Eq. 7, the coefficientsM0...MK0 and the
amplitudes B1...BK1 , C1...CK1 , D1...DK2 , E1...EK2 belong
to the β¯I group. The frequencies f1 and f2 belong to the β¯II
group. When the β¯II group values are fixed, the solutions
for the second β¯I group are unambiguous. The test statistic
z(β¯II) can be, e.g. χ
2, R (Eq. 10) or
√
R/n (Eqs. 19 or 22).
The tested β¯II range of can be fixed with physical or any
other reasonable criteria. The correlation of z(β¯II) for close
tested β¯II values gives the suitable tested β¯II grid density
(e.g. Jetsu & Pelt 1996, their Fig. 2). Our simple recipe is
1. Identify the β¯I and β¯II groups.
2. Fix the tested β¯II grid.
3. Compute z(β¯II) with a linear least squares fit.
4. Global z(β¯II) minimum gives the best β¯I and β¯II values.
This gives only the numerical β¯ solution. The bootstrap
gives the errors σβ¯ (e.g. Eq. 21). However, this unambigu-
ous β¯ ± σβ¯ solution consumes computation time, because a
linear least squares fit is performed at every tested β¯II grid
point. For the nested models, the criterion of Eq. 34 gives
the best model among the different model alternatives.
In the two-dimensional gC(t)-method, we utilize the
symmetry zC(f1, f2) = zC(f2, f1), and test only f1 > f2
pairs. A more general three-dimensional version could test
frequency triples f1 > f2 > f3. If the frequencies are far
from each other (e.g. Mennickent 2017; Saio et al. 2018),
the tested ranges could be l1 < f1 < l2, l3 < f2 < l4 and
l5 < f3 < l6, where l1, ..., l6 are the range limits. The num-
ber of suitable g1(t), g2(t) and g3(t) functions for this three-
dimensional version, like higher harmonics, is unlimited.
The g(t) model (Eq. 7) is a mathematical model, but
is it a suitable physical model? Most models in physics are
mathematical. The solution for the free parameters β¯ of this
nonlinear model is unambiguous for any data, not only for
photometry. We apply a rigorous statistical approach. If the
quality or quantity of the data prevents the simultaneous
detection of two signals, we accept that the complex model
can not be used, and use the simple model. We use the simple
model gS(t), if “intersect f1 = f2” or “amplitude dispersion”
occurs. Otherwise, we use the complex model gC(t) (Sect.
5.1.2). When these two models can be compared with the
statistical test of Eq. 34, the complex model is always better
than the simple model. The results for FK Com are
1. There are two separate period levels (Fig. 7d).
2. There are two separate minimum epoch levels (Fig. 7ef).
3. All these levels are connected.
All models of one-dimensional period analysis methods, like
the LS-method sinusoidal model, require dramatic short-
term changes in the object. Our model would be a better
mathematical model also from the physical point of view,
because it requires no short-term changes. It reveals that the
chromospherically active stars are not so “lively” objects, as
suggested by the earlier one-dimensional period analyses. It
may be time to stop looking for something that is not there.
12 PHYSICAL CONNECTION
The JHL-hypothesis does not rule out starspot evolution. In-
terferometry has undeniably confirmed such evolution in ζ
And (Roettenbacher et al. 2016). We show that the starspot
life-times in FK Com are several months, not one month
(e.g. Jetsu et al. 1993). These life-times should exceed the
sunspot life-times, because the magnetic fields in chromo-
spherically active stars are stronger than in the Sun. Slow
starspot changes in FK Com are easier to model than erratic
short-lived starspots undergoing abrupt flip–flop shifts. The
model can now be nearly stable and have a simple geome-
try, like a large long-lived magnetic loop, where the starspots
at the feet of this loop rotate with different angular veloci-
ties. The radio images of the active K0 IV member of Algol
showed a similar loop (Peterson et al. 2010), where the sta-
tionary Porb ≈ Prot part probably dominated, because the
loop was oriented towards the inactive B8 V member parallel
to the line connecting the centres of the two stars.
The magnetic loop is not the only suitable model.
For rapidly rotating stars, the mean-field dynamo solutions
have long been known to become non-axisymmetric (e.g.
Krause & Raedler 1980). The predicted non-axisymmetric
modes drift due to a different azimuthal phase speed than
the stellar rotation. Fully non-linear global magneto con-
vection simulations have verified this prediction (Cole et al.
2014). This scenario would give rise to multiple period-
icities in the magnetic activity tracers. There are other
suitable alternative models, like two long-lived active re-
gions (Puzin et al. 2016). The long-lived starspots could
even be vortices resembling the Great red spot of Jupiter
(Mantere et al. 2011; Ka¨pyla¨ et al. 2011), except that the
extreme chromospheric activity of FK Com can not be ex-
plained without strong magnetic fields (Ayres et al. 2016).
In binaries, the Prot ≈ Porb relation reveals, if the P1
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or the P2 period is the stationary Prot period. For FK Com,
this is not possible. This single star “acts” like a binary. Both
P1 or P2 periods are still observed, although both members
of this hypothetical coalesced W UMa binary are no longer
present. This is not unusual for single stars. For example, one
period clearly dominated the regular horizontal migration in
the single star LQ Hya in Lehtinen et al. (2012, their Fig.
4). However, another period dominated the tilted migration
during their “SEG 14” in the years 1998 and 1999.
13 UNCERTAINTIES
We can not prove that the two Pw,1 and Pw,2 levels of Eqs.
26 and 27 are definitely separate. The periods after the year
2002 support this, but admittedly some earlier weaker sig-
nals deviate more than ±1σP from these levels (Fig. 7d:
highlighted values). We also detect weak SDR (Sect. 5.3).
This would seem to support only a weaker JHL-hypothesis
“The observed light curves of chromospherically active
binary and single stars are interference of two real constant
period light curves of long-lived starspots.”,
where the second sentence about Pact and Prot ≈ Porb is
removed. Perhaps we have “only succeeded in” dividing the
starspots into faster and slower rotating S1 and S2 groups,
which are centered at the Pw,1 and Pw,2 levels. However, this
weaker hypothesis can not explain the following four results
1. The detection of the stationary Prot ≈ Porb periods in
the light curves of fourteen CABS (Jetsu et al. 2017, MLC
in their Figs. 1-14), or the two MLC of FK Com (Fig. 8).
2. The detection of the non-stationary Pact periods in the
light curves of thirteen CABS (Jetsu et al. 2017, their Figs.
15-27): This linear parallel tilted migration is real, although
some Pact values may not be correct (2nd test).
3. The phase coherence of the real g1(t) and g2(t) light
curve mimima (Figs. 7e and f): This indicates that the pe-
riods and the phases of these two signals are connected.
4. The vertical and tilted lines in Fig. 18.
We can model FK Com light curves spanning half a year.
This explains the above mentioned vertical and tilted lines,
because even such a short six month time span already gives
a line covering ∆T/Pw,1 −∆T/Pw,2 = 0.34, which is about
one third of Plap. This Plap is one full lap around FK Com
≡ 360◦ longitude difference. The P1 and P2 correlation con-
firms that both periods increase and decrease simultaneously
(Fig. 9i). The above four results can be explained, if these
P1 and P2 periods wobble at both sides of the Pw,1 and Pw,2
levels of FK Com (Fig. 10: Alternative (i)). This does not
require the removal of the second sentence from the orig-
inal JHL-hypothesis. We will get very accurate Pw,1 and
Pw,2 estimates for FK Com, if this starspot pattern prevails.
If similar “boring” patterns are also found in other chro-
mospherically active stars, there are striking similarities in
the geometries of magnetic fields in early-type and late-type
stars (Jetsu et al. 2017, Sect. 7). The similarity between the
oblique rotator in early-type stars and the magnetic loop
in late-type stars is the stationary starspot. The difference
is the non-stationary starspot at the other end of the mag-
netic loop in late-type stars. The reason for this difference
may be the interaction between convection and magnetic
fields which complicates things in the late-type stars, while
the magnetic fields in the fully radiative early-type stars are
stable (e.g. Jetsu et al. 1992; Shultz et al. 2018).
Loumos & Deeming (1978) concluded that “It is our
purpose to warn those researching variable phenomena that
any period-finding method may give spurious results when
applied to multiple periodicities”. This applies also to our
method, if the data contains more than two periodic signals,
or either one of the signal amplitudes is changing. In addi-
tion to the two stronger starspots, there are probably weaker
starspots. The effect of these weaker starspots can perhaps
be partly compensated by the m0(t) polynomial (Eq. 3).
14 CONCLUSIONS
Our JHL-hypothesis is a total success, because we detect the
two real light curves of FK Com with our new period analysis
method. All parameters of these real light curves are directly
connected to the long-lived starspots of FK Com. These
starspot parameters are spatially and temporally correlated
just like in the Sun, except that dark starspots change the
luminosity of FK Com (Sect. 5.3: Eq. 35). The simultaneous
Doppler images confirm weak solar-like surface differential
rotation. Since FK Com resembles the Sun and holds the
rotation record for single stars (Ayres et al. 2016, “King of
spin”), its starspots provide valuable observational and the-
oretical constraints for the starspots of other slower rotating
chromospherically active stars.
We present an analogy of incompatibility, because for
seven decades these “creatures” have managed to evade de-
tection behind the “veil” of interference. Imagine a face with
a left and a right eye. Both eyes can disappear and reappear.
At any moment, the number of eyes may be zero, one or two.
The original stationary right eye can disappear and reappear
only at fixed locations. The original non-stationary left eye
rotates slowly around the head. Both eyes also wobble up
and down simultaneously (Fig. 10: Alternative (i)). We see
this head spinning. Soon it is impossible to tell which eye
is the original left or right eye (map-incompatibility after
Plap/2). The only compatible pictures of this face are snap-
shots, but these snapshots can not be used to recognize this
constantly changing face. These snapshots can capture only
one side of the head, or equivalently half of the full visible
surface of FK Com.
As for other chromospherically active stars, this “spin-
ning head” hypothesis
- JHL-hypothesis: “The observed light curves of chromo-
spherically active binary and single stars are interference of
two real constant period light curves of long-lived starspots.
These periods are the non-stationary active longitude period
Pact and the stationary rotation period Prot ≈ Porb.”
is subjected to eight reproducible tests. We use the notations
P1 and P2 for periods of the g(t) model (Eq. 7). They fulfill
P1 < P2. Depending on the object, these P1 and P2 periods
can refer to the Pact, Prot or Porb periods. The binaries may
have P1 = Pact and P2 = Prot ≈ Porb, or P1 = Prot ≈ Porb
and P2 = Pact. The single stars may have P1 = Pact and
P2 = Prot, or P1 = Prot and P2 = Pact. For the binaries,
the relation Prot ≈ Porb can be used to check, if P1 or P2
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represents the stationary Prot period. This is not possible
for the single stars, like FK Com.
Here are our eight tests and our results for these tests:
- 1st test: Why have these two constant Pact and Prot ≈
Porb periods not been detected in the light curves? Why are
so many different Pphot periods detected in the same star?
Result: One-dimensional period finding methods “detect”
many different spurious periods for the same star, although
the real P1 and P2 periods remain the same (Sect. 7.1).
- 2nd test: Hackman et al. (2013) applied the Kuiper
method to the light curve minimum epochs of FK Com. Did
this analysis give an unambiguous Pact period estimate?
Result: The Kuiper method analysis of the incompatible
epochs did not give an unambiguous Pact period (Sect. 7.3).
- 3rd test: The Kuiper method detects the Pact period
from the light curve minimum epochs of binary (Jetsu et al.
2017) and single stars (Hackman et al. 2013). Why does this
method not detect the Prot ≈ Porb period?
Result: This method does not detect only the Pact period.
The detected period can be the [(f1 + f2)/2]
−1, f−12 or f
−1
1
period of g(t) model, or none of these, because the ampli-
tudes of the real light curves change (Sect. 7.3)
- 4th test: The long-term mean light curves of binaries fol-
lowed the Prot ≈ Porb period in Jetsu et al. (2017). Why did
these light curves not follow the Pact period?
Result: Jetsu et al. (2017) detected the long-term mean
light curves following the Prot ≈ Porb period. Due to minima-
incompatibility, their Pact estimates failed (Sect. 7.3).
- 5th test: What explains the abrupt flip–flop events, if the
long-lived starspots rotate with the two regular constant Pact
and Prot ≈ Porb periods?
Result: Interference causes these events. The abrupt shift
is ∆φb = 0.5 ≡ 180
◦, if the real light curves are equal am-
plitude sinusoids with constant periods P1 and P2 (Eq. 58).
- 6th test: Why have these two constant Pact and Prot ≈
Porb periods not been detected in the spot models?
Result: O¨zavcı et al. (2018) have detected the stationary
Prot ≈ Porb period and the non-stationary Pact period in the
spot models for light curves of KIC 11560447 (Fig. 18).
- 7th test: Why have these two constant Pact and Prot ≈
Porb periods not been detected in the Doppler images?
Result: Particular and general evidence indicate that these
periods have been detected in the Doppler images (Sect. 10).
- 8th test: Why do the light curves and the Doppler images
give different periods even for the same individual star?
Result: The one-dimensional period finding methods de-
tect spurious periods from the light curves. The Doppler
images can detect real periods.
The JHL-hypothesis neatly explains many phenomena
that have been detected earlier from the light curves with
one-dimensional period finding methods
- Spurious observed rapid light curve changes
- Spurious short starspot life-times
- Spurious rapid photometric rotation period changes
- Spurious active longitudes
- Spurious starspot migration
- Spurious cycles in periods and amplitudes
- Spurious flip–flop events and flip–flop cycles
- Long-term mean light curves
- LC-method and DI-method discrepancies for SDR
While the above list of phenomena is by no means complete
(e.g. Sect. 7.3: light curve shape), it does contain at least the
most obvious ones. It took a quarter of a century to find the
correct result for the 5th test: “Farewell flip–flop.”
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Table A1. Abbreviations.
gypt
Abbreviation
CABS Chromospherically Active Binary Star (Sect. 1)
MLC Mean Light Curve (Sect. 1)
JHL-hypothesis Jetsu, Henry, Lehtinen hypothesis (Sect. 1)
SDR Surface Differential Rotation (Sect. 1)
DI-method Doppler Images measure SDR (Sect. 1)
LC-method Light Curves measure SDR (Sect. 1)
CPS-method Continuous Period Search method (Sect. 1)
LS-method Lomb-Scargle method (Sect. 6.1)
simulationa1=a2 Simulated s(t) data having a1 = a2 = 0.
m05 (Sect. 6.3.1)
simulationa1<a2 Simulated s(t) data having 0.
m025 = a1 < a2 = 0.m05 (Sect. 6.3.2)
Table A2. Photometry of FK Com. Heliocentric Julian Date
(HJD), magnitude (V ), segment (SEG) and telescope (TEL). We
show only the two first lines of all 3807 lines.
HJD V SEG TEL
2450850.8754 8.198 1 1
2450850.8815 8.197 1 1
Table A3. Standard Johnson V photometry of FK Com. Tele-
scope (TEL), segments (SEG), first and last observing time (t1
and tn), time span and number of observations (∆T and n)
TEL SEG t1 tn ∆T n
HJD HJD d
1 1 2450850.875 2450997.687 146.8 221
1 2 2451153.047 2451360.673 207.6 378
1 3 2451534.046 2451694.803 160.8 67
1 4 2451883.044 2452078.743 195.7 88
1 5 2452248.044 2452461.698 213.7 220
1 6 2452614.048 2452790.765 176.7 170
1 7 2452978.048 2453144.694 166.6 127
1 8 2453343.046 2453565.681 222.6 192
1 9 2453721.051 2453907.661 186.6 189
1 10 2454075.045 2454285.686 210.6 181
1 11 2454440.049 2454643.730 203.7 187
1 12 2454807.040 2455004.744 197.7 129
1 13 2455172.044 2455297.831 125.8 111
2 1 2450085.055 2450265.674 180.6 111
2 2 2450412.038 2450636.678 224.6 209
2 3 2450778.042 2450997.706 219.7 205
2 4 2451144.039 2451362.728 218.7 179
2 5 2451508.043 2451712.687 204.6 157
2 6 2451873.042 2452089.727 216.7 193
2 7 2452242.033 2452448.752 206.7 188
2 8 2452613.009 2452826.679 213.7 159
2 9 2452972.029 2453194.682 222.7 154
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Table A4. CPS-method results from Hackman et al. (2013). The first column gives the telescope (TEL). The remaining columns
give the same subset parameters as described in the Appendix of Lehtinen et al. (2011, their Table A.1): first observing time (t1),
last observing time (tn), mean observing time (τ), statistically independent estimates (IND: 1=Yes, 0=No), number of observa-
tions (n), period (PCPS ± σPCPS ), peak to peak light curve amplitude (ACPS ± σACPS), epochs of primary and secondary minima
(tCPS,min,1 ± σtCPS,min,1 , tCPS,min,2 ± σtCPS,min,2). The dummy value “-1.000” denotes the cases where no estimate was obtained. The
units of Heliocentric Julian Days are HJD-2 400 000. We show only the two first lines of this table. The full table contains 1464 lines
(TEL=1: 760 lines) and (TEL=2: 704 lines).
TEL t1 tn τ IND n PCPS σPCPS ACPS σACPS tCPS,min,1 σCPS,tmin,1 tCPS,min,2 σCPS,tmin,2
HJD HJD HJD d d mag mag HJD d HJD d
1 50850.875 50874.887 50863.555 1 29 2.4129 0.0036 0.059 0.006 50851.594 0.032 -1.000 -1.000
1 50851.871 50875.883 50865.793 0 28 2.4154 0.0029 0.059 0.004 50854.043 0.034 -1.000 -1.000
Table A5. Complex model segments. First three columns give telescope (TEL), segment (SEG) and mean observing time (YEAR). Next
two columns give mean residuals (Eq. 11: |ǫ|C) and zC(f1, f2) periodogram global minimum (zC,min). Mean of observations (M) and
eight complex gC(t) model parameters (P1, A1, tg1,min,1, tg1,min,2, P2, A2, tg2,min,1, tg2,min,2) are given in next columns. Critical level for
rejecting H0 of Sect. 5.2 is given in last column (Eq. 34: QF).
g1(t) g2(t)
TEL SEG YEAR |ǫ|C zC,min M P1 A1 tg1,min,1 tg1,min,2 P2 A2 tg2,min,1 tg2,min,2 QF
[y] [mag] [mag] [mag] [d] [mag] [HJD] [HJD] [d] [mag] [HJD] [HJD]
1 1 1998.28 0.008 0.011 8.2032 2.3966 0.043 50851.0072 50851.5944 2.4407 0.014 50851.9761 - 7e-08
±0.0012 ±0.0026 ±0.003 ±0.0802 ±0.1139 ±0.0085 ±0.003 ±0.2978
2 4 1999.19 0.011 0.014 8.1792 2.3813 0.042 51145.4801 51144.5276 2.4209 0.032 51146.4361 - 5e-15
±0.0019 ±0.0018 ±0.004 ±0.0802 ±0.0828 ±0.0029 ±0.004 ±0.1405
1 2 1999.22 0.009 0.011 8.1747 2.3805 0.040 51155.0321 - 2.4216 0.032 51153.4754 - < 1e-16
±0.0011 ±0.0012 ±0.002 ±0.0598 ±0.0017 ±0.002 ±0.0957
2 5 2000.19 0.011 0.015 8.2623 2.3649 0.029 51510.2775 - 2.3948 0.125 51508.1169 - 2e-09
±0.0038 ±0.0052 ±0.007 ±0.2344 ±0.0012 ±0.007 ±0.0516
1 3 2000.24 0.009 0.011 8.2576 2.3990 0.128 51534.3431 - 2.4330 0.030 51534.5784 51536.2426 0.00025
±0.0054 ±0.0016 ±0.008 ±0.0608 ±0.0057 ±0.011 ±0.1999 ±0.2979
2 6 2001.19 0.011 0.014 8.3019 2.3862 0.039 51874.9892 51873.7961 2.4032 0.189 51874.4216 - < 1e-16
±0.0050 ±0.0016 ±0.006 ±0.0766 ±0.0798 ±0.0009 ±0.007 ±0.0397
2 7 2002.20 0.012 0.016 8.2998 2.3901 0.069 52242.5921 52243.4023 2.4130 0.071 52243.8981 - < 1e-16
±0.0033 ±0.0019 ±0.008 ±0.0783 ±0.1209 ±0.0026 ±0.007 ±0.1572
1 5 2002.24 0.012 0.016 8.2903 2.3894 0.056 52248.2426 52249.8340 2.4097 0.085 52248.7552 - < 1e-16
±0.0034 ±0.0017 ±0.006 ±0.1092 ±0.0811 ±0.0016 ±0.005 ±0.0854
1 6 2003.17 0.009 0.011 8.2394 2.3949 0.103 52614.8074 - 2.4255 0.018 52616.3039 - 4e-06
±0.0030 ±0.0011 ±0.005 ±0.0360 ±0.0074 ±0.004 ±0.2626
1 8 2005.23 0.011 0.015 8.2483 2.3891 0.092 53344.8189 - 2.4069 0.070 53343.6720 - < 1e-16
±0.0034 ±0.0016 ±0.010 ±0.0983 ±0.0028 ±0.010 ±0.1422
1 9 2006.22 0.008 0.010 8.2432 2.3895 0.085 53722.9408 53721.8201 2.4098 0.106 53723.1062 - < 1e-16
±0.0034 ±0.0005 ±0.005 ±0.0222 ±0.0258 ±0.0011 ±0.004 ±0.0475
1 11 2008.21 0.012 0.019 8.3074 2.3812 0.078 54440.8657 - 2.4065 0.136 54442.0416 - < 1e-16
±0.0045 ±0.0025 ±0.011 ±0.1238 ±0.0016 ±0.010 ±0.0769
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Table A6. Simple model segments. First two columns indicate, if black ellipse of Eq. 23 “intersects f1 = f2” or “amplitude dispersion”
occurs. Telescope (TEL), segment (SEG) and mean observing time (YEAR) are given in next three columns. Mean of observations (M)
and four simple gC(t) model parameters (P1, A1, tg1,min,1, tg1,min,2) are given in next five columns. Last column indicates connection to
Pw,1 or Pw,2 (Pw).
intersects amplitude
f1 = f2 dispersion TEL SEG YEAR |ǫ|S zS,min M P1 A1 tg1,min,1 tg1,min,2 Pw
Yes Yes 2 1 1996.25 0.016 0.021 8.2060 2.4063 0.149 50086.0730 - Pw,2
±0.0055 ±0.0013 ±0.005 ±0.0521
Yes Yes 2 2 1997.23 0.014 0.018 8.2337 2.4066 0.140 50412.9504 - Pw,2
±0.0037 ±0.0010 ±0.004 ±0.0546
Yes Yes 2 3 1998.21 0.013 0.017 8.2036 2.3949 0.052 50779.7092 - Pw,1
±0.0018 ±0.0027 ±0.003 ±0.1360
Yes Yes 1 4 2001.26 0.013 0.016 8.2983 2.4022 0.200 51884.0363 - Pw,2
±0.0076 ±0.0007 ±0.006 ±0.0440
Yes Yes 2 8 2003.21 0.015 0.019 8.2428 2.3978 0.093 52614.6877 - Pw,1
±0.0032 ±0.0016 ±0.005 ±0.0768
No Yes 1 7 2004.13 0.014 0.018 8.1844 2.4023 0.121 52979.7627 - Pw,2
±0.0043 ±0.0015 ±0.004 ±0.0710
Yes Yes 2 9 2004.23 0.025 0.036 8.1928 2.4065 0.137 52972.4620 - Pw,2
±0.0050 ±0.0019 ±0.008 ±0.1065
No Yes 1 10 2007.26 0.021 0.026 8.2548 2.3937 0.188 54076.9722 - Pw,1
±0.0053 ±0.0008 ±0.006 ±0.0400
Yes Yes 1 12 2009.23 0.021 0.025 8.2816 - - - - -
±0.0032
Yes Yes 1 13 2010.12 0.014 0.017 8.2916 2.3896 0.115 55174.4076 55173.0240 Pw,1
±0.0037 ±0.0017 ±0.005 ±0.0871 ±0.0632
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