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ABSTRAK 
Untuk mengetahui kondisi seseorang menderita diabetes harus dengan melakukan beberapa tes pada labolatorium, US 
National Institute of  Diabetes telah melakukan uji untuk penyakit Diabetes sesuai dengan kriteria Organisasi Kesehatan Dunia 
(World Health Organization, WHO) yang dilakukan pada sejumlah perempuan yang berusia 21 tahun, dari warisan Pima India 
dan tinggal di dekat Phoenix, Arizona sebanyak 768 objek. Jumlah data Diabetes Indian Pima yaitu sebanyak 768 data. Untuk 
percobaan ini, data tersebut dibagi menjadi dua yaitu 80% sebagai data training dan 20% sebagai data testing. Dengan 
menggunakan Jaringan Saraf Tiruan (JST) Backpropagation, data tersebut dikembangkan untuk diagnosa penyakit Diabetes. 
Hal ini diharapkan dapat digunakan untuk memprediksi potensi seseorang terserang Diabetes. Klasifikasi JST Backpropaga-
tion ini dioptimasi menggunakan metode Nguyen Widrow agar rule yang dihasilkan lebih signifikan atau rule yang dihasilkan 
dapat meningkatkan akurasi. Pengujian menggunakan data testing Diabetes dan inisialisasi Nguyen Widrow, maka dihasilkan 
tingkat akurasi sebesar 100%. Sedangkan jika menggunakan inisialisasi bobot random, maka dihasilkan tingkat akurasi sebesar 
50%. 
Kata kunci: Backpropagation, Diabetes, Jaringan Saraf Tiruan, Nguyen Widrow. 
 
ABSTRACT 
To determine the condition of a person suffering from diabetes need to do some tests in laboratories, the US National 
Institute of Diabetes has been test for Diabetes in accordance with the criteria of the World Health Organization conducted a 
number of women aged 21 years, from the legacy of Pima Indians and stay near Phoenix, Arizona as many as 768 objects. 
The amount of data Pima Indian Diabetes as many as 768 data. For this experiment, the data is divided into two: 80% as 
training data and 20% as a data testing. By using a neural network Backpropagation, the data developed for the diagnosis of 
Diabetes. It is expected-kan can be used to predict the potential of a person develops diabetes. Classification neural network 
Backpropagation is optimized using methods Nguyen Widrow that produced more significant rule or rule produced can im-
prove accuracy. Diabetes testing using testing and initialization of data Nguyen Widrow, then the resulting accuracy rate of 
100%. Whereas if you use random weight initialization, then produced a 50% accuracy rate.  
Keywords: Backpropagation, Diabetes, Neural Network, Nguyen Widrow.
I. PENDAHULUAN 
ENYAKIT Diabetes telah dikenal sejak berabad-abad lalu dan sampai sekarang masih menjadi masalah 
kesehatan di masyarakat. Diabetes adalah suatu kondisi yang mengakibatkan meningkatnya kadar gula di dalam 
darah. Selain itu, Diabetes adalah suatu kelainan reaksi kimia dalam hal pemanfaatan yang tepat atas karbohid-
rat, lemak, dan protein dari makanan karena tidak cukupnya pengeluaran atau kurangnya Insulin. Dengan kata lain, 
Diabetes terjadi ketika tubuh tidak dapat memanfaatkan beberapa makanan karena kekurangan produksi Insulin 
[1]. Jaringan Saraf Tiruan (JST) yang telah digunakan untuk menganalisis data kompleks dan untuk mengenali 
pola, dapat memberikan dukungan bagi pengambilan keputusan medis oleh dokter. Dengan melakukan analisis 
data penanganan pasien-pasien dengan permasalahan yang sejenis untuk mengambil keputusan, sehingga nantinya 
keputusan yang diambil merupakan keputusan yang terbaik untuk pasien. 
Metode Backpropagation merupakan salah satu metode JST yang dapat diterapkan dalam memprediksi suatu 
keadaan yang akan datang [2]. Dalam penelitian [2] menggunakan metode backpropagation untuk memprediksi 
cuaca, dan menemukan bahwa proses pelatihan dapat dilakukan dengan cepat. Hasilnya lebih akurat untuk mem-
prediksi cuaca di masa depan ketika jumlah iterasi meningkat. 
Optimasi nilai rata-rata untuk inisialisasi bobot awal Neural Network (Jaringan Saraf Tiruan, JST) dengan 
metode Nguyen Widrow lebih baik dibandingkan inisialisasi bobot awal Neural Network secara acak [3]. Nilai 
rata-rata standar deviasi untuk masing-masing metode hanya terpaut sekitar 0,005. 
Metode Backpropagation yang telah dijelaskan di atas dapat diterapkan dalam memprediksi suatu keadaan 
yang akan datang, sedangkan metode Nguyen Widrow sebagai inisialisasi bobot awal terbukti menghasilkan rata-
rata akurasi lebih baik. Pada penelitian ini akan dilakukan diagnosis penyakit Diabetes Indian Pima menggunakan 
JST Backpropagation yang dioptimasi dengan metode Nguyen-Widrow yang diharapkan dapat membantu mengu-
rangi angka kematian dan dapat dilakukan tindakan antisipasi. 
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II. TINJAUAN PUSTAKA 
A. Diabetes Indian Pima 
Penyakit Diabetes adalah golongan penyakit kronis yang ditandai dengan peningkatan kadar gula dalam 
darah sebagai akibat adanya gangguan sistem metabolisme dalam tubuh, di mana organ pankreas tidak mampu 
memproduksi hormon insulin sesuai kebutuhan tubuh.  
Terdapat 9 variabel Diabetes Indian Pima yaitu number of times pregnant (time), plasma glucose concentra-
tion a 2 hours in an oral glucose tolerance test (OGTT), diastolic blood pressure (D), triceps skin fold thickness 
(T), 2-Hour serum insulin (IPOST), body mass index (BMI), diabetes pedigree function (F), Age (T), dan Class 
variable (Diagnosa). Database Diabetes Pima India, disumbangkan oleh Vincent Sigillito. Data Diabetes India 
Pima adalah kumpulan laporan diagnostik medis dari 768 contoh-contoh dari populasi yang tinggal di dekat Phoe-
nix, Arizona, Amerika Serikat [4] [5]. 
B. Jaringan Saraf Tiruan (JST) 
Jaringan Saraf Tiruan (JST), Artificial Neural Network didefinisikan sebagai suatu sistem pemrosesan infor-
masi yang mempunyai karakteristik menyerupai jaringan saraf manusia. Jaringan saraf sebagai sebuah kelompok 
pengolahan elemen dalam suatu kelompok yang khusus membuat perhitungan sendiri dan memberikan hasilnya 
kepada kelompok kedua atau berikutnya [6]. Setiap sub-kelompok menurut gilirannya harus membuat perhitungan 
sendiri dan memberikan hasilnya untuk subgrup atau kelompok yang belum melakukan perhitungan. Pada akhirnya 
sebuah kelompok dari satu atau beberapa pengolahan elemen tersebut menghasilkan keluaran dari jaringan [7]. 
C. Backpropagation  
Backpropagation atau propagasi balik adalah salah JST multilayer yang mengubah bobot dengan cara mun-
dur dari lapisan keluaran ke lapisan masukan. Tujuannya untuk melatih agar mendapatkan keseimbangan kemam-
puan untuk mengenali pola yang digunakan selama pelatihan. 
Langkah-langkah dalam membangun algoritma backpropagation adalah sebagai berikut [8]: 
Langkah 0:  Inisialisasi bobot-bobot, konstanta laju pelatihan (α), toleransi error atau nilai bobot (bila 
menggunakan nilai bobot sebagai kondisi berhenti) atau set maksimal epoch (jika menggunakan ban-
yaknya epoch sebagai kondisi berhenti). 
Langkah 1: Selama kondisi berhenti belum dicapai, maka lakukan langkah ke-2 hingga langkah ke-9. 
Langkah 2:  Untuk setiap pasangan pola pelatihan, lakukan langkah ke-3 sampai langkah ke-8. 
 
Tahap 1: Umpan Maju (feedforward) 
Langkah 3:  Setiap unit input xi (dari unit ke-1 hingga unit ke-n pada lapisan input) mengirimkan sinyal input ke 
setiap input yang berada pada lapisan tersembunyi. 
Langkah 4:  Masing-masing unit di lapisan tersembunyi zj (dari unit ke-1 hingga unit ke-p) dikalikan dengan 
dengan bobotnya dan dijumlahkan serta ditambahkan dengan biasnya, perhatikan Persamaan 1 dan 
Persamaan 2. 
 
𝑍_𝑛𝑒𝑡𝑗 =  𝑉𝑗0 + ∑ 𝑋𝑖
𝑛
𝑖=1 𝑉𝑗𝑖                                     (1) 
𝑍𝑗 = 𝑓(𝑍_𝑛𝑒𝑡𝑗)  =  
1
1+ 𝑒−𝑍_𝑛𝑒𝑡𝑖
                                 (2) 
 
Langkah 5:  Masing-masing unit output yk (𝑘 = 1,2,3, . . . 𝑚) dikalikan dengan bobot dan dijumlahkan serta dit-
ambahkan dengan biasnya, perhatikan Persamaan 3 dan Persamaan 4. 
 
𝑦_𝑛𝑒𝑡𝑘 =  𝑤𝑘𝑜 +  ∑ 𝑧𝑗𝑘𝑗
𝑝
𝑗=𝑖                                   (3) 
𝑦𝑘 = 𝑓(𝑧_𝑛𝑒𝑡𝑘)  =  
1
1+ 𝑒−𝑦_𝑛𝑒𝑡𝑘
                                   (4) 
 
Tahap 2: Umpan Mundur (Backward Propagation) 
Langkah 6: Masing-masing unit output yk (𝑘 =  1,2,3, . . . 𝑚) menerima pola target tk sesuai dengan pola masuk-
kan/input saat pelatihan dan kemudian informasi kesalahan/error lapisan output (δk) dihitung. δk 
dikirim ke lapisan dibawahnya dan digunakan untuk menghitung besarnya koreksi bobot dan bias 
(ΔWjk dan ∆Wok) antara lapisan tersembunyi dengan lapisan output, perhatikan Persamaan 5. 
 
𝛿𝑘 =  (𝑡𝑘 –  𝑦𝑘) 𝑓’(𝑦_𝑛𝑒𝑡𝑘)  =  (𝑡𝑘 –  𝑦𝑘) 𝑦𝑘 (1 –  𝑦𝑘)                                   (5) 
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Hitung suku perubahan bobot Wjk (yang akan digunakan untuk merubah bobot Wjk) dengan laju pelati-
han 𝛼 ∆𝑊𝑗𝑘 =  𝛼 𝛿𝑘 𝑧𝑗;  𝑘 =  1,2,3, . . . 𝑚;   𝑗 =  0,1, . . . , 𝑝.   
Hitung perubahan bias dengan Persamaan 6. 
 
∆𝑊𝑜𝑘 = 𝛼 𝛿𝑘                                             (6) 
 
Langkah 7:  Pada setiap unit di lapisan tersembunyi (dari unit ke-1 hingga ke-p;  𝑖 = 𝑙 . . . 𝑛; 𝑘 = 𝑙 . . . 𝑚) dilakukan 
perhitungan informasi kesalahan lapisan tersembunyi (𝛿𝑗). 𝛿𝑗 kemudian digunakan untuk menghitung 
besar koreksi bobot dan bias (𝛥𝑉𝑗𝑖 dan ∆𝑉𝑗𝑜) antara lapisan input dan lapisan tersembunyi, perhatikan 
Persamaan 7 dan Persamaan 8. 
 
𝛿_𝑛𝑒𝑡𝑗 =  ∑ 𝛿𝑘𝑤𝑘𝑗
𝑚
𝑘=1                                          (7) 
𝛿𝑗 =  𝛿_𝑛𝑒𝑡𝑗  𝑓′(𝛿_𝑛𝑒𝑡𝑗) =   𝛿𝑛𝑒𝑡𝑗𝑧𝑗(1 −  𝑧𝑗)                        (8) 
 
Hitung suku perubahan bobot Vji (yang digunakan untuk perbaikan bobot Vji), perhatikan Persamaan 9. 
 
∆𝑉𝑗𝑖 =  𝛼 𝛿𝑗 𝑥𝑖                                             (9) 
 
Hitung perubahan bias (untuk memperbaiki 𝑉𝑗𝑜), perhatikan Persamaan 10. 
 
∆𝑉𝑗𝑜 =  𝛼 𝛿𝑗                                             (10) 
 
Tahap 3: Update Bobot dan Bias 
Langkah 8:  Masing-masing unit output/keluaran (𝑌𝑘, 𝑘 =  1,2,3, . . . , 𝑚) dilakukan update bias dan bobotnya 
(𝑗 =  0,1,2, . . . , 𝑝) sehingga menghasilkan bobot dan bias baru, perhatikan Persamaan 11. 
 
𝑊𝑘𝑗 (𝑏𝑎𝑟𝑢)  =  𝑊𝑘𝑗 (𝑙𝑎𝑚𝑎)  +  ∆𝑊𝑘𝑗                               (11) 
 
Demikian juga untuk setiap unit tersembunyi mulai dari unit ke-1 sampai dengan unit ke-p dilakukan update bobot 
dan bias, dengan Persamaan 12. 
 
Vji (baru) = Vji (lama) + ∆Vji                                     (12) 
 
Langkah 9:  Uji kondisi berhenti (akhir iterasi). 
 
D. Nguyen-Widrow  
Nguyen-Widrow adalah sebuah algoritma yang digunakan untuk inisialisasi bobot pada JST untuk mengu-
rangi waktu pelatihan. Inisialisasi pembobot dari neuron input ke neuron tersembunyi bertujuan untuk meningkat-
kan kemampuan neuron-neuron tersembunyi untuk melakukan pembelajaran. Hal ini dilakukan dengan mendistri-
busikan pembobot dan bias awal sedemikian rupa sehingga dapat meningkatkan kemampuan lapisan tersembunyi 
dalam melakukan proses pembelajaran. Pada inisialisasi Nguyen-Widrow, inisialisasi acak tetap dipakai tetapi 
digunakan untuk menginisialisasi bias dan bobot dari unit tersembunyi ke unit output. Untuk bias dan bobot dari 
unit input ke unit tersembunyi digunakan bias dan bobot yang diskalakan agar jatuh pada range tertentu [8]. 
III. DESAIN PENELITIAN 
Tujuan dari perancanan sistem adalah untuk menganalisa dan mengimplementasikan Jaringan Syaraf Tiruan- 
Backpropagation (JST-BP) dan metode Nguyen-Widrow untuk memprediksi penyakit Diabetes. Sistem dimulai 
dengan diprosesnya dataset Diabetes Indian Pima untuk dilakukan normalisasi pada masing-masing variabel se-
hingga nilainya diantara 0 hingga 1. Kemudian dataset dibagi menjadi data training dan data testing. Untuk data 
training dilakukan proses pelatihan hingga memperoleh bobot yang digunakan untuk proses pengujian dengan 
menggunakan data testing. Dari proses pengujian tersebut didapat hasil klasifikasi. Proses Keseluruhan dapat 
digambarkan seperti pada Gambar 1. 
A. Dataset 
Dataset yang digunakan pada penelitian ini adalah data Diabetes Indian Pima. Dataset Pima India ini didapat-
kan dari http://archive.ics.uci.edu. yang bersumber dari pemilik yang asli yaitu National Institute of Diabetes and 
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Digestive and Kidney Diseases yang diambil juga dari Vincent Sigillito (vgs '@' aplcen.apl.jhu.edu), Research 
Center, RMI Group Leader, Applied Physics Laboratory, The Johns Hopkins University, Johns Hopkins Road, 
Laurel, dan MD 20707. Dataset akan diujicobakan dalam dua tahap yaitu tahap pelatihan dengan menggunakan 
data training dan tahap pengujian dengan menggunakan data training dan data testing. 
B. Preprocessing 
Data yang menjadi masukan dalam pelatihan adalah seluruh data dataset Diabetes Indian Pima. Presentase 
yang digunakan yaitu dibagi menjadi 80% data untuk training dan 20% sisanya untuk testing. Data input ini 
kemudian dinormalisasi atau disebut dengan penskalaan data. Tujuan dari normalisasi data input dan target yaitu 
untuk mentransformasi data supaya kestabilan data dapat dicapai. Data tersebut dinormalisasi dalam interval [0,1] 
karena terkait dengan fungsi aktivasi sigmoid biner. 
C. Pelatihan Jaringan Saraf Tiruan 
Algoritma JST yang digunakan adalah backpropagation dengan menggunakan fungsi sigmoid biner yang 
memiliki range output 0 sampai 1. Pada JST akan dilakukan pembelajaran hingga mencapai MSE atau telah men-
capai jumlah iterasi maksimum yang telah ditentukan. Pelatihan JST dilakukan hingga mendapatkan bobot yang 
stabil pada jaringan. Sebuah bobot dikatakan stabil jika telah mencapai MSE atau telah mencapai jumlah iterasi 
maksimum yang telah ditentukan.  
D. Optimasi Ngunyen-Widrow 
Langkah awal yaitu mendefinisikan faktor skala 𝛽 = faktor skala =  0.7(𝑝)1/𝑛 =  0.7. Nilai bobot harus 
diantara − 0,5 hingga 0,5. Langkah selanjutnya menghitung ||𝑣𝑗||  =  √𝑣2𝑗1 +  𝑣2𝑗2 +  … +  𝑣2𝑗𝑛 dan 
menentukan bobot-bobot antara unit input ke unit tersembunyi, dan yang terakhir yaitu menentukan bias antara 
input ke unit tersembunyi dan terletak pada skala antara – 𝛽 dan 𝛽.  
E. Pengujian Jaringan Saraf Tiruan 
Pengujian terhadap data latih dilakukan dengan menggunakan keseluruhan data latih sebagai masukan bagi 
jaringan, yang kemudian dicari nilai keluarnya dengan menggunakan bobot, sehingga dapat diketahui kemampuan 
jaringan dalam memetakan input kedalam nilai output yang benar yang dinyatakan dalam tingkat akurasi. 
 
Gambar 1. Flowchart Proses Keseluruhan 
IV. HASIL DAN PEMBAHASAN 
Penelitian dilakukan pada data testing Diabetes menggunakan inisialisasi Nguyen-Widrow. Uji coba berikut 
ini menggunakan data testing Diabetes, percobaan ini dilakukan dengan menggunakan nilai parameter hidden node 
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sebanyak 15, learning rate sebesar 0.75, momentum sebesar 0.75 dan iterasi maksimal sebanyak 1000000. Uji coba 
ini dilakukan sebanyak 20 kali percobaan. Hasil uji coba ditampilkan pada Tabel 1. 
 
TABEL I 
PENGUJIAN PADA DATA TESTING DIABETES 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dari hasil pengujian pada data testing Diabetes dengan menggunakan parameter hidden layer sebanyak 15, 
μ sebesar 0.75, α sebesar 0.75 dan dilakukan uji coba sebanyak 20 kali maka diperoleh nilai rata-rata MSE sebesar 
9.0014 𝑥 10−6, iterasi sebanyak 4366.5 dan waktu selama 1.49 sec. Berdasarkan hasil dari pengujian yang telah 
dilakukan dan dihitung nilai akurasinya maka didapatkan akurasi sebesar 100%. Hal ini membuktikan bahwa ini-
sialisasi Nguyen-Widrow memberikan nilai output yang lebih baik. 
V. KESIMPULAN 
Dari hasil analisa terhadap pelatihan dan pengujian JST-BP dan Nguyen-Widrow. dapat diambil kesimpulan 
sebagai berikut: 
1. Beberapa parameter yang mempengaruhi pencapaian target error pada JST-BP antara lain: 
a) Semakin banyak jumlah hidden node. pada umumnya semakin sedikit jumlah iterasi yang dibutuhkan dan 
semakin lama waktu pengujian yang diperlukan. 
b) Nilai momentum yang besar mengakibatkan jaringan lebih cepat mencapai minimum error jika dibanding-
kan dengan momentum yang kecil. 
c) Nilai learning rate yang kecil mengakibatkan waktu pengujian yang lama untuk mencapai minimum error, 
akan tetapi perubahan MSE cukup stabil. Sedangkan learning rate yang besar mengakibatkan minimum 
error yang cepat tercapai namun jaringan kurang stabil.  
2. Dengan menggunakan metode Nguyen-Widrow sebagai inisialisasi bobot awal hasil target yang didapatkan 
lebih optimal dibandingkan dengan inisialisasi bobot random. 
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