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Abstract

In recent years, human detection from images and videos has been one of the active research topics in computer vision and machine learning due to many potential applications
including image and video content management, video surveillance and driving assistance
systems. This thesis addresses a number of challenges in detecting humans under realistic
conditions. In particular, novel and eﬀective methods are proposed to deal with the problems
of viewpoint and posture variations and partial occlusion.
Firstly, a robust human descriptor which is able to describe the human objects in various postures and viewpoints is proposed. The descriptor integrates multiple cues including
shape, appearance and motion information. An improved template matching method is developed for extracting the shape information.
Secondly, to enable the human descriptor to be robust against illumination changes, a
new textural feature, namely non-redundant local binary pattern (NR-LBP), is introduced.
The NR-LBP is a variant of the well-known local binary pattern (LBP), but it has better
discriminative power and is insensitive to the relative changes of intensities. The NR-LBP
descriptor is used to encode both the local appearance and motion information of human
objects. A generalised version of the LBP, referred to as Local Intensity Distribution (LID)
descriptor, is also proposed in the thesis. Compared with the LBP, the LID descriptor is more
compact while maintaining illumination invariance properties.
Finally, to deal with partial occlusion problem, a new statistical inter-object occlusion
reasoning algorithm is proposed. Speciﬁcally, we model hypothesized human objects with
their spatial relationships in a Bayesian network and infer inter-occlusion status of human
objects using the variational mean ﬁeld method.
v
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Chapter 1
Introduction

1.1

Statement of the Problem

Suppose we are given the task of counting the number of humans in a scene (see Figure 1.1
as an example). A computer vision approach to solving the problem might start with detecting and identifying objects in the scene that can be classiﬁed as human. Once those
objects are detected, the counting process is straightforward. In general, the problem of detecting humans occurs in many applications of computer vision, including image and video
content management, video surveillance, assisted automotive, etc. Human detection is an
active research topic in computer vision and the problem can be stated simply as: given an
image or video sequence, localise all objects that are humans. This problem corresponds to
determining the regions within an image or video sequence containing humans. The usual
representation of such regions is a rectangular bounding box. Figure 1.1 shows some examples of human detection results.
During the last decade or so, human detection has attracted considerable attention from
the computer vision research community largely due to the variety of applications in which it
forms an integral part. Furthermore, recent advances in CMOS technology have made imaging devices, especially visible range digital cameras, miniaturised and aﬀordable, and this
development has made image and video capture easy to integrate into many systems. Thus,
there is abundance of image and video data that applications can use for human detection.
An example of situations in which a large amount of visual data needs to be processed and
managed is multimedia databases. Often the task entails tagging (labelling) images or videos
1
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Figure 1.1: Some examples of human detection results from the INRIA dataset [66].
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based on the visual content. Such tagging will enable subsequent search and retrieval operations. A manual approach to this task is labour-intensive and prone to errors and ambiguity.
Automatic tagging will provide considerable help in managing large multimedia databases.
Human detection algorithms can be employed as part of the automatic tagging.
In video-based surveillance systems, human detection is a crucial step. The aim of
video-based surveillance is usually to identify and monitor humans, for security purposes,
in crowded scenes such as airports, train stations, supermarkets, etc. The video footage captured by the installed cameras are processed to detect and track the full human body or body
parts in the scene. Based on the location and movements of the body parts, the poses can be
estimated and actions are recognised. Often, such detection is combined with face detection
and recognition so as to enhance the performance of the whole system. Figure 1.2(a) and (b)
show examples of surveillance systems.
Human detection has also found an application in driving assistance systems that are incorporated into automobiles. These systems alert the driver to dangerous situations involving
the presence of pedestrians on streets. Since the late 1990s, driving assistance systems have
been studied intensively. Examples include the ARGO vehicle developed by the University
of Parma, Italy [67] and the Chamfer system [72] released by the University of Amsterdam
and Daimler Chrysler. Recently, Mobileye [65] has launched the ﬁrst vision-based collision
warning system with full auto brake and pedestrian detection for use in the Volvo S60 cars.
This system consists of a camera to capture the image scenes, a dual-mode radar unit to measure the distance from the car to pedestrians, and a central processing unit integrated with a
human detection algorithm to locate pedestrians. When pedestrians are detected at a nearby
distance, the driver is ﬁrst alerted by a ﬂash and audible warning. The recommended reactions such as speed reduction and braking are then indicated to the driver. If the driver does
not respond to the warning appropriately and the system realises that a collision is imminent,
a full brake will be performed automatically. Figure 1.2(c) represents pedestrian detection in
autonomous vehicles. It is clear to see that the overall performance of the system would be
improved by employing robust human detection algorithms.

4
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(a)

(b)

(c)
Figure 1.2: Applications of human detection. (a) Human activity recognition (from left
to right): waving action (1st, 2nd image) and running action (3rd, 4th image). Diﬀerent
body parts are labelled with diﬀerent colours. (b) Surveillance systems (with detection and
tracking). Humans are numbered and labelled using diﬀerent colours. (c) Driving assistance
system (from [26]).
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Despite numerous research eﬀorts, the performance of current human detection algorithms is still far from what could be used reliably under most realistic environments. This is
due in part, to the intrinsic diﬃculties associated with the human body and the environment
in which it is located. The non-rigid nature of the human body gives rise to variations in the
postures that it can assume and when this is coupled with motion several modelling problems
are presented. The view (orientation) and size variations due to the position and direction (tilt
angle) of the camera pose some technical challenges to the models that can be developed.
Unlike most other objects that usually appear in one form, humans can be clothed in apparels
of varying colour and texture. The environment in which the human object is located plays
an important role in the appearance. For example, the ambient illumination could enhance
or degrade the appearance depending on the direction and quality of the illumination. A
cluttered background, often encountered in outdoor scene, could pose further challenges. In
scenes with several humans and some level of interactivity, there is the possibility of occlusion. This might be self-occlusion where parts of the body cover other parts, or inter-object
occlusion where due to movements of one human in front or behind others.

1.2

Objectives

This thesis aims to develop a robust human detection framework which is able to detect the
humans in various postures, viewpoints, under partial occlusion and realistic environments.
To achieve this goal, a number of sub-objectives have been set out as follows,
• To identify important cues used to describe the human objects. Those cues/features
need to be insensitive to illumination conditions in a real system.
• To develop an eﬀective method to integrate the cues/features into a human descriptor
which is adaptive to the deformation of the human postures and viewpoints.
• To develop an eﬀective method that can deal with and detect occluded human objects.

1.3. Contributions

1.3
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Contributions

Given the above stated objectives, following are the contributions of the thesis.
• A new human detection framework to deal with the challenges enumerated in the above
section. The proposed framework integrates multiple cues including shape, appearance, and motion information. In our framework, human shape is modelled by contour
templates while appearance and motion are encoded using robust local descriptors.
• An improved template matching method that is robust in the presence of background
clutters. This algorithm is used to extract the human shape.
• A novel local descriptor, namely non-redundant local binary pattern (NR-LBP). The
descriptor is discriminative, adaptive to contrast changes in textural structures, and
robust under real-world environmental conditions.
• A local intensity distribution (LID) descriptor that eﬀectively captures the distribution
of local intensity diﬀerences. The LID descriptor is compact yet discriminative and
also insensitive to illumination changes.
• A novel shape-based NR-LBP human descriptor which is able to describe the human
objects at various postures and viewpoints. This is the core contribution of the thesis.
• An inter-object occlusion reasoning algorithm.

1.4

Organisation of the Thesis

After the introductory chapter, the rest of the thesis is organised as follows.
• Chapter 2 conducts a literature review of human detection research. In this chapter,
current approaches and techniques are surveyed. In addition, existing issues and other
related aspects of human detection are also discussed.
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• Chapter 3 provides an overview of the proposed human detection framework along
with the main contributions of the thesis. Each of the contributions such as the template
matching method, local features, the human descriptor, and occlusion reasoning are
presented in details in the subsequent chapters.
• Chapter 4 presents an improved template matching method. The proposed method
employs edge information in a simple and eﬀective manner and is robust against cluttered background. Detecting humans, cars, and maple leaves were considered as test
cases to evaluate the proposed template matching algorithm. Evaluative comparisons
with existing methods were also conducted in this chapter.
• Chapter 5 introduces the non-redundant local binary pattern (NR-LBP) and local intensity distribution (LID) descriptor. The NR-LBP is a variant of the popular local
binary pattern (LBP) while the LID is an extension of the LBP. Performance evaluation of the NR-LBP and LID as well as the comparisons with the LBP and other LBP’s
variants are presented in this chapter.
• Chapter 6 presents a novel human descriptor. In this descriptor, the NR-LBP is employed to describe both the local appearance and motion information, and extracted
along the human’s contour to encode the global shape information. Experiments and
comparisons with state-of-the-art techniques using commonly available datasets are
presented in this chapter.
• Chapter 7 describes an occlusion reasoning algorithm to detect partially occluded
humans. In this chapter, we focus on inter-object occlusion, i.e. humans occluded by
other humans. The reasoning is then formulated as an optimisation problem and solved
using the variational method. We show results of the proposed reasoning algorithm on
detection of not only partially occluded humans but also non-occluded cases.
• Chapter 8 summarises the thesis with remarks, advantages, and limitations of the
proposed approaches. It also discusses open issues and future work.
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9. Duc Thanh Nguyen, Wanqing Li, and Philip Ogunbona. A novel template matching
method for human detection. Proceedings of the IEEE International Conference on
Image Processing - ICIP, 2009.
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Chapter 2
Literature Review
A review of the literature on human detection problem indicates that the various proposed
solutions have been either based on studies of human motion analysis (see for example, [162,
104, 105, 3, 45]) or pedestrian detection in the context of driving assistance systems (see for
example, [41, 42, 78, 31, 49]). In this thesis, the task of human detection is considered as
an object detection problem with a particular focus on the speciﬁc problems posed by the
geometry and form of the human body, viz. articulation and appearance variation.
In a realistic problem setting, the size and location of the human object are not known
a priori. Hence the detection task is performed by scanning the given input image or video
sequence with a “window” at various scales and positions, and classifying each window as
human or non-human. It is expected that we may need to merge some of the neighbouring windows that have been classiﬁed as human in order to obtain a ﬁnal result. Figure 2.1
illustrates the window-based detection process. A method that has been used in the merging process is the non-maximal suppression (e.g. [21]). To reduce the number of processing
windows, eﬃcient sliding window-based methods have been proposed recently [86, 56, 128].
For example, the branch-and-bound technique was applied in [86] to maximise the classiﬁcation results over possible image windows. In [56], a two-stage process was proposed in
which a linear SVM was ﬁrst employed to obtain an initial set of candidate regions with
high conﬁdence score. A more sophisticated but robust classiﬁer (e.g. non-linear SVM) was
then applied to those candidate regions in order to reﬁne the detection results. In [128], a
coarse-to-ﬁne model was proposed in which later detection results (at ﬁner resolutions) are
searched based on the best results obtained at lower resolutions.
10
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Figure 2.1: Illustration of human detection by window-based classiﬁcation. From left to
right: input image with detection windows, selected windows (i.e. windows which are classiﬁed as human), detection results after merging overlapping windows.

To reduce the search area, when the input to the detection system is a video sequence,
a well-known technique, namely, background subtraction [147] can be used. This method
segregates moving objects from the background by calculating the diﬀerence between the
current image and a reference background in a pixel-wise fashion. A disadvantage of background subtraction is that it requires a static camera and reference background containing no
human to be given in advance. In addition, humans are assumed to be moving. Examples of
this method are the works in [168, 54, 83, 183, 131]. A stereo image pair, if available, can be
used to extract depth information and isolate foreground objects [182, 15, 11, 10, 47, 110].
Knowledge of the ground plane is also considered as an important cue to limit the search
space of the location and scale of objects in some methods, e.g. [32, 47, 50]. In [58], viewpoints, parameterised by the horizontal position of the object, height of camera and surface
geometry [57] were used to constrain the presence of human objects. Figure 2.2 shows examples of using background subtraction and stereo information to reduce the regions of interest
(i.e. candidate regions containing humans).
From the above analysis, it can be seen that the task of detecting humans from images/videos is related to the classiﬁcation problem which involves ﬁnding discriminative features and a suitable representation to describe the human object. Therefore, in this chapter,
the state of the art will be reviewed from two points of views: features and object representation. Although the focus is on human objects, features and object representation presented
in this section can be considered for other types of objects. The term object, as used in this
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(a)

(b)
Figure 2.2: Reducing human candidates using (a) Background subtraction (from left to
right): background, input image, and foreground object (from [54]); (b) Stereo cues (from
left to right): left image, right image, depth map.

thesis, shall implicitly and mainly refer to human objects. However, it can also refer to a
general context of object classiﬁcation.
Related aspects of object classiﬁcation such as the development of advanced and robust
classiﬁers and learning algorithms are also reviewed in this chapter. In addition, human
detection in the presence of occlusion will be investigated. No discussion of human detection will be complete without a presentation of the common datasets, tools and evaluation
schemes used by the research community; some attention will be devoted to these experimental tools. Finally, other issues and problems related to human detection methods will be
presented.

2.1

Features

In the long history of human object classiﬁcation, various features have been studied in the
literature. These features can be computed from low-level information such as edge, texture,
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Figure 2.3: Edgelet features (from [170]).

colour, or motion (when it is available). In this section, state-of-the-art features are reviewed
based on the aspects of the human form they describe: shape, appearance, and motion.

2.1.1

Shape Features

To encode shape of an object, edge-based features have been commonly used. An advantage
of these features is that shape of an object can be properly captured by the edges. For
example, parallel edge segments [80] and rectangular contours [36] were employed to model
human body parts. To describe more complicated shapes, binary contours were used as
templates modelling shapes of the full human in [48, 47, 46, 116, 111, 112] or body parts
in [138, 139, 131, 163, 92, 113, 4, 9]. The detection was then achieved through template
matching. It is well known that this approach is sensitive and fragile in images with cluttered
background. In [170, 169], simple curves and segments called ’edgelets’ were employed to
describe the parts of the object (see Figure 2.3).
The scale invariant feature transformation (SIFT) descriptor [95] has often been used
and considered as the state-of-the-art feature for object recognition. Its performance was
also veriﬁed in the work of Mikolajczyk and Schmid [101] and used to encode the parts
of the object in [102, 140]. Inspired by SIFT descriptor and shape context, a well known
descriptor, namely, histogram of oriented gradients (HOG) computed densely on local rectangular regions was introduced in [22, 21] (see Figure 2.4). The HOG has been extended in
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Figure 2.4: From left to right: HOG descriptor and using HOG to encode a local region of a
human sample (from [21]).

recent researches. For example, in [161], to obtain rotation invariant HOG, the dominant orientation of local regions was ﬁrst estimated and then HOG were computed relatively to the
estimated orientation. In addition, circular regions were used. In [59], HOG were quantised
into various orientation scales and non-rectangular regions were employed as complement to
rectangular regions. In [8] gradient magnitudes of bins of the HOG were added in the HOG
feature. In [176], the orientation of each pixel in the HOG was evaluated on various scales
of a Gaussian ﬁlter applied on that pixel.
Also inspired by oriented gradients, Sabzmeydani and Mori [135] proposed the ’shapelet’
features. The shapelet features are the mid-level features constructed from the low-level
oriented gradients. In particular, the shapelet features are formed as the combination of
responses of oriented gradient features to classiﬁers in low-level training.
In [43], Gao et al. proposed the adaptive contour feature (ACF). This feature is derived
from the magnitudes and orientations of edges in a scale space of image patches called
granules. In [155, 156, 151] the covariance matrices of features deﬁned based on the spatial
location, magnitude of derivatives, and edge orientation were employed to encode the object
[155, 156] or parts of the object [151]. Since the covariance matrices do not lie on a vector
space, they were classiﬁed on Riemannian manifolds. An issue with edge-based features is
that it is diﬃcult to capture the edges in low contrast conditions.
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Figure 2.5: Haar features (from [127]).

2.1.2

Appearance Features

To compensate for the limitation of the edge-based features, appearance features computed
from image intensity [127, 88, 108] or colour [124, 160] have been proposed. For example,
Haar wavelets were used to describe the texture of human bodies by encoding the oriented
and intensity diﬀerences between adjacent regions [127, 107, 24] (see Figure 2.5). In [25],
Dollár et al. introduced the generalised Haar which is similar to the original Haar wavelets
but with various conﬁgurations. Grayscale (intensity) patterns were employed to represent
the local appearance of parts of humans in [88, 32].
Recently, local binary pattern which was originally proposed for texture classiﬁcation
[121] was used to encode the appearance of human bodies [108] (see Figure 2.6). The success of this feature has been due to its robustness against illumination changes, discriminative power, and computational simplicity. In order to further enrich the texture information,
shape information has been exploited to locate the texture of human bodies. For instance,
in [47, 110] shape-normalised textural regions were identiﬁed by using human shape templates to warp image areas. The local receptive ﬁelds (LRF) and neural networks [109] were
then used to classify those textural regions. On the other hand, in [30], pose-speciﬁc texture
models proposed in [34] using the “eigenfaces” approach [154, 106] were employed.
In [124], a soft segmentation based on the discriminant of the background/foreground
colour distribution was performed by a Fisher discriminant. HOG was then applied on the
segmented image of the human object to compute the so-called CHOG in which the colour
information was included implicitly (see Figure 2.7). In [160], the second order statistics of
colours, i.e. colour self-similarities within the detection window computed between colours
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Figure 2.6: LBP descriptor (from [108]).

Figure 2.7: CHOG and HOG for human description (from [124]).

in diﬀerent local image regions, was considered as a feature.

2.1.3

Motion Features

The availability of motion information can be exploited to improve the discriminative power
of object descriptors by including temporal evolution. Motion can be used to discriminate
one object from another and thus plays important role in object description. This is especially
so for non-rigid objects such as humans body which often perform cyclic movements. There
are a number of methods describing human motion using temporal features obtained from
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the temporal diﬀerences [20, 159, 83, 52, 175], optical ﬂows [23, 33, 167], or biological
motions based on tracking feature points [145, 144].
For example, an important property of human movement, the periodicity, was exploited
in the work of Cutler et al. [20]. First, foregrounds were extracted by using background
subtraction and then tracked with a simple tracking algorithm based on the position and size
of humans. Subsequently, the periodicity (of a foreground) was computed as self-similarity
(diﬀerence of intensity) of the human in motion (between times). The results of their experiment indicated that there is a diﬀerence between the motion of non-rigid objects, e.g.
humans and rigid objects, e.g. cars. In particular, because of the articulated nature of human
body, the motion of human is periodic. In [129], the periodicity analysis was reﬁned by
considering and verifying pixel-wise periodicity of human motion. This was carried out so
as to ﬁlter out non-periodic pixels. In addition, gait models were used to discriminate the
human motions from other cyclic motions. In [159], rectangular features proposed in [158]
were computed on the diﬀerence images between consecutive frames to encode movement
patterns of pedestrians (see Figure 2.8). In the work of Javed et al. [83], the recurrent motion image (RMI) computed as the sum of changes (on subtracted background images) over
a period of time was employed to encode foregrounds undergoing repeated changes. The
RMI will have high values at those pixels at which motion occurs repeatedly and frequently,
and low values at pixels where there is little or no motion. In [175], template matching was
employed to extract contour pixels based on the temporal and spatial diﬀerence of image
frames.
For the use of optical ﬂow, in [23, 167], histograms of ﬂows (HOF) computed based on
diﬀerential ﬂows in a similar manner with the HOG [22] were used to describe the boundary
motions as well as internal/relative motions (see Figure 2.9). Fablet and Black [33] exploited
the view-based temporal information by employing a set of two-dimensional motion images
(optical ﬂows) of a three-dimensional human shape model in diﬀerent view angles. For each
view, the PCA is applied to determine the motion bases.
Motivated by the study of perception of biological motion [84], Song et al. [145, 144]
proposed a human detection method based on feature point tracking. In a manner similar
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(a)

(b)
Figure 2.8: (a) Rectangular features. (b) Encoding human motion using rectangular features.
From left to right: two consecutive image frames It and It+1 at time t and t + 1, Δ = abs(It −
It+1 ), U = abs(It − It+1 ↑), D = abs(It − It+1 ↓), L = abs(It − It+1 ←), R = abs(It − It+1 →)
where ↑, ↓, ←, and → represent one-pixel image shifting operators. This ﬁgure is originated
from [159].

Figure 2.9: HOF descriptor (from [23]). From left to right: two consecutive image frames,
optical ﬂow, ﬂow magnitude, gradient magnitudes of the horizontal and vertical ﬂow ﬁelds.
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to the point-light walker presented in [84], moving feature points were ﬁrst detected and
tracked using the tracking method proposed in [150]. However, this method is based on
feature tracking which is another diﬃcult task especially in case of detection of multiple
humans with high interaction and occlusion.

2.1.4

Combining Features

Combining various cues could also improve the detection performance; diﬀerent types of
features can compensate the drawbacks of each other. For example, edge orientation histogram (EOH) proposed by Levi and Weiss [89] together with rectangular features [158]
were used in [17]. In [172], three common types of features: the Edgelet [170], HOG [22],
and covariance [155] were combined. In [180], edgelet [170] and HOG [22] were used to
describe pedestrians in infrared images. In [165], the HOG was integrated with the LBP. As
shown in [167], the combination of the HOG and HOF outperformed the solely use of each
type of features. In [124], the implicit colour feature CHOG was combined with the HOG.
In [160], the second order statistics of colours was proposed as an additional feature which
was complementary to the HOG, HOF, and LBP. In [77], HOG, LBP, and LTP (local ternary
pattern proposed in [148]) were investigated.

2.2

Object Representation

The representation of an object is equally as important as the selection of appropriate features. Roughly speaking, an object can be decomposed into a number of local regions on
which feature extraction is performed. These local regions can be determined by sampling
the image of the object with a regular grid referred to as grid-based representation. Alternatively, local regions can be located sparsely at a set of salient locations called interest points.
This approach is referred to as interest points-based representation.
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Figure 2.10: Human representation using HOG descriptor (from [31]).

2.2.1

Grid-based Representation

Some examples of grid-based object representation in object detection include [127, 22, 142,
155, 35]. The most famous method of this stream is the work of Dalal et al. [22]. In this
method, an object image was normalised to the size of 64 × 128 and uniformly divided into
a dense grid of overlapping blocks. Each block was then split into 2 × 2 non-overlapping
cells of size 8 × 8 pixels where histograms of oriented gradients (HOGs) were extracted. The
object was then encoded into a feature vector created by concatenating the HOGs computed
at cells and blocks. The size of the block can be ﬁxed as in [22] or varied as in [185, 25, 155,
108, 173]. The HOG feature is illustrated in Figure 2.4 and the whole process of encoding
a full body of the human object using HOG feature and grid-based object representation is
shown in Figure 2.10.
A disadvantage of this approach is that the feature vectors computed in rectangular local
regions (blocks) cannot adequately capture the actual shape of the object. Additionally,
irrelevant information obtained at every location on the grid will corrupt the feature vectors.
Furthermore, this approach neither takes into account the prior knowledge of the spatial
distribution nor co-occurrence of the features. Thus, it is likely to be sensitive to object
deformation and articulation [24, 43]. To reduce the number of local regions encoded in
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the feature vectors, Lin and Davis [90, 91] proposed a so-called pose-invariant descriptor in
which only local regions close to the edge templates are considered.

2.2.2

Interest Points-based Representation

Examples of interest points-based object representation include the works in [103, 88, 139].
In this approach, corners [39, 55] or scale-invariant points [95] computed on intensity image
[95] or edge map [103] are often considered as interest points. Figure 2.11 shows an example
of scale-invariant points detection.
Compared with the former approach, i.e. grid-based, interest point-based object representation has some advantages. Firstly, compact object descriptor can be created. Secondly,
it is more appropriate for representing non-rigid objects with high articulation such as humans wherein the locations of interest points can be varied based on object’s viewpoints and
postures. However, a common drawback of existing interest point detectors is that the interest points are detected locally and independently without considering the spatial constraints
of interest points in representing a meaningful object. Thus, they may not necessarily capture suﬃcient information about the shape of the object and they are sensitive to clutters.
As shown in Figure 2.11 (the three rightmost images on each row), interest points are localised in the background of the image while interest points on important foreground object
are missed.
Given suitable features and object representation, an object of interest can be organised in
a global or local structure. The global approach focuses on the whole object (see for example
the methods described in [48, 127, 22, 155]) while local methods organise an object as a set of
parts constituting the whole (see for example the methods described in [107, 170, 88, 141]).
Note that these parts are not necessary to represent semantic body parts of a human object
(e.g. [88]). Compared with the global approach, local approach has the advantage of being
able to describe objects possessing high articulation and is able to cope with the problem of
occlusion. However, the validation of conﬁgurations made from parts has to be considered.
When part-based approach is taken, the parts can be detected individually and independently in diﬀerent processes [102, 170, 100, 88, 139, 141] or simultaneously in a predeﬁned
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Figure 2.11: Interest points detected using SIFT detector [95] (ﬁrst row) and local image
patches located at those interest points (second row). Size of patches is also determined
using SIFT detector.

spatial layout [107, 140, 92, 152, 35, 126, 125, 24, 9, 113, 93, 91]. Therefore, the human veriﬁcation task in this case is not only based on the shape, appearance, and motion information
of the object but also related to validating the conﬁguration of parts to form a meaningful
object. In general, the conﬁguration can be validated using a set of constraints on the relative
sizes and geometric relationships of parts and the regularity and consistency in their views
and postures.
Methods that detect parts individually often focus on validating the sizes and locations
of parts while ignoring the constraints on viewpoints. For example, in [54], background
subtraction was used to obtain the foreground objects on which body parts were identiﬁed. The pose of the human was also determined by analysing its horizontal and vertical projection proﬁles. Finally, the topological constraint was applied on the detected
body parts and global estimated pose. However, verifying and determining human poses
by analysing projected proﬁles is not reliable under the variation of viewpoints. The geometric relationships between body parts are also modelled using probabilistic frameworks,
e.g. [80, 36, 144, 145, 102, 100]. A bi-lattice-based logical reasoning framework including
detector-based, geometry-based and explanation-based rules was employed for modelling
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the human body structure in [141]. Another approach to validate the spatial layout of body
parts is the use of the implicit shape model (ISM) [88, 139, 97, 40, 6, 157] which employs
a probabilistic model to represent the spatial relationship between the location of human object (e.g. centre of the bounding box containing the human) and the locations of constituent
parts. The presence of each local part votes for possible locations of the human object. Finally, Hough transform [146]is used to maximise local votes which are considered as true
locations of humans.
When parts are detected simultaneously [107, 140, 92, 152, 35, 126, 125, 24, 9, 113, 93,
91], the spatial layout of parts can be determined using prior knowledge [107, 92, 171, 113,
91] or through training [152, 35], or searched based on their classiﬁcation scores [126, 125,
24, 93]. In addition, sizes of parts are somehow implied to be valid. For example, in [107],
possible locations and scales of parts relative to a 64 × 128 window containing a full human
object were predeﬁned. In [92, 91] body parts including head-shoulder, upper legs, and lower
legs, were detected sequentially in a hierarchical structure in which the best part detection
result at one layer in the tree structure was made based on the detected parts obtained at
previous layers. However, detecting body parts in this manner might lead to accumulated
errors, i.e., if one part is not detected correctly, the error propagates to subsequent detections.
In [113], a veriﬁcation step, based on the partial matching scores and co-occurrence of parts
in diﬀerent viewpoints, was invoked to validate the regularity in viewpoints of detected parts.
In [171], view validation was accomplished using a cluster boosted tree (CBT) classiﬁer.
Spatial information about parts of an object can also be integrated with appearance information to form the feature vectors and learned through training. For example, in [152], the
spatial layout of body parts was modelled by a tree structure and the best conﬁguration was
determined using dynamic programming. Based on the best conﬁguration, HOG features
were used to describe parts and integrated with the conﬁguration information to form the
feature vector. In [35], grid-based HOG was used to describe body parts while the placements of parts were encoded in latent variables of a latent SVM.
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Classiﬁers and Learning Algorithms

As presented, the classiﬁcation of candidate regions can be considered as a binary classiﬁcation/recognition problem which can be performed using a discriminative method, e.g. a
binary classiﬁer. Therefore, in addition to selecting discriminative and informative features,
and suitable object representation, development of robust learning methods and classiﬁers
are also of interest in human detection research. The common main aims of these methods
include improving the performance of learning algorithms in both accuracy and eﬃciency,
and/or automatic feature selection. Examples of this stream of works include the research
reported in [159, 185, 17, 25, 96, 137, 173, 174].
In [159, 185], a cascade AdaBoost framework was proposed to speed up the classiﬁcation. In [173, 174], L1−norm minimisation learning was proposed to eﬀectively obtain
the sparseness of the feature space. Furthermore, to minimise the number of weak classiﬁers in the cascade framework, integer programming was employed as a special case of the
L1−norm minimisation in the integer space.
In [25], a mining feature algorithm was proposed to automatically select features and
obviate the need for manual feature design. The learning algorithm was designed to deal
with the trade-oﬀ between the accuracy and computational complexity of selecting features.
Diﬀerent strategies for feature selection were also investigated in this work.
In order to improve the discriminative ability of the classiﬁcation algorithm, Chen et
al. [17] applied the conventional AdaBoost [136] in a cascade architecture. Additionally, a
meta-stage was added for the use of inter-stage information (the conﬁdence score of classiﬁcation) of previous stages in learning.
It is possible to employ various complimentary features that provide richer descriptors.
However, this might lead to intractable learning process insofar as training is concerned.
This problem was addressed in [137] where Partial Least Squares (PLS) analysis was used
as a dimensionality reduction technique that extracts prototypical features from the set and
ensures eﬃcient training. In [96], histogram intersection kernel SVM was introduced for fast
training and classiﬁcation. A study of feature and classiﬁer selection for human detection
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was conducted recently by Wojek et al. in [167], Walk et al. in [160], and Hussain et al. in
[77]. Although there was no common conclusion as to which features or classiﬁers are most
suitable for human detection, HOG and LBP were considered as competitive features.
Recently, advances in machine learning have been used to address various challenges in
human detection. For example, to adapt with the articulation of the human body, multiple instance learning (MIL) [98] was employed in [126, 125]. In these methods, for each positive
instance (i.e. detection window with a human) a bag of instances was generated by translating the instance. A bag of instances is classiﬁed as positive if at least one of its instances
is classiﬁed as positive and vice versa. In [24], Dollár et al. proposed the so-called multiple component learning (MCL) in a boosting framework in which components (i.e. partial
classiﬁers) were trained using MIL as weak classiﬁers. In [93], components were selected
iteratively by a seed-and-grow method. In [35], a Latent SVM was proposed to learn the
location of parts of an object. This work also introduced a method to ﬁnd the best values
of the model parameters without using the whole set of training data, thus to speed up the
training process.

2.4

Detecting Humans under Occlusion

One of the most diﬃcult challenges in human detection is occlusion. A number of methods addressing the occlusion problem have been proposed in the literature. In general, these
methods can be categorised as window-based or context-based approaches. The windowbased approach [165, 29] has been more successful for situations where the occlusion of
human objects is caused by non-human objects and the problem is solved within each image
window. For example, in [165], responses of a holistic linear SVM classiﬁer to HOG features computed on blocks in the detection window were used to construct an occlusion map
for each human hypothesis. The responses with nearby values on the occlusion map were
merged and segmented into regions using mean-shift algorithm [19]. Regions of mostly
negative responses were inferred as occluded regions while positive regions (implied as nonoccluded regions) were classiﬁed using sub-classiﬁers. Figure 2.12 shows some occlusion
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Figure 2.12: Some examples of partially occluded humans (ﬁrst row) and regions (second
row) segmented using mean-shift algorithm with responses (numbers) returned by using a
holistic linear SVM. The negative responses indicate possible occlusion. This ﬁgure is generated from [165].

cases (ﬁrst row) and corresponding responses (second row) using a holistic linear SVM with
HOG features and grid-based object representation. A disadvantage of this method is that it is
not applicable when other types of object representation or classiﬁers (non-linear SVM) are
employed. In [29], motion (optical ﬂow) and depth (stereo vision) cues were incorporated in
identifying non-occluded regions. This is motivated by the observation that occluded regions
often cause signiﬁcant motion discontinuity in ﬂows while occluding obstacles are closers
(in depth) to the camera than occluded objects (see Figure 2.13). This method requires the
motion and depth information and thus is not applicable to detecting occluded humans in
static images. Some other methods, e.g. [24], experimentally showed that they can solve the
occlusion problem. However, there is no explicit mechanism to deal with occlusion proposed
in those methods.
When context-based methods are employed, the starting point is the detection of the
body parts and this is followed by inferring possible inter-object occlusion through some
reasoning algorithm. For example, Zhao et al. [184] formulated the inference process as
an optimisation problem and Markov chain Monte Carlo (MCMC) was applied to ﬁnd the

2.4. Detecting Humans under Occlusion

27

Figure 2.13: Some examples of un-occluded (ﬁrst row) and partially occluded humans (seconde row). From left to right: intensity image, stereo image, ﬂow image, segmentation
on stereo, segmentation on ﬂow, combined segmentation on stereo and ﬂow. This ﬁgure is
generated from [29] and best viewed in colour.

optimal solution. Similarly, the problem was formulated as maximising a joint likelihood of
human hypotheses in [170, 92, 9] and a greedy-based inference algorithm was used to obtain
the optimal solution. In this approach, human hypotheses were sorted in descending order
of y-coordinate (with respect to the image coordinate) and the optimisation was performed
by verifying each hypothesis at a time to increase the joint likelihood while the occlusion
map was updated accordingly. However, the veriﬁcation of each hypothesis was based only
on the likelihood of the hypothesis and performed only once. Thus the hypothesis can be
rejected or accepted without consideration of the global optimal conﬁguration of available
hypotheses. In [28], the joint probability of detecting humans was modelled in an extended
pictorial structure [38]. The inference was formulated as maximum a posteriori estimation
of the person joint probability and performed using sampling technique. In [141], a logic
based reasoning framework was proposed for the occlusion inference. The framework used
a number of logical rules based on the response of each individual part detector and the
geometric relationships between detected parts. However, these rules do not consider the
validation of the poses and views of the detected parts.
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Datasets, Tools and Evaluation Schemes
Datasets

Over the last decade, a number of human object datasets have been made publicly available
for the evaluation of human detection algorithms. These datasets are collected from diﬀerent
scenarios and thus can be used as benchmark for a wide range of applications of human
detection including image retrieval, video surveillance and driving assistance systems. For
example, general purpose person detection algorithms for image retrieval can be evaluated
using MIT [61], INRIA [66], Penn-Fudan [68], USC-A [63], and USC-C [63] databases. For
surveillance applications, there are USC-B [63] and CAVIAR [62] datasets. For pedestrian
detection in driving assistance systems, we have the Caltech [75], TUD [70], CVC [69],
DaimlerChrysler (DC) [73], and ETH [76] datasets.
These datasets also complement each other by presenting the various complexities associated with the human form - posture, viewpoint, appearance and occlusion. In addition, they
expose challenges arising from environments with various illumination conditions and cluttered backgrounds. For example, in the MIT and USC-A dataset, humans are shown mainly
in the frontal or rear view. The INRIA, Penn-Fudan, and USC-C dataset contains humans in
various postures and viewpoints. In the USC-B, CAVIAR, and Caltech dataset humans can
appear occluded.
The images can be captured at diﬀerent resolutions, formats (e.g. static images, videos,
stereo images) and from various sources (e.g. static or moving monocular cameras, stereo
cameras). The sizes of the human objects in the images and videos can vary and depend
on camera resolution and the distance from the human objects to the camera. For example,
in most of driving assistance systems designed to avoid collision, pedestrians need to be
detected at suﬃcient distance from the camera. Thus, the humans in this application are
usually presented in small sizes. This scenario is represented in the Caltech, TUD, CVC,
and DC datasets. Left and right image sequences captured by a stereo camera are provided
in the ETH dataset. In the TUD dataset, a training set of pairs of images (TUD-MotionPairs)
used to compute optical ﬂows is included. We summarise the common publicly available
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(a)

(b)
Figure 2.14: An image with annotated humans from the USC-A and INRIA dataset written
in XML format (a) and PASCAL format (b).

2.5. Datasets, Tools and Evaluation Schemes

30

Figure 2.15: A sample image with annotated bounding boxes and segmentation masks.
These images are copied from [68].

human object datasets in Table 2.1.
In the datasets, the ground-truth results are annotated and available for evaluation. Annotated humans objects are often represented by bounding boxes and stored in diﬀerent formats.
For example, the XML ﬁle format which makes the annotations portable and easy to extend
(e.g. to describe other properties of the humans such as occlusion, group of people, etc.) is
used in the CAVIAR, USC-A, -B, and -C datasets. In the INRIA, TUD, ETH, and PennFudan datasets, the annotation is written in the PASCAL format. Figure 2.14 shows both
XML and PASCAL annotation formats. In addition to bounding boxes, in some datasets,
e.g. the Penn-Fudan, contours and segmentation masks are also provided (see Figure 2.15).
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54
100
170
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≈ 0.6 [137]

0.3 [27]

0.35 [27]
0.8 [26]

0.03 [170]
0.03 [92]
0.05 [171]
0.25 [113]

Current Performance
miss rate at
miss rate at
−4
10 FPPW
1 FPPI
≈ 0.0 [22]
0.02 [165, 77]
0.15 [26]

1
This set contains a lot of video sequences. Here, only one of these sequences, the OneStopMoveEnter1cor sequence (in corridor view), which has been used
commonly in recent human detection methods [92, 9] as well as in this thesis is presented. Since the dataset has not been completely evaluated by any existing methods,
the miss rate is not provided.
2
Pairs of positive samples and images are given. Thus, the real numbers of those samples and images are doubled (i.e. ×2)
3
The miss rate is not computed since the number of negative samples is less than 104 .
4
The numbers of humans and images of this dataset are summarised and reported in [27]. The miss rate is just computed on common sequences.

ETH 4 [76]

TUD 2 [70]
Caltech [75]
CVC 3 [69]

MIT [61]
INRIA [66]
CAVIAR 1 [62]
corridor view
USC-A [63]
USC-B [63]
USC-C [63]
Penn-Fudan [68]
DC [73]

Dataset

Table 2.1: Publicly available human object datasets with current detection performance (represented by the miss rate) and corresponding
publications. 10−4 of FPPW and 1.0 of FPPI are used as the reference points to compute the miss rates (the deﬁnition of FPPW and FPPI is
presented in section 2.5.2). Some values of the miss rates are interpolated.
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Tools and Evaluation Schemes

One of the main tasks of benchmarking human detection algorithms is to provide a tool to
annotate (label) the human objects in the images/videos and evaluate the detection performance of the algorithms. The most commonly used tool for image annotation is the LabelMe
[134] including a large collection of images with ground-truth labels and a web-based annotation tool providing functionalities to draw and edit bounding box of objects, query images,
and browse the database. This tool also supports semi-automatic labelling in which some
available detection algorithms can be used to generate the detection results which can then
be validated and edited by users. For pedestrian annotation, a vision-based tool has been
developed by Bertozzi et al. [12]. This tool provides a GUI and an automatic evaluation
system for annotating pedestrians and verifying the performance of detection algorithms.
To quantify the detection performance of human detection algorithms, a number of measures have been proposed. Since the problem of human detection can be formulated as
binary classiﬁcation in which candidate regions are either human or non-human, the detection performance can be evaluated as classiﬁcation/recognition accuracy. In some datasets
(e.g. INRIA, CVC, and DC), where cropped humans (positive samples) and non-humans
(negative samples) are given, the evaluation can be performed simply as testing an object
recognition system. The detection performance can be represented by the receiver operator
characteristic (ROC) which represents the trade-oﬀ between true positive and false positive
rates. Speciﬁcally, the detection rate or true positive rate (TPR) and false positive rate (FPR)
can be computed as,
#True Recognitions
#Positive Samples
#False Recognitions
FPR =
#Negative Samples

TPR =

Note that in some methods (e.g. [22]), the true positive rate is replaced by the miss rate
(MR) deﬁned as MR = 1.0 - TPR. If cropped negative samples (windows) are given, the FPR
can also be considered as the false positive per window (FPPW).
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When the positive and negative samples are not available, but full images with annotated
humans are given, the classiﬁcation-based evaluation can still be used. In particular, samples
can be generated by scanning the input image at multiple scales using a ﬁxed size detection
window at various locations [22]. Each image window is then considered as a sample. In
this case, windows that are classiﬁed as human (by the algorithm) and match the ground-truth
are counted as true detections (true positives) and windows that are classiﬁed as human but
do not correspond to any annotated humans are considered as false alarms (false positives).
Matching criteria will be presented later in this section. Since the negative sample set is
not provided, the real negative samples are calculated by subtracting windows nearby the
annotated humans from the total scanned windows. The detection rate or true positive rate
(TPR) and false positive rate (FPR) are then deﬁned as,
#True Positives
#Annotated Humans
#False Positives
FPR =
#Negative Samples

TPR =

It is important to note that, for classiﬁcation-based evaluation, no post-processing should
be applied. In other words, overlapping detected results should not be merged. This is
because diﬀerent detection algorithms might employ diﬀerent methods (e.g. non maximal
suppression) for merging nearby detection results and the evaluation depends on the those
post-processing methods.
Although the ROC with TPR and FPR is often employed to evaluate object detection
algorithms, it has drawbacks when used for comparison of detection methods on datasets
which do not provide the negative sample set. Indeed, as argued by Agarwal and Roth [2], the
number of negative samples generated by scanning the input image using a detection window
depends on many factors such as the size of the detection window, the number of scales, scale
stride and spatial stride. Those parameters can be setup diﬀerently among diﬀerent detection
algorithms. Thus, when the negative samples are not available, the precision-recall (PR)
should be used as a metric to compare detection algorithms. In particular, the recall and
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Figure 2.16: FPPW (left) and FPPI (right) results on the INRIA dataset. This ﬁgure is from
[26].

precision are deﬁned as,
#True Positives
#Annotated Humans
#True Positives
Precision =
#True Positives + #False Positives
Recall =

As can be seen, the Recall is the TPR while the Precision does not depend on how many
detection windows are used.
Similarly, Dollár et al. [26] proposed the use of false positive per image (FPPI) instead of
FPPW to evaluate the overall detection performance. As indicated in [26], there is no positive
correlation between FPPW and FPPI, i.e. a lower FPPI does not imply a lower FPPW and
vice versa. However, the FPPI-based evaluation is aﬀected by the non maximal suppression
methods used as well as the density of detection windows. Figure 2.16 shows the FPPW and
FPPI results obtained on the INRIA dataset. From Figure 2.16, we note that the FPPW and
FPPI do not provide a consistent ranking of the methods. An example of this situation is the
case with ”Shapelet” and ”HIKSvm” methods.
Given an annotated bounding box in the ground-truth (BBgt ) and a detected bounding box
(BBdt ) obtained using some detection algorithm, the matching is determined if the following
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Figure 2.17: The three criteria proposed in [88]: the relative distance (left), cover and overlap (right).

inequality is satisﬁed [26],
area(BBgt ∩ BBdt )
>λ
area(BBgt ∪ BBdt )
where λ is a user-deﬁned value which represents the overlapping (tightness) of the detected
bounding box on the true result. This value is often set to 0.5 in experiments.
In [12], a match is considered if
[area(BBgt ∩ BBdt )]2
> 0.7
area(BBgt )area(BBdt )
In [88], three criteria were proposed: relative distance, cover, and overlap. The relative
distance dr is the distance from the centre of the annotated bounding box to the centre of
the detected bounding box in relation to the radius of an inscribed ellipse of the groundtruth box. The radius is determined so that it is aligned with the line connecting the two
centres of the ground-truth and detected box (see Figure 2.17 (left)). The Cover measures
how much the ground-truth box is covered by the detected box while overlap indicates how
much the detected box is overlapped by the ground-truth box (see Figure 2.17 (right)). In
[88], a detection result is considered as correct if dr ≤ 0.5, cover > 0.5, and overlap > 0.5.
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(a)

(b)
Figure 2.18: Examples of the variation of human postures (a) and viewpoints (b).

2.6

Discussions

Despite numerous approaches that have been proposed to solve the human detection problem,
there still exist open research questions. As reviewed, the performance of a human/object
detector is based on the human/object descriptor. Thus, to make the detector robust under
practical conditions, challenges posed by both the complexity of the human/object presentation and environmental conditions need to be taken into account in the choice or design of
human/object descriptors.
The most important and speciﬁc characteristic of the human body is the variation of its
postures and viewpoints due to the articulation of body conﬁguration and the position of the
camera. This makes the shape of the human object deformable and variable. Figure 2.18
shows some examples of the variation of human postures and viewpoints. The question
arises as to how to design descriptors that can eﬀectively encode the various postures and
viewpoints that the human object can assume. It has also been shown in psychological
studies [5, 149, 130, 166] that object shape can be perceived through an edge map of the
object. An example of an edge map wherein the human object can be clearly identiﬁed is
shown in Figure 2.19.
In realistic conditions, especially in outdoor environments, the quality of the images
are strongly aﬀected by illumination conditions and cluttered backgrounds may generate
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Figure 2.19: Left: the visual image. Right: the edge image where human objects, marked by
red crosses, can be easily detected by human.

noisy edges. This situation could pose diﬃculties in the analysis of the edges of objects.
Figure 2.20 illustrates the challenges arising from environmental conditions. This problem
could be solved by employing appearance features as a complement to edge description.
However, the appearance features need to be robust and insensitive to illumination changes,
and also invariant to human clothing. Thus, the appearance features should not be localised
as in the grid-based approach [22] since the inner structures of the human body are varied
and dependent on the clothing of the human object.
In order to deal with partial occlusion, part-based object representation should be adopted.
The key question here is how to model the full human body using parts. The design of such
a model may require speciﬁc knowledge of the applications. For example, in most surveillance systems, the camera is set-up to look down towards the ground-plane (e.g. the most
right image in Figure 2.21). Therefore, the decomposition of a human body into the upper
body, lower body, left, and right body could be more appropriate to account for diﬀerent
cases of partial occlusion than the decomposition into head-shoulders, torso, and legs used
in [170, 92]. This is because, in surveillance application, head-shoulders of humans are
supposed to be visible while the other parts, i.e. torso and legs, cannot be observed solely
without head-shoulders. In addition, it is also necessary to validate the conﬁgurations of
parts to represent a meaningful human body structure. The validation is not only based on
the constraints on the sizes of the parts and their geometric relationships with each other, but
also on the consistency in the viewpoints of the parts. Thus the model should incorporate the
description of parts of the human object at diﬀerent viewpoints.
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(a)

(b)
Figure 2.20: Challenges from environment: illumination condition (a) and cluttered background (b).

Figure 2.21: Illustrations of partial occlusion.

Chapter 3
A Human Detection Framework
This chapter presents a framework for the detection of human objects in various postures,
viewpoints, under partial occlusion and real-world conditions. As presented in Chapter 2,
the performance of an object detector depends on the robustness of the underlying object
descriptor. Therefore, in our framework, we focus on developing a robust human object
descriptor and local features to address the above issues. In addition, we also equip the
detection framework with an occlusion reasoning algorithm in order to handle partial interobject occlusion. In the ensuing sections, the architecture of the framework and its main
components are described.

3.1

Architecture

We have argued that grid-based object descriptor (e.g. [22]) is not suitable for the description
of highly articulated objects such as the human body. We are also motivated by the fact that
the shape of an object can be well represented using the contours. Furthermore, a descriptor
should not include the background in which the object is situated nor should it include the
inner regions of the object as this may not be always very informative. This is especially
true of the human body in which the appearance is much varied due to human clothing.
In this thesis, a human descriptor is devised by extracting the features along the contours
of the human object so as to capture both the local appearance, motion, and global shape
information.
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The overall human detection framework can be summarised as follows. The input image/video frame is ﬁrst scanned by a detection window at various scales and locations. This
step is important because the sizes and locations of the human objects in the input image/video are not known a priori. Each window is then encoded by the proposed human
object descriptor and classiﬁed (human vs. non-human) using a discriminative method such
as the SVM classiﬁer.
Based on the classiﬁcation of the detection windows and the corresponding classiﬁcation
score, windows whose score are below a predeﬁned threshold are eliminated. This threshold
is determined by considering the trade-oﬀ between the miss rate and false alarm rate on
training datasets. For example, the threshold may be set to the value that yields a speciﬁc
and desirable rate of false positive per image. Alternatively, the threshold can be set to the
value at which the detection rate is equal to the precision as used in Appendix C. Given a
threshold, the remaining windows are obtained and then evaluated for overlap. Those with
a high overlap are merged (e.g. a non maximal suppression algorithm could be used). This
step results in a set of “human” hypotheses.
A part-based approach is adopted for the detection of humans in an occluding setting.
Each hypothesized human body is decomposed into a set of body parts and the proposed
human descriptor is used to encode each part. The initial set of hypothesized humans and
their inter-object occlusion relationship are modelled in a Bayesian network. The occlusion
reasoning is then performed by inferring the occlusion status of parts of the humans based
on their locations on the ground plane and the classiﬁcation scores of parts. As shown in
our experiment, the reasoning process is not only eﬀective in detecting partially occluded
humans but also has the potential to improve the detection performance in non-occluded
cases. The architecture of the proposed human detection framework is shown in Figure 3.1.
In the following sections, we describe in detail, the main components of the framework.

3.2

Shape Modelling and Extraction

To deal with the variation of human postures and viewpoints, we model the human shape using partial contour templates [113]. Each part template models the shape of a human part in
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Figure 3.1: Architecture of the human detection framework.
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some posture and viewpoint. The part-based template model is also suitable to represent partially occluded humans. Given the template model and an image window, a set of so-called
key points are located on the image edges best capturing the human shape. We propose to
extract the key points using template matching and introduce an improved template matching method [111] to handle the cluttered backgrounds and image noise. The new template
matching algorithm will be presented in Chapter 4.

3.3

Shape-based Local Features Extraction

As well known, local features are important in object recognition. In addition, appearance of
the human object is strongly aﬀected by illumination changes. Thus, to describe the human
appearance, the local features employed need to be insensitive to those variations [120, 115].
We present local features used in our detection framework in Chapter 5.
We have found that the appearance of the human object is often highly textural and varied
because of the clothing. There is also a motivation that most of informative movements
are performed on the contours of the body parts, e.g. legs of pedestrians. Therefore, we
propose to extract local features at the key points to avoid encoding internal regions while
eﬀectively capturing both local appearance and motion information of the human object
[114, 118, 119]. Given a set of key points representing the human shape, the descriptor is
created by concatenating the local features extracted at all the key points. Similarly, partial
descriptors describing parts of the human object are also obtained.
Compared with existing object descriptors, extracting local features along the object contours (i.e. key points) oﬀers a number of advantages. First, the information from the background or internal regions of the human object which is not informative and discriminative
can be eliminated from the descriptor. Second, since only a few points on the contours are
considered, a compact description of the object can be created. We describe the human
descriptor in Chapter 6.
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Training the Detector

Since a classiﬁer is employed for classifying the detection windows, a training procedure is
required and can be conducted in two rounds: initial training and bootstrapping. In the ﬁrst
round of the training phase, a number of positive (with a human object) and negative (without
any human object) samples are ﬁrst collected. These samples are normalised into windows
of a ﬁxed size, e.g. 64 × 128. In addition, humans are centered in the positive windows. All
samples are encoded using the proposed human descriptor and then fed to a classiﬁer, e.g.
SVM. In the second round of training (i.e. bootstrapping), the trained classiﬁer is invoked
to search for hard samples which have been miss-classiﬁed by the initial classiﬁer. Finally,
original samples and hard samples are used to train the classiﬁer again and the ﬁne classiﬁer
is gained. In addition to training the full classiﬁer, partial classiﬁers corresponding to parts
of the human object are also trained in a similar manner.

3.5

Occlusion Reasoning

We resolve inter-object occlusion by reasoning and deciding the occlusion status of the full
human bodies and their parts. Our proposed reasoning method is context-based [117]. In
other words, the reasoning is based on the interaction between humans in the scene. The
reasoning algorithm can be summarised as follows. Given the input image I and an initial
set of hypothesized human objects which can be detected using some detector, the spatial
relationship amongst the hypothesized human objects is represented in a Bayesian network.
Occlusion reasoning is formulated as the estimation of a marginal probability of the observed
data in the network and approximated in an optimisation problem using the variational mean
ﬁeld method. Intuitively, this corresponds to making inference on appropriate status of the
hypothesized objects and also determining the occlusion status of the parts to explain the
observation. The details of the reasoning algorithm are presented in Chapter 7.

Chapter 4
An Improved Template Matching Method
This chapter presents an improved template matching method that employs a generalised
distance transform (GDT) and an orientation map in computing the dissimilarity between
the template and given object. The GDT allows us to weigh the distance transform more
on the strong edge points and the orientation map provides supplementary local orientation
information for matching. Note that the orientation map is calculated from local gradients.
We verify the improved template matching method by applying it to detect humans, cars,
and maple leaves from given test images. The experimental results show that the proposed
method outperforms the existing template matching methods and is robust in the presence of
cluttered background.

4.1

Motivation

Template matching is a well-known technique used for object detection and shape matching. A commonly used method is the ”Chamfer matching” which calculates the ”Chamfer
distance” [7] or ”Hausdorﬀ distance” [79], [133] between the template and the image. A
transformed image, namely, the Distance Transform (DT) image [14] in which each pixel
value represents its distance to the nearest binary edge pixel, is used for the distance computation. However, a disadvantage of the Chamfer matching is that it produces high false
positives in images that have cluttered background.
This is probably due to the interference of the edge pixels in the background on the DT
image. For a cluttered image, there are often numerous strong and weak edge pixels from
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Figure 4.1: The red curves and blue curves represent the image edges and template edges
respectively while the (red/blue) arrows represent the corresponding edge orientations.

Figure 4.2: From left to right: the template, input image, edge image, DT image, and the
detection results (blue rectangles). The detection results represent those locations whose
Chamfer distances to the template are smaller than 0.36 (the 5th image) and 0.35 (the 6th
image).

both background and foreground. They contribute indiscriminatingly to the DT image in
a conventional distance transform regardless of their edge magnitude and orientation. Figure 4.1 represents an example where the spatial distances between the image point p and
template point q are the same in the left and the right image whereas the pair (p, q) in the left
image actually presents a better match. Figure 4.2 illustrates an example of human detection
in cluttered background obtained by applying the Chamfer matching [7]. As shown in the
5th and 6th images, true detections have larger matching distance to the template (1st image)
than false detections.
To reduce the false positives, magnitude [132] and orientation of edges [44, 123, 82] can
be included in the matching as additional information to the DT image. A number of attempts
have been made along this direction in the past. For example, in [132], various salient
factors such as edge strength and curvature of connected edges are employed to weight the
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DT image during matching, but the distance is still computed based only on the spatial
information. In terms of orientation, Gavrila [44] quantised the orientation of edge pixels
into diﬀerent bins of angles and then created the DT images for every edge orientation.
Olson et al.[123] and Jain et al.[82] combined the orientation with spatial information in the
deﬁnition of the matching score. In [123], Olson et al. considered each image point as a
set of 3 elements (xy−coordinates and orientation); the Hausdorﬀ distance was employed on
the spatial coordinates and orientations separately. To facilitate the matching, the orientation
is discretised and DTs are created for each of the discrete orientations and consequently the
computational complexity is increased. In [82], the matching score between a template point
and an image point is deﬁned as a product of the spatial and orientation distances while
in [143] it is computed in a linear combination of these distances. However, in both of
the above methods, the spatial distance is calculated using the conventional DT, e.g. [14],
without considering the strength of edge elements.
In this thesis, the foregoing discussion motivated the use of salient factors and orientation in a new matching scheme. Speciﬁcally, we introduce a generalised distance transform
(GDT) and an orientation map (OM) to encode the spatial and orientation information respectively. The GDT allows us to weight the DT image more on the strong edge points during the
transformation. A new matching score is deﬁned by linearly combining the distances calculated using GDT and OM and is proved to be a Euclidean metric. The new matching method
is evaluated on a number of applications including human, car, and maple leave detection
from test images. As shown in [111], the proposed matching method outperforms existing
methods and is robust against the interference of cluttered background.
In the following sections, the improved template matching is used to match a binary
template with the edge map of an image by using both the strength and orientation of image
edges. Therefore, for simplicity but without ambiguity, we shall use the term template to
refer to binary template hereafter.

4.2. Template matching with edge orientation
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Template matching with edge orientation

Let p(x p , y p , o p ) and q(xq , yq , oq ) be the two points on a 2D plane where (x p , y p ) and (xq , yq )
are the spatial coordinates of p and q respectively; o p and oq are the edge orientations at p
and q. Let d s (p, q) denote a spatial distance between p and q, e.g. Euclidean distance; and
do (p, q) be a measurement to measure the diﬀerence in orientation between p and q. Let I and
E(I) be a test image and its edge map generated using a suitable edge detector (e.g. Canny
detector [16]). Let T = {t j = (x j , y j , o j )}, j ∈ {1, ..., |T |} denote a binary template where |T | is
the cardinality of the set T . The matching score between E(I) and T at a location l = (x, y)
is represented by C(E(I), T l ).

4.2.1

Olson’s and Jain’s Methods

In [123], Olson et al. deﬁned the matching score C(E(I), T l ) in the form of the Hausdorﬀ
distance as,
C(E(I), T l ) = max max{d s (t, t∗ ), do (t, t∗ )}
t∈T l

(4.1)

where T l is the template T translated to location l, t∗ is the closest pixel of t in the edge map
E(I) with respect to the spatial and orientation distances, i.e. t∗ = arg minq∈E(I) max{d s (t, q), do (t, q)}.
The orientation component do (·) is encoded as,
do (p, q) = |o p − oq |

(4.2)

The matching score in (4.1) is calculated using the DTs created for every discrete orientation.
Hence, the computational complexity depends on the number of distinct orientation values.
As can be seen in (4.2), do (p, q) cannot guarantee that the diﬀerence between o p and oq
is always an acute angle. In addition, in (4.1), the spatial component, d s and orientation
component, do are of diﬀerent scales. Thus, both d s and do need to be normalised before
being used to compute the matching score.
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In the work of Jain et al. [82], the matching score is deﬁned as,
C(E(I), T l ) =

1 
1 − exp(−ρd s (t, t∗ ))do (t, t∗ )
l
|T | l

(4.3)

t∈T

where ρ is a positive smoothing factor, and t∗ ∈ E(I) is the closest pixel of t in terms of
spatial distance, i.e. t∗ = arg minq∈E(I) d s (t, q). The orientation component do (p, q) is deﬁned
as,
do (p, q) = | cos(o p − oq )|

4.2.2

(4.4)

Proposed Method

As shown in the previous section, t∗ in both (4.1) and (4.3) is determined based on the conventional DT image without considering the quality of edge pixels. In other words, the
strong and weak edges contribute equally to spatial distance in the DT image. Our observation has shown that cluttered backgrounds often produce dense weak edges at various
orientations that can severely interfere with the DT. We, therefore, propose the generalised
distance transform (GDT) and orientation map (OM) that are able to take into consideration
the strength and orientation of edges for reliable and robust matching.
In our method, C(E(I), T l ) is deﬁned as,
C(E(I), T l ) =

1 
ΔE(I),T l (t)
|T l | l

(4.5)

t∈T

where ΔE(I),T l (t) is the spatial-orientation distance between a point t ∈ T l and its closest edge
point in E(I) and is deﬁned as,
ΔE(I),T l (t) =


α[d s (t, t∗ )]2 + (1 − α)[do (t, t∗ )]2

(4.6)

where t∗ ∈ E(I) is the closest edge pixel of t ∈ T l using some spatial distance, i.e. t∗ =
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arg minq∈E(I) d s (t, q). The orientation component do (p, q) is deﬁned as,
do (p, q) = sin |o p − oq |

(4.7)

Note that when the template T is translated, only the spatial information of template
points is changed while the orientations remain unchanged. In (4.7), the use of sin | · | guarantees that the diﬀerence in orientation is always considered only for acute angles. In (4.5),
α is a positive weight representing the relative importance of the spatial component with respect to the orientation component, do (p, q). In addition, since do (p, q) = sin |o p −oq | ∈ [0, 1],
the spatial component, d s (p, q), also needs to be normalised to [0, 1] before being used. In
the following sections, the eﬃcient computation of both of the components, spatial and orientation, is performed through the use of a generalised distance transform and orientation
map.
Generalised Distance Transform (GDT)
Suppose we are given a template point t ∈ T l . In order to determine its closest pixel t∗ ∈ E(I)
in term of spatial distance (4.5), an exhaustive search of all possible image pixels is required.
However, this computation can be performed eﬃciently by using a DT as follows. Let G
be a regular grid and Ψ : G → R a function on the grid. According to Felzenszwalb and
Huttenlocher [37], the GDT of Ψ can be deﬁned as,
DΨ (p) = min{d s (p, q) + Ψ(q)}
q∈G

(4.8)

where d s (p, q) is some measure of the spatial distance between point p and q on the grid.
This entails that, for each point p we ﬁnd a point q that is close to p, and for which Ψ(q) is
small.
For the conventional DT of an edge image E(I), G is considered as the spatial domain of
edge pixels of E(I), d s (p, q) is the Euclidean distance between p and q, and Ψ(q) is deﬁned
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as,

⎧
⎪
⎪
⎪
⎪
⎪
⎨0,
Ψ(q) = ⎪
⎪
⎪
⎪
⎪
⎩∞,

if (q) ∈ E(I)

(4.9)

otherwise

Note that the conventional DT, e.g. [14], does not consider the quality of the edge points
in e and a cluttered background often contains many weak edge points. In order to reduce the
impact of these weak edge points, we redeﬁne Ψ(q) as follows, so as to place more weighting
on the strong edge points. Thus,
⎧
⎪
⎪
⎪
⎪
√ η
⎪
⎪
⎨ Ix2q +Iy2q , if (q) ∈ E(I)
Ψ(q) = ⎪
⎪
⎪
⎪
⎪
⎪
otherwise
⎩∞,

(4.10)

where I xq and Iyq are the horizontal and vertical gradients of the image I at position q; η is a
positive constant controlling the contribution of the magnitude of the gradient at q. By using
this deﬁnition, the GDT is computed not only based on the spatial distance but also on the
strength of the edges. If η = 0, (4.10) becomes (4.9).
Using the algorithm proposed in [37], the GDT can be computed in O(knm) time, where
n × m is the size of the image; k (= 2 in our case) indicates the number of dimensions. Once
the GDT has been calculated, the spatial component in (4.5), d s (t, t∗ ), can be substituted with
DΨ (t) where Ψ(·) is deﬁned as in (4.10).
Orientation Map (OM)
Let p∗ be the closest edge point to the pixel p,
p∗ = arg min{d s (p, q) + Ψ(q)}

(4.11)

q∈G

and the orientation value at p is deﬁned as,
OΨ (p) = arctan(I x p∗ /Iy p∗ )

(4.12)
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where I x p∗ and Iy p∗ are the gradients at p∗ . In other words, the orientation of edge pixels will
be propagated to their nearest non-edge pixels.
The orientation map OΨ (p) provides additional information to match a template with a
test image. We can see that, OΨ (p) and DΨ (p) can be calculated simultaneously without
increasing computational complexity. In addition, compared with the work of Olson et al.
[123], the computation of the GDT and OM is independent of the template and the number
of edge orientations.
Once the GDT and OM have been computed, ΔE(I),T l (t) deﬁned in (4.6) can be rewritten
as,
ΔE(I),T l (t) =

αD2Ψ (t) + (1 − α) sin2 (OΨ (t) − ot )

(4.13)

and C(E(I), T l ) can be calculated as
C(E(I), T l ) =

1 
|T l | l

αD2Ψ (t) + (1 − α) sin2 (OΨ (t) − ot )

(4.14)

t∈T

Note that DΨ (t) obtained from (4.8) needs to be normalised to [0, 1] before being used in
(4.13). In particular, the normalisation is implemented as,
DΨ (t) ← exp(−1/max{ε,



DΨ (t)}),

(4.15)

where ε is a small positive number to avoid dividing by zero.
In (4.13), ot is the orientation of a point t ∈ T l which remained unchanged under translations. Since T is a binary template, ot cannot be obtained directly using the gradient image.
As illustrated in Figure 4.3, in this case, we sample T uniformly along the contours and then
trace all points of T clockwise. ot can be approximated as the angle of the normal vector
of the line connecting the two points (t − 1) and (t + 1) which are the previous and next
consecutive points of t on T .
If we set α = 1 and η = 0 in (4.13), ΔE(I),T l (t) is simpliﬁed to DΨ (t) and the proposed
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Figure 4.3: Left: The gradient vector of a point in the contour of a binary template. Right:
Templates with approximated gradient vectors (grey lines) for three diﬀerent types of objects:
humans (1st row), cars (2nd row) and maple leaves (3rd row).

method then becomes the conventional template matching method [7], i.e.,
C(E(I), T l ) =

1 
DΨ (t)
|T l | l

(4.16)

t∈T

where Ψ(·) is deﬁned as in (4.9). The value of α is in general application dependent. However, α = 0.5 works well for our experiments.
Finally, the problem of template matching can be stated as follows. Given a set of templates, T , describing the target object and an input image, I, with its edge map E(I), the best
matching template T of E(I) is obtained as,
T = arg min C(E(I), T l )
T ∈T

4.3

(4.17)

Experimental Results

The proposed template matching method was evaluated in a task of object detection. We veriﬁed the applicability of the proposed template matching method through detecting diﬀerent
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types of objects. In particular, humans, cars and maple leaves were selected as test cases in
our experiments. The process of detecting these objects entails scanning the input image with
a detection window W at various scales and positions. For a particular scale s and location
l, templates are scaled and translated accordingly and the best matching template is determined using (4.17). Once the best matching template, T is found, a veriﬁcation is required
to ascribe a degree of conﬁdence on whether W contains a target object. In our experiment,
the veriﬁcation was simply done by comparing the best matching score, i.e. C(E(W), Tl )
with a predeﬁned threshold. We note that an alternative method of examining the objects
at various scales is to create a pyramid of the input image corresponding to diﬀerent scales
while keeping the sizes of the templates unchanged.
Human Detection. We evaluated the performance of the improved template matching in
the human detection task using pedestrian test set USC-A [63]. This set includes 205 images
with 313 un-occluded humans in upper right standing poses from frontal/rear viewpoints.
Many of them have cluttered backgrounds. The detection was conducted by scanning a
45 × 90 window on the images at various scales (from 0.6 to 1.4) and each detection window
was matched with 5 templates (shown in Figure 4.3). The precision-recall (PR) measure with
evaluation criterion proposed in [26] was used. The achieved PR curves and some detection
results are shown in Figure 4.4 and Figure 4.6(a) respectively.
Car Detection. In the detection of cars, we used the UIUC car dataset [64] and a set of 20
templates (represented in Figure 4.3). This dataset contains 170 images with 200 cars in the
side view and under diﬀerent resolutions and low contrast with highly textured backgrounds.
In this dataset, all cars are approximately of the same size and some are partially occluded.
The images are scanned in the steps of 5 pixels and 2 pixels in the horizontal and vertical
directions respectively. We also employed the PR measure but with the evaluation criterion
proposed by Agarwal and Roth [2]. This is because of the convenience for comparisons with
the detection results in [2]. The PR curve of the proposed method is presented in Figure 4.5
and some detection results are shown in Figure 4.6(b).
Leaf Detection. We selected 66 of 186 images (of 896 × 592 size) containing maple
leaves (one leaf per image) on diﬀerent backgrounds from the Caltech object dataset [74]
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Figure 4.4: Human detection: PR curves of the proposed method and its variants (left),
other methods (right) on the USC-A dataset. Note that for the Jain’s and Olson’s method,
weighting the DT could also make an improvement compared with the conventional DT.
This ﬁgure is best viewed in colour.

Figure 4.5: Car detection: PR curves of the proposed method and its variants (left), other
methods (right) on the UIUC dataset where the result of [2] is copied from the original
paper. This ﬁgure is best viewed in colour.
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and one template shown in Figure 4.3. On this dataset, the proposed method achieved 100%
of true detection with no false positives whereas at the lowest misclassiﬁcation, computed by
FalsePositive + FalseNegative, the conventional template matching achieved 62/66 of true
detection with 6 false positives. Some results are shown in Figure 4.6(c).
Comparison. In addition to the performance evaluation, we compared the proposed
method with its variants and other methods. The comparison has been made mainly on the
two datasets: USC-A and UIUC since the number of data from these datasets is large enough
to achieve a credible comparison. The purpose of this comparison is to show the robustness
brought by weighting strong edges using the GDT (4.10) and the use of orientation (4.14)
in matching separately, as well as in the combination of both of them. For example, the
conventional template matching was implemented as the special case of the proposed method
by not using orientation and weighting edges, i.e. Ψ(·) is deﬁned as in (4.9) and the matching
score is given as in (4.16).
For comparison with other template matching approaches, we implemented the method
proposed by Olson et al. [123] and Jain et al. [82]. Note that the method in [143] can be
considered as a special case of the proposed method (marked as (4.14) + (4.9) in Figure 4.4
and Figure 4.5). In our implementation, the spatial distances, d s , in (4.1) and (4.3) are
computed in two diﬀerent ways: using (4.9) as conventional DT and the proposed GDT
(4.10). For car detection, we compared the proposed method with the work of Agarwal et
al. [2] where the appearance of the objects was employed. Figure 4.4 and Figure 4.5 are the
PR curves achieved by the proposed method, its variants, and other methods. It can be seen
that the proposed method combining both GDT and orientation outperforms its variants and
other existing methods.

4.4

Summary

This chapter presents an improved template matching method based on the orientation map
(OM) and generalised distance transform (GDT) that uses the edge magnitude to weight
the spatial distances. The matching score is then deﬁned as a linear combination of the
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(a)

(b)

(c)
Figure 4.6: Some experimental results of human detection (a), car detection (b), and maple
leaf detection (c).

4.4. Summary

57

distances calculated from the GDT image and OM. We compared the performance of the
proposed algorithm with existing methods in the cases of detecting humans, cars and maple
leaves. The experimental results show that the proposed method improved the detection
performance by both increasing the detection and precision rates. In Chapter 6, the proposed
template matching will be used to detect key points representing the shape of the human
object.

Chapter 5
Local Features
In this chapter, a new feature, namely, non-redundant local binary pattern (NR-LBP), a variant of the local binary pattern (LBP), is presented. In the course of the development, we
noticed the possibility of extending the binary set to a more generic intensity distribution;
we named this extension (a new image descriptor) the local intensity distribution (LID).
Compared with the LBP, the NR-LBP is insensitive to the relative changes of intensity of
textural patterns while the LID is more compact (i.e. lower dimension) and captures the
distribution of local intensity diﬀerences more eﬀectively. Two LID descriptors can be efﬁciently compared using the Kullback-Leibler (KL) distance. The improved eﬃcacy of the
NR-LBP and LID descriptor over the LBP have been veriﬁed in the task of detecting humans
from static images.

5.1

Introduction to the Local Binary Pattern and Its Variants

The concept of local binary pattern (LBP) was originally developed for texture classiﬁcation [121] and has been widely used to encode the appearance of various types of objects
including human faces [53], cars [179], food [186], and human bodies [108]. The success
of the LBP has been due to its robustness under illumination changes, computational simplicity and discriminative power. For the sake of completeness and as an introduction to the
non-redundant LBP presented later we provide a brief description of the LBP along with the
adopted notation. Given a pixel c located at coordinate (xc , yc ), the value of the LBP code of
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Figure 5.1: An illustration of the LBP.

c is given by
LBPP,R (xc , yc ) =

P−1


s(gn p − gc )2 p ,

(5.1)

p=0

where P is the number of sampled points (neighbouring pixels of c) whose distances to c do
not exceed the radius R, gc and gn p are the intensities of c and n p (a neighbouring pixel of c)
respectively, and
⎧
⎪
⎪
⎪
⎪
⎪
⎨1,
s(x) = ⎪
⎪
⎪
⎪
⎪
⎩0,

if x ≥ 0

(5.2)

otherwise

Figure 5.1 is a pictorial illustration of the LBP in which the LBP code of the center
pixel (in red color) is obtained by comparing its intensity with those of neighbouring pixels.
The neighbouring pixels whose intensities are equal or higher than that of the center pixel
are labelled as “1”, otherwise as “0”. In the illustration in Figure 5.1, we consider all 8neighbour pixels of the center pixel and the distance between a neighbouring pixel to the
center pixel is computed using l∞ norm, i.e. l∞ (p, q) = max{|x p − xq |, |y p − yq |}. Thus, P and
R are 8 and 1 respectively.
Scanning a given image or region I in a pixel-wise fashion, the discrete histogram hI of
LBP codes of pixels in that image or region is used as the descriptor of that image or region
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and deﬁned as,
hI (b) =



1(LBPP,R (x, y) = b), b ∈ {0, 1, ..., B − 1},

(5.3)

(x,y)∈I

where 1(·) is the indicator and B is the number of possible values that a LBP code can assume.
In order to make the histogram hI invariant to the size of the image or region I, normalisation is applied. Considering hI as a vector and hI k , k = 1, 2, as its k−norm, there are
a number of normalisation schemes that can be used, e.g. L1 -normalisation: hI ←
L2 -normalisation: hI ← √

hI

hI 22 +

2

; L1 -square normalisation: hI ←

hI
hI 1 +

hI
hI 1 +

;

.

From (5.3) it can be deduced that the number of histogram bins B will be 2P if P neighbours of a pixel are considered. To reduce the dimension of the LBP histogram, uniform LBP
was proposed [121]. In particular, if an LBP has at most two bitwise transitions from 0 to 1
and vice versa in its circular binary representation it is referred to as uniform, otherwise it is
non-uniform. As indicated in [121], an important property of uniform LBPs is that they often
represent primitive structures of the texture while non-uniform LBPs usually correspond to
unexpected noise structures and thus are less discriminative.
In the last decade, variants of the LBP have been studied. For example, the local Gabor binary pattern was proposed by Zhang et al. [181] for human face representation. In
this work, the face image is transformed to the frequency domain using multi-scale and
-orientation Gabor ﬁlters and LBP was then extracted from the transformed image. In
[122], rotation invariant LBP was deﬁned as LBPriP,R (x, y) = min{ROR(LBPP,R (x, y), i)|i ∈
{0, 1, ..., P − 1}} where ROR(z, i) is the circular right shift operator that shifts, i times, the
value z to the right. Recently, Tan and Triggs [148] simply extended the LBP to the socalled local ternary pattern (LTP) by allowing 3-valued quantisation of intensity diﬀerence.
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In particular, (5.2) is redeﬁned as,
⎧
⎪
⎪
⎪
⎪
1,
x≥μ
⎪
⎪
⎪
⎪
⎪
⎪
⎨
s(x) = ⎪
0,
−μ < x < μ
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩−1, −μ ≥ x

(5.4)

where μ is a user-deﬁned threshold. Figure 5.2(a) illustrates the LTP.

(a)

(b)
Figure 5.2: An illustration of the LTP. (a) From left to right: a local intensity pattern, intensity
diﬀerence (referred to the center pixel marked in red colour), 3-valued thresholding result
where μ in (5.4) is set to 15. (b) Decomposition of a LTP to two positive and negative half
LBPs.

When the LTP coding scheme is used to encode a pixel with P neighbours, the number
of LTP histogram bins would be 3P . For simplicity, a LTP is split into two half (positive and
negative) LBPs as shown in Figure 5.2(b) and the histogram of LTPs is decomposed into two
corresponding LBP histograms. This means that the number of bins of a LTP histogram is
twice as that of a LBP histogram.
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Figure 5.3: The left and right images represent the same human and in the same scene but
with diﬀerent contrast between the background and foreground. Notice that the LBP codes
at (x, y) (in the left and right image) are complementary to each other, i.e. the sum of these
codes is 2P − 1 (P = 8, R = 1).

5.2

Non-Redundant Local Binary Pattern (NR-LBP)

Although the robustness of the LBP has been demonstrated in many applications, it has drawbacks when employed to encode object appearance. We consider here two disadvantages:
Storage ability: As presented, the LBP requires 2P bins of histogram.
Discriminative ability: The LBP reﬂects the intensity distribution of local textural patterns
in a sensitive way. It is sensitive to the relative changes of intensities in textural structures. Therefore, when employed to encode the appearance of objects in which the
covering could vary, (e.g. humans wear apparel with diﬀerent appearance), the LBP
does not provide a robust and discriminative textural descriptor. The sensitivity of
the LBP can also be observed especially in background-foreground structures, i.e. patterns containing both the background and foreground (the region inside) of objects. As
shown in Figure 5.3, the LBP codes of the regions indicated by red rectangles (small
box) in both the left and right images are quite diﬀerent while they actually represent
the same structure.
To overcome both of the above issues, we propose the non-redundant LBP (NR-LBP) as
follows,
NR-LBPP,R (xc , yc ) = min LBPP,R (xc , yc ), 2P − 1 − LBPP,R (xc , yc )

(5.5)
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Note that the min{·} operator is taken over the integer version of the codes.
In essence the NR-LBP considers an LBP code and its complement as equivalent. For
example, the two LBP codes “11000011” and “00111100” in Figure 5.3 are counted once.
Obviously, with the NR-LBP, the number of bins in the LBP histogram is reduced by a
half. Furthermore, compared with the LBP, the NR-LBP is more discriminative in this case
since it reﬂects the relative changes of the intensities in textural patterns rather than forcing a
ﬁxed arrangement of the intensities. Hence, the NR-LBP is more robust and adaptive to the
changes of the background and foreground.
Further illustration of the robustness of the NR-LBP compared with the LBP is presented
in Figure 5.4. In the left image of this ﬁgure, two regions containing similar structure (part of
the head-shoulder) of a human body but with diﬀerent foreground-background contrast are
selected and the corresponding LBP/NR-LBP histograms are computed. As can be seen, the
LBP histograms of these two regions are very divergent from each other. However, the NRLBP histograms somewhat show the similarity of the two structures in the left image. We
have also observed that the peaks in the LBP histograms of the two regions are symmetrical.
In particular, the ’x’ peak in the LBP histogram of region r1 represents the frequency of the
LBP code “00011110” while the ’x’ peak in the LBP histogram of region r2 corresponds to
the LBP code “11100001” (which is the inverse of “00011110”). The LBP codes of the ’o’
peaks in the LBP histograms of r1 and r2 are “00111110” and “11000011” respectively. In
this case, we note that “00111110” is actually not the complement of “11000011”. However,
the diﬀerence is only the second bit (from the right) of the LBP codes. As can be seen, those
peaks are merged in the NR-LBP histograms. The robustness of the NR-LBP is also veriﬁed
empirically in the experiments (see Section 5.4).

5.3

A Local Intensity Distribution (LID) Descriptor

Although the NR-LBP oﬀers advantages over the LBP, there are still aspects for consideration. In particular,
• Since the LBP adopts a simple approach to encoding the distribution of the intensity
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Figure 5.4: An illustration of the robustness of the NR-LBP over the original LBP descriptor.
(a): An image with two local image regions r1 and r2 . (b) and (c): the LBP and NR-LBP
histograms of r1 and r2 . As can be seen, compared with the LBP, the NR-LBP is more robust
against the contrast between the humans and their background.

diﬀerences between a central pixel and its surrounding pixels in a noise-sensitive way,
it is sensitive to small variation of the intensities of neighbouring pixels. For example,
the left and right patterns in Figure 5.5 show similar patterns with quite diﬀerent LBP
codes.
• There is no guarantee that semantically similar LBP codes must fall into spatially
nearby histogram bins. For example, “10000111” is actually diﬀerent from “00000111”
in only the ﬁrst bit while their decimal codes have a large distance (135 v.s. 7).
• The LBP descriptor (i.e. histogram of LBPs) has a high dimension. In general, it
requires 2P bins where P denotes the number of neighbouring pixels. With the NRLBP descriptor, although the dimension is reduced to 2P−1 , it is still exponential w.r.t
the base of 2.
In this thesis, we extend the LBP by introducing a novel image descriptor referred to as a
local intensity distribution (LID) descriptor. Let I be an intensity image denoted by I(x, y) :
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Figure 5.5: An illustration of the LBP for similar patterns.

Figure 5.6: Left: Intensities of the central pixel (in red color) and its neighbours. Middle:
LID vector code. Right: Quantisation of the LID vector (at M levels). The quantisation is
done by uniformly dividing the range [-255,255] into M bins. Each d(xi , x) is then casted to
the corresponding bin ∈ [0, M − 1].

Z2 → R. Given a pixel x = (x, y) ∈ Z2 , the LID at x is deﬁned as LIDP,R (x) : Z2 → RP :
LIDP,R (x) = d(x1 , x), ..., d(xP , x)

(5.6)

d(xi , x) = I(xi ) − I(x).

(5.7)

where

xi is a neighbouring pixel of x whose the distance to x is R, P is the number of neighbouring
pixels. In this thesis, the distance from xi to x is computed using L∞ norm, i.e. l(xi , x) =
max{|xi − x|, |yi − y|}. Figure 5.6 illustrates an example of the LID with P = 8 and R = 1.
Let v = (v1 , v2 , ..., vP ) be a random variable where d(xi , x) is considered as a realization of
the variable vi . Given a block, a region of interest (ROI) or an entire image I, pI (v) denotes
the probability density function (pdf ) of v computed over all pixels of I and deﬁned as the
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local intensity distribution (LID) descriptor of I. Note that pI (v) can also be considered as
the histogram hI , deﬁned in (5.3), of values of the high-dimensional variable v.
Given two image blocks I1 and I2 , the dissimilarity between I1 and I2 can be obtained
by comparing their corresponding LID descriptors pI1 (v) and pI2 (v). A number of measures,
such as χ2 -distance, L p distance and Bhattacharyya distance, can be used for such a comparison. In this thesis, we adopt the Kullback-Leibler (KL) distance [85] due to the possible
computational advantage that can be explored under certain assumptions (as presented in the
following). In particular, we deﬁne the dissimilarity D(I1 , I2 ) between image I1 and I2 as,
D(I1 , I2 ) =

KL(pI1 (v)  pI2 (v)) + KL(pI2 (v)  pI1 (v))
2

(5.8)

where KL(·) stands for the KL distance of two probability distributions. The KL distance
between p1 (v) and p2 (v) is deﬁned as
KL(p1 (v)  p2 (v)) =

p1 (v) log
v

p1 (v)
dv
p2 (v)

(5.9)

Assume that d(xi , x) for all i ∈ I is quantized into M levels 0, 1, ..., M − 1 (see Figure 5.6).
The computational complexity of D(I1 , I2 ) using (5.8) and (5.9) would be in the order of
O(M P ). Thus it is impractical to use the LID descriptor especially when M is large. In this
thesis, this issue is addressed by assuming that the elements of v, vi , i = 1, 2, · · · , P, are
statistically independent given the central pixel. Thus,
P

p(v) = p(v1 , v2 , ..., vP ) ≡

p(vi )

(5.10)

i=1

Expanding (5.9), we obtain,
KL(p1 (v)  p2 (v)) =

p1 (v) log
v

=

p1 (v)
dv
p2 (v)

p1 (v) log p1 (v)dv − p1 (v) log p2 (v)dv
v
 
v

A

B

(5.11)
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Substituting (5.10) in A and B yields
A=

p1 (v) log p1 (v)dv
v
P

=

...
v1

vP i=1
P

v2

i=1
P

p1 (v j )]dv1 dv2 ...dvP

vP i=1

j=1
P

...
v1

v2

P 


p1 (v j )dv1 dv2 ...dvP

log p1 (vi )
vP

j=1



P




P

p1 (vi ) log p1 (vi )dvi ×
vi

i=1

i=1

[log p1 (vi )]dv1 dv2 ...dvP

[log p1 (vi )

P

i=1

P


vP i=1
P


...
v1

=

p1 (vi )

v2

=

=

i=1

...
v1

p1 (vi )dv1 dv2 ...dvP

p1 (vi ) log

v2

=

=

P

p1 (v j )dv j
j=1, ji

vj

p1 (vi ) log p1 (vi )dvi
vi

Similarly, B can be computed as,
B=

p1 (v) log p2 (v)dv =
v

P

i=1

p1 (vi ) log p2 (vi )dvi
vi

Finally, substituting A and B into (5.11), we have,
KL(p1 (v)  p2 (v)) =

P

i=1

=
=

p1 (vi ) log p1 (vi )dvi −
vi

P

i=1
P


i=1

p1 (vi ) log
vi

P


p1 (vi ) log p2 (vi )dvi
vi

p1 (vi )
dvi
p2 (vi )

KL(p1 (vi )  p2 (vi ))

(5.12)

i=1

It can be seen from (5.12) that KL(p1 (vi )  p2 (vi )) can be computed in O(M). Thus,
the computational complexity of D(I1 , I2 ) using (5.10) and (5.12) is O(2MP) compared with
O(M P ) for the computation of χ2 -distance or L p distance.
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Note that in the LBP, d(xi , x) is quantized into two levels, that is M = 2 and the local
ternary pattern (LTP) [148] quantizes d(xi , x) into three levels, i.e. M = 3. Compared with
the LBP and LTP, by quantizing d(xi , x) at diﬀerent levels, the LID descriptor provides a
ﬁner approximation of the pdf of the local intensity diﬀerences pI (v) and, thus, has higher
discriminative power. However, although allowing a more detail approximation of the pdf,
the LID descriptor is usually of lower dimensions than the LBP. In addition, similarly to the
LBP, the LID is easy to compute and insensitive to illumination changes.

5.4

Human Detection with Implicit Shape Model (ISM)

To demonstrate the use of the NR-LBP and LID descriptor in human detection, we employ
the detection method with implicit shape model (ISM) proposed by Leibe et al. [87, 88]. The
ISM of an object is built based on a codebook of local appearance and spatial constraints
on the locations of codewords relative to the location of the object. There is no use of
sophisticated classiﬁers or learning algorithms, e.g. [96, 137] and the detection performance
is mainly based on the robustness of the descriptors used to describe the codebook. The
ISM method, therefore, is appropriate for investigation and evaluation of descriptors. The
ISM-based human detection method includes two key steps: training and detection, and is
represented as follows.

5.4.1

Training

Assume that we have a number of images containing instances of the human object. We
further assume that the segmentation masks (silhouettes) indicating the regions of the humans
are also given. For each training image, SIFT detector proposed in [95] is employed to locate
a set of interest points. A set of interest points close to or belonging to the segmentation
masks are then selected. For each selected interest point p, the histogram of LBPs/NR-LBPs
or LID descriptor is calculated from a (2L + 1) × (2L + 1)-local image patch centered at p. All
descriptors obtained from the training images are then clustered using a K-means algorithm
in which the similarity between two descriptors is measured using (5.8). This step results in
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a codebook of K codewords C = {c1 , c2 , ..., cK }. Each codeword is the centre, i.e. mean, of a
cluster.
In addition to generating the codebook, similarly to [88], we compute the probability
that a human, h, appears at some location l based on the votes cast by each codeword. This
probability is denoted by P(l|h, ci ) where l is the location of the object; for instance, the
center, of the human body.

5.4.2

Detection

Let I denote the input image (or image region selected by a detection window) and E be the
set of descriptors computed at interest points of I obtained using SIFT detector [95]. The
probability that I contains a human hypothesis h at some location l is represented by P(h, l|I)
and veriﬁed by checking the following condition,
P(h, l|I) ≥ θ

(5.13)

where θ is a predeﬁned threshold.
Marginalising over E, P(h, l|I) can be computed as,
P(h, l|I) =



P(h, l|e, I)P(e|I)

e∈E

=



P(h, l|e)P(e|I)

(5.14)

e∈E

where we assume that P(h, l|e, I) = P(h, l|e) since e ∈ E is directly calculated from I.
Marginalising over the codebook C, (5.14) can be further rewritten as,
P(h, l|I) =
=
=

K

e∈E i=1
K

e∈E i=1
K

e∈E i=1

P(h, l|ci , e)P(ci |e)P(e|I)
P(h, l|ci )P(ci |e)P(e|I)
P(l|h, ci )P(h|ci )P(ci |e)P(e|I)

(5.15)
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in which we assume that P(h, l|ci , e) can be simpliﬁed to P(h, l|ci ).
In (5.15), P(l|h, ci ) is computed through training. P(h|ci ) represents the prior probability
of a human given the codeword ci . Without any prior knowledge, it can be simply set to
1
.
K

Alternatively, it can be estimated based on a set of training examples. Speciﬁcally, the

frequency of occurrence of the codewords on a set of positive and negative samples is used
(e.g. [120]). P(e|I) is assumed to be uniform, i.e. P(e|I) =

1
.
|E|

Finally, P(ci |e) represents the

likelihood that ci occurs given the descriptor e. We adopt that,


P(ci |e) = exp − βD(ci , e)

(5.16)

where D(ci , e) is computed using (5.8) and β is a positive constant determined empirically (it
was set to 0.2 in our experiments). Note that when the LBP or NR-LBP is used, pI in (5.8)
is substituted by hI deﬁned in (5.3) and L1 -normalisation is applied.

5.5

Experimental Results

We evaluated the NR-LBP and LID descriptor in describing the appearance information of
the human objects in the task of detecting humans from still images. We conducted experiments on the Penn-Fudan dataset [68] including 170 images with 345 labelled humans. The
Penn-Fudan dataset is selected because it contains humans appearing with various clothing,
cluttered backgrounds and under diﬀerent illumination conditions. Furthermore, segmentation masks are also available for ﬁltering out interest points belonging to the background.
We selected 70 images for the creation of the codebook C and learning the priors of relative
locations of codewords P(l|h, ci ) and codeword distribution P(h|ci ) deﬁned in (5.15). Since
there are no negative images provided in the Penn-Fudan dataset, instead full images with annotated humans are given, we measured the detection performance using the precision-recall
(PR) metric in which true detections are determined using the criteria (relative distance,
cover, and overlap) proposed by Leibe et al. [88] (see details in Section 2.5.2). In order to
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purely evaluate the descriptors, post-processing steps, e.g. Chamfer matching, segmentationbased veriﬁcation used in [88], are not applied. It is, therefore, expected that the performance
can be further improved by employing these post-processing steps.
We evaluated the NR-LBP and LID descriptor with two diﬀerent conﬁgurations: (P =
8, R = 1) and (P = 16, R = 2). Both the NR-LBP and LID descriptors are represented as
histograms and to speed up the computation integral image proposed in [158] was used (see
Appendix B). In addition, uniform NR-LBPs were employed to reduce the dimension of the
NR-LBP histogram. The PR curves of the NR-LBP with two conﬁgurations are shown in
Figure 5.7.
For the LID descriptor, we investigated the detection performance at diﬀerent quantisation levels, that is, diﬀerent M values. In all experiments, the intensity diﬀerence d(x, xi ) was
quantised uniformly into M levels. Experimental results of two conﬁgurations (P = 8, R = 1)
and (P = 16, R = 2) with M ∈ {2, 3, 4, 5, 6} are shown in Figure 5.8. The experimental results on both conﬁgurations have shown that the detection accuracy of the LID descriptor
was improved when the level of quantisation (M) increased. For instance, when M = 6 the
performance reaches the highest recall values. However, M is subject to the noise in the signal d(x, xi ). When noise level is high, large M values may actually reduce the performance
of the LID descriptor.
In addition to evaluating the NR-LBP and LID descriptor, comparisons with the LBP
[121] and LTP [148] were also established. In particular, comparisons between the LBP,
NR-LBP and LID (M=2), between the LTP and LID (M=3) are informative as they have the
same quantisation level. Comparison between the LBP, NR-LBP, LTP and the best case of
the LID allows us to gauge the performance of the LID.
Similarly to the NR-LBP, in our experiments, uniform LBPs and LTPs were employed.
Through experiments, we have found that the performance of the LBP and LTP was similar
to that of the LID descriptor at M = 2 and M = 3 respectively, and worse than that of the
LID descriptor at ﬁner quantisation levels. Figure 5.9 shows the detection performance of
the LBP, NR-LBP, and LID with M = 2. The comparison between the LTP and LID with
M = 3 is represented in Figure 5.10.
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Figure 5.7: PR curves of the NR-LBP with (P = 8, R = 1) and (P = 16, R = 2).

The comparison between the best quantisation of the LID, i.e. M = 6, with the LBP,
NR-LBP, and LTP when (P = 8, R = 1) and (P = 16, R = 2) is presented in Figure 5.11.
Some detection results of the LID (M = 6) and (P = 8, R = 1) are shown in Figure 5.12.
In this experiment, we have noted that the NR-LBP and LTP outperformed the LBP while
the NR-LBP was often slightly better than the LTP in both of the cases (P = 8, R = 1) and
(P = 16, R = 2) (see Figure 5.11). This observation is consistent with the results reported in
[120] and [148].
It has to be pointed out that the LID descriptor is more compact (i.e. has lower dimension) while achieving a comparable or better performance compared with the LBP/LTP. For
instance, with (P = 8, R = 1), the dimensions of the original LBP and uniform LBP are
28 = 256 and 59 respectively, whereas the dimension of the LID descriptor with M = 2
is only 16. When P is increased by one, the dimension of the LBP descriptor would be
increased by a factor of 2, but the dimension of the LID descriptor is only increased by a
factor of

P+1
P

 2. The higher the P is, the more advantageous the LID descriptor becomes.
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(a)

(b)
Figure 5.8: PR curves of the LID descriptor (P = 8, R = 1) (a) and (P = 16, R = 2) (b) with
diﬀerent values of M.
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(a)

(b)
Figure 5.9: Comparison between the LID M = 2 and LBP, NR-LBP when (P = 8, R = 1) (a)
and (P = 16, R = 2) (b).
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(a)

(b)
Figure 5.10: Comparison between the LID M = 3 and LTP when (P = 8, R = 1) (a) and
(P = 16, R = 2) (b).
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(a)

(b)
Figure 5.11: Comparison between the best quantisation of the LID (M = 6) and LBP, NRLBP, and LTP when (P = 8, R = 1) (a) and (P = 16, R = 2) (b).
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Figure 5.12: Some detection results on the Penn-Fudan dataset using the LID descriptor with
M = 6 and (P = 8, R = 1).
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Table. 5.1 shows a comparison based on the dimensions (represented by the numbers of histogram bins) of the LBP, NR-LBP, LTP, and LID descriptor. Note that the dimension of the
LTP is twice as the dimension of the LBP [148].
Table 5.1: Dimensions of the LBP, NR-LBP, LTP, and LID descriptor. Note that the uniform
patterns are used for the LBP, NR-LBP, and LTP descriptor.

P = 8, R = 1
P = 16, R = 2

5.6

LBP

NR-LBP

LTP

59
243

30
122

118
486

LID
(M=2)
16
32

LID
(M=3)
24
48

LID
(M=4)
32
64

LID
(M=5)
40
80

LID
(M=6)
48
96

Summary

This chapter presents a new variant of the popular local binary pattern (LBP), namely nonredundant LBP (NR-LBP) which when compared with the LBP, is more discriminative and
robust to the relative intensity changes. An extension of the LBP and local ternary pattern
(LTP), called local intensity distribution (LID) descriptor, is then proposed to eﬀectively encode the local distribution of intensities in textural structures. The LID descriptor oﬀers both
computational and performance advantages over the widely used LBP and its recently extended local ternary pattern (LTP). Experimental results on human detection have veriﬁed the
eﬃcacy and eﬃciency of both of the NR-LBP and LID descriptor. Enriching the descriptors
with a potential to deal with invariance to aﬃne transforms is being explored in our continuing work. In the next chapter, how the proposed local descriptors can be used to encode both
the local appearance and motion information of the human objects will be presented.

Chapter 6
A Novel Shape-Based NR-LBP Descriptor
This chapter describes a novel shape-based NR-LBP descriptor for robust detection of humans from multiple viewpoints and postures under realistic environment. The descriptor is
capable of capturing shape, appearance, and motion information (when available) and is robust against illumination changes. In the descriptor, human shape is represented by a set of
key points on the contours extracted using template matching. Non-redundant local binary
pattern (NR-LBP) proposed in Chapter 5 is employed to encode the local appearance and/or
motion of human. The robustness of the proposed descriptor was extensively evaluated in the
task of detecting humans from static images and videos on the commonly used MIT, INRIA,
and ETH datasets. The experimental results have shown that the proposed descriptor can
eﬀectively deal with the articulation of human postures and variation of viewpoints and its
performance is comparable to the other state-of-the-art descriptors.

6.1

Motivation

We have argued in the literature review (Chapter 2) that grid-based object descriptors are not
robust to object deformation caused by articulation. An interest point-based object descriptor
is more suitable to deal with articulation as there are no spatial constraints on the locations of
the interest points. However, an interest point-based object descriptor is sensitive to image
noises and usually does not carry any information about the object shape. This is because
interest points are often extracted locally and independently, they do not necessarily capture
the holistic information of the object. This results in a phenomenon in which interest points
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(a)

(b)
Figure 6.1: Examples of interest points computed using SIFT [95] (best viewed in colour).

belonging to the background are included (see Figure 6.1(a)) while interest points of the
foreground object are missed (see Figure 6.1(b)). The situation is exacerbated in images
with cluttered background, e.g. in Figure 6.1(a).
In this thesis, we propose a key-point based human descriptor which is able to capture
shape, appearance, and motion information (if any) at the same time. Studies in both human
vision [5, 149, 130, 166] and computer vision [103, 142, 177] have indicated that edges of
an object play an important role in object detection and recognition. This is probably due to
the shape of an object can be well captured using edges. Motivated by this fact, we locate the
key points on the contour edges that best represent the shape of the human object. A possible
method to extract the contour of an object is template matching. We use contour templates
to model the shape of a human body at various postures and viewpoints and Generalised
Distance Transform (GDT) presented in Chapter 4 is adopted for template matching. The
contour of an object is often more informative compared with its inner regions. This is
especially true for the objects, e.g. humans, whose appearance is much varied, e.g. due to
wearing of humans.
In Chapter 5, we have proposed the local feature NR-LBP which is discriminative for
object recognition and robust against illumination changes. It is, therefore, plausible to integrate the NR-LBP with the key points to form a robust human descriptor. In particular,
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Figure 6.2: Proposed object descriptor. Green rectangles represent local regions r(p), centered at key points p, and on which the histograms of NR-LBPs (hr(p) ) are computed.

the proposed human descriptor can be devised as follows. Given a human image or a detection window, a set of edges that best capture the shape information of the human object
are obtained using template matching. A set of so-called key points are sampled from those
edges. At each key point, NR-LBP is extracted to encode the local appearance. The human
descriptor is ﬁnally formed by concatenating the NR-LBP descriptors extracted at all key
points. Figure 6.2 represents the main steps involved in generating the proposed descriptor
to describe human objects (with shape and appearance information). Note that our proposed
descriptor can be used not only for describing the human object but also other types of objects, e.g. cars (see Appendix C).
The concept of “key points” is somewhat similar to that of interest-points. However, in
contrast to the conventional interest points [39, 55, 95], a set of key points are detected in a
constrained way rather than independently, that is, the location of one key point is constrained
by other key points. This constraint is implicitly represented in the templates that model the
shape of the objects and in the sampling process to locate the key-points from the contours.
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Compared with the existing object descriptors, the proposed descriptor has a number of
advantages. Firstly, by employing templates as the knowledge of the object shape, we could
obviate the possibility of edge points being located on irrelevant structures belonging to the
background or unimportant parts of the object, e.g. inner regions of the foreground object.
Secondly, since a set of key points is detected together, the descriptor is composed of consistent local features to describe an object. Thirdly, the proposed descriptor is compact as only
a few points of the object’s image are considered for feature extraction. Finally, information
about the object category can be incorporated in the feature along with the appearance and
motion. Such features allow the object descriptor to cope with object articulation, variation
of viewpoints and illumination changes. In the followings, the key point detection algorithm
using template matching is presented in Section 6.2 and the proposed object descriptor is
given in Section 6.3.

6.2

Key Point Extraction Using Template Matching

To detect the key points, the edges that best capture the shape of the objects are found ﬁrst.
Let T = {T i }, i ∈ {1, ..., N} be a set of contour templates representing the shape of the object
or a part of the object. Each template T i is represented as T i = {t j = (x j , y j , o j )}, j ∈ {1, ..., |T i |}
where x j , y j are the spatial coordinates and o j is the orientation of a point t j obtained by
approximating the normal of neighbouring points on the template (see Figure 4.3); |T i | is
the cardinality of the set. Let I be a detection window that may contain an instance of the
object at location l = (x, y), e.g. the center of the detection window and E(I) denote its
corresponding edge map generated using a suitable edge detector (e.g. Canny detector [16]).
The set of edge points Sl (I, T ) associated with l that best captures the object shape is deﬁned
as a subset of E(I) that satisﬁes,


Sl (I, T ) = arg min min D(S , T il )
S ⊂E(I)

T i ∈T

(6.1)
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where T il is the template T i translated to location l and D(S , T il ) is some metric to compute
the distance between two sets of points S and T il .
It is straightforward to see from (6.1) that the set Sl (I, T ) can be obtained by searching
for the subset of E(I) that best matches over a set of templates T . The Hausdorﬀ distance
is commonly used to compare two sets of points (for more details see [79, 133]). Assume
that we need Y operations to compare a particular set S with a template T il , the complexity
of computation of Sl (I, T ) will be O(2|E(I)| × N × Y) where |E(I)| is the number of points in
E(I).
As presented in Chapter 4, the Generalised Distance Transform (GDT) and orientation
map is robust against clutters and eﬃcient for matching templates on an edge image. From
this point of view, Sl (I, T ) can be considered as a set of edge points ∈ E(I) closest to the best
matching template T determined using (4.17), i.e. T = arg minTi ∈T C(E(I), T il ). In particular,
Sl (I, T ) can be obtained as,
Sl (I, T ) = e(t) ∈ E(I)|t ∈ Tl

(6.2)

where e(t) is the closest point of t in E(I) which can be computed using the GDT as,
e(t) = arg min{d s (t, e) + Ψ(e)}

(6.3)

e∈E(I)

where Ψ(·) is deﬁned as in (4.10).
As shown in Appendix A, e(t) and GDT can be computed simultaneously in O(2|E(I)|).
Thus, Sl (I, T ) can be computed in O(N × Y + 2|E(I)|) where Y is number of operations
required to match a template T i with E(I) at some location l = (x, y), i.e. computing the
matching cost C(E(I), T il ). As deﬁned in (4.5), Y ∝ |T i |.
Recall that in (4.5), the matching cost C(E(I), T il ) is considered as the average spatialorientation distance at all template points to their closest points. However, in general, the
matching cost can be calculated as a weighted average. This is motivated from the fact
that diﬀerent points on the template should contribute diﬀerently to the matching cost. For
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instance, on the human body contour, the points along the two curves of the head-shoulder
template often appear in every human body shape and are thus more discriminative compared
with points belonging to the arms, which are varied and dependent on the posture. Therefore,
a weighted scheme can be adopted in computing the matching cost as follows,
C(E(I), T il ) =



wTi (t)ΔE(I),Til (t)

(6.4)

t∈T i

where ΔE(I),Til (t) is deﬁned as in (4.13); the weights wTi (t) can be calculated as,

wTi (t) = 

− ΔTi ,Tk (t))

t ∈T k (1 − ΔT i ,T k (t ))

T k ∈T (1

T k ∈T



(6.5)

In (6.5), the template points t, which are common to most templates (i.e. distribute with
high density in the spatial and oriented space) will lead to a small variance of ΔTi ,Tk (t) and
thus should have a high value of wTi (t).
When (6.2) is employed in the computation of Sl (I, T ), the set of edge points generated
may be deformed in comparison with the templates. To remove such irregular sets, we deﬁne
a deformation cost as,
D(Sl (I, T )) = min{C(E(I), T il )}
T i ∈T

(6.6)

An edge point set Sl (I, T ) is then considered if its deformation cost D(Sl (I, T )) is
smaller than a threshold θ.
Given a set of edge points Sl (I, T ) that best captures the object shape, key points are
extracted by sampling this set. A simple sampling scheme (e.g. uniform sampling) can be
employed for such extraction. The number of sampled locations depends on applications
as well as the complexity of the object shape. It can be tuned for trading oﬀ between the
compactness and robustness of the descriptor. In this thesis, the number of sampled points
is determined empirically through experiments (see Section 6.4). However, to speed up the
key point detection algorithm, the templates can be instead sampled before being used. The
key point detection is illustrated in Figure 6.3(c).
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(a)

(b)

(c)

(d)
Figure 6.3: An illustration of key point detection. (a) Contour templates with the approximated normal vectors (grey lines). (b) From left to right: input image, edge map (using
Canny edge detector [16]), the best matching template, key point detection result where the
key points are highlighted. (c) Some other key point detection results. (d) SIFT interest
points [95].

6.3

Proposed Object Descriptor

The localisation of key points depends on the number of templates used. When the objects
are non-rigid and articulated such as humans, a large number of templates are required to
cover possible postures and viewpoints. This leads to a trade-oﬀ between the robustness
and eﬃciency: ample and varied templates could improve the robustness of key point detection and at same time sacriﬁces the eﬃciency. To overcome this problem, a part-based
template model is used to represent the full object structure in which each template represents the shape of a particular part of the object from a representative posture and viewpoint.
These part templates are considered as atomic elements which are used to compose various
instances of the object shape.
Encoding the object using a part-based template model has been employed in some previous works, e.g. [152, 35]. However, the diﬀerence is the manner in which we determine
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and describe the parts of the objects. In [152], parts were determined using dynamic programming. In [35], the locations of parts were considered as latent variables learned using
a SVM. In both of the above works, parts are described using grid-based HOG descriptor.
In our descriptor, parts of the object are determined using template matching while they are
described using the key point-based descriptor and NR-LBP.
Let M = {P1 , P2 , ..., PN } denote a template model in which each Pi , i ∈ {1, ..., N} denotes a set of part templates (e.g. contours) representing shape of the i-th part of the object. The template model M may be simply obtained as follows. A set of K templates
T = {T 1 , T 2 , ..., T K } representing all possible shapes of the object are ﬁrst collected (see Figure 6.4(a)). Each template T j ∈ T , j ∈ {1, ..., K} is centered in a ﬁxed size window and then
divided into N parts to create N part templates T j1 , T j2 , ..., T jN (see Figure 6.4(b)). Assume
that the number of parts (N) and their locations li = (xi , yi ), i ∈ {1, ..., N} are determined in
advance. For each type of parts, e.g. the i-th part, the set of corresponding part templates
{T ji }, j ∈ {1, ..., K} are aligned based on part location li and clustered using a K-means algorithm. The set Pi then consists of mean templates, i.e. centres, of {T ji }. Note that T in (6.5)
now corresponds to Pi , i ∈ {1, ..., N}.
Figure 6.4 shows the template model M representing shape of a human body. For this
task, we decompose a full human body structure into four diﬀerent parts (i.e. N = 4) including top (head-torso), bottom (legs), left, and right parts [113]. The layout of these parts
is presented in Figure 6.4(b). In our implementation, the numbers of clusters used in the
K-means algorithm are 5, 8, 6, and 6 part templates to represent the top, bottom, left, and
right part of the object respectively. Figures 6.4(c), (d), (e), and (f) show the mean templates.
As can be seen, the number of templates is 5 + 8 + 6 + 6 = 25 (templates) to cover up to
5 × 8 × 6 × 6 = 1440 postures.
Since local appearance features will be extracted at the key points, the total number of key
points capturing the shape of each object part must be identical across all object instances.
This constraint can be met by sampling the templates representing the same type of parts into
the same number of points while also arranging these points in a certain sequential order, e.g.
clockwise. Figure 6.5 shows an example of two diﬀerent top templates sampled at 17 points.
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(a) Some full human body templates used in this thesis

(b) Decomposition of a full human body template to part templates

(c) Top parts
(d) Bottom parts

(e) Left parts

(f) Right parts
Figure 6.4: Part templates used for human shape representation.

After deﬁning the template model M, we use this model to detect the sets of key points
representing shape of the object parts as follows. For a candidate region of object (i.e. a
detection window) at some location l = (x, y), a collection of sets of key points Sl (I, M) is
deﬁned as,
S (I, M) =
l

N


Sli (I, Pi )

(6.7)

i=1

where



represents the redundant union operator on subsets in which the elements of individ-

ual sets can be duplicated in the union set. Sli (I, Pi ) is the set of key points representing the
shape of the i-th part located at li and obtained using (6.2). Note that every template T ∈ Pi
has already been sampled at a same number of locations. To ﬁlter out irregular sets which
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Figure 6.5: An example of sampling templates representing shape of the top part at 17 locations (black points). Red arrows represent the location correspondence between two templates while green arrows indicate the spatial order of locations on each template. This ﬁgure
is best viewed in colour.

are deformed too much from the shape templates, the following condition is employed:
S (I, M) = ∅ if
l

N



D(Sli (I, Pi )) ≥ κ

(6.8)

i=1

where D(Sli (I, Pi )) is deﬁned in (6.6); κ is a user deﬁned threshold.
The threshold κ in (6.8) is used to speed up the detector by pruning irregular key points
sets. Since the key points are detected using template matching, given a detection window
which contains either an instance of the object (positive sample) or background (negative
sample), the best matching templates can always be found. However, in case that a negaN
tive sample is included in the detection window, the matching cost i=1
D(Sli (I, Pi )) in (6.8)
would be high and could even be inﬁnite when the window contains a homogeneous background. In such cases, the key points do not represent any valid shape information of the
object and should be eliminated. We will verify the role of κ in the experiments presented in
the next section.
Once Sl (I, M) has been determined using (6.7) and (6.8), to encode the local appearance
of the object, for each key point p ∈ Sl (I, M), the NR-LBP histogram hr(p) of a (2L + 1) ×
(2L +1)-local region r(p) centered at p is computed and then normalised, e.g. using L1 norm.
Assuming that hr(p) has B bins, the feature vector describing the image window at location l
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is deﬁned as,
l
=
Fapp



hr(p) (b)

(6.9)

p∈Sl (I,M),b∈{1,...,B}

where



is the concatenating operator and hr(p) (b) is the value of hr(p) at bin b.

It is important to note the role of the templates as used in our proposed object descriptor.
The templates constrain the spatial locations of the key points that represent the shape of
the object, thus implicitly adding discrimination to the descriptor. Figure 6.6 illustrates an
example in which the right image is obtained by deformation, e.g. translation, of the key
points in the left image. Note that all the local image patches in both of the images are
exactly the same, hence, the feature vectors of the two images would be the same. However,
the key points in the right image do not conform to any shape of a human body.

Figure 6.6: Left: key points and local image patches. Right: deformed key points and
corresponding image patches generated from the left image by horizontal translations.

When motion information is available, the motion can be encoded in a similar way to
appearance. In particular, let It,t+1 = |It − It+1 | denote the diﬀerence image between two
consecutive frames It and It+1 . The key point extraction is ﬁrst performed on the image
It to obtain Sl (It , M). For each edge point p ∈ Sl (It , M), the NR-LBP histogram of a
(2L + 1) × (2L + 1)-local region centered at the same location of p but on the diﬀerence image
l
is then created by concatenating the NRIt,t+1 is computed. The motion feature vector Fmotion

LBP histograms similarly to (6.9). Note that the order of the elements in each feature vector
l
l
or Fmotion
is consistent over all object instances. The ﬁnal descriptor can be obtained by
Fapp
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l
l
concatenating again the two feature vectors Fapp
and Fmotion
.

Note that in Chapter 5 we have introduced the LID descriptor as a robust appearance
descriptor. Thus, it is straightforward to consider the LID descriptor as the local feature in
the proposed object descriptor. However, there are a few reasons that make this combination
diﬃcult and/or impossible. First, each LID descriptor computed at a local region r(p) is a pdf,
but a concatenation of LID descriptors, i.e. a feature vector, does not mathematically form
any pdf. This leads to the second point, we proposed the use of KL distance to eﬃciently
compare two LID descriptors. However, when the LID descriptors extracted at all key points
are concatenated into a feature vector to train a classiﬁer, the KL distance cannot be used to
compare the feature vectors as they are not pdfs.

6.4

Experimental Results

As human detection is the main focus of the thesis, we evaluated the robustness of proposed
descriptor in the task of human detection using the detection framework presented in Chapter 3 and Figure 3.1. However, we also evaluated the proposed descriptor in the task of
detecting rigid objects, cars are taken for this case. Experimental results of car detection are
presented in Appendix C. To verify the robustness of the descriptor objectively, the occlusion
reasoning is not employed.
Since we use the NR-LBP, we could reduce the number of histogram bins from 59 (as
required in the original LBP) to 30 in which, similarly to [53], all non-uniform NR-LBPs
vote for one bin while each uniform NR-LBP is cast into a unique bin corresponding to its
NR-LBP code. For fast computation of the NR-LBP histogram, the integral feature image
proposed in [158], was employed (see Appendix B).
The proposed descriptor was evaluated on detecting humans in both static images and
videos. For static images, experiments were conducted on the popular pedestrian datasets:
MIT dataset [61] and INRIA dataset [66]. The MIT dataset includes 924 positive samples
containing pedestrians in frontal or back view and no negative images (see Figure 6.7(a)).
Compared with the MIT dataset, the INRIA dataset is more challenging; there are pedestrians
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in multiple views and diﬀerent postures, and cluttered backgrounds with various illumination
changes (see Figure 6.7(b)). The INRIA dataset consists of two separate sets: training and
testing. The training set contains 2416 positive samples (including mirroring) and 1218
negative images. The testing set contains 1126 positive samples (including mirroring) and
453 negative images. The INRIA dataset also includes a set of 288 full images each of
which contains multiple humans. For videos, we evaluated the descriptor on two sequences
of the ETH dataset [76]: CROSSING (named ETH-A) and LINTHESCHER (named ETHB). There are 220 and 1208 of 640 × 480-pixel stereo image frames with 247 and 1894
annotated humans in the ETH-A and ETH-B respectively.
Since we formulate the detection task as binary sliding window classiﬁcation, it is reasonable to evaluate the detection performance using window-based classiﬁcation results. In
particular, we employed the DET (detection error trade-oﬀ) curves on the log-log scale to
measure the miss rate vs. FPPW (false positive per window). This measure was used for
setting parameters, evaluation of the proposed descriptor as well as comparison with the
state-of-the-art. However, FPPI (false positive per image)-based evaluation was also conducted. Speciﬁcally, full images were scanned by a detection window at various scales and
locations. The number of scales can be determined based on the scale stride (> 0) and image
size. For example, the scaling will be continued until the detection window can fully cover
the image. The down-sampled image at the n-th level (of the total number of scales) has
the size of 1/(1 + n × scale stride) of the original image. This corresponds to scaling up
the detection window by a factor of (1 + n × scale stride). In our implementation, the scale
stride was set to 0.1. At each scale, detection windows were sampled by 10-pixel spatial
strides in both horizontal and vertical direction. We have tried the scale stride and spatial
stride with diﬀerent values and found that the above setting gave the best performance. The
non-maximal suppression (NMS), in which windows with lower classiﬁcation scores will
be suppressed by ones with higher scores, was employed to merge nearby windows. The
evaluation protocol proposed in [26] was used. In particular, a detected object is considered
as true detection if there exists a match in the ground-truth. The matching criterion between
a detected object and an annotated object is computed as the ratio of their intersection and
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union. A match is conﬁrmed if this ratio is greater than 0.5. In the following, we present
experiments including parameter setting, performance evaluation and comparison.

(a)

(b)

(c)
Figure 6.7: Some examples of the datasets. (a) Positive samples of the MIT dataset. (b)
Positive samples of the INRIA dataset. (c) Negative images of the INRIA dataset.

6.4.1

Parameter Setting

Parameters used in our experiments include the number of sampled points (P) and radius
(R) in the deﬁnition of the LBP (5.1) and NR-LBP (5.5), the size (controlled by L) of local
regions centered at key points where the NR-LBPs are extracted, the number of detected
key points |Sl (I, M)| determined by sampling templates. In our experiment, the impact of
these parameters on the classiﬁcation performance was studied using the measure DET vs.
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FPPW. To avoid the explosion of all possible combinations of parameters, we assume that
all parameters are independent of each other. This means that we can tune each parameter
individually and the later experiments are performed using the parameters selected in the
former experiments. Furthermore, parameters should be evaluated on the same dataset. The
INRIA dataset was selected for this purpose. It was used for training a SVM classiﬁer in
two steps: initial training and bootstrapping. For the initial training, we used 2416 positive
samples and 12180 negative samples (created by selecting randomly 10 samples per negative
image). To obtain a reliable evaluation and fair comparison, the negative samples were
generated once and then used for all training in our experiments. A second round of training,
namely bootstrapping, was then performed. We exhaustively scanned the negative images to
ﬁnd hard negative samples whose positive probability is higher than a predeﬁned threshold
(set to 0.2 in our experiments). We then created a new negative sample set with 23000 hard
negative samples. This set and the set of original positive and negative samples were used to
train the classiﬁer once again.
In our implementation, we employed the LBP8,1 and NR-LBP8,1 (i.e. P = 8 and R = 1)
and the size of the local regions centered at key points (i.e. L) was set to 7 relative to a 64×128
image window containing a centered 96−pixel height human object. Actually, we have tried
these parameters with diﬀerent values but the performance was only slightly diﬀerent; the
above values gave the best performance. This means that the detection performance is not
sensitive to the changes of those parameters. Therefore, P = 8, R = 1, and L = 7 will be
used in all of the following experiments.
We have found that the number of key points |Sl (I, M)| detected on each detection window could aﬀect the detection performance. This number is determined by the number of
sampled points on the templates (see Figure 6.5). In more detail, we investigated the impact
of various values of |Sl (I, M)| ∈ {50, 60, 70, 80}. Based on these values, the numbers of
sampled locations on part templates can be determined. In general, since the left and right
part are symmetrical, they can be sampled at nearly similar number of locations. On the
other hand, because of the diﬀerence between the height of the top and bottom part (see Figure 6.4(b)), the top templates are sampled at more locations than the bottom templates. The
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DET curves corresponding to diﬀerent values of |Sl (I, M)| on the INRIA dataset are shown
in Figure 6.8. It can be seen that, |Sl (I, M)| = 80 gives the best performance, especially
at low FPPW rates. Note that, in this experiment we only used the NR-LBP to encode the
appearance of human object and a radial basis function SVM (called kernel SVM hereafter)
as the classiﬁer for both training and testing.

Figure 6.8: Detection performance with diﬀerent numbers of detected key points.

In addition to evaluating the impact of parameters, we also studied the eﬀect of diﬀerent
types of SVM and various normalisation schemes. In particular, the linear SVM and kernel
SVM were employed and compared. We have observed that at a FPPW rate of 2 × 10−2 the
linear SVM incurred a miss rate of approximately 6 × 10−3 , which is about 0.4% higher than
the miss rate when using the kernel SVM. The diﬀerence then became signiﬁcant (about
1.3%) at a FPPW rate of 4 × 10−3 . Figure 6.9 shows the detection performance of using
the linear and kernel SVM. Employing more sophisticated classiﬁers, e.g. intersection kernel SVM [96], might improve the detection performance. However, development of robust
classiﬁers is not the main focus of the thesis.
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Figure 6.9: Detection performance with linear and kernel SVM.

A number of normalisation schemes can be used to normalise the NR-LBP histogram.
In our implementation, we employed L2 , L1 , and L1 -square normalisation method. We have
found that L1 -square norm gives the best performance. This observation is consistent with
the conclusion of Wang et al. [165]. For example, at a FPPW rate of approximately 0.022, the
miss rate corresponding to using L1 -square norm was about 4.4 × 10−3 while this number was
about 7.1 × 10−3 (increasing approximately 2.7 × 10−3 ) when using L1 norm. Compared with
L2 norm, L1 norm was little better than L2 norm at 5.2 × 10−4 of FPPW with approximately
0.011 and 0.012 of miss rate for L1 and L2 norm respectively. However, at higher rates of
FPPW, L1 -square norm signiﬁcantly outperformed L2 norm. Figure 6.10 shows the DET
curves when using diﬀerent normalisation schemes.
To conclude, through experiments it has been found that the best conﬁguration of parameters (in term of detection accuracy) for the INRIA dataset is 80 key points, L1 -square
norm NR-LBP histogram with (P = 8, R = 1), local regions of radius 7, and kernel SVM
for a 64 × 128 detection window containing a 96-pixel height human. It is expected that
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Figure 6.10: Detection performance with diﬀerent normalisation methods.

these parameters would work for most applications with the same window size. However,
the number of key points should be tuned when the detection window size changes. In the
rest experiments, the above setting was used.

6.4.2

Performance Evaluation

On the MIT dataset, we used 724 positive samples for training and 200 remaining samples
for testing. Since the MIT dataset does not include negative samples, we used the same
negative samples from the INRIA dataset similarly to [22]. The performance was evaluated
on the 200 remaining positive samples and INRIA negative samples. At 5.2 × 10−4 of FPPW,
using the proposed descriptor, we achieved a miss rate of 0.00%, i.e. 100% of true detection.
Note that the number of positive samples used for testing is much less than the number of
negative samples (approximately 800,000 samples). When the rejected margin was set to
0.3, both the false positives and false negatives were zero. This result is much better than
those reported in [107] (Haar wavelets), [22] (HOG), [170] (edgelet), and [135] (shapelet).
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On the INRIA dataset, the evaluation was conducted on the testing set of 1126 cropped
positive image windows (each contains a human object) and 453 negative images. Figure 6.7(b) represents some positive samples. Negative samples were created by sliding a
detection window on these 453 negative images with 8-pixel horizontal and vertical stride
steps. The DET curve was generated by varying the classiﬁcation threshold φ (a sample is
classiﬁed as positive if its conﬁdence score is equal or larger φ; otherwise it is negative).
Through experiments, we have observed that with the use of our proposed descriptor, the
detector could obtain 0.011 of miss rate at 5.2 × 10−4 of FPPW with φ = 0.29. When φ
was increased, the miss rate was also increased while FPPW rate was kept at 5.2 × 10−4 .
At φ = 0.78, the detector achieved 0.00 of FPPW with 0.034 of miss rate, i.e. 97.4% of
true detection without any false alarm. The drop of FPPW from 5.2 × 10−4 to 0.0 when the
threshold φ is varied is probably due to the discontinuity in the distribution of the classiﬁcation scores of the positive and negative samples. Since the DET curve cannot represent the
miss rate at 0.00 of FPPW, the curve is terminated at 5.2 × 10−4 of FPPW. The DET curve
of the proposed detector is shown in Figure 6.11(a). For the use of FPPI, we scanned 288
full images at various scales and locations. The experiment results show us that the detector
could achieve about 0.21 of miss rate at 1.00 of FPPI. The detection performance of using
the proposed descriptor with miss rate vs. FPPI is shown in Figure 6.11(b).
To verify the importance of motion information, we evaluated the proposed descriptor
on the ETH-A and ETH-B dataset. The evaluation was conducted on every 4th frame and
miss rate vs. FPPI was measured (since cropped positive and negative samples are not provided; instead, full images are given). Recall that the motion information was neglected by
computing the NR-LBP histograms on each individual input image instead of the diﬀerence
image. Figure 6.12 shows the DET curve of the detector using the proposed descriptor on the
ETH-A and ETH-B dataset. As shown in Figure 6.12, the combination of both appearance
and motion (marked as ”Combine”) could improve the detection performance in comparison to the separate use of either appearance (marked as ”Shape-based NR-LBP”) or motion
(marked as ”Shape-based Motion NR-LBP”). In particular, on the ETH-A dataset, at 1.0 of
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(a)

(b)
Figure 6.11: Performance evaluation on the INRIA dataset using FPPW (a) and FPPI (b).
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FPPI, with the use of motion and appearance, the improvement could be made with reducing the miss rate by 0.09 and 0.02 compared with the lonely use of appearance and motion
respectively. Figure 6.16 shows detection results on the ETH-A and ETH-B dataset. Detection results obtained using only the appearance, motion, and combination of appearance and
motion are also presented in this ﬁgure.
We also veriﬁed the impact of κ in (6.8) on the overall performance of the proposed
descriptor. We have found that using κ to ﬁlter out irregular sets of key points could slightly
improve the recognition accuracy. For example, as shown in Figure 6.13, on the INRIA
dataset, without using κ (i.e. κ = 0), the miss rate at 1.00 of FPPI increased by about 4%
(compared with when κ = 0.37). We have tried κ with various values from 0.0 to 5.0 and
found that κ = 0.37 gave the best performance.
The detection system was implemented on a Pentium (R) CPU 3.40 GHz, 2.00 GB of
RAM computer. For a 640 × 480 image with 0.2 scale stride and 10-pixel spatial stride, 6097
detection windows were generated in which, on the average, roughly 4700 windows could
be ﬁltered out when κ was set to 0.37. This indicates that the use of κ could accelerate the
detection. Furthermore, experimental results have shown that most of computations were
spent on the kernel SVM classiﬁer. In particular, the processing time of the whole system
was about 30 seconds per 640 × 480 image and template matching took roughly 1.8 seconds
of the total time. Employing advanced classiﬁers, e.g. intersection kernel SVM [96], might
improve the computational performance. However, development of robust classiﬁers is not
the main focus of this thesis.

6.4.3

Comparison

In addition to conducting experiments on performance evaluation, comparisons to a baseline
system as well as the state-of-the-art descriptors were also performed. The INRIA dataset
was used for comparison.
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(a)

(b)
Figure 6.12: Performance evaluation on the ETH-A (a) and ETH-B (b) dataset using FPPI.
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Figure 6.13: Detection performance on the INRIA dataset with and without using κ.

Comparison to a Baseline
To verify that key point-based feature extraction is robust in describing non-rigid objects
having multiple postures and viewpoints, and that the NR-LBP is more compact and discriminative compared with the LBP, the following experiments were conducted: grid-based
feature extraction + LBP, grid-based feature extraction + NR-LBP, key point-based feature
extraction + LBP, and key point-based feature extraction + NR-LBP. We use grid-based feature extraction + LBP as the baseline for comparisons.
In particular, the grid-based feature extraction scheme proposed by Dalal et al. [22]
was employed. Each 64 × 128 detection window is represented by a dense grid of 7 × 15
overlapping blocks of 16×16 pixels. Blocks are horizontally and vertically tiled by an 8-pixel
overlap. Each block is encoded by a histogram of LBPs/NR-LBPs of all pixels belonging to
that block. The histogram is then normalised using L1 -square norm. Note that in this case, the
centres of blocks can be considered as key points distributed densely in a regular grid. The
object descriptor is ﬁnally created by concatenating the LBP/NR-LBP histograms extracted
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at all blocks. The dimension of the feature vector (object descriptor) is 7 × 15 × 59 = 6195
and 7 × 15 × 30 = 3150 when the LBP and NR-LBP is used respectively.
Figure 6.14 shows the performance of the baseline and proposed descriptor on the INRIA
dataset. As can be seen, the NR-LBP gives better performance compared with the LBP in
both of the cases of grid-based and key point-based feature extraction. For example, for key
point-based feature extraction, we have found that at 0.00 of FPPW, with the use of LBP,
the detector incurred a miss rate of 0.045, i.e. 1% higher than the miss rate when using the
NR-LBP (see Table 6.1). This observation is consistent with the results obtained using the
ISM detection method presented in Chapter 5. We note that the NR-LBP descriptor oﬀers
lower dimension (as half as the LBP descriptor), thus save memory usage of the detection
algorithm. Figure 6.14 also shows that key point-based feature extraction outperforms gridbased feature extraction for both of the appearance descriptors LBP and NR-LBP.
Comparison to the State-of-the-Art
We also compared the proposed descriptor with other state-of-the-art object descriptors.
Since the thrust of this thesis is the exposition of an object description method with shapebased feature extraction and NR-LBPs, it is reasonable to conduct the comparison with
respect to object description. In particular, the comparison was performed with the existing object descriptors using rectangular features in [158], HOG in [22], covariance feature
(Cov) in [155], edgelet in [171], generalised Haar + feature Mining (labelled as G. Haar)
in [25], shapelet in [135], HOG + object structure in [152], semantic LBP (SLBP) in [108],
cell-structured LBP (CSLBP) in [165], the combination of HOG-LBP proposed in [165],
CHOG + HOG in [124], adaptive contour features (ACF) in [43], and pose-invariant HOG
(PoseInvHOG) in [91]. The comparison is shown in Figure 6.15(a) in which the results of
other descriptors are from the original works. All of these results are generated on the same
dataset (the INRIA set) with the same number of positive and negative samples. We note
that for the evaluation using FPPW, cropped samples were classiﬁed and neither NMS nor
postprocessing to merge overlapping negative samples was employed. Thus, the detection
can be considered as recognition.
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(a)

(b)
Figure 6.14: Detection performance of the baseline (grid-based feature extraction + LBP)
and proposed descriptor with its variants with FPPW (a) and FPPI (b) evaluation.
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Since some descriptors were evaluated at the high miss rate and low FPPW, e.g. the
HOG-LBP descriptor [165], the comparison will be moved to 0.034 of miss rate and presented in Table 6.1. Some successful and missed detection results are represented in Figure 6.17. As can be seen from this ﬁgure, humans in unusual postures and various views
could be recognised correctly using the proposed descriptor.
Table 6.1: The comparison on FPPW with state-of-the-art descriptors at 0.034 of miss rate.
Note that the numbers listed in this table are approximated.
Descriptor
Rectangular [158]
HOG [22]
Cov [155]
Edgelet [171]
G. Haar [25]
Shapelet [135]
HOG + object structure [152]
SLBP [108]
CSLBP [165]
HOG-LBP [165]
CHOG + HOG [124]
ACF [43]
PoseInvHOG [91]
Shape-based LBP
Shape-based NR-LBP

FPPW at 0.034 of miss rate
2.5 × 10−2
2.7 × 10−3
4.7 × 10−4
1.3 × 10−3
3.0 × 10−3
1.0 × 10−4
4.0 × 10−4
1.3 × 10−3
3.2 × 10−4
4.2 × 10−5
2.2 × 10−4
2.0 × 10−3
3.0 × 10−4
5.2 × 10−4
0.00

In addition, our descriptor achieved comparable results to the state-of-the-art when FPPI
is used (see Figure 6.15(b)). As shown in [26], there is no positive correlation between FPPW
and FPPI, i.e. a lower FPPI does not imply a lower FPPW and vice versa. This phenomenon
can be observed in many methods, e.g. [135, 91]. As explained in [26], the reason for this
discrepancy might be the contribution of the boundaries of cropped samples. Classiﬁers may
exploit this information through training to take advantage of FPPW-based evaluation. There
are also eﬀects of the sampling schemes and NMS algorithms.
In our case, since the features are extracted at key points located on the edges of the
objects, boundary elements are somehow eliminated from the feature vectors. However, we
may attribute the discrepancy by the choice of the parameters of the Canny edge detector
[16]. Those parameters include the Gaussian window size σ, lower and higher threshold
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ξ1 , ξ2 used in hysteresis. Recall that the key points are located on the edges generated using
the Canny edge detector. For FPPW measure, positive and negative samples are cropped and
normalised to a ﬁxed window size, e.g. 64 × 128. Thus, unique values of parameters can
be used. However, when FPPI is used, the input images (containing multiple objects) are
processed at various scales and the quality of edge images are aﬀected by the scale factor.
In addition, there have not been eﬀective ways to determine the appropriate values for those
parameters. If the thresholds (ξ1 and ξ2 ) are set too high, important edges on the object’s
contours in low contrast images might be missed. On the other hand, if the thresholds are
too low, the inner contours (inside the object’s body) and noise from cluttered backgrounds
might be captured. Similar eﬀects can be found when σ is adjusted. Figure 6.18 shows some
examples of the Canny’s edge maps created using diﬀerent values of (σ, ξ1 , ξ2 ). To overcome
this problem, enhancing the robustness of the edge detector may be required [99]. It is also
helpful to remove irrelevant edges using the context based knowledge [1, 178].
Although the HOG + Latent SVM [35] and grid-based HOG descriptor [22] outperform
the proposed descriptor when FPPI is used (as shown in Figure 6.15(b)), the proposed object
descriptor has lower dimension since only a few points on the edges are considered. For
example, if 80 key points and NR-LBPs are employed, the proposed object descriptor creates
a 30 × 80 = 2400-dimensional feature vector for each detection window. However, the
dimension of the grid-based HOG descriptor [22] is 3780 and that of the one used in HOG +
Latent SVM [35] is even larger than 3780 (since the HOG features are analysed at multiple
scales and part placements are considered in the feature vector).

6.5

Summary

This chapter presents a novel human descriptor that is able to capture both global shape and
local appearance/motion information. The descriptor is composed of the local appearance
and motion extracted at a set of key points. We proposed to locate the key points that best
capture the shape information of the object through template matching. In addition, NRLBP feature was employed to describe the local appearance and motion at each key point.
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The descriptor was evaluated in the task of human detection. Experimental results showed
that the proposed descriptor is able to describe humans with signiﬁcant pose articulations
and multiple views. It also performed well in environments with cluttered background and
illumination changes. Since the key points are located on the edges of the objects, improving
edge detection is considered for further improvement. In the next chapter, the proposed
object descriptor will be used to describe the full body as well as body parts of the human
object to conduct occlusion inference.
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(a)

(b)
Figure 6.15: Comparison with state-of-the-art (on the INRIA dataset) using FPPW (a) and
FPPI (b). This ﬁgure is best viewed in colour.
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Figure 6.16: Some detection results on the ETH dataset. From left to right: Using only
appearance, motion, and combination of appearance and motion.
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(a)

(b)

(c)
Figure 6.17: Some detection results on the INRIA dataset. (a) True detection in which
humans are in various viewpoints and articulations. (b) Miss detection. The number under
the each image is its corresponding conﬁdence score. (c) Some other detection results.
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(a)

(b)

(c)

(d)
Figure 6.18: (a) Grayscale images. (b), (c), and (d) are the edge maps created from (a) using
Canny edge detector [16] with (σ = 1.0, ξ1 = 0.2, ξ2 = 0.5), (σ = 1.2, ξ1 = 0.4, ξ2 = 0.7),
and (σ = 1.4, ξ1 = 0.6, ξ2 = 0.9) respectively.

Chapter 7
Occlusion Reasoning
In scenes containing a crowd of people, there is the possibility of occlusion. Such occlusion could be partial, with some parts of a human object covered by another object (interocclusion) or by other parts of itself (self-occlusion). The occlusion could also be total; that
is when we have the human object totally occluded by another. Detecting humans in this
type of scenes poses serious challenge as we need to resolve the diﬀerent types and levels
of occlusion. In this chapter, we propose a novel algorithm for partial inter-object occlusion. The algorithm uses a reasoning methodology based on variational mean ﬁeld to detect human objects. As reviewed in Chapter 3, the proposed algorithm is context-based but
general enough to accommodate various object detectors using diﬀerent types of features,
object representations, and classiﬁers. The algorithm proceeds by ﬁnding an initial set of
possible human objects (hypotheses) that can be detected using some human detector. Each
hypothesis is decomposed into a number of parts wherein the occlusion status of each part
is inferred through the reasoning process. Initial detections (hypotheses) with spatial layout
information are represented in a graphical model. The reasoning is implemented as an inference process, formulated as estimation of a marginal probability of the observed data in a
Bayesian network. In this thesis, the variational mean ﬁeld theory is employed as an eﬀective
estimation technique. The proposed method was evaluated on the popular datasets including
the CAVIAR, i-LIDS, and INRIA human datasets. Experimental results have shown that
the proposed algorithm is not only able to detect humans under severe occlusion but also
enhance the detection performance when there is no occlusion.
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Problem Deﬁnition and Formulation

One of the challenges of human detection is how to detect partially occluded humans. In
general, an object is considered occluded if it is not fully visible or observable by a human/computer vision system. We categorise this phenomenon into three diﬀerent types including self-occlusion, non-object-occlusion, and inter-object occlusion.
Self-occlusion is the case in which some parts of the object are occluded by other parts
of the same object. This type of occlusion is mainly caused by the variation of the camera’s
viewpoint or pose of the human object. Figure 7.1(a) shows examples of self-occlusion in
which, based on the posture and viewpoint, the arms of the human object are occluded and
un-occluded by the torso, similarly to the legs. It can be seen that at certain level of the
variation, the diﬃculty can be overcome by employing a multi-view object descriptor, e.g.
our proposed descriptor in Chapter 6 or [171]. Furthermore, in some cases, not all the parts of
the object need to be observed for accurate recognition. For example, when we consider the
human body, the arms and hands are subject to much variability because of articulation and
are often not seen clearly in low resolution images. Thus, they are not modelled separately
in part-based human detection algorithms, e.g. [170, 171, 92].
Inter-object-occlusion occurs when an object of interest is occluded by other objects. We
further distinguish between a type-I and type-II inter-object occlusion. A type-I inter-object
occlusion occurs when an object of interest is occluded by another object of the same type
(e.g. humans occluding other humans). A type-II inter-object occlusion occurs when an
object of interest is occluded by objects that are not of interest in the speciﬁc application.
For human detection, the type-I inter-object occlusion is often found in video surveillance
applications as shown in Figure 7.1(c). In these applications, the camera is set up to look
down towards the ground plane where inter-object occlusion can occur when a human object
is blocked by another human object standing between it and the camera. Examples of type-II
inter-object occlusion can be seen in Figure 7.1(b), wherein the humans are occluded by a
car, chair, table, ﬂag, and image border.
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(a)

(b)

(c)
Figure 7.1: Occlusion cases. (a) Self-occlusion. From left to right (visible parts): two arms two legs, one arm - two legs, one arm - one leg, two arms - one leg. (b) Non-object-occlusion.
(c) Inter-object occlusion where the ellipses represent occluded positions in the images.
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In this chapter, type-I inter-object occlusion is the focus and the purpose is to detect partially occluded humans; occlusion is caused by interaction with other human objects in the
scene. The solution to the problem includes two sub tasks: modelling the inter-object occlusion and determining the occlusion status of parts of human objects in the scene. Hereafter
we refer the type-I inter-object occlusion simply as inter-object-occlusion.
Suppose we are given an input image I and an initial set of hypotheses about the presence of humans (bounding boxes), H = {h1 , h2 , ..., hX } detected using some detector. In this
chapter, the full human detector proposed in Chapter 6 is employed (i.e. shape-based nonredundant local binary pattern descriptor with a SVM holistic classiﬁer C). The overview
of the initial detection is given in Figure 3.1. The initial set of hypotheses is created by selecting hypotheses hi that satisfy C(F l(hi ) ) ≥ φ. Here, F l(hi ) is the feature vector describing
a candidate object hi at its location l(hi ) deﬁned in (6.9); C(F l(hi ) ) denotes the conﬁdence
(classiﬁcation) score; and φ is a detection threshold which represents the trade-oﬀ between
true detections and false alarms. The threshold, φ, is set so that many false positives are
included and true positives are not missed.
We model the inter-object occlusion as a graph G(V, E), where V and E represent the
set of vertices and edges respectively. The graph G can be created as follows. For each
hypothesis hk , k ∈ {1, ..., X}, we assign a binary value to indicate that the hypothesis hk is
a false positive (value of 0) or true positive (value of 1). Let ok denote the corresponding
image region of a hypothesis hk , given H, the corresponding image data O = {o1 , o2 , ..., oX }
can be obtained. As the values of hk , k ∈ {1, ..., X} are to be determined, we treat them as
hidden nodes (i.e. state variables) while the image data ok , k ∈ {1, ..., X} are considered as
observable nodes. Finally, we deﬁne V = {H, O}.
For the edges E, there are two types: observation-state edge and state-state edge. The
observation-state edges connecting hk and ok represent the observation likelihood p(ok |hk ).
For overlapping hypotheses, there may exist an inter-object occlusion relationship, thus a
link between those hidden nodes, i.e. state-state edge, is added. We have observed that,
because of the perspective rule, if hk is occluded by h j then the image region of h j is larger
than that of hk and foot position of h j is higher than that of hk (with image coordinate shown
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Figure 7.2: Ground plane in 3D scene and corresponding 2D captured image.

Figure 7.3: Left: initial detection hypotheses, Right: the graphical model in which ellipses
represent local groups.

in Figure 7.2). This observation is reasonable and has been used widely in most surveillance
systems, e.g. [170, 92, 184, 9, 28]. In our model, this property is exploited in deﬁning statestate edges. In particular, if hk is occluded by h j (determined by the foot positions and/or
image areas), there is an edge from h j to hk with a probability p(hk |h j ). This design implies
that the presence of h j aﬀects the detection of hk , but not vice versa, since h j occupies the
view space of hk from the camera. Figure 7.3 shows an example of the graphical model G.
As can be seen, G can be considered as a Bayesian network in which hk and ok are state and
observed variables.
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The initial set of hypotheses, H, may contain false alarms (i.e. incorrect assignment of
values to hk ). This is because the initial detection is performed based on recognising individual image windows independently without considering the geometrical layout of humans in
the scene. Note that reﬁning this set is considered as making inference on appropriate values
of hypotheses hk in estimating the marginal probability of the observed data:
log p(O) = log

p(O|H)p(H)dH

(7.1)

H

where p(H) is the prior and p(O|H) is the likelihood of obtaining the observed data O given
states H.
Since each hk takes a binary value, a brute force estimation of (7.1) would require O(2X )
operations. In the next section, we propose an algorithm to eﬀectively estimate log p(O)
using the variational mean ﬁeld method.

7.2

Reasoning Using Variational Mean Field Method

The reasoning relates to inferring the occlusion status of parts of the human objects and
hence requires part detectors. We deﬁne partial feature vectors F1 , F2 ,..., FN describing the
object parts in a similar manner to creating the holistic feature vector presented in (6.9). In
particular, given an image window I at location l and template model M = {P1 , P2 , ..., PN }
representing shapes of parts, the partial set of key points Sli (I, Pi ) corresponding to each part
i ∈ {1, ..., N} at location li is extracted using (6.2). For each part i ∈ {1, ..., N}, the NR-LBP
histograms hr(p) of a (2L +1)×(2L +1)-local regions r(p) centered at key points p ∈ Sli (I, Pi )
are computed, normalised, and concatenated into a partial feature vector describing part i.
Formally, we deﬁne,
Fi =



hr(p) (b)

(7.2)

p∈Sli (I,Pi ),b∈{1,...,B}

Partial feature vectors of positive and negative samples are used to train the corresponding
partial classiﬁers Ci , i ∈ {1, ..., N}. In initial detection, in addition to detecting a set of human
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hypotheses, for each candidate, a set of best matching part templates {Ti }, i ∈ {1, 2, ..., N} are
also determined as in (4.17). This set is used to validate the conﬁgurations of human postures
in the later steps.
We now return to estimating log p(O). Instead of directly using (7.1), we approximate it
by ﬁnding a variational distribution Q that is also an approximation of the posterior p(H|O).
As presented in [81], this task can be transformed into an optimisation problem and solved
using variational mean ﬁeld method. In particular, an objective function is deﬁned as,
J(Q) = log p(O) − KL(Q(H)||p(H|O))
= log p(O) −

Q(H) log
H

= log p(O) −

Q(H)
dH
p(H|O)

Q(H) log Q(H)dH +
H

Q(H) log Q(H)dH +

= log p(O) −
H

= log p(O) −

Q(H) log
H

Q(H) log Q(H)dH +
H

=−

Q(H) log p(H|O)dH
H

Q(H) log p(H, O)dH − log p(O)
H

Q(H) log Q(H)dH +
H

p(H, O)
dH
p(O)
Q(H)dH
H

Q(H) log p(H, O)dH
H

= H(Q) + E Q {log p(H, O)}

(7.3)

where KL is the Kullback-Leibler divergence of two distributions [85], H(Q) is the entropy
of the variational distribution Q, and E Q {·} represents the expectation with regard to Q.
Since the KL-divergence is nonnegative, maximising the lower bound J(Q) with respect
to Q will give us an approximation J(Q∗ ) of log p(O) and Q∗ of the posterior p(H|O). In
addition, approximation of log p(O) corresponds to ﬁnding an appropriate variational distribution Q(H). In this thesis, the simplest selection of variational distributions which assumes
that all hidden variables are independent of each other is adopted. In particular, we assume,
X

Q(H) =

Qk (hk )
k=1

(7.4)

7.2. Reasoning Using Variational Mean Field Method

118

Thus, the entropy H(Q) can be rewritten as,
H(Q) =

X


H(Qk )

(7.5)

k=1

where H(Qk ) is the entropy of Qk .
Since Q(H) is fully factorised, J(Q) can be optimised with respect to each individual
component Qk at a time. Thus, J(Q) can be estimated by updating the k-th component while
other components remain unchanged, i.e.,
J(Q) = const. + H(Qk ) +

Qk (hk )E Q {log p(H, O)|hk }

(7.6)

hk

where E Q {·|hk } is the conditional expectation with respect to the variational distribution Q
given hk .
As presented in [81], maximising J(Q) can be obtained by computing Gibbs distributions
of Qk (hk ):
Qk (hk ) ←

1 EQ {log p(H,O)|hk }
e
Zk

(7.7)

where Zk is the normalisation factor computed as,
eEQ {log p(H,O)|hk }

Zk =

(7.8)

hk

Update equations (7.7) and (7.8) will be invoked iteratively to increase the objective
function J(Q). However, it can be observed that the update of E Q {·|hk } depends only on hk and
hypotheses occluded by hk . In essence, the presence of a node hk aﬀects only the likelihood
p(ok |hk ) explaining how likely we have hk given observation data ok and likelihoods of nodes
occluded by hk . Thus, E Q {·|hk } can be factorised over a set of local groups containing nodes
related to hk where the update can be performed locally. In particular, let N(hk ) be the set of
neighbouring hidden nodes of hk , i.e. hidden nodes which are directly connected to hk . For
each node h j ∈ N(hk ), a local group c representing the dependency of h j on hk is deﬁned as
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ck, j = (hk , ok , h j , o j ). Figure 7.3 shows an example of groups. The update can be performed
simply as,
E Q {log p(H, O)|hk } ←


h j ∈N(hk )

Q j (h j ) log ψ(ck, j )

(7.9)

hj

where ψ(ck, j ) is the potential function of the group ck, j . It can be computed as in a conventional Bayesian network:
ψ(ck, j ) ≡ p(hk , ok , h j , o j ) = p(ok |hk )p(h j |hk )p(o j |h j )p(hk )

(7.10)

where p(ok |hk ) represents the likelihood of the human hypothesis hk given the observation ok .
p(hk ) is the prior of the presence of hk and p(h j |hk ) indicates a state transition in a Bayesian
network.
Since H is revised iteratively, (7.9) needs to be updated accordingly with current settings
of H. For example, at each time and based on a particular setting of H, for each hypothesis
hk , k ∈ {1, ..., X}, visible parts are determined using (7.15) and the likelihood p(ok |hk ) can be
re-evaluated as,
⎧
⎪
⎪
⎪
⎪
⎪
⎨φ,
p(ok |hk ) = ⎪
⎪
⎪
⎪
⎪
⎩ p({Ti }, {Ci (Fi (hk ))}|hk ),

if hk = 0

(7.11)

if hk = 1

where φ is the detection threshold used to obtain the initial set of hypotheses. Note that
{Ti } and {Ci (Fi (hk ))} are the sets of best matching part templates and corresponding partial
classiﬁcation scores which can be used to interpret the observation ok .
Assuming that {Ti } and {Ci (Fi (hk ))} are statistically independent variables given hk , (7.11)
can be rewritten as,
⎧
⎪
⎪
⎪
⎪
⎪
⎨φ,
p(ok |hk ) = ⎪
⎪
⎪
⎪
⎪
⎩ p({Ti }|hk )p({Ci (Fi (hk ))}|hk ),

if hk = 0
if hk = 1

(7.12)
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Since parts are detected independently, they may not necessarily form any valid conﬁguration. {Ti }, therefore, can be used to validate the combination of body parts. It is considered
as the co-occurrence of part templates that represents a valid human posture (as hk = 1) and
computed oﬀ-line as,
p({Ti }|hk = 1) =

1
1+

e−m f ({Ti })

(7.13)

In (7.13), m is an empirical parameter and f ({Ti }) is the frequency with which parts {Ti }
co-occur.
The term p({Ci (Fi (hk ))}|hk = 1) in (7.12) can be calculated as,
p({Ci (Fi (hk ))}|hk = 1) ∝

N


vi Ci (Fi (hk ))

(7.14)

i

where vi is a binary parameter indicating whether the part i is occluded or not. More precisely, we deﬁne,
⎧
⎪
⎪
⎪
⎪
⎪
⎨1, if occ(i) < δ
vi = ⎪
⎪
⎪
⎪
⎪
⎩0, otherwise

(7.15)

where occ(i) indicates the ratio of the area of part i occluded by other detection hypotheses
and δ represents the degree of occlusion accepted by the method.
Essentially, p({Ci (Fi (hk ))}|hk = 1) deﬁned in (7.14) is the sum of the classiﬁcation scores
of visible parts of a hypothesis hk . To make the likelihood p(ok |hk ) invariant of the number
of visible parts, p({Ti }|hk = 1) is used to compensate p({Ci (Fi (hk ))}|hk = 1) in (7.12) when
occlusion occurs. For instance, with the part model M used in Chapter 6, (i.e. a human body
is decomposed into N = 4 parts including top, bottom, left, and right) and assuming that
only the bottom part is occluded, p({Ci (Fi (hk ))}|hk = 1), i ∈ {top, le f t, right} would decrease
while p(Ttop , Tle f t , Tright |hk = 1) > p(Ttop , Tbottom , Tle f t , Tright |hk = 1). In implementation,
the prior of the conﬁgurations p({Ti }|hk = 1) can be precomputed and accessed in a look-up
table; thus there is no computational overhead associated with its usage.
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To compute (7.9), we assume that p(hk = 0) = 1 − p(hk = 1) = ρ and p(h j |hk ) =  for all
hk , h j ∈ {0, 1}. In addition, if hk does not occlude any other hypotheses (e.g. h1 in Figure 7.3),
ψ(c) will be simpliﬁed to p(ok |hk ) as the presence of hk does not aﬀect any other hypotheses.
This means that E Q {log p(H, O)|hk } depends only on the likelihood of hk to the observation
ok . We initialised Qk (hk = 1) = 1 − Qk (hk = 0) = ν. Finally, if Qk (hk = 1) ≥ Qk (hk = 0),
hk is set to 1, (i.e. true detection) and p(ok |hk ) is re-evaluated using (7.12) with current
setting of hk . When the optimal Q∗ is found, the corresponding subset of hypotheses hk = 1
is determined. This subset provides the ﬁnal detection results. The proposed reasoning
algorithm is summarised in Algorithm 1.
Unlike greedy-based occlusion reasoning (e.g. [170, 92, 9]), our method tests each hypothesis and its occlusion status is veriﬁed (by adding/removing) more than once. The presence (state) of each hypothesis is determined by its likelihood and the likelihoods of its
neighbours to maximise the objective function. Such a reasoning method avoids rejecting
hypotheses too early as in the greedy approach where each hypothesis has no chance to be
reconsidered once it has been rejected. In addition, compared with other window-based occlusion reasoning methods (see [165, 29]), our proposed method oﬀers a general framework
where full and partial detectors can be implemented using diﬀerent types of features, object
representations, and classiﬁers. For example, in [165] grid-based object representation and
linear SVM are required while in [29] motion and depth information (stereo images) are
necessary for reasoning.

7.3
7.3.1

Experimental Results
Experimental Setup

The partial and full shape-based NR-LBP human descriptor proposed in Chapter 6 were used
in our experiments. Values of the parameters of the human descriptor were also set similarly.
For parameters related to occlusion reasoning, without any knowledge about occlusion cases,
we set δ deﬁned in (7.15) to 0.5, ρ = p(hk = 0) = 1 − p(hk = 1) = 0.5,  = p(h j |hk ) = 0.5,
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Algorithm 1 Reasoning Algorithm
stop = FALS E
J(Q∗ ) = 0
while stop == FALS E do
J(Q) ← 0
stop ← T RUE
for k = 1 to X do
H(Q) ← H(Q) − H(Qk )
Update Qk (hk ) and E Q {·|hk }
H(Q) ← H(Q) +H(Qk )
J(Q) ← H(Q) + h Qk (hk )E Q {·|hk }
k
if J(Q) > J(Q∗ ) then
stop ← FALS E
J(Q∗ ) ← J(Q)
if Qk (hk = 0) > Qk (hk = 1) then
hk ← 0
else
hk ← 1
end if
end if
end for
end while
and ν = Qk (hk = 1) = 1 − Qk (hk = 0) = 0.5. In addition, φ is varied to represent the tradeoﬀ between true detections and false alarms. Through experiments, we have found that the
detection performance was not signiﬁcantly aﬀected by slightly changes of values of those
parameters and such values gave the best performance.

7.3.2

Performance Evaluation

We evaluated the proposed algorithm on three datasets A, B, and the test set of the INRIA
dataset. The set A was created by selecting 200 images (800th-1000th frame) of 384 ×
288-pixels with 1614 annotated humans from the OneStopMoveEnter1cor sequence of the
CAVIAR dataset [62]. The set B contains 301 images of 720 × 576-pixels extracted from the
Hard sequence of the i-LIDS dataset [71]. On this set, we labelled 3314 humans. Compared
with the set A, set B is more challenging due to the heavier level as well as the variation of
occlusion. We also verify the robustness of the proposed method in detecting non-occluded
humans. The test set of the INRIA dataset [66] was selected for this purpose.
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On the datasets A and B, the evaluation was conducted for two cases: on the whole set
and occluded humans. For occluded humans, we evaluated the reasoning method based on
diﬀerent levels of occlusion including: 20%-50%, 50%-70%, and more than 70%. We used
the detection error trade-oﬀ (DET) measure computed based on false positive per image
(FPPI) versus miss rate as the evaluation measure [26]. In general for object detection, the
precision-recall is often used. However, for evaluating the detection performance on only
occluded humans given the annotation of non-occluded and occluded humans, we believe
that the DET is more appropriate. This is because the precision is computed relative to the
number of false alarms while on the detection of occluded humans, only occluded humans
are considered and the number of positives may be much smaller than the number of false
alarms. Figure 7.4 shows the detection performance on the whole set and occluded humans
of both the test sets A and B. An illustration of the reasoning process with interim results on
the dataset A is presented in Figure 7.5. As can be seen from Figure 7.5, at each step of the
reasoning, false alarms could be removed and true detections could be recovered. Figure 7.6
shows some detection results.
On the INRIA dataset, 288 full images were used instead of cropped positive and negative samples. This is because the purpose of the experiment is to evaluate the robustness of
the occlusion reasoning algorithm rather than the human descriptor. In addition, occlusion
inference is performed based on the spatial layout of detection hypotheses in the scene which
is lacking when only cropped samples are used. Figure 7.7 shows the detection performance
on the INRIA dataset with and without using the reasoning algorithm. Interestingly, through
experiments we have found that although most of humans in this set are not occluded, the
reasoning algorithm could improve the detection performance. This is probably because the
reasoning process could remove false alarms which cannot be veriﬁed using a full human detector. Note that at the recall value of 0.6 the use of reasoning algorithm does not provide any
improvement when compared with the full detector. However, at lower recall rates (< 0.55),
the reasoning algorithm signiﬁcantly increases the precision compared with the original detector (i.e. full detector). Some detection results with and without reasoning algorithm are
presented in Figure 7.8. Since the INRIA dataset consists of non-occluded humans, partial
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(a)

(b)
Figure 7.4: Detection performance on the dataset A (a) and B (b).
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Figure 7.5: An illustration of occlusion reasoning in which green rectangles represent false
alarms.

Figure 7.6: Some results of human detection in occlusion.

7.3. Experimental Results

126

Figure 7.7: Detection performance of the full detector, partial detectors, and reasoning
method on the INRIA dataset.

detectors were also evaluated (as shown in Figure 7.7).
As the reasoning algorithm is an iterative process, the eﬃciency of the proposed method
needs to be evaluated. Recall that the occlusion inference is performed iteratively to maximise the objective function J(Q) and at each iteration all hypotheses are veriﬁed and the
corresponding update equations are invoked. Therefore, to evaluate the eﬃciency of the
proposed method, we count the total number of iterations performed to maximise J(Q) as
well as the real processing time required per frame. Those numbers depend on the number
of hypotheses and the frequency of occlusions. On the average, through experiments, we
have found that the number of loop times, e.g. on over 200 images of the set A, is about 2.1
and each 384 × 288 frame can be processed in approximately 0.25 seconds for the occlusion
reasoning.
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Figure 7.8: Illustration of occlusion reasoning on the INRIA dataset. A pair of images are
represented with left: initial result and right: after applying reasoning.
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Figure 7.9: Comparison with full detector and Lin’s method [91].

7.3.3

Comparison

To verify the robustness of the reasoning algorithm, we compared the human detector using
the reasoning method with the full detector. The comparison is shown in Figure 7.9. We used
the log-average miss rate (LAMR) proposed in [27] as the evaluation measure. The LAMR is
computed by averaging the miss rates at diﬀerent FPPI rates in the range from 10−1 to 100 . A
low value of the LAMR indicates better performing detection method. Through experiments,
we have found that, compared with the full detector, the reasoning method could improve the
detection performance. For example, the LAMR of the full detector was about 0.46 while it
was 0.34 by using the reasoning method (i.e. a reduction by approximately 12%).
We also compared our reasoning algorithm with other algorithms. In particular, the
greedy-based reasoning method proposed by Lin et al. [92, 91] and then used by Beleznai and Bischof [9] was selected for comparison. Essentially, in [92, 91], deciding whether
a hypothesis is true positive or false alarm is based only on the image likelihood of the hypothesis itself. In our reasoning method, as presented in (7.10), the eﬀect of the presence of
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a hypothesis on other hypotheses is taken into account. To obtain a fair comparison, we used
the same full and partial detectors and re-implemented the greedy-based occlusion reasoning
in [92, 91]. Experimental results have shown that our method outperforms Lin’s method. In
particular, the LAMR of Lin’s method was 0.39 which is 5% higher than that of our method.
This comparison is also presented in Figure 7.9.

7.4

Summary

This chapter presents an inter-object occlusion reasoning algorithm for detecting multiple
partially occluded humans using variational mean ﬁeld method. The proposed algorithm
is general enough to accommodate various human detectors using diﬀerent features, object
representations and classiﬁers. We model the inter-object occlusion as a graph and formulate the occlusion reasoning as estimation of a marginal probability of the observed data in a
Bayesian network. In this thesis, the variational mean ﬁeld method is employed to approximate such estimation. The reasoning algorithm was evaluated on the diﬀerent datasets and
experimental results show the robustness and eﬃciency of the proposed method in detecting
humans under severe occlusion.

Chapter 8
Conclusion

8.1

Summary

In this thesis we set out to devise and present methods of detecting humans from multiple
viewpoints and in diﬀerent postures under challenging environments. Human detection is a
crucial task in many computer vision applications including image and video content management, human motion analysis and driving assistance systems. We adopted the windowbased object detection approach [22] but focused on developing robust object descriptor,
local feature, and handling inter-object occlusion. The key contributions of the thesis are as
follows.
• An improved template matching method. We proposed a template matching method
that integrates both the spatial distances and edge orientations in template matching
and employs edge magnitudes in weighting a generalised distance transform (GDT).
The proposed method could reduce the impact of noise caused by weak edges in environments as well as improve the recognition accuracy by using orientation information.
Thus it is robust in the presence of cluttered background.
• Non-redundant local binary pattern (NR-LBP). Finding robust local features is one
of the main interests in object recognition and detection. In this thesis, we proposed a
variant of the popular local binary pattern (LBP), namely, non-redundant local binary
pattern (NR-LBP). The proposed local feature is insensitive to various illumination
conditions and adaptive to relative changes of the background and foreground. In
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addition, compared with the LBP, the NR-LBP is more compact.
• A local intensity distribution (LID) descriptor. As an extension of the LBP, a local
intensity distribution (LID) descriptor is introduced in this thesis. Compared with the
LBP, the LID oﬀers a descriptor with lower dimension, and at the same time provides
more discrimination by eﬃciently capturing distribution of local intensity diﬀerences.
We also proposed the use of Kullback-Leibler (KL) distance for eﬃciently comparing
two LID descriptors.
• A shape-based NR-LBP object descriptor. We proposed a novel object descriptor
for robust detection of articulated objects (e.g. humans) from multiple viewpoints
and in diﬀerent postures under realistic environments. The descriptor extracts local
features along the contour of the object and implicitly captures the object shape. In this
thesis, NR-LBP is considered as local feature to encode the local appearance and/or
motion of the object and contour templates are used to represent the object shape.
The proposed descriptor was employed to describe the human object in the task of
human detection from images and videos. Compared with the conventional grid-based
object descriptors, e.g. [22], the proposed descriptor can accommodate objects with
high intra-class shape variation since the object shape is well modelled and recognised
using contour templates.
• An inter-object occlusion reasoning method. The last contribution of the thesis is
the proposed inter-object occlusion reasoning method for detecting multiple and partially occluded humans in high interaction environments, such as surveillance applications. We modelled the inter-object occlusion in a Bayesian network and formulated
the reasoning problem as a marginal probability estimation of the observed data. The
variational mean ﬁeld method was used in the estimation.
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Limitations

The beneﬁts of the contributions presented in this thesis have been demonstrated in the various evaluative experiments. However there are limitations which could open opportunities
for further investigations or new lines of thought.
• As the proposed shape-based NR-LBP object descriptor employs contour templates to
represent the object shape, the robustness of the descriptor depends on the number of
templates used. In detecting objects with large intra-class variation of shape, a huge
number of templates are required. This leads to a trade-oﬀ between robustness and
eﬃciency. Large number of templates will lead to a more discriminative descriptor,
but at the cost of higher computational complexity and lower eﬃciency.
• In the proposed object descriptor, edge template matching is used to detect a set of
key points that best capture the object shape. Thus, the performance of object detection depends on the quality of image edges and the robustness of edge detectors.
Through experiments, we have found that in addition to creating boundary contours of
the objects, edge detectors, e.g. Canny’s detector [16], often generate turbulent edges
belonging to the background or from the internal structures, e.g. textural regions, inside the objects. These unexpected edges aﬀect the descriptor by providing dubious
locations from which the key points can be selected. In addition, the edge detectors
are sensitive to the scale factor but during detection the input image is often processed
at various scales.
• The proposed occlusion reasoning method is limited to surveillance applications where
humans are occluded by other humans (we referred to this as type-I inter-object occlusion). In addition, the camera is set up to look down the ground plan so that the objects
(humans) that are closer to the camera have higher foot position (with respect to image
coordinate) compared with the objects farther from the camera.
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Future Work

• Human segmentation. A straightforward potential task is human segmentation which
is important for human shape registration [34], human gait analysis [164, 18] and action recognition [13, 153, 60] using human silhouette. In this thesis, since the contour
edges capturing shape of the humans can be obtained using template matching, there
are advantages to exploit these important cues to extract the outliers of the humans.
• Improving edge detection. Edge detection is important for object detection and
recognition. Thus, improving edge detection could lead to enhancing the robustness of
edge-based object detection and recognition algorithms. Robust edge detectors should
detect as many important edges as possible so that the template matching can select
a good set of key points and at the same time remove unimportant edges from the
textural structures or cluttered background (e.g. [51]). In severe illumination conditions, important edges representing shape of the human objects can be illusory or
even missed. To overcome this problem, contour grouping could be used. There are
a number of approaches to create contours from edges. One approach is to use local
information [99] while the other employs higher-level information from object models
[178, 1]. However, extracting human boundary contours is still a diﬃcult task because
of the variability of human appearance, e.g. clothing. Furthermore, in many cases the
colour or texture of the background and foreground are very similar.
• Fast template matching. To cover a large number of human shapes, more templates
should be used. However, this would substantially increase the computation during the
template matching. Fast template matching, therefore, is a need for future research.
Approximating edge pixels in the edge map by segments as proposed in [94] could
reduce the number of edge pixels used in template matching and thus may speed up
the template matching process. Hierarchical template matching, e.g. [46] could also
be adopted.
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• Detecting humans in various poses. As human is a non-rigid object with high articulation, the shape and appearance of humans are variable, depending on human poses
and/or camera views, e.g. players in sport (see Figure 8.1). Therefore, detecting humans in various poses is challenging and provides opportunity for future research. This
also leads to the need to develop robust object descriptors and/or features which are
invariant under large deformation of human poses.
• Developing invariant local features. Invariant local features are important to describe
objects with high variability in pose and appearance. In this thesis, we proposed robust
local features such as NR-LBP and LID. Another worthwhile future work will be the
extension of these features to include invariant properties.

8.3. Future Work

Figure 8.1: Some examples of humans in diﬀerent views (the ﬁrst row) and poses.
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Appendix A
Fast Computation of Generalised Distance
Transform
In this section, we brieﬂy present an eﬀective algorithm for computing the generalised distance transform (GDT) and orientation map deﬁned in (4.8) and (4.12) respectively; and
determining the best matching (closest) edge points of a template through propagating the
distances in (6.3). The algorithm is based on the work of Felzenszwalb and Huttenlocher
[37] computing the squared Euclidean distance transform.
We start from the one-dimensional squared Euclidean GDT which is deﬁned on a onedimensional grid G = {0, ..., n − 1} and a function f : G → R as,
d f (p) = min{(p − q)2 + f (q)}
q∈G

(A.1)

It can be seen from (A.1) that for a given point p, for all q ∈ G, we have: (p − q)2 +
f (q) ≥ f (q) in which (q, f (q)) is a minimum of a parameterised parabola P(q) : y = (x −
q)2 + f (q). Intuitively, this means that the computation of d f (p) corresponds to ﬁnding the
nearest parabola of p (see Figure A.1). Notice that it is not necessary that the parabola with
the minimum is (p, f (q)) is the best selection, e.g. parabola with (0, f (0)) and point 1 in
Figure A.1. This also means that not all parabolas are useful and need to be considered.
Therefore, to compute d f (p) we need to ﬁnd the lower envelope given a set of parabolas.
As can be seen in Figure A.1, parabolas may intersect each other. However, it is noticed
that two parabolas have at most one intersection as they are formed by the same formula. Let
s be the horizontal position of the intersection between two parameterised parabolas P(p)
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Figure A.1: Illustration of the lower envelope in one-dimensional squared Euclidean GDT.
This ﬁgure is copied from [37].

and P(q). In particular, s can be computed as,
s=

[ f (p) + p2 ] − [ f (q) + q2 ]
2p − 2q

(A.2)

We can observe that if q < p then P(q) is below P(p) and left of s (e.g. P(0) and P(2) in
Figure A.1), or P(q) is above P(p) and right of s (e.g. P(1) and P(2) in Figure A.1). Therefore, the lower envelope can be computed sequentially based on the positions of parabolas
and their intersections in which the parabolas are ordered according to their corresponding
horizontal grid locations. As illustrated in Figure A.1, the lower envelope can be formed by
parabolas and their intersections. To keep the positions of parabolas and intersections, two
arrays are used. The horizontal grid locations of parabolas are stored in an array v while
horizontal positions of intersections are kept in another array z in which z[i] and z[i + 1]
represent parabolas higher then the i-th parabola of the lower envelope. In addition, another
array u is employed to trace back the nearest parabolas of grid points. In particular, for each
point p ∈ G, its closest parabola is P(u[p]) where u[p] = arg minq∈G {(p − q)2 + f (q)}.
When a parabola P(q) is examined, its horizontal position of intersection s with the rightmost parabola, e.g. at v[k], which is computed so far is determined using (A.2). As shown
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Figure A.2: Illustration of two cases of intersected parabolas. Left: s > z[k]. Right: s < z[k].
This ﬁgure is copied from [37].

in Figure A.2, there are two cases to be considered. If s > z[k], then the parabola P(q) is
selected in the lower envelope. Otherwise, if s ≤ z[k], the parabola P(v[k]) should not be
part of the lower envelope, thus it will be removed and parabolas before P(v[k]) will be veriﬁed similarly until the condition s > z[k ], for some k < k, is satisﬁed. The pseudocode of
one-dimensional squared Euclidean GDT is shown in Algorithm 2.
As proved in [37], Algorithm 2 correctly computes the one-dimensional squared Euclidean GDT of f in O(n) time where n is the size of the grid G.
Now, if we extend this algorithm for the case of two-dimensional grid, i.e. image, G =
{0, ..., n − 1} × {0, ..., m − 1} and with a function Ψ : G → R, the two-dimensional squared
Euclidean GDT denoted as DΨ can be rewritten as,
DΨ (p) = min{(p.x − q.x)2 + (p.y − q.y)2 + Ψ(q)}
q∈G

=
=
=

min

{(p.x − x )2 + (p.y − y )2 + Ψ(x , y )}

x ∈{0,...,n−1},y ∈{0,...,m−1}

min

{(p.x − x )2 +

min

{(p.x − x )2 + dΨ|x (p.y)}

x ∈{0,...,n−1}
x ∈{0,...,n−1}

min

{(p.y − y )2 + Ψ(x , y )}}

y ∈{0,...,m−1}

(A.3)

where p.x and p.y denote the x- and y-coordinate of point p, dΨ|x (p.y) is the one-dimensional
squared Euclidean GDT computed using Algorithm 2 in which f is replaced by Ψ| x , i.e. only
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Algorithm 2 One-Dimensional Squared Euclidean GDT
procedure 1dGDT (input: f ; output:d f , u)
v : [0, 1, ..., n − 1]
z : [0, 1, ..., n]
k←0
v[0] ← 0
z[0] ← −∞
z[1] ← +∞
for q = 1 to n − 1 do
2
f (v[k])+(v[k])2 ]
s ← [ f (q)+q ]−[
2q−2v[k]
while s ≤ z[k] do
k ← k −12
f (v[k])+(v[k])2 ]
s ← [ f (q)+q ]−[
2q−2v[k]
end while
k ←k+1
v[k] ← q
z[k] ← s
z[k + 1] ← +∞
end for
k←0
for q = 0 to n − 1 do
while z[k + 1] < q do
k ←k+1
end while
d f (q) ← (q − v[k])2 + f (v[k])
u[q] ← v[k]
end for

140

points on the column x are considered.
As represented in (A.3), the computation of two-dimensional squared Euclidean GDT
can be performed by calculating one-dimensional squared Euclidean GDTs along columns
and then rows. Similarly to Algorithm 2, we need two two-dimensional arrays u x and uy to
keep track of the nearest parabolas along the two dimensions of the grid G. The computation
of two-dimensional squared Euclidean GDT is presented in Algorithm 3. As can be seen, the
computational complexity of Algorithm 3 is O(kmn) where k = 2 indicates the dimension of
the grid.
Algorithm 3 Two-Dimensional Squared Euclidean GDT
procedure 2dGDT (input:Ψ; output:DΨ , u x , uy )
u : [0, 1, ..., max{n, m} − 1]
d : [0, 1, ..., max{n, m} − 1]
f : [0, 1, ..., max{n, m} − 1]
for x = 0 to n − 1 do
f ← Ψ| x
1dGDT ( f, d, u)
for y = 0 to m − 1 do
DΨ (x, y) ← d[y]
u x [x][y] ← x
uy [x][y] ← u[y]
end for
end for
for y = 0 to m − 1 do
f ← DΨ|y
1dGDT ( f, d, u)
for x = 0 to n − 1 do
DΨ (x, y) ← d[x]
u x [x][y] ← u[x]
uy [x][y] ← uy [u[x]][y]
end for
end for
After performing Algorithm 3, for each point p ∈ G, we not only can compute the
distance value at p, i.e. DΨ (p) in (4.8), but also determine its closest point q in (6.3), which
propagates the distance transform value to p, as p∗ = (u x [p.x][p.y], uy [p.x][p.y]). Thus, the
orientation map at p can also be calculated as in (4.12). It is noticed that computing p∗ does
not increase the computational complexity of the two-dimensional squared Euclidean GDT.

Appendix B
Integral Feature Image for Fast Computation of
Histograms
Given an image I(WI , HI ) where WI and HI denote the width and height of I respectively.
Let hr denote the histogram of features, e.g. NR-LBPs, of a local rectangular region r =
Wr × Hr ⊆ I where 1 ≤ Wr ≤ WI and 1 ≤ Hr ≤ HI . As we need to scan the input image I at
S diﬀerent scales and approximately WI × HI locations, the number of sub regions examined
would be S × WI × HI approximately. In addition, assume that for each region r, Wr × Hr
operations are required to compute hr . Thus, the computational complexity of computation
of histograms over all possible local regions r could be O(S × WI × HI × Wr × Hr ). To reduce
the complexity, the integral feature image [158] is employed as follows.
Let f (x, y) ∈ {v1 , v2 , ..., vB } be the feature function deﬁned on I, e.g. f (x, y) = NR-LBPP,R (x, y).
As can be seen, B is the total number of possible values of f (x, y), i.e. the number of histogram bins. An integral feature image G computed based on f is considered as a threedimensional array of B × WI × HI elements and can be deﬁned as,
G[b][x][y] =

y
x 


1( f (x , y ) = vb )

(B.1)

x =0 y =0

where 1(·) is the indicator function, i.e. 1( f (x , y ) = vb ) = 1 if f (x , y ) = vb ; and 1( f (x , y ) =
vb ) = 0 otherwise.
Let m(v), v ∈ {v1 , v2 , ..., vB } be a mapping which is deﬁned as: m(v) = i if v = vi . G can
be computed eﬃciently in a recursive fashion given in Algorithm 4.
Now, assume that r = Wr × Hr denotes an image region whose the left-top corner is
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Algorithm 4 Computing the Integral Feature Image. Assume that G has been initialised by
0s.
for x = 0 to WI − 1 do
for y = 0 to HI − 1 do
for b = 0 to B − 1 do
G[b][x + 1][y + 1] ← G[b][x + 1][y] + G[b][x][y + 1] − G[b][x][y]
end for
G[m( f (x + 1, y + 1))][x + 1][y + 1]++
end for
end for

Figure B.1: For a particular bin b, the sum of values in the rectangle (A, B, C, D) (shaded



area), denoted as (A, B, C, D), can be calculated as (A, B, C, D) = (0, x + Wr − 1, C, y +



Hr − 1) − (0, x + Wr − 1, B, y) − (0, x, D, y + Hr − 1) + (0, x, A, y).

located at position (x, y). The histogram hr of features computed in r can be simply calculated
as,
hr (b) = G[b][x + Wr − 1][y + Hr − 1] − G[b][x + Wr − 1][y] − G[b][x][y + Hr − 1] + G[b][x][y]
(B.2)
Figure B.1 illustrates the computation of histograms of features using the integral feature
image. As can be seen in Algorithm 4, the integral feature image G can be computed in
O(WI × HI ) once in which the mapping m can be calculated in advance. In addition, using
(B.2) histograms can be obtained in a constant complexity irrespective of the size and location of the regions. Therefore, the computational complexity of computation of histograms
over all possible local regions r could be reduced to O(WI × HI ) which is much smaller than
O(S × WI × HI × Wr × Hr ).

Appendix C
Results of Car Detection
The proposed shape-based non-redundant local binary pattern object descriptor was also
evaluated in the task of car detection. We tested the descriptor on the UIUC car dataset [2].
This dataset contains 550 positive and 500 negative images for training and 170 images with
200 cars in the side view for testing. Cars are under diﬀerent resolutions and low contrast
with highly textured backgrounds.
As cars are rigid objects, we used 20 templates representing the full shape of cars in
side view with left and right proﬁle (these templates were also employed in [111]). Each
template was sampled at 80 points in which sampled points (of a template) were ordered in
clockwise. Figure C.1 shows sampled templates. In our implementation, at each key point,
the size L of a (2L + 1) × (2L + 1) local region was set to 7 proportionally to a 100 × 40
detection window. For evaluation, testing images were scanned with steps of 5 pixels and
2 pixels in the horizontal and vertical directions respectively. We also employed the same
evaluation scheme proposed by Agarwal and Roth [2]. Receiver operating characteristics
(ROC) and precision-recall (PR) were used as performance measure. Through experiment,
we have found that the proposed descriptor could achieve 97.5% of equal error rate (EER)1
with the use of PR, i.e. 195 true detected cars and 5 false alarms. Figure C.2 and Table C.1
show the PR, ROC curves and EERs of the proposed descriptor and some other descriptors
including the work of Agarwal and Roth [2] (interest point-based), Leibe et al. [87] (interest
point-based + implicit shape model), Shotton et al. [142] (grid-based + contour), and Zhang
et al. [179] (grid-based with various sizes of local regions + LBP).
1

EER is deﬁned as the detection rate at which the recall is equal to precision.
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Figure C.1: Sampled Templates.

Table C.1: The comparison on EER.
Descriptor
[2]
[87] without MDL
[87] with MDL
[142]
[179]
Our descriptor

EER
77.0%
91.0%
97.5%
92.8%
92.5%
97.5%

As shown in Table C.1, the proposed descriptor is comparable favourably against stateof-the-art. Furthermore, the proposed descriptor could achieve ≈ 90% of accuracy without
any false alarms, i.e. 1.0 of precision, which outperforms all compared descriptors. We
notice that in [179, 87], the training dataset was extended and larger than the original dataset
provided in [2] and the one used in our experiment. In addition, in [87], a postprocessing
step using minimal description length (MDL) to remove false alarms was applied. Without
this step, the EER of the descriptor in [87] was only 91.0% which is much lower than that of
the proposed descriptor.
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(a)

(b)
Figure C.2: (a) PR and (b) ROC curves on the UIUC car dataset.
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