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In this paper we consider a nonlinear two-point boundary value problem for
second order differential inclusions. Using the LeraySchauder principle and its
multivalued analog due to DugundjiGranas, we prove existence theorems for
convex and nonconvex problems. Our results are quite general and incorporate as
special cases several classes of problems which are of interest in the literature.
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1. INTRODUCTION
In this paper we examine the following nonlinear second order differen-
tial inclusion:
{x"(t) # F(t, x(t), x$(t)) a.e. on T=[0, b](x$(0), &x$(b)) # !(x(0), x(b)) = (1)
Here F : T_RN_RN  2RN"[<] and !=RN_RN  2RN_RN is a maxi-
mal monotone map. Our work here is partially related to those of Pruszko
[18], FrigonGranas [8], ErbeKrawcewicz [6, 7], Marano [13] and
KravvaritisPapageorgiou [12]. From these works Pruszko, Frigon
Granas and ErbeKrawcewicz used degree theoretic arguments based on
the topological transversality method of Granas. Marano used a different
approach based on a recent existence theorem due to Naselli Ricceri
Ricceri [15]. Finally KravvaritisPapageorgiou used the Green’s function
of their problem, combined with techniques from multivalued analysis
and some a priori bounds to obtain a solution. Only FrigonGranas [8]
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KravvaritisPapageorgiou [12] and Pruszko [18] considered the case of
nonconvex orientor field F(t, x, y). In all the other papers it is assumed
that F(t, x, y) has convex values. Moreover Pruszko [18] (see Theorems
4.44.7, pp. 3536), FrigonGranas [8] (see Theorem 6, p. 821), Marano
[13] and KravvaritisPapageorgiou [12] assume Dirichlet boundary con-
ditions. Only ErbeKrawcewicz [6, 7] considered certain special cases of
nonlinear boundary conditions (see Theorem 4.3, p. 205 in [6] and
Theorem 7, p. 168 in [7]). The problem that we study in this paper is in
many aspects more general than the ones considered in the above men-
tioned works, because our hypotheses on the data are in general weaker
than the ones used in the above mentioned papers. Moreover our formula-
tion is general enough to incorporate as special cases various problems
which have been studied in the past. At the end of the paper we derive as
corollaries of our main theorems, existence results for some characteristic
such problems, illustrating this way the generality of our formulation.
Problem (1) encompasses sophisticated control systems such as
(a) ‘‘Closed loop systems’’
x"(t)= f (t, x(t), x$(t), u(t)) a.e. on T
with u(t) # U(t, x(t)) a.e. on T.
(b) ‘‘Implicit control systems’’
f (t, x(t), x$(t), x"(t), u(t))=0 a.e. on T
with u(t) # U(t, x(t)) a.e. on T.
(c) ‘‘Deterministic systems with uncertainties’’
x"(t) # f (t, x(t), x$(t), u(t))+r(t, x) B 1 a.e. on T
with u(t) # U(t, x(t)) a.e. on T and r(t, x) being a function incorporating
errors of the model.
Setting F(t, x, y)= f (t, x, y, U(t, x)) in the first case, F(t, x, y)=[v # Rn :
0 # f (t, x, y, v, U(t, x))] in the second case and F(t, x, y)= f (t, x(t), x$(t),
U(t, x))+r(t, x) B 1 in the third, we replace the corresponding control
systems by the multivalued problem (1). To our knowledge this is the most
effective way to treat such general control systems.
2. PRELIMINARIES
In this section we will introduce our terminology and notation and we
will also recall some basic notions and facts from multivalued analysis that
we will be using in the sequel.
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By Pf (c)(RN) we will denote the set of all nonempty, closed (and convex)
subsets of RN. A multifunction (set valued function) F : T  Pf (RN) is said
to be measurable if for all x # RN the R+-valued function t  d(x, F(t))=
inf[&x&v& : v # F(t)] is Lebesgue measurable. In fact due to the complete-
ness of the Lebesgue _-field of T with respect to the Lebesgue measure, the
above definition of measurability of F( } ) is equivalent to saying that GrF=
[(t, v) # T_Rn : v # F(t)] # L(T )_B(RN) with L(T) being the Lebesgue
_-field of T and B(RN) being the Borel _-field of RN. A third equivalent way
to define the measurability of F( } ), is to say that there exists a sequence
[ fn]n1 of Lebesgue measurable functions such that F(t)=[ fn(t)]n1 for
all t # T. For details we refer to the survey paper of Wagner [19]. Given
F : T  Pf (RN) and 1p, by S PF we will denote the set of selectors of
F( } ) which belong to the space LP(T, RN); i.e. S pF=[ f # L
p(T, RN) : f (t) #
F(t) a.e. on T]. This set may be empty. It is easy to check using Aumann’s
selection theorem (see Wagner [19], Theorem 5.10) that S FP {< iff t 
inf[&v& : v # F(t)] # L p(T). The set S pF is closed in L
p(T, RN), convex iff F(t)
is convex for almost all t # T and bounded iff t  |F(t)|=sup[&v& :
v # F(t)] # L p(T). Also this set is decomposable in the sense that if (A, f1 , f2)
# L(T)_S pF_S
p
F , then /A f1+/Ac f2 # S
p
F .
Let Y, Z be Hausdorff topological spaces. A multifunction G : Y 
2Z "[<] is said to be upper semicontinuous (u.s.c.) (resp. lower semicon-
tinuous (l.s.c.)), if for all CZ closed, the set G&(C)=[ y # Y : G( y) & C{
<] (resp. G+(C)=[ y # Y : G( y)C]) is closed in Y. An u.s.c. multifunc-
tion G is closed i.e. the set GrG=[( y, z) # Y_Z : z # G( y)] is closed in
Y_Z with the product topology. The converse is true if G(Y) is compact
in Z. If Y, Z are metric spaces, then the lower semicontinuity of G( } ) is
equivalent to any of the following statements: (a) for every z # Z, y  dZ(z,
G( y)) is an u.s.c. R+ -valued function; and (b) if yn  y in Y as n  ,
then G( y) G( yn)=[z # Z : lim dZ(z, G( yn))=0]. For details we refer
to the well-written paper of DeBlasiMyjak [4]. Finally G( } ) is said to be
bounded if it maps bounded sets to bounded sets.
3. AUXILIARY RESULTS
In this section we prove certain auxiliary results that will be our tools in
obtaining the two main existence theorems in Section 4. We start with the
following proposition:
Proposition 3.1. If !: RN_RN  2RN_RN is a maximal monotone map
with (0, 0) # !(0, 0), 2p<, 1p+1q=1 and L : DL p(T, RN) 
Lq(T, RN) is defined by L (x)=&x" for x # D=[x # W 2, q(T, RN) : (x$(0),
&x$(b)) # !(x(0), x(b))], then L ( } ) is maximal monotone.
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Proof. To establish the maximal monotonicity of L ( } ), it suffices to
show that R(L +F )=Lq(T, RN) where F(x)(t)=&x(t)& p&2 x(t), t # T, x #
Lp(T, RN). This is an immediate consequence of Rockafellar’s characteriza-
tion of maximal monotonicity (see Zeidler [21], Theorem 32.F, p. 881)
and the fact that F(x)=&x& p&2p F (x) with F : L
p(T, RN)  Lq(T, RN)
being the normalized duality map on L p(T, RN); it is well known that
F (x)(t)=(|x(t)| p&2 x(t))(&x& p&2p ) (see for example Cioranescu [3],
Corollary 4.10, p. 72). So we need to show that for every g # Lq(T, RN), the
following boundary value problem:
{&x"(t)+&x(t)&
p&2 x(t)= g(t) a.e. on T
(x$(0), &x$(b)) # !(x(0), x(b)) = (2)
has a solution. To solve (2), first assume that g # C(T, RN) and for given
vectors v, w # RN consider the following boundary value problem:
{&x"(t)+&x(t)&
p&2 x(t)= g(t) a.e. on T
x(0)=v, x(b)=w = (3)
It is known (see for example Mo nch [14], Corollary 3.1) that problem (3)
above has a solution x=q(v, w) # W 2, q(T, RN) and by using Green’s for-
mula (i.e. integration by parts) we can easily check that this solution is in
fact unique.
Let x=q(v, w) and w1=q(v1 , w1). Using Green’s formula it follows that
((x$(0), &x$(b))&(x$1(0), &x$1(b)), (v, w)&(v1 , w1))R2N
=(x$(0)&x$1(0), v&v1)RN+(x$1(b)&x$(b), w&w1)RN
=&|
b
0
&x$(t)&x$1(t)&2 dt&|
b
0
(x"(t)&x"1(t), x(t)&x1(t))RN dt
But note that x"(t)&x"1(t)=&x(t)& p&2 x(t)&&x1(t)& p&2 x1(t) and recall
that the function . : RN  R+ defined by .( y)=(1p) &y& p is convex and
Gateaux differentiable with derivative .( y)=&y& p&2 y. Since the deriva-
tive of a convex function is monotone we obtain that b0 (x"(t)&x"1(t),
x(t)&x1(t))RN dt0. Therefore the map \ : RN_RN  RN_RN defined by
\(v, w)=(&q(v, w)$ (0), q(v, w)$ (b)) is monotone.
We claim that \( } , } ) is continuous. To prove this it suffices to show that
q( , } , ) is sequentially continuous from RN_RN into W 2, q(T, RN) furnished
with the weak topology. Since W 2, q(T, RN) embeds compactly in
C 1(T, RN) (see for example Zeidler [21]), this will mean that q( } , } ) is con-
tinuous from RN_RN into C 1(T, RN), from which the claimed continuity
of \( } , } ) follows immediately. So let (vn , wn)  (v, w) in RN_RN as n  .
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Let xn=q(vn , wn) and x=q(v, w) and define #n(t)=(1&(tb)) vn+(tb) wn ,
n1, and yn(t)=xn(t)&#n(t). Evidently we have
{& y"n(t)+&yn(t)+#n(t)&
p&2 ( yn(t)+#n(t))= g(t) a.e. on T
yn(0)= yn(b)=0 = (4)
Take the inner product of (4) with yn(t) and then integrate over T. It follows
that
|
b
0
(&y"n(t), yn(t))RN dt+|
b
0
(&yn(t)+#n(t)& p&2 ( yn(t)+#n(t)), yn(t))RN dt
=|
b
0
(g(t), yn(t))RN dt (5)
Since yn(0)= yn(b)=0 from Green’s formula it follows that
|
b
0
(&y"n(t), yn(t))RN dt=|
b
0
&y$n(t)&2 dt (6)
Also note that
|
b
0
(&yn(t)+#n(t)& p&2 ( yn(t)+#n(t)), yn(t))RN dt
=|
b
0
&yn(t)+#n(t)& p dt
&|
b
0
(&yn(t)+#n(t)& p&2( yn(t)+#n(t)), #n(t))RN dt (7)
From the second integral on the right hand side of the above equality,
using Ho lder’s and Young’s inequalities, we obtain
|
b
0
(&yn(t)+#n(t)& p&2 ( yn(t)+#n(t)), #n(t))RN dt
|
b
0
&yn(t)+#n(t)& p&1 &#n(t)& dt
&yn+#n & pqp &#n&p \from Ho lder’s inequality; recall that p&1=pq+

=q
q
&yn+#n& pp +
1
= pp
&#n& pp (from Young’s inequality with =>0) (8)
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Moreover using once more Young’s inequality with the same =>0 as
above, we obtain
|
b
0
(g(t), yn(t))RN dt&g&q &yn&p

1
=qq
&g&qq+
= p
p
&yn& pp

1
=qq
&g&qq+2
p&1 =
p
p
&yn+#n & pp +2
p&1 =
p
p
&#n& pp (9)
Therefore combining (5), (6), (7), (8) and (9) above, we obtain
&y$n&22+&yn+#n &
p
p \2 p&1 =
p
p
+
=q
q + &yn+#n& pp
+\2 p&1 =
p
p
+
1
= pp+ &#n& pp +
1
=qq
&g&qq (10)
Choose =>0 so that 2 p&1(= pp)+(=qq)<1 and note that supn1 &#n&<
. So from (10) above we deduce that [ yn+#n=xn]n1 is bounded in
Lp(T, RN) and [ y$n]n1 is bounded in L2(T, RN). Then referring to (4) we
see that [ y"n=x"n]n1 is bounded in Lq(T, RN). Thus we can say that
[xn]n1 is bounded in W 2, q(T, RN) and since the latter is reflexive, by
passing to a subsequence if necessary, we may assume that xn w
w u in
W 2, q(T, RN) as n  . Hence x"n w
w u" in Lq(T, RN) and xn  u in C 1(T,
RN) as n   (recall that W 2, q(T, RN) embeds compactly in C 1(T, RN)).
Then in the limit as n   we get that
{&u"(t)+&u(t)&
p&2 u(t)= g(t) a.e. on T
u(0)=v, u(b)=w =
hence u=x=q(v, w). So we have proved that q(vn , wn) w
w q(v, w) in
W 2, q(T, RN) as n  , which as we already pointed out implies the con-
tinuity of \( , } , ). So \( , } , ) is a monotone, continuous and everywhere
defined map. Proposition 2.4 p. 26 of Brezis [2] tells us that \( , } , ) is maxi-
mal monotone. So if we define % : dom !RN_RN  2RN_RN by %(v, w)=
!(v, w)+\(v, w), we see that %( , } , ) is maximal monotone (see Brezis [2],
Corollary 2.7, p. 36 or Zeidler [21], Theorem 32.I, p. 897).
Now we will show that %( } , } ) is coercive. To this end note that
(!(v, w), (v, w))R2N+(x$(b), w)RN&(x$(0), v)RN
&(v, w)&

(x$(b), w)RN&(x$(0), v)RN
&(v, w)&
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(recall that !( } , } ) is maximal monotone and (0, 0) # !(0, 0))

b0 &x$(t)&2 dt+b0(x"(t), x(t))RN dt
&(v, w)&
(by Green’s formula)
=
b0 &x$(t)&
2 dt+b0 (&x(t)&
p&2 x(t)& g(t), x(t))RN dt
&(v, w)&
=
b0 &x$(t)&
2 dt+b0 &x(t)&
p dt&b0 (g(t), x(t))RN dt
&(v, w)&
(11)
Since x # W 2, q(T, RN), from the mean value theorem for integrals (see
for example HewittStromberg [10], Theorem 21.69, p. 420), we know
that there exists t0 # T such that &x(t0)&b=b0 &x(t)& dt. Then we can write
that
x(t)&x(t0)=|
t
t0
x$(s) ds t # T,
hence
&x(t)&&x(t0)&+|
t
t0
&x$(s)& ds
1
b
&x&1+- b &x$&2 for all t # T
and so
&(v, w)&c1(&x&p+&x$&2) for some c1>0. (12)
Using this in (11) above, we obtain
(!(v, w), (v, w))R2N+(x$(b), w)RN&(x$(0), v)RN
&(v, w)&

&x$&22+&x&
p
p &&g& b
1p &x&p
c1(&x$&2+&x&p)
=
&x$&22+&x&p (&x&
p&1
p &&g& b
1p)
c1(&x$&2+&x&p)
Combining this with (12) we see at once that
(%(v, w), (v, w))R2N
&(v, w)&
  as &(v, w)&  ,
which of course means that %( , } , ) is coercive. But recall that a maximal
monotone coercive operator is surjective (see for example Brezis [2],
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Corollary 2.4, p. 31 or Zeidler [21], Corollary 32.35, p. 887). Therefore
there exists (v, w) # dom ! such that (0, 0) # %(v, w) and so (x$(0), &x$(b)) #
!(x(0), x(b)) with x=q(v, w). Hence x # W 2, q(T, RN) solves (2) with
g # C(T, RN).
Now we remove the assumption that g # C(T, RN), so let g # Lq(T, RN).
Take [gn]n1 C(T, RN) such that gn  g in Lq(T, RN) as n  . Let
xn # W 2, q(T, RN) be solutions of
{&x"n(t)+&xn(t)&
p&2 xn(t)= gn(t) a.e. on T
(x$n(0), &x$n(b)) # !(xn(0), xn(b)), n1 = (13)
Taking the inner product of (13) with xn(t) and integrating over T, we
obtain
|
b
0
(&x"n(t), xn(t))RN dt+|
b
0
&xn(t)& p dt=|
b
0
(gn(t), xn(t))RN dt
As before using Green’s formula and the fact that (x$n(0), &x$n(b)) #
!(xn(0), xn(b)), we deduce that
|
b
0
&x$n(t)&2 dt+|
b
0
&xn(t)& p dt|
b
0
(g(t), xn(t))RN dt
From this and by using Young’s inequality with =>0, we deduce that
[xn]n1 is bounded in L p(T, RN) and then that [x$n]n1 is bounded in
L2(T, RN). Also directly from the equation we see that [x"n]n1 is bounded
in Lq(T, RN), therefore [xn]n1 is bounded in W 2, q(T, RN). Hence we
may assume that xn w
w x in W 2, q(T, RN) which implies that xn  x in
C 1(T, RN) as n  . So in the limit as n   we obtain
{&x"(t)+&x(t)&
p&2 x(t)= g(t) a.e. on T
(x$(0), &x$(b)) # !(x(0), x(b)) =
(recall that !( , } , ) being by hypothesis maximal monotone, has a closed
graph). Therefore x # W 2, q(T, RN) solves (2) with g # Lq(T, RN). Since
g # Lq(T, RN) was arbitrary, we conclude that L ( } ) is maximal monotone. K
As in the proof of the above proposition let F : L p(T, RN)  Lq(T, RN)
be the normalized duality map for L p(T, RN). Recall that F (x)(t)=
(|x(t)| p&2 x(t))&x& p&2p . Let L=F+L . If by (( , } , )) we denote the duality
brackets for the pair (L p(T, RN), Lq(T, RN)), then for x, y # D
((F (x)+L (x)&F ( y)&L ( y), x& y))((F (x)&F ( y), x& y))
From Zeidler [21], p. 861, we know that F( } ) is strictly monotone,
bijective. Also the maximal monotone operator F+L is coercive, hence is
surjective.
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Therefore we deduce that L&1=(F+L )&1 is well defined. The next proposi-
tion establishes a crucial property of L&1: Lq(T, RN)  W 1, p(T, RN).
Proposition 3.2. If ! : RN_RN  2RN_RN is a maximal monotone map
with (0, 0) # !(0, 0), 2p<, 1p+1q=1 and L=F+L , then L&1:
Lq(T, RN)  W 1, p(T, RN) is completely continuous.
Proof. Let [xn]n1 Lq(T, RN) such that xn w
w x in Lq(T, RN)
as n   and set yn=L&1(xn), n1. Note that (0, 0) # GrL and
((L( yn), yn))=&yn&2p+((&y"n , yn))&yn&
2
p . Hence &yn &
2
p&xn&q &yn&p ,
n1 and so &yn&p&xn&q , n1, from which we deduce that [ yn]n1 
Lq(T, RN) is bounded. Also note that xn=F ( yn)& y"n , n1, so [ y"n]n1
is bounded in Lq(T, RN). Moreover via Green’s formula and the fact that
!( , } , ) is monotone with (0, 0) # !(0, 0), we see that b0 &y$n(t)&
2 dt
b0 (&y"n(t), yn(t)) dt, hence [ y$n]n1 is bounded in L
2(T, RN).
So finally we deduce that [ yn]n1 is bounded in W 2, q(T, RN) (recall
that 2p< so 1<q2). Since W 2, q(T, RN) embeds compactly in W 1, p
(T, RN), by passing to a subsequence if necessary, we may assume that
yn  y in W 1, p(T, RN) as n  . Note that for every n1 ( yn , xn) # GrL
and L=F+L is maximal monotone as a map from L p(T, RN) in
Lq(T, RN) since by virtue of Proposition 3.1 it is the sum of two maxi-
mal monotone maps, the first of which, namely F ( } ), is everywhere
defined (see Zeidler [21], Theorem 32.I, p. 888). So GrL is demiclosed in
L p(T, RN)_Lq(T, RN) (i.e. sequentially closed in L p(T, RN)_Lq(T, RN)w)
and from this it follows that (x, y) # GrL, i.e. y=L&1(x), which proves that
L&1 is completely continuous. K
Now we will start dealing with (1) and more precisely we will examine
the multivalued superposition (Nemitsky) operator corresponding to
F(t, x, y). First we consider the case of a convex valued F(t, x, y) and we
impose the following set of conditions:
H(F)1 : F : T_RN_RN  Pfc(RN) is a multifunction such that
(i) t  F(t, x, y) is measurable;
(ii) (x, y)  F(t, x, y) is closed; and
(iii) |F( t, x, y) | = sup[&v& : v # F(t, x, y)]  #1(t , &x& ) + #2( t , &x& )
&y& p&1 a.e. on T with sup|r|k |#1(t, r)|’1, k(t) a.e. on T, ’1, k # Lq(T ),
sup|r|k |#2(t, r)|’2, k(t) a.e. on T, ’2, k # L(T ), 2p<, 1p+1q=1.
Let H : W 1, p(T, RN)  2Lq(T, RN) be defined by H(x)=[v # Lq(T, RN) :
v(t) # F(t, x(t), x$(t)) a.e. on T].
Lemma 3.3. If hypothesis H(F)1 (i) holds, then H : W 1, p(T, RN) 
Pfc(Lq(T, RN)) is u.s.c. into Lq(T, RN)w and bounded.
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Proof. That H( } ) has closed and convex values is clear. What is not
immediately clear is that H( } ) has nonempty values. This is due to the fact
that hypotheses H(F)1(i) and (ii) do not necessarily imply that for any
x # W 1, p(T, RN) the multifunction t  F(t, x(t), x$(t)) is measurable (super-
positional measurability; see Papageorgiou [17]). So for x # W 1, p(T, RN),
let [sn]n1, [rn]n1L p(T, RN) be sequences of simple functions such
that &sn(t)&&x(t)& a.e. on T, &rn(t)&&x$(t)& a.e. on T and sn(t)  x(t)
a.e. on T, rn(t)  x$(t) a.e. on T as n  . Then hypothesis H(F)1 (i)
implies that for every n1 the multifunction t  F(t, sn(t), rn(t)) is
measurable. Invoking Aumann’s selection theorem (see Wagner [19],
Theorem 5.10) for every n1 we obtain vn : T  RN a measurable map
such that vn(t) # F(t, sn(t), rn(t)) a.e. on T. Then by virtue of hypothesis
H(F)1(iii) and since x # W 1, p(T, RN)C(T, RN), we see that &vn(t)&
’1, M(t)+’2, M(t) &x$(t)& p&1 a.e. on T with M=&x& . Hence [vn]n1
Lq(T, RN) is bounded an so by passing to a subsequence of necessary we
may assume that vn w
w v in Lq(T, RN) as n  . Invoking Theorem 3.1 of
Papageorgiou [16], we have v(t) # conv lim[vn(t)]n1conv lim F(t, sn(t),
rn(t))F(t, x(t), x$(t)) a.e. on T (the last inclusion being a consequence of
hypothesis (H(F)1 (ii)). Since v # Lq(T, RN), we see that v # H(x) and this
proves the nonemptiness of the values of H( } ). Now we will show the
upper semicontinuity of H( } ). So let CLq(T, RN) be w-closed. We need
to show that H&(C)=[x # W 1, p(T, RN) : H(x) & C{<] is closed in W 1, p
(T, RN). To this end let [xn]n1H &(C) and assume that xn  x in
W 1, p(T, RN) as n  . Since W 1, p(T, RN) embeds continuously in C(T, RN)
we can find M1>0 such that &xn &M1 for all n1. Let v # H(xn) & C,
n1. Then by virtue of hypothesis H(F)1 (iii) we see that for all n1
&vn(t)&’1, M1(t)+’2, M1(t) &x$n(t)&
p&1=%n(t) a.e. on T and [%n]n1
Lq(T, RN) is bounded. So [vn]n1Lq(T, RN) is bounded and thus we
may assume that vn w
w v in Lq(T, RN) as n  . As above we can show
that v # H(x). Therefore v # H(x) & C which means that x # H&(C), thus
H&( } ) is closed proving the upper semicontinuity of H( } ). Finally from
hypothesis H(F)1(iii) it is clear that H( } ) is bounded. K
For the nonconvex case we will need the following conditions on
F(t, x, y):
H(F)2 : F : T_RN_RN  Pf (RN) is a multifunction such that:
(i) (t, x, y)  F(t, x, y) is graph measurable;
(ii) (x, y)  F(x, t, y) is l.s.c. a.e. on T; and
(iii) |F(t, x, y)|  #1(t, &x&) + #2(t, &x&) &y& p&1 a.e. on T with
sup|r|k |#1(t, r)|’1, k(t) a.e. on T, ’1, k # Lq(T ) sup|r|k |#2(t, r)|’2, k(t)
a.e. on T, ’2, k # L(T ), 2p<, 1p+1q=1.
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Lemma 3.4. If hypothesis H(F)2 holds, then H : W 1, p(T, RN) 
Pf (Lq(T, RN)) is l.s.c. and bounded.
Proof. It is clear from our hypotheses that H( } ) has values in Pf (Lq(T, RN))
and is bounded (note that by virtue of hypothesis H(F)2 (i) for every
x # W 1, p(T, RN), t  F(t, x(t), x$(t)) is measurable (superpositional
measurability)). So it remains to show that H( } ) is l.s.c. To this end let u #
Lq(T, RN) and consider the distance d(u, H(x)) in Lq(T, RN). We will show
that x  d(u, H(x)) is an u.s.c. R+-valued function. Using Theorem 2.2 of
HiaiUmegaki [11] we obtain:
d(u, H(x))=inf[&u&v&q : v # H(x)]
=inf {\|
b
0
&u(t)&v(t)&q dt+
1q
: v # H(x)=
=\|
b
0
d(u(t), F(t, x(t), x$(t)))q dt+
1q
Because of hypothesis H(F)2 (ii) (x, y)  d(u(t), F(t, x, y)) is u.s.c. So from
the above equality via Fatou’s lemma we deduce that x  d(u, H(x)) is
u.s.c., hence x  H(x) is l.s.c. K
4. MAIN RESULTS
In this section we prove our existence theorems for problem (1). Our
approach will also use the well-known ‘‘LeraySchauder Principle’’ (see
Zeidler [20], Theorem 6A, p. 245) and the following multivalued version
of it due to DugundjiGranas [5].
Theorem 4.1. If X is a Banach space, C # Pfc(X) with 0 # C and G : C 
Pkc(C) a multifunction which is u.s.c. and maps bounded sets to relatively
compact sets (i.e. G( } ) is a ‘‘completely continuous’’ multifunction), then the
following alternative holds:
either (a) G( } ) has a fixed point, i.e. there exists x # C such that
x # G(x); or
(b) the set [x # C: there exists * # (0, 1) with x # *G(x)] is unbounded.
We start with a ‘‘convex’’ existence theorem. For this we will need the
following stronger version of hypothesis H(F)1 :
H(F)3 : F : T_RN_RN  Pfc(RN) is a multifunction which satisfies
hypothesis H(F)1 and in addition we have:
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(iv) for almost all t # T, all x, y # RN and all v # F(t, x, y) we have
(v, x)RNc &x&2&; &x& &y&&a(t) &x& with 0<;<c, ;<min[c, 1] and
a( } ) # L1(T )+.
Theorem 4.2. If F : T_RN_RN  Pfc(RN) is a multifunction satisfying
hypothesis H(F)3 and ! : RN_RN  2R
N_RN is a maximal monotone map
with (0, 0) # !(0, 0), then problem (1) has a solution x # W 2, q(T, RN).
Proof. Observe that problem (1) is equivalent to the following abstract
operator inclusion:
L (x) # &H(x)
Hence (L +F)(x) # (&H+F)(x)=H1(x), where as before F : L p(T, RN) 
Lq(T, RN) is the normalized duality map of L p(T, RN). From Lemma 3.3
we know that H1(x) has values in Pfc(Lq(T, RN)) and it is w-u.s.c. and
bounded, while from Proposition 3.2 it follows that L&1=(L +F)&1:
Lq(T, RN)  W 1, p(T, RN) is completely continuous. Then problem (1) is
equivalent to the following fixed point problem
x # L&1H1(x)
with L&1H1 : W 1, p(T, RN)  Pfc(W 1, p(T, RN)) an u.s.c. multifunction map-
ping bounded sets to relatively compact sets. We aim at applying Theorem
4.1. So we will show that there exists M>0 such that for all * # (0, 1) and
all x # W 2, q(T, RN) satisfying x # *L&1H(x) we have &x&1, pM (here
& }&1, p denotes the norm of the Sobolev space W 1, p(T, RN)).
To this end let x # *L&1H1(x). Then (1*) x # L&1H1(x), hence L((1*) x) #
H1(x). This means that
{
F \1* x+ (t)&
1
*
x"(t) # &F(t, x(t), x$(t))+F (x)(t) a.e. on T
(x$(0), &x$(b)) # ! \1* x(0),
1
*
x(b)+ =
But recall that F is positively homogeneous. Hence F ((1*) x)(t)=(1*)
F (x)(t). Thus we obtain
{
&x"(t)+*v(t)=(*&1) F (x)(t) a.e. on T
=(x$(0), &x$(b)) # ! \1* x(0), 1* x(b)+
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with v # Lq(T, RN), v(t) # F(t, x(t), x$(t)) a.e. on T (i.e. v # H(x)). Take the
inner product of the above equation with x(t) and integrate over T.
We obtain
|
b
0
(&x"(t), x(t))RN dt+* |
b
0
(v(t), x(t))RN dt0 for all * # (0, 1]
As before using Green’s formula and the fact that ! is monotone with
(0, 0) # !(0, 0) we obtain
&x$&22|
b
0
(&x"(t), x(t))RN dt
Also from hypothesis H(F)3(iv) it follows that
|
b
0
(v(t), x(t))RN dtc &x&22&; |
b
0
&x(t)& &x$(t)& dt&|
b
0
a(t) &x(t)& dt
c &x&22&; &x&2 &x$&2&&a&1 &x&
(since W 2, q(T, RN)C1(T, RN))
So we can write
&x$&22+*c &x&
2
2*; &x&2 &x$&2+*&a&1 &x&
hence
c1 &x$&21, 2; &x&2 &x$&2+&a&1 &x& with c1=min[c, 1].
By hypothesis H(F)3 (iv) c2=c1&;>0 and c2 &x&21, 2&a&1 &x& . Because
W 1, 2(T, RN) embeds continuously in C(T, RN) we can find c3>0 such that
&x&c3 &x&1, 2 . Therefore at the end we obtain &x&1, 2c3 c2 &a&1=M1 ,
from which it follows that the solutions of x # *L&1H1(x) are bounded in
W 1, 2(T, RN) by M1>0 and this bound is independent of * # (0, 1).
Moreover we see that
&x"(t)&|F(t, x(t), x$(t))|+&F (x)(t)& a.e. on T
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hence
&x"(t)&q2q&1 |F(t, x(t), x$(t))|q+2q&1 &F (x)(t)&q a.e. on T
and so
|
b
0
&x"(t)&qq2
q&1 |
b
0
’1, c3M1(t)
q dt+2q&1 |
b
0
’2, c3M1(t)
q &x$(t)&q dt
+
2q&1
&x& p&2p |
b
0
&x(t)& p dt
Therefore there exists M2>0 independent if * # (0, 1) such that &x"&qM2 .
So we deduce that the solutions of x # *L&1H1(x), * # (0, 1) are bounded
in W 2, q(T, RN) with the bound independent of *. Since W 2, q(T, RN)
embeds continuously in W 1, p(T, RN), these solutions are also bounded in
W 1, p(T, RN) with the bound independent of *. So we can apply Theorem
4.1 to obtain x # *L&1H1(x). Hence x # W 2, q(T, RN) and
{x"(t) # F(t, x(t), x$(t)) a.e. on T(x$(0), &x$(b)) # !(x(0), x(b)) = K
We can also have a corresponding existence theorem for the ‘‘non-
convex’’ problem.
Our hypotheses on F(t, x, y) are now the following:
H(F)4 : F : T_RN_RN  Pf (RN) is a multifunction satisfying hypothesis
H(F)2 and condition (iv) of hypothesis H(F)3 .
Theorem 4.3. If F : T_RN_RN  Pf (RN) is a multifunction satisfying
hypothesis H(F)4 and ! : RN_RN  2R
N_RN is a maximal monotone map with
(0, 0) # !(0, 0), then problem (1) has a solution x # W 2, q(T, RN).
Proof. From Lemma 3.4 we know that H : W 1, p(T, RN)  Pfc(Lq(T, RN))
is l.s.c. and clearly has decomposable values. So we can apply Theorem 3,
p. 73 of BressanColombo [1] and get h : W 1, p(T, RN)  Lq(T, RN), a
continuous map, such that h(x) # H(x) for every x # W 1, p(T, RN). Set
h1(x)=&h(x)+F (x) and consider the operator equation x=*L&1h1(x),
* # (0, 1). Working as in the proof of Theorem 4.2, we can show that the
solutions of these equations are bounded in W 1, p(T, RN) with the bound
independent of * # (0, 1). So we can apply the LeraySchauder principle
and get x # W2, q(T, RN) such that x=*L&1h1(x), hence L (x)=h(x) and so
we conclude that x( } ) solves (1). K
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Next we present some special classes of problems which can be incor-
porated in the general framework of this work.
First let K1 , K2 # Pfc(RN) with 0 # K1 & K2 . Let $K1_K2 be the indicator
function of K1_K2 (i.e. $K1_K2(v, w)=0 if (v, w) # K1_K2 and +
otherwise). We let !=$K1_K2 (i.e. the subdifferential of $K1_K2). We know
that !(v, w)=NK1_K2(v, w)=NK1(v)_NK2(w), the normal cone to K1_K2
at (v, w). Evidently !( , } , ) is maximal monotone (in fact cyclically maximal
monotone) and (0, 0) # !(0, 0). In this case the differential inclusion under
consideration is the following:
x"(t) # F(t, x(t), x$(t)) a.e. on T
{ (x(0), x(b)) # K1 _K2 = (14)(x$(0), &x$(b)) # NK1_K2(x(0), x(b))
As a consequence of Theorems 4.2 and 4.3 we have the following corollary:
Corollary 4.4. If F : T_RN_RN  2RN "[<] is a multifunction satis-
fying hypothesis H(F)3 or H(F)4 and K1 , K2 # Pfc(RN) with 0 # K1 & K2 the
problem (14) has a solution x # W 2, q(T, RN).
Remark 1. None of the papers mentioned in the introduction can
accomodate the case of set-theoretic boundary conditions as those in
problem (14) above.
A special case of problem (14) is when K1=[0], K2=[0]. In this case
NK1_K2(0, 0)=NK1(0)_NK2(0)=R
N_RN, so there are no constraints on
the first order derivatives of x( } ) at t=0 and t=b. Hence we are dealing
with the Dirichlet (Picard) problem:
{x"(t) # F(t, x(t), x$(t)) a.e. on Tx(0)=x(b)=0 = (15)
Corollary 4.5. If F : T_RN_RN  2RN "[<] is a multifunction satis-
fying hypothesis H(F)3 or H(F)4 , then problem (15) has a solution x #
W 2, q(T, RN).
Remark 2. The Dirichlet problem was considered by Pruszko [18],
FrigonGranas [8] and Marano [13] but under more restrictive hypotheses
on F(t, x, y). We can also treat the problem x"(t) # F(t, x(t), x$(t)) a.e. on T,
x(0)=v, x(b)=w with v, w # RN not necessarily zero, provided we assume
that (t, x)  F(t, x, y) is graph measurable. Indeed if #(t)=(1&(tb)) v+
(tb) w and define F (t, x, y)=F(t, x+#(t), y+(w&v)b), then the above
differential inclusion is equivalent to u"(t) # F (t, u(t), u$(t)) a.e. on T,
u(0)=u(b)=0. Observe that F (t, x, y) satisfies the same conditions as
F(t, x, y).
121EXISTENCE THEOREMS FOR NONLINEAR BVPs
File: 505J 319116 . By:CV . Date:07:11:96 . Time:10:08 LOP8M. V8.0. Page 01:01
Codes: 2786 Signs: 1718 . Length: 45 pic 0 pts, 190 mm
A third special case of interest is the following problem
{ x"(t) # F(t, x(t), x$(t)) a.e. on TAx(0)+Bx$(0)=v, Cx(b)+Dx$(b)=w= (16)
Let A, B, C, D be N_N nonnegative symmetric matrices, B and D are non-
singular and B&1A=AB&1, D&1C=CD&1. Then if we define ! : RN_RN 
RN_RN by !(x, y)=(B&1Ax+v, D&1Cy+w) we see that ! is monotone
since from the commutativity hypotheses it follows that B&1A0, D&1C0
(see Halmos [9], p. 141). Thus we can state the following corollary:
Corollary 4.6. If F : T_RN_RN  2RN "[<] is a multifunction satis-
fying hypothesis H(F)3 or H(F)4 A, B, C, D are N_N nonnegative
symmetric matrices B and D are nonsingular and B&1A=AB&1, D&1C=
CD&1, then problem (16) has a solution x # W 2, q(T, RN).
Remark 3. Problems like (16) were considered by ErbeKrawcewicz
[6, 7].
Next let K=[(v, w) # RN_RN : v=w] and set !=$K=NK . Evidently K
is a subspace of RN_RN and so for every (v, w) # K, !(v, w)=$K (v, w)=
NK (v, w)=K==[(h, g) # RN_RN : h=&g]. Then the resulting boundary
value problem is the periodic one:
{x"(t) # F(t, x(t), x$(t)) a.e. on Tx(0)=x(b), x$(0)=x$(b) = (17)
Corollary 4.7. If F : T_RN_RN  2RN "[,] is a multifunction satis-
fying hypothesis H(F)3 or H(F)4 then problem (17) has a solution x #
W 2, q(T, RN).
Finally if * : RN_RN  RN_RN is a nonexpansive map such that
*(0, 0)=(0, 0), then if we set !(v, w)=(v, w)&*(v, w) we get a maximal
monotone map with !(0, 0)=(0, 0). In this case we are dealing with the
following boundary value problem
{ x"(t) # F(t, x(t), x$(t)) a.e. on Tx$(0)=x(0)&*1(x(0)), x$(b)=*2(x(b))&x(b)= (18)
where *=(*1 , *2).
Corollary 4.8. If F : T_RN_RN  2RN "[<] is a multifunction satis-
fying hypothesis H(F)3 or H(F)4 and * : RN_RN  RN_RN is a nonexpan-
sive map such that *(0, 0)=(0, 0), then problem (18) has a solution x #
W 2, q(T, RN).
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Finally let us indicate in more detail how we can analyze a closed loop,
second order nonlinear periodic control problem, using the results obtained
in this paper. Consider the following control system
x"(t)= f (t, x(t), u(t))+ g(x$(t)) a.e. on T
{ x(0)=x(b), x$(0)=x$(b) = (19)u(t) # U(t, x(t)) a.e. on T, u( } ) measurable
The hypotheses on the date of (19) are the following:
H(f) : f : T_RN_Rm  RN is a function such that
(i) t  f (t, x, u) is measurable;
(ii) (x, u)  f (t, x, u) is continuous a.e. on T;
(iii) & f (t, x, u)&#1(t, &x&, &u&) a.e. on T with sup[#1(t, r1 , r2) :
&r1&k, &r2 &k]’1, k(t) a.e. on T, ’1, k # Lq(T ); and
(iv) ( f (t, x, u), x)RNc &x&2&a(t) &x& for almost all t # T, all x # RN
and all u # U(t, x), with c1 and a # L1(T )+.
H(g) : g : RN  RN is continuous and &g( y)&; &y& with 0<;<1.
H(U) : U : T_RN  Pf (Rm) is a multifunction such that
(i) (t, x)  U(t, x) is measurable;
(ii) x  U(t, x) is l.s.c. a.e. on T; and
(iii) |U(t, x)|M for almost all t # T and all x # RN, with M>0.
We set F1(t, x)= f (t, x, U(t, x)). Evidently F1(t, x) # Pf (RN) for almost
all t # T and by redefining it on a Lebesgue-null set we may assume
that F1(t, x) # Pf (RN) for all (t, x) # T_RN. Because of hypothesis H(U)(i)
we can find a sequence of measurable functions un : T_RN  Rm, n1,
such that U(t, x)=[un(t, x)]n1 (see Wagner [19]). Hence F1(t, x)=
[ f (t, x, un(t, x))]n1 (see hypothesis H(f)(ii)), so by virtue of Theorem 4.2
of Wagner [19] (t, x)  F1(t, x) is measurable. Also let xn  x in RN as
n   and let v # F1(t, x). Then v= f (t, x, u) for some u # U(t, x). Because
of hypothesis H(U)(ii), we can find un # U(t, xn), n1, such that un  u in
Rm as n  . Then if we set vn= f (t, xn , un), n1, we have that
vn # F1(t, xn), n1, and vn  v in Rm as n  . So F1(t, } ) is l.s.c. a.e.
on T (see DeBlasiMyjak [4]). Now let F(t, x, y)=F1(t, x)+ g( y). If
v # F(t, x, y), then v=v1+ g( y) with v1 # F1(t, x) and so
(v, x)RN=(v1 , x)RN+(g( y), x)RNc &x&2&a(t) &x&&; &x& &y&.
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This combined with hypotheses H(f )(iii) and H(U)(iii), tells us that the
multifunction F(t, x, y) satisfies H(F)4 . So problem (17) with F(t, x, y) as
above has a solution x # W 2, q(T, RN) (see Corollary 4.7). Finally let
V(t) = [u # U(t, x(t)): x"(t) = f (t, x(t), u) + g(x$(t))]. Evidently V(t) { <
a.e. on T and by redefining it on a Lebesgue-null set we can have that
V(t){< for all t # T. Recalling that Caratheodory functions (like f ) are
jointly measurable, we see at once that V( } ) is graph measurable. So we
can apply Aumann’s selection theorem to obtain a measurable function
u : T  Rm such that u(t) # V(t) a.e. on T. Then [x, u] is an admissible
state-control pair for system (19). We would like to emphasize that the
control constraint set U(t, x) need not to be convex.
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