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Abstract
We consider a non-resonant system of finitely many bilinear Schro¨dinger equations with discrete spectrum
driven by the same scalar control. We prove that this system can approximately track any given system of trajectories
of density matrices, up to the phase of the coordinates. The result is valid both for bounded and unbounded
Schro¨dinger operators. The method used relies on finite-dimensional control techniques applied to Lie groups. We
provide also an example showing that no approximate tracking of both modulus and phase is possible
1 Introduction
1.1 Physical Context
The Schro¨dinger equation describes the evolution of the probability distribution of the position of a particle in the
space. The evolution of the Schro¨dinger equation can be modified by acting on the electric field, e.g., through the
action of a laser.
We will be interested in this paper in non-relativistic and non-stochastic Schro¨dinger equations on a domain (i.e.,
an open connected subset) Ω of Rd that is either bounded or equal to the whole Rd (d ∈ N). To each equation, we
associate a Schro¨dinger operator defined as
(x 7→ ψ(x)) 7→ (x 7→ −∆ψ(x)+V (x)ψ(x)), x ∈ Ω,
where ψ denotes the wave function and the real-valued function V is called the potential of the Schro¨dinger operator.
The wave function verifies
∫
Ω ψ2 = 1. We assume moreover that V is extended as +∞ on Rd rΩ, so that, in the case
Ω bounded, ψ satisfies the boundary condition ψ |∂Ω = 0. The controlled Schro¨dinger equation with one scalar control
is the evolution equation
i
dψ
dt =−∆ψ(x, t)+V (x)ψ(x, t)+u(t)W (x)ψ(x, t), (1)
where the real-valued function W is the controlled potential.
The control function u : [0,T ]→ R is chosen among a set of admissible control functions in order to steer the
quantum particle from its initial state to a prescribed target. A classical result of Ball, Marsden and Slemrod asserts
that in general, exact controllability is hopeless (see [4] and [9] for precise statements and a proof).
The approximate controllability of one particular system of the type (1) has already be proved by Beauchard using
Coron’s return method (see [5] and references therein). Approximate controllability results for general systems under
generic hypotheses were proved later with completely different methods in [6].
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An interesting question is the simultaneous control of several Schro¨dinger equations of type (1), describing the
evolution of several particles, driven by only one control. The most elementary case is the one where identical particles
are submitted to the same control field (that is, Schro¨dinger operator and controlled potential are the same for every
particle), but the initial positions and the targets differs from one particle to another. This problem is often referred as
control of density matrices by physicists. This case has already been successfully addressed in [6].
In this work, we study the approximate controllability of a system of density matrices, covering among others the
following two physicals situations:
In the first situation, we consider a set of particles of different natures, that is, their Schro¨dinger operators are all
different. Initial states and targets can be arbitrary. The control function u is the same for all particles.
In the second situation, we consider a set of identical particles, with the same Schro¨dinger operator, but with
different controlled potentials. This second situation is of particular interest since it is usually easier to select a set of
identical particles than to ensure that they are all submitted to the same excitation. The control function u is the same
for all particles.
Our main result is that, under non-resonnance and connectedness conditions, in the both cases above, whatever
the sources and the target are, it is possible to chose an arbitrary small piecewise constant control function u in such a
way that every particle approximately reaches its goal (with an arbitrary precision), and moreover that given any path
joining the sources and the target, it can be followed (up to the phase) by the particles with an arbitrary precision. Our
approach extends to the control of the density matrices of the considered systems.
1.2 Mathematical framework
We give below the abstract mathematical framework which will be used to formulate and prove the controllability
results later applied to the Schro¨dinger equation. The fact that the Schro¨dinger equation fits the abstract framework
has already been discussed in [6, Section 3].
Let U be a subset of R. Let p be a nonzero positive integer. For 1 ≤ i ≤ p, let Hi be an Hilbert space, ni be an
integer, Ai : D(Ai) ⊂ Hi → Hi be a densely defined (not necessarily bounded) essentially self-adjoint operator and for
1 ≤ j ≤ ni, let Bi, j : D(Bi, j)⊂ Hi → Hi be a densely defined (not necessarily bounded) linear operator.
We assume that ((Ai)1≤i≤p,(Bi, j)1≤i≤p,1≤ j≤ni ,U) satisfies the following three conditions: (H1) Ai and Bi, j are
skew-adjoint, (H2) there exists an orthonormal basis (φ ki )∞k=1 of Hi made of eigenvectors of Ai, and all these eigen-
vectors are associated to simple eigenvalues (H3) φ ki ∈ D(Bi, j) for 1 ≤ i ≤ p, 1 ≤ j ≤ ni. A crucial consequence
of these hypotheses is that for every 1 ≤ i ≤ p, 1 ≤ j ≤ ni and every u ∈U , Ai + uBi, j has a self adjoint extension
on a dense subdomain of Hi and generates a group of unitary transformations et(Ai+uBi, j) : Hi → Hi. In particular,
et(Ai+uBi, j)(Si) = Si for every u ∈U , 1 ≤ i ≤ p, 1 ≤ j ≤ ni and every t ≥ 0, where Si is the unit sphere of Hi.
We consider the ∑pi=1 ni conservative diagonal single input control systems

dψ1,1
dt (t) = A1(ψ1,1(t))+u(t)B1,1(ψ1,1(t))
dψ1,2
dt (t) = A1(ψ1,2(t))+u(t)B1,2(ψ1,2(t))
.
.
.
dψ1,n1
dt (t) = A1(ψ1,n1(t))+u(t)B1,n1(ψ1,n1(t))
dψ2,1
dt (t) = A2(ψ2,1(t))+u(t)B2,1(ψ2,1(t))
.
.
.
dψp,np
dt (t) = Ap(ψp,np(t))+u(t)Bp,np(ψp,np(t))
(2)
with initial conditions to be specified later.
A point ψ0 = (ψ01,1,ψ01,2, . . . ,ψ01,n1 ,ψ
0
2,1, . . . ,ψ0p,np) of H = ∏pi=1 (Hi)ni and a piecewise constant function u :
[0,T ]→ U , u = ∑Ll=1 χ[tl ,tl+1)ul being given, we say that the solution of (2) with initial condition ψ0 ∈ H and cor-
responding to the control function u : [0,T ]→U is the curve
ψ : [0,T ] → H
t 7→ ψ(t) = (ψ1,1(t),ψ1,2(t), . . . ,ψp,np(t))
defined by
ψi, j(t) = e(t−∑
lt−1
l=1 tl)(Ai+ulBi, j) ◦etlt−1(Ai+ult−1Bi, j) (3)
◦· · · ◦et1(Ai+u1Bi, j)(ψ0i, j), (4)
1 ≤ i ≤ p, 1 ≤ j ≤ ni by where ∑lt−1l=1 tl ≤ t < ∑ltl=1 tl and u(τ) = u j if ∑ j−1l=1 tl ≤ τ < ∑ jl=1 tl . Notice that such a ψi, j(·)
satisfies, for every n ∈ N and almost every t ∈ [0,T ] the differential equation
d
dt 〈ψi, j(t),φ
n
i 〉= 〈ψi, j(t),(Ai +u(t)Bi, j)φni 〉. (5)
A piecewise constant function u : [0,T ]→ R being given, the propagator of the control system in Hi
dψi, j
dt (t) = Ai(ψi, j(t))+u(t)Bi, j(ψi, j(t))
will be denoted by Φi, j. By definition,
Φi, j(t,ψ0i, j) = ψi, j(t) = e(t−∑
k−1
l=1 tl )(Ai+ukBi, j) ◦ etk−1(Ai+uk−1Bi, j) ◦ · · · ◦ et1(Ai+u1Bi, j)(ψ0i, j)
for any t in [0,T ] and any ψ0i, j in Hi.
The propagator of the whole system (2) is denoted by Φ = ∏pi=1 ∏nij=1 Φi, j.
For 1 ≤ i ≤ p, 1 ≤ j ≤ ni, and (k, l) ∈ N2, we define also the numbers ai(k, l) = 〈Aiφ ik,φ il 〉 and bi, j(k, l) =
〈Bi, jφ ik,φ il 〉.
A finite sequence (k1,k2, . . . ,kl) of N is said to connect the two levels k and k′ for the diagonal conservative
diagonal single-input control system (Ai,Bi, j) if k1 = k, kl = k′ and ∏l−1q=1 bi, j(kq,kq+1) 6= 0.
A subset S of N2 is called a connectedness chain of (Ai,Bi, j) if for arbitrary large N, for (k,k′) in N2, 1≤ k,k′ ≤N,
there exists a finite sequence (q1,q2, . . . ,ql) in [0,N] that connects k and k′ for (Ai,Bi, j) and such that (qr,qr+1) belongs
to S for every 1 ≤ r ≤ l−1.
1.3 Main result
Theorem 1.1. Assume that the system (2) satisfies (i) the concatenation of the spectrum of A1, A2, . . ., Ap is a Q-
linearly independent family (ii) for any 1 ≤ i0 ≤ p, for any 1 ≤ j0 ≤ ni0 , there exists a connectedness chain S of
(Ai0 ,Bi0, j0) such that for any s in S, for any j in [1,ni0 ]\{ j0}, |bi0, j0(s)| 6= |bi0, j(s)| and (iii) U contains a neigborhood
of zero.
Let c : [0,T ]→ ∏pi=1 L(Hi,Hi)ni be a continuous curve such that c(0) = IdH and c = ∏pi=1 ∏nij=1 ci, j is a curve
taking value in the set of the Hermitian operators of H such that for every 1 ≤ i ≤ p, 1 ≤ j ≤ ni, for every time t,
ci, j(t) : Hi → Hi is unitary in Hi. Let N be an integer. Then, for every ε > 0, there exist Tu > T and a piecewise
constant control u : [0,Tu]→U, such that the corresponding propagator Φ : [0,Tu]×H → H of system (2) satisfies
i) for every t in [0,Tu], there exists s in [0,T ] such that
∣∣|〈Φi, j(s,φ il ),φ ik〉| − |〈ci, j(t)(φ il ),φ ik〉|∣∣ < ε for every k in N,
1 ≤ i ≤ p, 1 ≤ j ≤ ni, 1 ≤ l ≤ N, and ii) ‖Φi, j(Tu,φ il )− ci, j(T )(φ il )‖< ε for every 1 ≤ i ≤ p, 1 ≤ j ≤ ni, 1 ≤ l ≤ N.
1.4 Content of the paper
To prove Theorem 1.1, we will use a method introduced for the control of the Navier-Stokes equation in [1] and
adapted to the Schro¨dinger equation in [6].
In Section 2, we explain how to choose a Galerkyn approximation of the original infinite dimensional control
problem (2) in some space SU(k). In Section 3, we use the Lie group structure of SU(k) to compute the dimensions of
some Lie subalgebras of su(k) and to prove that the Galerkyn approximations obtained in Section 2 have some good
tracking properties. The proof of Theorem 1.1 and an estimation of the L1 norm of the control are given in Section 4,
where we prove that the original system (2) share the tracking properties of the Galerkyn approximations established
in Section 3. A partial counterpart of Theorem 1.1 (impossibility of approximate tracking of both the modulus and the
phase) is given in Section 5.
2 Choice of Galerkyn approximations
2.1 Control and time-reparametrization
We may assume without loss of generality that U has the special form U =]0,δ ]. Remark that, if u 6= 0, et(Ai+uBi, j) =
etu((1/u)Ai+Bi, j). Associate with any piecewise constant function u = ∑k−1l=1 χ[tl ,tl+1)ul in PC([0,Tu],U) the function v =
∑k−1l=1 χ[τl ,τl+1[1/ul ∈ PC([0,Tv],1/U), with Tv = ∑l ul(tl+1 − tl) and τl defined by induction by τ1 = t1 and τl+1 =
τl +ul(tl+1− tl). Up to the time and control reparametrization given above, it is enough to prove Theorem 1.1 for the
system ((Bi, j)i=1..p, j=1..ni , (Ai)i=1..p, [ 1δ ,+∞[):

dψ1,1
dt (t) = v(t)A1(ψ1,1(t))+B1,1(ψ1,1(t))
dψ1,2
dt (t) = v(t)A1(ψ1,2(t))+B1,2(ψ1,2(t))
.
.
.
dψp,np
dt (t) = v(t)Ap(ψp,np(t))+Bp,np(ψp,np(t))
(6)
where the set of admissible controls is the set PC
(
R+,
[ 1
δ ,+∞
[)
.
Remark 2.1. A feature of this reparametrization of the control from u : [0,Tu]→U to v : [0,Tv]→ 1/U is that ‖u‖L1 =
Tv.
2.2 Galerkyn approximation
For a fixed piecewise constant control v : R+→ 1/U and a fixed family (ψ0i, j)i=1..p, j=1..ni in H =∏pi=1 Hnii , we consider
the solution (ψi, j)i=1..p, j=1..ni : t → H of the system (6) of conservative diagonal single-input control systems with
initial conditions (ψ0i, j)1≤i≤p,1≤ j≤ni .
For 1 ≤ i ≤ p, 1 ≤ j ≤ ni, k ∈ N , we define the function xki, j = 〈ψi, j,φ ki 〉 : R → C. With our definition of solution,
xki, j is absolutely continuous and for almost all t in R+
d
dt x
k
i, j = v(t)ai(k,k)+ ∑
l∈N
bi, j(k, l)xli, j.
Proposition 2.1. For every 1 ≤ i ≤ p and any continuous curve s : [0,Ts]→ Hi taking value in the unit sphere of Hi
(that is, ‖s(t)‖ = 1 for all t in [0,Ts]), define the family fl = |〈s,φ li 〉|2, l ∈ N. Then, for any strictly positive ε , there
exists an integer N(ε) such that for all t in [0,Ts], ∑N(ε)l=1 fl(t)> 1− ε .
Proof. Define gl = ∑lk=1 fk. For all integer l, gl : [0,Ts]→ R is a continuous function. For any ε , the set Ol(ε) = {t ∈
[0,Tc]/gl(t) > 1− ε} is an open subset of [0,Tc] (for the topology induced on [0,Tc] by the Euclidean distance in R).
Since for all t, gl(t) is a non-decreasing function of l, it is also clear that for any ε , Ol(ε)⊂ Ol+1(ε).
Since, for all t, gl(t) tends to 1 as l tends to infinity, we can say that for all ε ,
∪l∈NOl(ε) = [0,Tc].
Using the compactness of [0,Tc], we can find a finite set l1, l2, . . . lk of integer such that
∪kj=1Ol j (ε) = [0,Tc].
Define now N(ε) = sup(l1, l2, . . . , lp). For all t in [0,Tc], ∑N(ε)k=1 fk(t)> 1− ε .
We define pimi : Hi → Cm by pimi (v) = ∑mk=1〈v,φ ki 〉emk for every v in Hi, where ek is the kth element of the canonical
basis of Cm.
Proposition 2.2. Fix a reference curve c : [0,T ]→∏pi=1 L(Hi,Hi)ni as in the hypotheses of Theorem 1.1, ε > 0 and N a
positive integer. Then, for every (i, j), there exists a continuous curve Mi, j : [0,T ]→ SU(m) such that ‖pimi (ci, j(t)φ ki )−
Mi, j(t)pimi φ ki ‖< ε for every t in [0,T ] and every k in {1..N}.
Proof. For 1≤ i≤ p, 1≤ j≤ ni, 1≤ k≤N, apply the Proposition 2.1 to the curve s : t 7→ ci, j(t)(φ ik) to get some integer
mi, j,k. For any integer m ≥ sup{mi, j,k,1 ≤ i ≤ p,1 ≤ j ≤ ni,1 ≤ k ≤ N}, for every t in [0,Tc], for every 1 ≤ i ≤ p,
1 ≤ j ≤ ni and every 1 ≤ k ≤ N, ‖Πmi
(
(ci, j(t)(ψki )
)
− ci, j(t)(ψki )‖i < ε .
The application Fmi, j : [0,T ]→ (Cm)
N defined for every t in [0,T ] by Fmi, j(t) = (pimi, j(ci, jφ ki ))k=1..N associate with
every t a family of vectors of (Cm)N that is almost orthonormal. Actually, denote S : (Cm)N → (Cm)N the map that
associates to any linearly independent family (v1, ..,vN) of N vectors of (Cm)N the orthonormal family S (v1, ..,vN)
deduced from (v1, ..,vN) by the Schmidt orthonormalization procedure. For any i ∈ {1..p}, j ∈ {1..ni}, t ∈ [0,T ],
Fmi, j(t)−S Fmi, j(t) tends to 0 ∈ (Cm)
N as m tends to infinity. Noticing that Emi, j : t 7→ ‖Fmi, j(t)−S Fmi, j(t)‖ is continuous,
considering the open set Qm(ε) = {t ∈ [0,T ]|Emi, j(t) < ε} and applying the same compacity argument as in the proof
of Proposition 2.1, we find an integer mi, j such that ‖F
mi, j
i, j (t)−S F
mi, j
i, j (t)‖ < ε for every t ∈ [0,T ]. Choosing m =
sup1≤i≤p,1≤ j≤ni mi, j we have ‖(pi
m
i (ci, j(t)φ ki ))k=1..N −S Fmi, j(t)‖ < ε for every t in [0,T ], every i in {1..p}, every j in
{1..ni}. To conclude, we choose Mi, j(t) in such a way that its first N columns coincide with the first N elements of
S Fmi, ji, j (t).
For 1 ≤ i ≤ p, 1 ≤ j ≤ ni, define the r× r matrices Ari = [ai(k, l)]1≤k,l≤r and Bri, j = [bi, j(k, l)]1≤k,l≤r .
The Galerkyn approximation of order m of the system (6 is

dx1,1
dt (t) = v(t)A
m
1 (x1,1(t))+B
m
1,1(x1,1(t))
dx1,2
dt (t) = v(t)A
m
1 (x1,2(t))+Bm1,2(x1,2(t))
.
.
.
dxp,np
dt (t) = v(t)A
m
p (xp,np(t))+Bmp,np(xp,np(t))
(7)
The system (7) defines a control system on the differentiable manifold ∏pi=1 ∏nij=1 Cm. Since the system (7) is linear,
it is possible to lift it to the group of matrices of the resolvent,

dx1,1
dt (t) = v(t)A
m
1 (x1,1(t))+Bm1,1(x1,1(t))
dx1,2
dt (t) = v(t)A
m
1 (x1,2(t))+uB
m
1,2(x1,2(t))
.
.
.
dxp,np
dt (t) = v(t)A
m
p (xp,np(t))+Bmp,np(xp,np(t))
(8)
which a system in ∏pi=1 ∏nij=1 SU(m), with matrix unknowns (x1,1,x1,2, ..,xp,np).
We now proceed to a technical change of variable (variation of the constant) and define for every piecewise
constant control function v in PC(R,1/U), every positive t and every 1≤ i≤ p, 1≤ j≤ ni, yi, j(t) = e−Ami
∫ t
0 v(s)dsxi, j(t).
Recalling that for all m×m matrices a,b, e−abea = ead(a)b, one checks that (yi, j)1≤i≤p,1≤ j≤ni verifies

dy1,1
dt (t) = e
ad(
∫ t
0 v(s)dsAm1 )Bm1,1y1,1(t)
dy1,2
dt (t) = e
ad(
∫ t
0 v(s)dsAm1 )Bm1,2y1,2(t)
.
.
.
dyp,np
dt (t) = e
ad(
∫ t
0 v(s)dsAmp )Bmp,npyp,np(t)
(9)
The system (9) defines a control system on the differentiable manifold ∏pi=1 SU(m)ni , and for every positive t, every
1 ≤ i ≤ p, every 1 ≤ j ≤ ni and every 1 ≤ k ≤ m, |〈xi, j(t),φ ki 〉|= |〈yi, j(t),φ ki 〉|.
Using the canonical injection of ∏pi=1 SU(m)ni in SU(m∑pi=1 ni), we can write the system (9) as
dy
dt = Fu(t)y, (10)
where Fu : R → su
(
m∑pi=1 ni
)
is a map that associates to any t the
(
m∑pi=1 ni
)
×
(
m∑pi=1 ni
)
diagonal block matrix
constructed from
(
∑pi=1 ni
)
×
(
∑pi=1 ni
)
blocks of size m×m, and whose diagonal is (eadAmi
∫ t
0 vB(m)i, j )1≤i≤p,1≤ j≤ni .
3 Tracking properties of the Galerkyn approximations
3.1 Finite dimensional tracking in semi-simple Lie groups
First, we have to recall some classical definitions and results for invariant Lie groups control systems. The now
classical control extensions techniques used here have been introduced by Kupka in the 70’s, see [8] and references
therein for details. Most of the material below can be found with proofs and references in [3].
Let G be a semi-simple compact Lie groups, with Lie algebra g= TIdG and Lie bracket [, ]. The Killing form (see
[7, Chapter III] for details) is negative definite on the Lie algebra g of G. Its opposite 〈,〉 is a scalar product on g that
can be extended on the whole tangent bundle T G by the left action of G over itself. The smooth manifold G endowed
with this bi-invariant scalar product 〈,〉 turns into a Riemannian manifold, whose distance is denoted by dG.
Consider a smooth right invariant control system on G of the form{ d
dt g(t) = dRg(t) f (u(t))
g(0) = g0
(Σ)
where U is a subset of R, u : R → U is a control function to be chosen is one of the following class of regularity
K = { absolutely continuous, measurable bounded, locally integrable, piecewise constant }, f : U → g is a smooth
application, g0 is a given initial condition and dRab denotes the value of the differential of the right translation by a
taken at point b. If G = SU(n), [, ] is the standard matrix commutator, the exponential map exp : g→G is the standard
matrices exponential, the elements a of G are the matrices with determinant equal to one and such that t a¯a = Id and
the elements b of g are the zero trace matrices such that t ¯b+b = 0, and dRab = b×a where × is the standard matrices
multiplication.
We define the set V = conv{ f (u),u ∈U} as the topological closure of the convex hull of all admissible velocities
at point Id.
It is obvious that the topological closure of the convex hull of all admissible velocities at point g is dRg(V ).
We will need the following pretty standard relaxation result:
Proposition 3.1. Let P be a Lie-subgroup of G with Lie algebra p. If V contains some bounded symmetric set S such
that p⊂ Lie(S), then for any continuous curve c : [0,T ]→ P, for any ε > 0, for any regularity class k of K , there exist
Tu > 0, a control function u : [0,Tu]→U of class k, and an increasing continuous bijection φ : [0,Tu]→ [0,T ] such
that the trajectory g : [0,Tu]→ G of (Σ) with control u and initial condition c(0) satisfies (i) dG(c(φ(t)),g(t)) < ε for
every t in [0,Tu] (ii) φ(Tu) = T and (iii) c(T ) = g(Tu).
Proof. Fix ε > 0 and a continuous curve c : [0,T ]→ P. Up to translation by c(0), one may assume without loss of
generality that c(0) = IdG. By a classical density argument, one may also assume that for all t, c(t) = exp(v(t)) where
v : [0,T ]→ p is a piecewise constant function. It is hence enough to study the case for which c(t) = exp(tv) for any t
with some constant v in p.
Define by induction S(0) = S and S(i+1) = spanS+[S,Si] for any integer i. By hypothesis, S∞ = ∪i∈NS(i) ⊃ p. We
proceed by induction on i to prove the result if c has the special form c(t) = exp(tv) for any t with some constant v in
S(i).
The case where v is in S follows from [2, Theorem 8.2].
Fix i in N and assume that the result is known for any element in S(i). Choose v in S(i+1), and write v as a the limit
of a (fixed, this is a consequence of the theorem of Caratheodory) linear combination of brackets of elements of S and
S(i):
v = lim
n→∞
∑
i∈I
λi[v′ni ,v′′
n
i ]
where I is a finite set, λi is a (constant) real number, (v′ni )n is a sequence of elements of S, converging to some v′i
and (v′′ni )n is a sequence of elements of S(i), converging to some v′′i . Using once again the symmetry of S and a time
reparametrization, one may assume that 0 < λi ≤ 1 for every i and ∑i∈I λi = 1.
Recall now the Baker-Campbell-Hausdorff formula (see [7]): for any u, v in g,
exp(−tu)exp(−tv)exp(tu)exp(tv) = exp
(
t2[u,v]+o0(t
2)
)
,
that is dG(exp(−tu)exp(−tv)exp(tu)exp(tv),exp
(
t2[u,v]
)
= t2α(t), for some function α : R → R with limit zero at
zero. For τ0 small enough to be fixed later, define the 4τ0-periodic piecewise constant function F : R → g by F(t) = v
for 0 ≤ t ≤ τ0, F(t) = u for τ0 < t ≤ 2τ0, F(t) =−v for 2τ0 < t ≤ 3τ0 and F(t) =−u for 3τ0 < t ≤ 4τ0, and consider
the curve g : t 7→ exp(F(t)). For any n ∈ N, for any t in [0,nτ0], dG(g(t),exp
(
t2[u,v]
)
< ∑nk=1 τ20 α(τ0) = nτ20 α(τ0).
Fix η > 0 and T > 0. Choose τ0 small enough such that α(τ0)< ηT and n=
T
τ0
. One gets dG(g(t),exp
(
t2[u,v]
)
<η
for any t such that 0 ≤ t ≤ T . Apply this last inequality with u in S and v in Si. The proof of Proposition 3.1 follows
from [2, Theorem 8.2].
To obtain trackabillity properties for the system (9), it is enough to check that the finite dimensional systems (9)
satisfies the conditions on S given in Proposition 3.1 for a suitable p.
We define the set V = conv({Fv(t),v ∈ PC
(
R, [ 1δ ,+∞[
)
, t ∈ R+}). In the sequel of this Section, we prove that
under the hypotheses of Theorem 1.1, it is possible to find a set S in V satisfying the hypotheses of Proposition 3.1.
3.2 Some Lie algebraic methods
Fix an integer m in N, and, for 1 ≤ i ≤ p,1 ≤ j ≤ ni,1 ≤ k, l ≤ m, denote with Ei, j,k,l the square matrix of order
m
(
∑pq=1 nq
)
whose entries are all zero but the one with index (m(i−1)+m( j−1)+ i,m(i−1)+m( j−1)+ j) which
is equal to one. (We consider Ei, j,k,l as a block-matrix. The two first indices (i, j) stands for the m×m block, the two
last indices ( j,k) stand for the position of the non-zero entry inside the m×m block of index (i, j).)
Proposition 3.2. Fix r in N. If a and b are two matrices of (su(r)) such that a is diagonal with Q-linearly inde-
pendent spectrum and b has entries bk,l , for 1 ≤ k, l ≤ m, then all the matrices bk,lEk,l + bl,kEl,k belong to the set
conv({Adexp(∫ t0 va)b;v ∈ PC
(
R, [ 1δ ,+∞[
)
, t ∈ R+}).
Proposition 3.3. Fix r in N. If a and b are two matrices of (su(r)) such that a is diagonal with Q-linearly independent
spectrum and b has entries b j,k, for 1 ≤ j,k ≤ m, then for every θ in R, all the matrices eiθ b j,kE j,k + e−iθ bk, jEk, j
belong to the set conv({ead
∫ t
0 vab;v ∈ PC
(
R, [ 1δ ,+∞[
)
, t ∈ R+}).
Proof. The proof can be found in [3, Appendix A].
Applying Proposition 3.2 to the set V defined in Section 3.1, one gets that all the matrices ∑pi=1 ∑nij=1 bi, j(k, l)Ei, j,k,l
+ bi, j(l,k)Ei, j,l,k belong to V . We define S as the set of matrices S= {±∑pi=1 ∑nij=1 bi, j(k, l)iEi, j,k,l +bi, j(l,k)Ei, j,l,k,1≤
k, l ≤ m}. Proposition 3.3 (applied with θ = pi) proves that S is actually in V . By definition, S is symmetric and
bounded. What remains to prove now is that the Lie algebra generated by S is equal to p= ∏pi=1 su(m)ni .
3.3 Reduction to SU(m)ni
Proposition 3.4. Choose any 1 < leqi0 ≤ p, 1≤ j0 ≤ ni0 , 1≤ k0, l0 ≤m such that (k0, l0) is in connectedness chain of
(Ai0 ,Bi0, j0) and bi0, j(k0, l0) 6= bi0, j0(k0, l0) for every j 6= j0. Then the matrix bi0, j0(k0, l0)Ei0, j0,k0,l0 +bi0, j0(l0,k0)Ei0, j0,l0,k0
is in Lie(S).
Proof. Since the matrices Ai have Q linearly independent spectrum, it is enough to apply Proposition 3.2 to see that
for any 1 ≤ i0 ≤ p, 1 ≤ k, l ≤ m, every matrix ∑ni0j=1 bi0, j(k0, l0)iEi0, j,k0,l0 +bi0, j(l0,k0)Ei0, j,l0,k0 is actually contained in
V , hence in S. If ni0 = 1, the Proposition 3.4 is proved.
If ni0 > 1, the Proposition 3.2 is not enough to guaranty that the matrix bi0, j0(k0, l0)iEi0, j0,k0,l0 +bi0, j0(l0,k0)Ei0, j0,l0,k0
is actually contained in V . Nevertheless, one can prove that these matrices are contained in the Lie algebra generated
by S.
Indeed, by Proposition 3.2, a = ∑ni0j=1 bi0, j(k0, l0)Ei0, j,k0,l0 + bi0, j(l0,k0)Ei0, j,k0,l0 belongs to V . Using Proposition
3.3 with θ = pi2 , one gets that b = ∑
ni0
j=1 ibi0, j(k0, l0)Ei0, j,k0 ,l0 − ibi0, j(l0,k0)Ei0, j,k0 ,l0 . Compute [[a,b],b] = −4 ∑
ni0
j=1
|bi0, j(k0, l0)|2
(
bi0, j(k0, l0)Ei0, j,k0 ,l0 +bi0, j(l0,k0)Ei0, j,k0 ,l0
)
, and by induction adk[a,b]b = (−1)
k2k+1 ∑ni0j=1 |bi0, j(k0, l0)|2k(
bi0, j(k0, l0)Ei0, j,k0 ,l0 +bi0, j(l0,k0)Ei0, j,k0,l0
)
for every k ∈ N (see [3] for details). A classical Vandermonde argument
on the linear independence of the vectors (|bi0, j(k0, l0)|r)1≤ j≤ni0 gives the result.
The fact that Lie(S) = p follows from Proposition 3.4 by the hypothesis of connectedness (see [6, Proposition 4.1]
for a detailed computation).
4 Infinite dimensional tracking
4.1 Tracking in the phase variables
For the proof of Theorem 1.1, we follow the method introduced in [6]. From the application c : R → L(H,H) and the
tolerance ε given in the hypotheses of Theorem 1.1, we use the results presented in Section II.B to find an integer m,
the finite dimensional control system (9) and the trajectory t 7→∏i, j Mi, j(t) to be tracked in SU
(
m∑pi=1 ni
)
. Proposition
3.1 gives the existence of some time Tv > 0 and some control function v in PC([0,Tv],1/U) such that the corresponding
trajectory (y1,1, ..,yp,np) of (9) tracks the trajectory t 7→ ∏i, j Mi, j(t) with an error less than ε on each coordinate.
Since for every 1≤ i≤ p, 1≤ j ≤ ni, 1≤ k ≤m, the sequence (bi, j(k, l))l≥1 is in ℓ2, there exists some N1 in N such
that ∑∞l=N1+1 |bi, j(k, l)|2 < εNTv for every 1 ≤ i≤ p, 1≤ j ≤ ni, 1 ≤ k ≤m. The next result asserts that any trajectory of
the system (10) can actually be tracked (up to ε), with the N1-Galerkyn approximation of system (6).
Proposition 4.1. There exists a sequence (vk)k in PC
(
R+,
] 1
δ ,+∞
[)
such that for every 1 ≤ i ≤ p, 1 ≤ j ≤ ni, the
sequence of matrix valued curves t 7→ ead
∫
vA(m)i B(m)i, j converges in the integral sense to t 7→
( ∏i, j Mi, j(t) 0m,N1−m
0N1−m,m G(t)
)
,
where t 7→ G(t) is some continuous curve in U(N1−m).
Proof. The proof is a direct application of [6, Claim 4.3], dealing with the convergence of the sequence ead
∫
vk ∏i A(N1)i
.
Proposition 4.2. For k large enough, the control function v = vk given by Proposition 4.1 satisfies the conclusion (i)
of Theorem 1.1.
Proof. This is a direct application of [6, Claim 4.4].
4.2 Final phase adjustment
After time reparametrization, we get a control function u∈ PC([0,Tu],U) from v. Up to prolongation with the constant
zero function, the control function u : [0,Tu]→U obtained in Proposition 4.2 can always be assumed to satisfy Tu > T
(the prolongation obviously still satisfies conclusion (i) of Theorem 1.1).
To achieve the proof of Theorem 1.1, one has to change u in such a way that it satisfies the conclusion (ii) of
Theorem 1.1. One gets the result with a straightforward application of [6, Proposition 4.5].
4.3 Estimates of the L1-norm of the control
Combining the Remark 2.1 and the estimates of [3, Prop 2.7-2.8], one gets an easily computable estimation of the
L1-norm of the control u. We denote with µi, j(t) =
√
〈M−1i, j (t)M′i, j(t),M
−1
i, j (t)M′i, j(t)〉 the velocity at time t of the
trajectory to be tracked in SU(m).
Proposition 4.3. In Theorem 1.1, one can choose the control u in such a way that
‖u‖L1 ≤
(
∑pi=1 ni
) 3
2 N21 ∑i, j ‖µi, j‖L1
mini, j,0≤k,l≤N1 |bi, j(k, l)|
.
This estimate is valid for every (bi, j)i, j , yet is sometimes trivial or too conservative when some bi, j( j,k) is close
to zero. For these anisotropic situations, when some directions are much easier to follow than others, one can obtain
sharper estimates using [3, Theorem 2.13], the expressions being slightly more intricate.
5 To track both the phase and the modulus is impossible
In this Section, we give a partial counterpart to Theorem 1.1. Indeed, we exhibit an example for which it is not possible
to track both the phase and the modulus. The proof can easily be extended to a wide range of systems.
Consider one single control system in an Hilbert space H{
x˙ = Ax+uBx
x(0) = φ1 (11)
where A : H → H is a diagonal operator in the Hilbert base (φl)l∈N of H , with purely imaginary eigenvalues (iλl)l∈N
and B is a skew adjoint operator whose domain contains φl for every l in N, satisfying bi, j = 〈Bφi,φ j〉 ∈ R for every
i, j in N. Define as admissible control functions all piecewise constant functions u : R → R+. For l ∈ N, we note
xl = 〈x,φl〉 the component of the solution of system (11) and we define al = ℜ(xl), bl = ℑ(xl).
Remark 5.1. In the case where B is bounded, it is possible to define solutions of (11) for u in L1(R,R+). The result
and the proof below are easily extended to integrable controls that are not necessary piecewise constant (in particular,
to controls that may be not essentially bounded).
Proposition 5.1. Assume λ1,b2,1 > 0. Then, for ε < b2,1b2,1+‖Bφ2‖ , for every piecewise constant control function u : R →
R+, there exists τ > 0, there exists i in N, i > 1 such that |xi(τ)|> ε .
In other words, it is not possible to track with an arbitrary precision the constant trajectory x1 ≡ 1.
Proof. We proceed by contradiction and assume that there exists some admissible control function u : R → R+ such
that the corresponding trajectory of (11) remains ε-close to φ1 for every time. From system (11), we see that
d
dt x1 = iλ1x1 +u
(
+∞
∑
j=2
〈Bφ1,φ j〉x j
)
,
that is
a˙1 = −λ1b1 +uℜ
(
+∞
∑
j=2
〈Bφ1,φ j〉x j
)
, (12)
˙b1 = λ1a1 +uℑ
(
+∞
∑
j=2
〈Bφ1,φ j〉x j
)
. (13)
For any positive t, the integration of (13) on [0, t] yields b1(t) = λ1
∫ t
0 a1(s)ds+
∫ t
0 u(s)∑∞i=2 b1,ibi(s)ds, that is
−ε‖Bφ1‖
∫ t
0
u(s)ds <
∫ t
0
u(s)
∞
∑
i=2
b1,ibi(s)ds = b1(t)−λ1
∫ t
0
a1 < ε −λ1(1− ε)t
and ∫ t
0
u(s)ds > λ1(1− ε)t
ε‖Bφ1‖ . (14)
Integrating now a˙2(s) =−λ2b2(s)+u(s)∑i6=2 b2,iai(s) on [0, t] for any t > 0, one finds
a2(t)≥−λ2ε −
∫ t
0
u(s)ds‖Bφ2‖ε +b2,1
∫ t
0
u(s)a1(s)ds ≥ (b2,1(1− ε)− ε‖Bφ2‖)
∫ t
0
u(s)ds.
For ε small enough, K = (b2,1(1− ε)− ε‖Bφ2‖) > 0, and from (14), we get a2(t) ≥ Kt for every positive t. Hence,
a2(t) tends to infinity as t tends to infinity, what is impossible since |a2| ≤ ‖x‖ which is constant equal to 1. This gives
the desired contradiction.
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