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FLUCTUATION LIMITS FOR MEAN-FIELD
INTERACTING NONLINEAR HAWKES PROCESSES
SOPHIE HEESEN, WILHELM STANNAT
Abstract. We investigate the asymptotic behaviour of networks
of interacting non-linear Hawkes processes modeling a homoge-
neous population of neurons in the large population limit. In par-
ticular, we prove a functional central limit theorem for the mean
spike-activity thereby characterizing the asymptotic fluctuations
in terms of a stochastic Volterra integral equation. Our approach
differs from previous approaches in making use of the associated
resolvent in order to represent the fluctutations as Skorokhod con-
tinuous mappings of weakly converging martingales. Since the Lip-
schitz properties of the resolvent are explicit, our analysis in prin-
ciple also allows to derive approximation errors in terms of driving
martingales.
1. Introduction
The main purpose of this paper is to give a short proof of a functional
central limit theorem for the fluctuations of a network of interacting
Hawkes processes in the large population limit. Interacting Hawkes
processes have been intensively studied in recent years as mathemati-
cal models for the statistical analysis of biological neural networks (cf.
[GL13, Che17, Che16, DFH16, DL17] and references therein). Results
on their asymptotic behavior in the large population limit have been
obtained in particular in the latter four references. Various functional
laws of large numbers and (functional) central limit theorems (CLT
henceforth) have been obtained therein in the respective settings. In
particular, a CLT by simultaneously taking both, the number of neu-
rons (or size of the network) and time to infinity has been obtained in
[DL17] and a functional CLT for age-dependent Hawkes processes in
[Che16]. In contrast to the usual proof of functional CLTs via tight-
ness properties, we will represent the fluctuation process as the unique
solution of a stochastic Volterra integral equation driven by càdlag` mar-
tingales that are shown to converge to a rescaled Brownian motion via
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the martingale CLT. This allows in addition to the corresponding re-
sult in [Che16] for an explicit representation of the limiting fluctuation
process (see Remark 2.3 below for a precise comparison).
Let us introduce our precise setting. Consider an R+-indexed filtered
probability space (Ω,F ,F,P) and let Ni, i ∈ N, be a sequence of iid
F-Poisson random measures with intensity measure dzds on R+ ×R+.
Let f and h, modelling spike rate resp. synaptic weights, be two real-
valued functions satisfying the following set of assumptions (A):
(A.1) f ∈ C2 (R,R+), f and f ′ are Lipschitz continuous,
(A.2) h ∈ C1 (R+,R), h(0) = 0
Then, for each N ∈ N, there exists a pathwise unique solution ZN =(
ZN1 , . . . , Z
N
N
)
of the integral equation
ZNi (t) =
t∫
0
∞∫
0
1{z≤λN (s)} Ni (dz × ds) , t ≥ 0 , 1 ≤ i ≤ N ,(1)
λN(t) = f
 1
N
N∑
i=1
t−∫
0
h(t− s) dZNi (s)
 , t > 0 ,(2)
(cf. [DFH16, Theorem 6]). Moreover, ZN is an interacting non-linear
Hawkes process with parameters (f, h,N) in the sense of [DFH16,
Proposition 3(a), Definition 1]). In particular, ZN =
(
ZN1 , . . . , Z
N
N
)
is a family of F-counting processes satisfying
(3) P
(
∆ZNi (t) = 1 , ∆Z
N
j (t) = 1
)
= 0 , i 6= j , t ≥ 0 ,
with compensator (or cumulative intensity process)
(4) ΛN(t) =
t∫
0
λN(s) ds, t ≥ 0,
for each 1 ≤ i ≤ N .
Delattre et. al. prove in [DFH16, Theorem 8] the following prop-
agation of chaos result: for any N ∈ N, there exists a family of iid
Poisson processes Z¯Ni , 1 ≤ i ≤ N , with compensator m being the
unique solution of
(5) m(t) =
t∫
0
f
 s∫
0
h(s− u) dm(u)
 ds , t ≥ 0, ,
such that for all T > 0 there exists some constant C(T )
(6) E
[∥∥ZNi − Z¯Ni ∥∥T ] ≤ C(T )√N , 1 ≤ i ≤ N ,N ∈ N.
As an immediate consequence (cf. Proposition A.1) the following func-
tional law of large numbers for interacting non-linear Hawkes processes
3holds:
(7)
∥∥∥∥∥ 1N
N∑
i=1
(
ZNi −m
)∥∥∥∥∥
T
L1−−−→
N→∞
0 , T > 0 .
This particularly yields a first order approximation of the Hawkes pro-
cess ZN with the help of N iid Poisson processes, each with intensity
(8) λ(t) =
dm(t)
dt
= f (xt) , t ≥ 0 .
with
(9) xt =
t∫
0
h(t− s) dm(s) , t ≥ 0 .
In this paper we are now interested in the corresponding asymptotic
fluctuations
(10) Y N (t) =
1√
N
N∑
i=1
(
ZNi (t)−m(t)
)
, t ≥ 0 , N ∈ N .
The limiting behaviour of (10) is linked to the asymptotic behaviour
of the associated intensity processes λN that can be written as
(11) λN(t) = f
(
xt +
XN(t)√
N
)
, t ≥ 0 , N ∈ N ,
with
(12) XN(t) =
t∫
0
h(t− s) dY N(s) =
∫ t
0
h′(t− s)Y N(s) ds ,
where we used integration by parts and h(0) = Y N(0) = 0. A Taylor
expansion of f at xt yields the linear approximation
(13)
√
N
(
λN(t)− λ(t)) ≈ f ′ (xt)XN(t) = f ′ (xt)∫ t
0
h′(t− s)Y N(s) ds,
which is the key to our analysis. Our main results are contained in
Section 2. We will first prove a weak convergence result for Y N and
identify its limit in Theorem 2.1, subsequently prove the weak con-
vergence of XN in Corollary 2.2 and finally the weak convergence of√
N
(
λN(t)− λ(t)) in Theorem 2.4. Section 3 contains some prelim-
inary results used in the analysis of Section 2. Finally, in Section 4,
we apply our results to a second order approximation of the Hawkes
process ZN by a system of N identically distributed Cox processes.
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2. Main Results
Let us first introduce the Skorokhod metric. To this end denote by
D (I,R), where I ⊆ R+, the space of all càdlàg functions mapping
I → R. For any T > 0 let ΓT denote the set of all strictly increasing
and continuous bijections on [0, T ] and for x, y ∈ D ([0, T ] ,R) put
(14) dTS (x, y) = inf
γ∈ΓT
max {‖γ − id‖T , ‖x− y ◦ γ‖T} ,
where ‖·‖T denotes the supremum-norm on [0, T ]. It is well-known
that dTS is a metric on D ([0, T ] ,R) and that on D (R+,R) there exists a
metric dS such that (D (R+,R) , dS) is a separable and complete metric
space and convergence in dS is equivalent to convergence in d
T
S for all
T > 0 (see Chapter 3.5 of [EK84]). All following convergence results
refer to the weak convergence topology associated with the Skorokhod
topology on D (R+,R) induced by dS.
A crucial ingredient in our analysis will be the following inhomoge-
neous Volterra integral equation of the second kind
(15) G(t) =
∫ t
0
κ(t, s)G(s) ds+ F (t) , 0 ≤ s ≤ t,
with integral kernel
(16) κ(t, s) =
t∫
s
f ′ (xu)h
′(u− s) du , s ∈ [0, t] , t ≥ 0 ,
where xt is as in (9). Assumption (A) implies the upper bound
(17) |κ(t, s)| ≤ ‖f ′‖∞‖h′‖L1[0,t] ≤ ‖f ′‖∞‖h′‖L1[0,T ] =:MT
for 0 ≤ s ≤ t ≤ T . It is then well-known, that for local integrable F ,
the convolution
(18) Φ(F )(t) :=
∫ t
0
K(t, s)F (s) ds+ F (t)
is the unique solution (see Lemma A.4). Here,
(19) K(t, s) :=
∞∑
n=1
κ⊗n(t, s) , 0 ≤ s ≤ t
denotes the resolvent kernel associated with κ. The kernels κ⊗n are
iteratively defined by κ⊗1 ≡ κ and
(20) κ⊗n+1(t, s) =
t∫
s
κ(t, u)κ⊗n(u, s) du , 0 ≤ s ≤ t , n ∈ N .
see [Mik64]). It is well-known that
|κ⊗n(t, s)| ≤ M
n
t (t− s)n−1
(n− 1)! , n ∈ N
5(see, e.g. [Mik64], page 16). It follows that the resolvent kernel con-
verges locally uniformly and satisfies the upper bound
|K(t, s)| ≤MT eMT , 0 ≤ s ≤ t ≤ T .
We will prove in the Appendix, Proposition A.5, that K(t, s) is Lips-
chitz in t with locally bounded Lipschitz constant.
Theorem 2.1. Assume that the pair of parameters (f, h) satisfies (A)
and let Y N , N ∈ N, be as in (10). Then,
(21) Y N
N→∞
=====⇒ GY on D (R+,R) ,
where GY is an Itô process given by
(22) GY (t) =
t∫
0
K(t, s)Wλ(s) ds+Wλ(t) , t ≥ 0 ,
with K being as in (19) and
(23) Wλ(t) =
t∫
0
√
λ(s) dW (s) , t ≥ 0 ,
with W being a standard Brownian motion and λ being as in (8). In
particular, GY is the unique solution of the stochastic Volterra integral
equation
(24) G(t) =
t∫
0
κ(t, s)G(s) ds+Wλ(t) , t ≥ 0 .
Proof. First note that Y N admits the following Doob-Meyer decompo-
sition
(25) Y N = M¯N + AN
with
(26) M¯N =
1√
N
N∑
i=1
(
ZNi − ΛN
)
and
(27) AN =
√
N
(
ΛN −m)
where ΛN and m are as in (4) and (5) respectively. The crucial step
now is to represent Y N as the unique solution of the Volterra integral
equation
(28) Y N(t) = M¯N (t) + rN(t) +
∫ t
0
κ(t, s)Y N(s) ds
6 SOPHIE HEESEN, WILHELM STANNAT
with the remainder
(29) rN(t) := AN(t)−
∫ t
0
f ′(xs)X
N(s) ds .
Indeed, (28) follows from the above definition of rN using Fubini’s
theorem, since by (12)∫ t
0
f ′(xs)
∫ s
0
h′(s− r)Y N (r) dr ds =
∫ t
0
κ(t, r)Y N (r) dr .
It follows from Lemma A.4 that
(30) Y N (t) = Φ
(
M¯N + rN
)
.
The martingale CLT implies that
M¯N
N→∞
=====⇒Wλ on D (R+,R) ,
where
Wλ(t) =
t∫
0
√
λ(s) dW (s) t ≥ 0 ,
for some standard Brownian motion W (see Proposition 3.4). Since
rN , N ∈ N, converges ucp to 0 (Lemma 3.3), it follows that
dTS
(
M¯N + rN , M¯N
) ≤ ∥∥rN∥∥
T
P−−−→
N→∞
0 , T > 0.
A generalization of Slutsky’s theorem (e.g. cf. [Bil99, Theorem 3.1])
now yields that
M¯N + rN
N→∞
=====⇒Wλ on D (R+,R) .
Since Φ is Skorokhod continuous by Proposition A.3 it follows that
Φ
(
M¯N + rN
) N→∞
=====⇒ Φ (Wλ) on D (R+,R) .
Obviously, Φ (Wλ) = GY as defined in (22) which implies the assertion.

Corollary 2.2. Assume that the pair of parameters (f, h) satisfies (A)
and let XN , N ∈ N, be as in (12). Then,
(31) XN
N→∞
=====⇒ GX on D (R+,R) ,
where
(32) GX(t) =
t∫
0
h′(t− s)GY (s) ds , t ≥ 0 ,
with GY being as in (22). In particular, the limiting process GX solves
the stochastic integral equation
(33) G(t) =
t∫
0
h(t− s)f ′ (xs)G(s) ds+
t∫
0
h(t− s) dWλ(s) , t ≥ 0 ,
7with Wλ being as in (23).
Remark 2.3. Corollary 2.2 should be compared with Theorem 5.6 of
[Che16] for age-dependent Hawkes processes. Note that (33) is the
equivalent to equation (5.10) in [Che16]. Indeed, in the case where the
intensity Ψ(s, x) ≡ Ψ(x) becomes independent of the age s, equation
(5.10) for Γt reduces to the integral equation
Γt =
∫ t
0
h(t− z)〈uz, ∂Ψ
∂y
(·, γ¯(z))〉Γz dz +
∫ t
0
h(t− z)dWz(1) ,
since 〈ηz, 1〉 = 0 for all z. Here, Wt(1), t ≥ 0, is a standard Brownian
motion with variance
∫ t
0
Ψ(γ¯(z)) dz. Since Ψ coincides with f and
γ¯(t) with xt in our present setting, the assertion now follows. The
assumptions on f in the present paper coincide with the assumptions
made on Ψ in [Che16], however we require more regularity on h (C1
instead of Hölder-continuity).
Proof. (of Corollary 2.2) Define the linear integral operator
(34) Ψ : D (R+,R)→ D (R+,R) , Ψ (F ) (t) =
t∫
0
F (s)h′(t− s) ds
so that we can write XN(t) = Ψ
(
Y N
)
(t). Proposition A.2, applied to
g(t, s) = h′(t− s), yields that
‖Ψ (F )−Ψ (G) ◦ γ‖T ≤ CT
(
2
(
‖F‖L1[0,T ] + ‖G‖L1[0,T ]
)
‖id− γ‖T
+ ‖F −G‖L1[0,T ]
)
for any F,G ∈ D (R+,R), T > 0 and γ ∈ ΓT . This estimation partic-
ularly implies that Ψ is Skorokhod continuous. Hence, Theorem 2.1,
together with the continuous mapping theorem, yields
XN = Ψ
(
Y N
) N→∞
=====⇒ Ψ (GY ) = GX on D (R+,R) .
It remains to show that GX solves (33). To this end note that
GX(t) =
t∫
0
h′(t− s)GY (s) ds =
t∫
0
h(t− s) dGY (s) , t ≥ 0 ,
this time using h(0) = GY (0) = 0, so that (24) now implies that
GX(t) =
∫ t
0
h(t− s)f ′ (xs)GX(s) ds+
∫ t
0
h(t− s)dWλ(s) .

Theorem 2.4. Assume that the pair of parameters (f, h) satisfies (A)
and let the intensity fluctuation be as in (13). Then,
(35)
√
N
(
λN − λ) N→∞=====⇒ σ on D (R+,R) ,
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where
(36) σ(t) = f ′ (xt)GX(t) , t ≥ 0 ,
with xt and GX being as in (8) and (32) respectively.
Proof. First note that the intensity fluctuation can be rewritten as
√
N
(
λN(t)− λ(t)) = √N (f (xt + XN(t)√
N
)
− f(xt)
)
=
∫ 1
0
f ′
(
xt + s
XN(t)√
N
)
dsXN(t)
=: FN(t)XN(t)
with
FN(t) :=
1∫
0
f ′
(
xt + s
XN(t)√
N
)
ds , t ≥ 0 , N ∈ N .
By Lipschitz continuity of f ′ it holds∣∣FN(t)− f ′ (xt)∣∣ ≤ ‖f ′‖Lip
2
√
N
∣∣XN(t)∣∣ , t ≥ 0 , N ∈ N ,
such that∥∥FNXN − f ′ (x·)XN∥∥T ≤ ‖f ′‖Lip2√N supt∈[0,T ] ∣∣XN(t)∣∣2 L1−−−→N→∞ 0 , T > 0 ,
by Proposition 3.2, which particularly implies
dTS
(
FNXN , f ′ (x·)X
N
)
P−−−→
N→∞
0 , T > 0 .
Since f ′(xt) is continuous it follows that the linear operator
(37) Ξ : D (R+,R)→ D (R+,R) , Ξ (F ) (t) = f ′ (xt)F (t)
is Skorokhod continuous, which implies by the continuous mapping
theorem that
FNXN
N→∞
=====⇒ f ′(x·)GX = σ on D (R+,R) .

3. Proofs
Throughout the whole section we assume that the pair of parameters
(f, h) satisfies (A).
Lemma 3.1. Let ΛN be as in (4). Then,
E
[
ΛN(t)
] ≤ f(0)t exp (‖f ′‖∞ ‖h‖t t) , t ≥ 0 .
9Proof. Fix N ∈ N and note that the Lipschitz continuity of f yields
E
[
λN (t)
] ≤ f(0) + ‖f ′‖∞ ∫ t
0
|h(t− s)| E [λN (s)] ds
≤ f(0) + ‖f ′‖∞ ‖h‖t
∫ t
0
E
[
λN(s)
]
ds
for any t ≥ 0. Therefore
E
[
λN(t)
] ≤ f(0) exp (‖f ′‖∞ ‖h‖t t) ,
by Gronwall’s inequality. In particular, we have
E
[
ΛN(t)
]
=
∫ t
0
E
[
λN (s)
]
ds ≤ f(0)t exp (‖f ′‖∞ ‖h‖t t) .

Proposition 3.2. Let XN be as in (12) and T > 0. Then there exists
a constant C(T ), such that
(38) E
[
sup
t∈[0,T ]
∣∣XN(t)∣∣2] ≤ C(T ) T > 0 , N ∈ N.
Proof. Integration by parts and h(0) = Y N(0) = 0 imply that
XN(t)
(12)
=
t∫
0
h(t− s) dY N(s) =
t∫
0
Y N(s)h′(t− s) ds .
It follows from (25) that
∣∣XN(t)∣∣ ≤ t∫
0
∣∣Y N(s)∣∣ |h′(t− s)| ds
≤
t∫
0
∣∣M¯N (s)∣∣ |h′(t− s)| ds+ t∫
0
∣∣AN(s)∣∣ |h′(t− s)| ds .
Now,
∣∣AN(s)∣∣ (27)= √N ∣∣ΛN(s)−m(s)∣∣ (4)+(8)≤ s∫
0
√
N
∣∣λN(r)− λ(r)∣∣ dr
=
s∫
0
∣∣∣∣∫ 1
0
f ′
(
xr + u
XN(r)√
N
)
duXN(r)
∣∣∣∣ dr
≤ ‖f ′‖∞
s∫
0
∣∣XN(r)∣∣ ds
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and therefore∣∣XN(t)∣∣ ≤ t∫
0
∣∣M¯N (s)∣∣+ ‖f ′‖∞ s∫
0
∣∣XN(u)∣∣ du
 |h′(t− s)| ds
≤
(∥∥M¯N∥∥
t
+ ‖f ′‖∞
∫ t
0
∣∣XN(u)∣∣ du)∫ t
0
|h′(t− s)| ds
≤
(∥∥M¯N∥∥
t
+ ‖f ′‖∞
∫ t
0
∣∣XN(u)∣∣ du) ‖h′‖L1[0,t]
holds for any t ≥ 0 and N ∈ N. By Gronwall’s lemma for right-
continuous functions (e.g. cf. [Jon64, Lemma 4]) it follows that∣∣XN(t)∣∣ ≤ C0(t) ∥∥M¯N∥∥t , t ≥ 0 ,
with
C0(t) = ‖h′‖L1[0,t] exp
(
‖f ′‖∞ ‖h′‖L1[0,t] t
)
.
We particularly obtain
E
[
sup
t∈[0,T ]
∣∣XN(t)∣∣2] ≤ C20(T )E [∥∥M¯N∥∥2T] , T > 0.
Since M¯N is a càdlàg martingale, Doob’s inequality now implies that
E
[∥∥M¯N∥∥2
T
]
≤ 4E
((
M¯N (T )
)2)
= 4E
[[
M¯N
]
T
]
.
Now,[
M¯N
]
T
=
[
1√
N
N∑
i=1
ZNi
]
T
a.s.
=
1
N
N∑
i=1
ZNi (T ) , T > 0 , N ∈ N ,
since each ZNi is a counting process with continuous cumulative inten-
sity t 7→ ΛN(t) and ZN satisfies (3). Hence
E
[[
M¯N
]
T
]
=
1
N
N∑
i=1
E
[
ZNi (T )
]
= E
[
ΛN(T )
]
, t ≥ 0 , N ∈ N ,
such that the previous Lemma 3.1 now yields the assertion with
C(T ) = C20(T )4f(0)T exp (‖f ′‖∞ ‖h‖T T ) , T > 0.

Lemma 3.3. Let
(39) rN(t) = AN (t)−
∫ t
0
f ′(xs)X
N(s) ds , t ≥ 0 , N ∈ N ,
with XN and AN being as in (12) and (27) respectively. Then,
(40)
∥∥rN∥∥
T
L1−−−−→
N→∞
0 , T > 0 .
In particular, rN , N ∈ N, converges ucp to 0.
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Proof. Fix N ∈ N and note that
AN (t)
(27)
=
√
N
(
ΛN(t)−m(t)) (4)+(8)= t∫
0
√
N
(
λN(s)− λ(s)) ds
(13)
=
t∫
0
1∫
0
f ′
(
xs + u
XN(s)√
N
)
duXN(s) ds
holds for any t ≥ 0. Consequently,
rN(t) =
∫ t
0
(∫ 1
0
f ′
(
xs + u
XN(s)√
N
)
− f ′ (xs) du
)
XN(s) ds
for any t ≥ 0 and any N ∈ N and therefore
|rN(t)| ≤
∫ t
0
∫ 1
0
∣∣∣∣f ′(xs + u XN(s)√
N
)
− f ′ (xs)
∣∣∣∣ du ∣∣XN(s)∣∣ ds
≤
∫ t
0
(∫ 1
0
‖f ′‖Lipu
∣∣XN(s)∣∣√
N
du
)
ds
∫ t
0
∣∣XN(s)∣∣2 ds .
It follows that
E
[∥∥rN∥∥
T
] ≤ ‖f ′‖Lip
2
√
N
T∫
0
E
[∣∣XN(t)∣∣2] dt N→∞−−−→ 0 , T > 0 ,
by the previous Proposition 3.2. 
Proposition 3.4. Let M¯N , N ∈ N, be as in (26). Then,
(41) M¯N
N→∞
=====⇒Wλ on D (R+,R) ,
where
(42) Wλ(t) =
t∫
0
√
λ(s) dW (s) , t ≥ 0 ,
with W being a standard Brownian motion.
Proof. The generalized martingale CLT, e.g. see [EK84, Chapter 7,
Theorem 1.4], yields the assertion if the martingale sequence M¯N , N ∈
N, satisfies ∥∥∆M¯N∥∥
T
L1−−−→
N→∞
0 , T > 0 ,
and [
M¯N
]
t
P−−−→
N→∞
t∫
0
λ(s) ds , t ≥ 0 .
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In order to see that M¯N , N ∈ N, indeed satisfies both of above condi-
tions, firstly observe∣∣∆M¯N (t)∣∣ = 1√
N
N∑
i=1
∆ZNi (t)
a.s.≤ 1√
N
, t > 0 , N ∈ N ,
since each ZNi is a counting process with continuous cumulative inten-
sity t 7→ ΛN(t) and ZN satisfies (3). Thus, it follows
E
[∥∥∆M¯N∥∥
T
] ≤ 1√
N
N→∞−−−→ 0 , T > 0 .
As derived in the proof of Proposition 3.2 it holds:[
M¯N
]
t
a.s.
=
1
N
N∑
i=1
ZNi (t) , t ≥ 0 , N ∈ N ,
such that (7) yields[
M¯N
]
t
−m(t) a.s.= 1
N
N∑
i=1
(
ZNi (t)−m(t)
) L1−−−→
N→∞
0 t ≥ 0 ,
for m being as in (5). Since m(t) =
∫ t
0
λ(s) ds by (8) this implies the
assertion. 
4. Conclusion and Outlook
Our results can be applied to the following construction of a second
order approximation of ZN : Consider any probability space (Ω,F ,P)
on which there exist a standard Brownian motion W and Poisson ran-
dom measures pii, i ∈ N, with intensity measure dzds on R+×R+ such
that W and pii, i ∈ N, are all independent. Assume that the pair of
parameters (f, h) satisfies (A).
We then solve (5) to obtain m and its derivative λ. We can then
construct the rescaled Brownian motion Wλ from W (see (23)) and
subsequently, use Wλ to construct
(43) σ = Ξ ◦Ψ ◦ Φ (Wλ) ,
where the operators Φ, Ψ and Ξ are defined in (18), (34) and (37) re-
spectively. For fixed N we can then construct the asymptotic intensity
(44) λ̂N = λ+
σ√
N
,
and subsequently define
(45) ẐNi (t) =
t∫
0
pii
([
0, λ̂N(s)
]
× ds
)
, t ≥ 0, 1 ≤ i ≤ N .
Since λ̂N is independent of pii, i ∈ N, each ẐNi is an inhomogeneous Cox
process (or doubly stochastic Poisson process) with stochastic intensity
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λ̂N . It is easy to verify that there exists a sequence of iid Poisson
processes Πi, i ∈ N, with intensity λ such that
(46) E
[∥∥∥ẐNi − Πi∥∥∥
T
]
≤ T√
N
E [‖σ‖T ]
N→∞−−−→ 0 T > 0 , i ∈ N .
Now, consider a Hawkes process ZN with parameters (f, h,N) con-
structed as the pathwise unique solution of (1), not necessarily sharing
the same probability space as that of ẐN . Theorem (2.4) implies that
the distribution of its intensity process λN can be approximated by
λ̂N . Moreover, in view of (6) and (46), ZN and ẐN have the same be-
haviour in the large population limit. In conclusion, the system of Cox
processes ẐN approximates the behavior of the Hawkes process ZN .
However, a simulation study is necessary to evaluate the performance
of ẐN , especially in comparison to an approximating system of simple
Poisson processes. From a theoretical point of view approximating the
behavior of the Hawkes process ZN by the system of Cox processes
ẐN should be superior to an approximation via a system of Poisson
processes, because ẐN maintains a random intensity process. This is
especially desirable considering the Hawkes process ZN as a mathe-
matical model for the statistical analysis of biological neural networks.
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Appendix A.
A.1. Law of Large Numbers.
Proposition A.1. Assume that the pair of parameters (f, h) satisfies
(A). Then, ∥∥∥∥∥ 1N
N∑
i=1
(
ZNi −m
)∥∥∥∥∥
T
L1−−−→
N→∞
0 , T > 0 ,
where m is the unique solution of
m(t) =
t∫
0
f
 s∫
0
h(s− u) dm(u)
 ds , t ≥ 0 .
Proof. The assertion easily follows from [DFH16, Theorem 8]. Delattre
et. al. particularly show that, for any N ∈ N, there exists a sequence
of iid Poisson processes Z¯Ni , 1 ≤ i ≤ N , with cumulative intensity m
such that
E
[∥∥ZNi − Z¯Ni ∥∥T ] ≤ C(T )√N , T > 0 , 1 ≤ i ≤ N , N ∈ N ,
for some constant t 7→ C(t). Hence,
E
[∥∥∥∥∥ 1N
N∑
i=1
(
ZNi −m
)∥∥∥∥∥
T
]
≤ C(T )√
N
+ E
[∥∥MN∥∥
T
]
, T > 0 , N ∈ N ,
by the triangle inequality, where
MN =
1
N
N∑
i=1
(
Z¯Ni −m
)
, N ∈ N
is a martingale with
E
[(
MN (T )
)2]
= Var
(
1
N
N∑
i=1
Z¯Ni (t)
)
=
m(t)2
N
, t ≥ 0 , N ∈ N ,
such that applying Jensen’s inequality and Doob’s inequality we obtain
for T > 0 and N ∈ N that
E
[∥∥MN∥∥
T
]2 ≤ 4E [(MN (T ))2] ≤ 4m(T )2
N
,
which implies the assertion. 
A.2. Skorokhod continuity of convolution integrals.
Proposition A.2. Let g : R+ × R+ → R be measurable and suppose
that for all T > 0 there exists some constant CT such that
sup
0≤s≤t≤T
|g(t, s)| ≤ CT ,
sup
0≤s≤t1≤t2≤T
|g(t1, s)− g(t2, s)| ≤ CT |t1 − t2| .
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Then the integral operator
Ψg : D (R+,R)→ D (R+,R) , Ψg(F )(t) =
t∫
0
g(t, s)F (s) ds
is well-defined and satisfies
‖Ψg(F )−Ψg(G) ◦ γ‖T ≤ 2CT
(
‖F‖L1[0,T ] + ‖G‖L1[0,T ]
)
‖id − γ‖T
+ CT ‖F −G‖L1[0,T ] .
Proof. Clearly, the integral Ψg(F )(t) is well-defined for all t and in fact
continuous, hence in particular in D (R+,R). Now, fix T > 0, γ ∈ ΓT
and let t ∈ [0, T ]. Then, for any F, G ∈ D (R+,R) it holds
|Ψg(F )(t) − Ψg(G) ◦ γ(t)| =
∣∣∣∣∣∣
t∫
0
g(t, s)F (s) ds−
γ(t)∫
0
g(γ(t), s)F (s) ds
∣∣∣∣∣∣
≤
t∧γ(t)∫
0
|g(t, s)F (s)− g(γ(t), s)G(s)| ds
+
t∫
t∧γ(t)
|g(t, s)F (s)| ds+
γ(t)∫
t∧γ(t)
|g(γ(t), s)G(s)| ds .
We can now further bound all three terms from above as follows∫ t∧γ(t)
0
|g(t, s)F (s)− g(γ(t), s)G(s)| ds
≤
t∧γ(t)∫
0
|(g(t, s)− g(γ(t), s))F (s)| ds+
t∧γ(t)∫
0
|g(γ(t), s) (F −G) (s)| ds
≤ CT
(
‖F‖T ‖id− γ‖T + ‖F −G‖L1[0,T ]
)
and
t∫
t∧γ(t)
|g(t, s)F (s)| ds+
γ(t)∫
t∧γ(t)
|g(γ(t), s)G(s)| ds
≤ CT (‖F‖T + ‖G‖T ) ‖id− γ‖T
which implies the assertion. 
Corollary A.3. Let g be as in Proposition A.2. Then the convolution
operator
Φg : D (R+,R)→ D (R+,R) , Φg(F )(t) =
t∫
0
g(t, s)F (s) ds+ F (t)
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is Skorokhod continuous.
Proof. Take F, F1, F2, . . . ∈ D (R+,R) such that Fn → F as n→∞ in
dS. Fix T > 0. Then there exists
(
γTn
)
n∈N
⊂ ΓT such that∥∥id− γTn ∥∥T n→∞−−−→ 0 , ∥∥Fn − F ◦ γTn ∥∥T n→∞−−−→ 0 .
The previous Proposition A.2 now implies that∥∥Φg (Fn)− Φg (F ) ◦ γTn ∥∥T ≤ 2CT (‖Fn‖L1[0,T ] + ‖F‖L1[0,T ])∥∥id − γTn ∥∥T
+ CT ‖Fn − F‖L1[0,T ] +
∥∥Fn − F ◦ γTn ∥∥T → 0
as n→∞, since
‖Fn − F‖L1[0,T ] ≤
∥∥Fn − F ◦ γTn ∥∥L1[0,T ] + ∥∥F ◦ γTn − F∥∥L1[0,T ]
≤ ∥∥Fn − F ◦ γTn ∥∥T T + ∥∥F ◦ γTn − F∥∥L1[0,T ] → 0 , n→∞ .
Therefore limn→∞ d
T
S (Φg (Fn) ,Φg (F )) = 0, which implies the asser-
tion, since T was arbitrary. 
A.3. Properties of the resolvent kernel K. Recall the definition
(19) of the resolvent K(t, s). We first note the following uniqueness
result:
Lemma A.4. Let F and G be locally integrable with
(47) G(t) =
t∫
0
κ(t, s)G(s) ds+ F (t) , t ≥ 0.
Then G = Φ(F ).
Proof. (47) is equivalent with
Φ (F ) (t)−G(t) =
t∫
0
K(t, s)F (s) ds−
t∫
0
κ(t, s)G(s) ds.
Now inserting (47) for F (s) in the first integral und using Fubini’s
theorem now implies that
Φ(F )(t)−G(t)
=
∫ t
0
K(t, s)(G(s)−
∫ s
0
κ(s, u)G(u) du) ds−
∫ t
0
κ(t, s)G(s) ds
=
∫ t
0
(K(t, s)− κ(t, s))G(s) ds−
∫ t
0
∫ t
u
K(t, s)κ(s, u) ds G(u) du
= 0 ,
since
∫ t
u
K(t, s)κ(s, u) ds = K(t, u)− κ(t, u). 
The following Lipschitz continuity of K(t, s) w.r.t. t is also needed.
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Proposition A.5. Assume that the pair of parameters (f, h) satisfies
(A) and let T > 0. Then there exists a constant CT such that
(48) sup
s∈[0,t1∧t2]
|K(t1, s)−K(t2, s)| ≤ CT |t1 − t2| , 0 ≤ t1, t2 ≤ T.
Proof. First note that for all 0 ≤ s ≤ t the resolvent kernel satisfies the
following integral equation
K(t, s) = κ(t, s) +
∞∑
n=1
κ⊗n+1(t, s) = κ(t, s) +
t∫
s
κ(t, u)K(u, s) du.
We obtain for s ≤ t1 ≤ t2 ≤ T that
(49)
|K(t1, s)−K(t2, s)| ≤ |κ(t1, s)− κ(t2, s)|
+
∣∣∣∣∫ t1
s
κ(t1, u)K(u, s) du−
∫ t2
s
κ(t2, u)K(u, s) du
∣∣∣∣ .
The integral kernel κ(t, s) is Lipschitz continuous w.r.t. t with Lipschitz-
constant Mt, since
(50)
|κ(t1, s)− κ(t2, s)| =
∣∣∣∣∣∣
t1∫
s
f ′ (xu) h
′(u− s) du−
t2∫
s
f ′ (xu) h
′(u− s) du
∣∣∣∣∣∣
≤
t2∫
t1
|f ′ (xu)h′(u− s)| du ≤ ‖f‖∞‖h′‖L1[0,T ] |t2 − t1| .
Using the estimate∣∣∣∣∣∣
t1∫
s
κ(t1, u)K(u, s) du−
t2∫
s
κ(t2, u)K(u, s) du
∣∣∣∣∣∣
≤
t1∫
s
|(κ(t1, u)− κ(t2, u))K(u, s)| du+
t2∫
t1
|κ(t2, u)K(u, s)| du
≤MT eMT
 t1∫
s
|κ(t1, u)− κ(t2, u)| du+
t2∫
t1
|κ(t2, u)| du

≤MT eMT
(‖f‖∞‖h′‖L1[0,T ] |t2 − t1|+MT |t2 − t1|) ,
we now obtain the assertion. 
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