This paper deals with the two sample problem for rounded data in the i.i.d. model. It is well known that under the null hypothesis the two sample KolmogorovSmirnov statistic without rounding converges in distribution to the supremum of a standard Brownian bridge. We establish that a natural statistic of the KolmogorovSmirnov type based on the rounded data converges in distribution to the same limit as the full observation case. Our result is based on "Donsker's theorem for discretized data" given by Nishiyama (2008, J. Japan Statist. Soc.).
Introduction
It is often assumed in statistics that the random variables under consideration come from a continuous distribution. However, the real data in practice is always given in a rounded (discretized) form. In the classical theory of statistics, the rounding errors were often ignored because the sample size was not so large. These days, however, statisticians face huge data sets due to the rapid development of computer technologies, and thus the accuracy at the rounding step has to be considered carefully. The earliest discussion on the rounding of data goes back at least to Sheppard (1898) . See Heitjan (1989) for a review, and Bai et al. (2009) , Zhang et al. (2009) and references therein for more recent information. However, there have been only a few papers seeking for sufficient conditions under which the rounding effect can be asymptotically ignored by assuming that the mesh of discretization tends to zero as the sample size tends to infinity. Nishiyama (2008) considered this kind of sampling scheme in the goodness-of-fit test problem, while Nishiyama (2009) dealt with Z-estimation problems. These results gave some sufficient conditions on the mesh to yield the same limit theorems in the rounded cases as in the continuous observation case. In this paper, we consider the problem of rounding data in this asymptotic scheme for the two sample problem, applying the Donsker theorem for discretized data established by Nishiyama (2008) . Our conclusion will be that fortunately (and surprisingly), the effect from the rounding is not serious for the two sample problem.
Results
Let {X 1 , . . . , X m } and {Y 1 , . . . , Y n } be independent random samples from distributions P and Q on (R, B(R)). We wish to test the null hypothesis H 0 : P = Q versus the alternative H 1 : P = Q. The most popular test statistic for this problem is the two sample Kolmogorov-Smirnov statistic given by
where
with δ a denoting the Dirac measure at point a. The following theorem is well known.
Theorem 1. Suppose that P and Q are continuous distributions on
See e.g. Chapter 3.7 of van der Vaart and Wellner (1996) for the proof. Now, for every m, n ∈ N, let countable partitions of R, namely R = k A m k and R = l B n l be given. Let some points a m k ∈ A m k and b n l ∈ B n l be fixed. Suppose that we can observe only the data {X m1 , . . . , X mm } given by
and the data {Y n1 , . . . , Y nn } given by
We define the discretized empirical measures P m and Q n by
It is natural to consider the test statistic
Theorem 2. Suppose that P and Q are continuous distributions on (R, B(R)). Assume that m/(m
In the multi-dimensional case, that is, the case where {X i } and {Y j } take values in R d with d ≥ 2, it is impossible in general to obtain an asymptotically distribution free test even in the continuous observation case. Also, it is not possible to get asymptotically distribution free tests for the k sample problem with k > 2. See e.g. Chapter 3.7 of van der Vaart and Wellner (1996) . Since our aim is to obtain an asymptotically distribution free test, we consider only the two sample problem in the one dimensional case.
As for (i-a), a simple sufficient condition for δ P,m = o(m −1/2 ) is that P has a bounded Lebesgue density and sup k Leb(A m k ) = o(m −1/2 ) where Leb(·) denotes the Lebesgue measure. This condition becomes difficult to be satisfied if m is large, in the sense that the mesh of the discretization has to be "smaller than" m −1/2 . However, in practice the assumption (i-b) is often satisfied. Indeed, although at first sight the assumption that the partitions {A m k } and {B n l } are the same might look restrictive, in practice the partition is fixed (not depending even on m, n) and common to both data sets {X 1 , . . . , X m } and {Y 1 , . . . , Y n }, namely R = k (x k , x k+1 ] (e.g., the equidistant sampling scheme x k = k 100 , k ∈ Z). Our result asserts that if sup k P (x k , x k+1 ] and sup k Q(x k , x k+1 ] are small (compared with 1), then we may safely believe the asymptotic results for D m,n , which are the same under both the null hypothesis and the alternative as the full observation case D m,n . So, in this sampling scheme, we may conclude that the effect from rounding is not serious for the two sample test.
Proofs
First we prepare a lemma, which is actually an easy consequence from Example 1.4.6 of van der Vaart and Wellner (1996) . We follow their book for the definitions and the notations appearing in the lemma. For example, we denote by E * the outer integral defined in page 6 of their book. The only concept which we use and which can not seen in their book is the independence of (non-measurable) random elements. 
Proof. It is sufficient to show that X α and Y α are asymptotically independent in the sense of Example 1.4.6 of van der Vaart and Wellner (1996) . Let f and g be bounded nonnegative, Lipschitz functions on D and E, respectively. First notice that
Considering also a similar inequality for the lower integrals, we finally have
Since the weak convergence of X α and Y α implies the asymptotic measurability of them, it holds that
So X α and Y α are asymptotically independent.
Proof of Theorem 2. First we present an argument common for (i-a), (i-b) and (ii). We set
where P m and Q n are the discretized true law given by
It is clear that G 
. The first term on the right hand side tends to ∞ as m, n → ∞. The proof is finished.
