Abstract-Modify the Blum-Shub-Smale model of computation replacing the permitted computational primitives (the real field operations) with any finite set B of real functions semialgebraic over the rationals. Consider the class of Boolean decision problems that can be solved in polynomial time in the new model by machines with no machine constants. How does this class depend on B? We prove that it is always contained in the class obtained for B = { + , − , × }. Moreover, if B is a set of continuous semialgebraic functions containing + and −, and such that arbitrarily small numbers can be computed using B, then we have the following dichotomy: either our class is P or it coincides with the class obtained for B = { + , − , × }.
I. INTRODUCTION
In this work, we study the power of computation over the real numbers to decide classical Boolean problems. As opposed to discrete domains, there is currently no universally accepted natural point of view on computation over the reals, most of the existing models being roughly divided in two groups. On the one hand, if we regard a computation over the reals as a process of approximation to be carried out through discrete means, then we are into the tradition of computable analysis and the bit model. On the other hand, we can forgo some extent of realism, and consider theoretical machines capable of directly manipulating real numbers with unbounded precision: in this case, we are looking at models such as the Blum-ShubSmale model and real random access machines. In the context of computational complexity, adopting the second point of view means, usually, to fix a finite basis of primitive operations that a machine can perform on real numbers, and fixing some prescribed, often unitary, cost for such operations: in short, a rigorous form of counting flops. In general, in these models, machines compute real functions of real inputs. There is, however, a trend to bring complexity in the Blum-Shub-Smale model back into contact with classical discrete complexity through the study of Boolean parts: the Boolean part of a complexity class over the reals is obtained by restricting the input and output of the corresponding machines to Boolean values (the idea dates back to [Goo94] and [Koi93] , the reader may find more information in §22.2 of the book [BCSS98] , which is also the reference for the Blum-Shub-Smale model, additional bibliography can be found in [ABKM09] ). In this work, we will explore how the Boolean parts of real complexity classes change by varying the set of primitive operations. In particular, we are interested in machines performing various sets of semialgebraic operations at unit cost.
One point of criticism to the Blum-Shub-Smale model (raised, for example, in [Bra05] , [BC06] ) is that the only computable functions are piecewise polynomial. In short: why should √ x not be computable? Consider the Sum of Square Roots problem -compare two sums of square roots of positive integers -which is important in computational geometry due to ties with the Euclidean Travelling Salesman Problem [GGJ76] . This problem is trivially solvable in polynomial time by a real Turing machine with primitives +, −, and √ x (we always assume to have equality and comparison tests), and, in fact, it can be solved in polynomial time also by the usual real Turing machine (i.e. with primitives for rational functions), but the result requires a clever argument [Tiw92] . Are we witnessing a coincidental fact, or is there a deeper relation between the ad-hoc set of primitives {+, −, √ x} and the one chosen by Blum, Shub, and Smale {+, −, ×, ÷}? For instance, as long as we restrict our attention to discrete decision problems and, say, polynomial time, it is conceivable that adding √ x to the basic functions of the real Turing machine (or replacing × and ÷ with √ x) may not increase (or alter) its computational power-or, more precisely, the set of discrete decision problems that it can decide in polynomial time. It is a corollary of our results that the question we started with has, in fact, an answer: for Boolean problems, the real Turing machine doesn't need the primitive √ x, because it can simulate it.
The study of complexity over arbitrary structures has been initiated by Goode in [Goo94] and continued by many, see for instance Poizat's book [Poi95] (also, in the context of recursion theory, there has been previous work: see [Ers81] , [FM92] ). This line of research focused mainly on questions such as P = NP inside different structures, or classes of structures; i.e. considering equivalences or separations relativized to various structures more or less in the same spirit as one relativizes to various oracles. Adding Boolean parts to the mix, we gain the ability to meaningfully compare complexity classes across structures. Several problems that are complete for the Boolean part BP (P 0 R ) of the class of problems solvable in polynomial time by real Turing machines without machine constants have been recently studied by Allender, Bürgisser, Kjeldgaard-Pedersen, and Miltersen [ABKM09] . One of the BP (P 0 R )-complete problems identified in [ABKM09] , called by them the Generic Task of Numerical Computation, is offered as a prototype for problems which are hard for numerical, as opposed to combinatorial, reasons; suggesting that the notion of BP (P 0 R )-hardness may have practical value, to prove intractability of numerical problems, much as NP-hardness is used for combinatorial problems. In fact, recent research adopts precisely this point of view to assess the complexity of fixed point problems [EY10] , and of semidefinite programming [TV08] . We are therefore encouraged to investigate how the (analogue of) the class BP (P 0 R ) changes when varying the computational basis, both as a means to evaluate how generic the GTNC really is, and as a way to build up a toolbox of problems hard or complete for BP (P 0 R ). The aim of this paper is to prove that the computing power of any finite set of real functions semialgebraic over Qexamples of which are the square root, a function computing the real and imaginary parts of the roots of a seventh degree polynomial given by its coefficients, or the euclidean distance of two ellipsoids in R 3 represented using, say, positive semidefinite matrices -does not exceed the computing power of +, −, and ×. We also prove, under reasonable technical hypotheses, that a basis of functions semialgebraic over Q either solves in polynomial time precisely the discrete problems in BP (P 0 R ), or precisely P. For instance, to go back our little example, we can answer our own question very precisely: the discrete problems that the computational bases {+, −, √ x}, {+, −, ×, ÷}, and {+, −, ×, ÷, √ x} can solve in polynomial time are precisely the same.
We will, now, spend a few words on the technical setting of our results. Among the BP (P 0 R )-complete problems identified in [ABKM09] there is the problem PosSLP: to decide whether a given circuit with gates for 0, 1, +, −, × and no input gates represents a positive number. Clearly, the completeness of PosSLP for BP (P 0 R ) can be generalized to any basis B and the corresponding polynomial time class. In other words, one can consider a Boolean (⊂ {0, 1} ⋆ ) language to be efficiently decidable using B, when it is decidable in polynomial time by a machine over the reals with basic operations B. Taking a different approach, one may say that a language is efficiently decidable using B if it is polynomial time Turing reducible to PosSLP(B) -i.e. PosSLP with gates in B. These two points of view are clearly equivalent mathematically, and, in fact, our work can be phrased in either or both settings. However, for the sake of clarity, we prefer to fix one and stick to it. So, even though it may seem a less direct approach, we choose the PosSLP point of view, both because it allows finer grained classifications -we will state some intermediate result for many-one instead of Turing reductions -and because, we believe, in total it makes the argument shorter.
For each finite set of real functions S semialgebraic over Q, we prove that PosSLP(S) is polynomial time Turing reducible to PosSLP-this is a direct generalization of a result in [ABKM09] proving BP (P 0 R ) = BP (P algebraic R ), however we obtain our result with different techniques, involving algebraic number theory and model theory. Then, under the additional hypothesis that all the functions in S are continuous, that + and − are in S, and that arbitrarily small numbers can be represented by circuits with gates in S, we obtain the following dichotomy for the computational complexity of PosSLP(S). Either all the functions in S are piecewise linear, and in this case PosSLP(S) is in P, or not, and in this case PosSLP(S) is polynomial time equivalent to PosSLP (in the sense of Turing reductions).
Finally, as a possible indication for future research, we would like to raise the question of machine constants (which are just 0-ary primitives) and other sets of primitives not semialgebraic over Q, most importantly those that are commonly met in practice: for instance, the typical pocket calculator functions sin(x), log(x), e x , &c. Taking Boolean parts, one can compare the relative strength of any two computational models: is it possible to show equivalence or separation results involving transcendental functions?
II. PRELIMINARIES & NOTATIONS
We will consider circuits whose gates operate on real numbers (real circuits, for short). Our circuits will have any number of input gates and precisely one output gate, hence, for us, circuits compute multivariate real functions. If a circuit has no input gates, we will call it a closed circuit: closed circuits represent a well defined real value. We measure the size of a circuit as the number of its gates. We call basis a finite set of real functions, which we intend to use as gates. Given a basis B, a B-circuit is a circuit with gates belonging to B, and V (B) is the set of the values of all closed B-circuits. We will consistently employ the same symbol to denote a circuit and the function it represents. We will identify algebraic formulae with tree-like circuits. The notation · denotes the circuit size, while |·| is the absolute value.
Broadly speaking, we are interested in the efficient evaluation of the sign of closed circuits in some basis B, by use of an oracle for the evaluation of the sign of closed circuits in some other basis B ′ . In general, we will employ the technique, common in computational geometry, of combining approximate evaluation with explicit zero bounds: see [LPY05] for a survey.
Definition II.1 (zero bound). Let C be a class of closed real circuits. We say that Z : C → R >0 is a zero bound for C if, for all c ∈ C, either c evaluates to zero (c = 0), or Z(c) < |c|.
It is clear that, given a zero bound Z for C, we can decide the sign of a circuit c ∈ C by looking at an approximation c ′ of c up to an additive error bounded by Z(c)/2. In fact, if |c ′ | ≤ Z(c)/2, then c = 0, otherwise c and c ′ have the same sign. Both directions of our argument will follow this general recipe. We will now summarize a few facts about semialgebraic sets and Weil heights, that we need in order to provide the ingredients.
A subset of R n is semialgebraic over a subring A of R if it can be described by a finite Boolean combination of subsets of R n defined by polynomial equalities
. A function is said to be semialgebraic over A if its graph, as a set, is semialgebraic over A. As a general reference for the reader, we suggest the book of Van Den Dries [vdD98] . In this paper, we are mainly interested in functions and sets semialgebraic over Q. We recall the central property of semialgebraic sets.
Fact II.2 (Tarski-Seidenberg). Let φ be a first-order formula in the field language (0, 1, +, −, ×), then there is a quantifier free formula ψ in the same language such that
In other words, a set is first-order definable over A in the real field, if and only if it is semialgebraic over A. This statement has a number of well known consequences on the geometry of semialgebraic sets: for instance semialgebraic sets have finitely many connected components, and semialgebraic functions are almost everywhere infinitely differentiable. As an example, it is convenient to state the following corollary (see [vdD98, Chapter 2(3.7)]), which will constitute the hinge of our zero bound.
Finally, we summarize a few facts that we need about the notion of absolute Weil height, which was introduced by André Weil in the context of Diophantine geometry. For our purpose, absolute heights are real numbers associated to points in
is a positive real number meant to represent a notion of size of p. For instance, if p is in P n (Q), then its absolute height can be determined as follows: take a tuple q of n + 1 coprime integers representing p, then H(p) = max i q i . For the general definition, which is too technical for this introduction, we refer the reader to [Lan83, Chapter 3]. We will summarize below the facts that we need. The absolute height H(x) of an algebraic number x is defined as the height of (1, x) ∈ P 1 (Q alg ). The following facts will be used to bound the result of algebraic computations.
Fact II.4 ([Wal00, Property 3.3]). Let a and b be algebraic numbers, then
be a polynomial with algebraic coefficients. Let α be a root of p. Then
Proof. Immediate from the definition. 
IV. CIRCUITS WITH GATES FOR POLYNOMIAL ROOTS
In this section we study circuits in the basis
, or to 0 when it doesn't exist. Observe that, for d 1 < d 2 , a r d2 gate can simulate a r d1 gate, and, in particular, a division gate
with the convention that x/0 = 0. Nevertheless, for technical reasons which will become clear later on, we prefer to include all the gates r 1 . . . It is convenient to isolate a number of intermediate steps. First we will prove a zero bound for B d -circuits in Lemma IV.2. Then, we will prove, in Lemma IV.5, that, for a subclass of B d -circuits which we call regular, there is an effective bound connecting the error of an approximate evaluating procedure at each gate, with the error accumulated at the end of the evaluation. Third, we will show how to convert B d -circuits into regular B d -circuits effectively in Lemma IV.6. Finally we will prove Proposition IV.1 giving an evaluation procedure for regular B d -circuits based on Newton's method.
Lemma IV.2. For any fixed d there is a constant
Proof. Using Fact II.4 and Fact II.5 we get a constant
where H(c) denotes the absolute Weil height of the algebraic number represented by c. The lemma follows immediately from Fact II.6 observing that the degree of c is bounded by a single exponential in c .
Definition IV.3. Let c be a closed B d -circuit. We say that a gate g of c is regular if 1) g is 0 or 1 2) g is +, −, or × and its inputs are regular gates 3) g is ch(x, n, z, p) with x regular < 0 and n regular 4) g is ch(x, n, z, p) with x regular > 0 and p regular 5) g is r δ (a 0 . . . a δ ), its inputs a 0 . . . a δ are regular, the largest real root ζ of p(x) def = i a i x i exists, and the first δ derivatives of p do not vanish at ζ. We say that c is regular if its output gate is.
Recall that a function f : X → R is called upper semicontinuous at a ∈ X if for each k > f (a) there is a neighbourhood V of a in X such that k > f (x) for each x ∈ V . Also, f is called upper semicontinuous if it is upper semicontinuous at every a ∈ X.
During the proof of the next lemma, we will need the following fact, which follows almost immediately from the definition-see also [Bou66, IV §6.2 Theorem 3].
Fact IV.4. Let X be a non-empty compact topological space and f : X → R be upper semicontinuous. Then there is a ∈ X such that sup 
Proof. We study the loss of precision incurred by our perturbed evaluation procedure at each gate. The proof is stated in the language of o-minimalitysee [vdD98] for a reference. Observe that the gates in B d are semialgebraic over Q, or, in other words, first-order definable in (R, +, ×) by the Tarski-Seidenberg quantifier elimination theorem. In the following, definable will mean first-order definable in (R, +, ×).
By Lemma IV.2 and induction on the size of c, the choices performed by regular ch gates are unaffected by the accumulated errors. Therefore, by Definition IV.3, the errors occurred at non-regular gates have no influence on the value of c, therefore we can simply ignore the effect of these errors. Now we concentrate on regular r δ gates. Clearly, all these gates compute the largest real root of a polynomial of degree ≤ d, which, by the regularity, must be a single root.
Define the set R ⊂ R d+1 as the set of those tuples x such that the largest real root of the polynomial represented by x exists and is a single root. Consider a tuple x 0 ∈ R representing a polynomial with largest real root r = r d (x 0 ). Clearly, there is a positive A such that r d is A-Lipschitz on a neighbourhood of x 0 of radius 1/A with respect to the ∞-norm, i.e. for all tuples ǫ 1 , ǫ 2 ∈ R d+1 with |ǫ 1 | ∞ , |ǫ 2 | ∞ < 1/A we have
and, in particular, R is an open set. Now, by [vdD98, Chapter 6 Proposition 1.2], the structure (R, +, ×) has definable Skolem functions, this means that there is a definable function α such that for all x 0 ∈ R the choice A = α(x 0 ) works. Finally we observe that α can be replaced by
which is well defined, definable, and upper semicontinuous. In fact, if |ǫ 1 | ∞ , |ǫ 2 | ∞ < 1/α ′ (x), then for all y such that |x − y| ∞ < 1/(2α(y)) and |ǫ 1 | ∞ , |ǫ 2 | ∞ < 1/(2α(y)) we have
and taking the inf on 2α(y)
follows from the fact that the choice y = x always verifies the condition |x − y| ∞ < 1/(2α(y)). Definability is immediate. Upper semicontinuity follows observing that if α ′ (x) < k, then there is y such that |x − y| ∞ < 1/(2α(y)) and 2α(y) < k, hence α ′ (x ′ ) ≤ 2α(y) < k for all x ′ in a neighbourhood of x of radius 1/(2α(y)) − |x − y| ∞ . Now we turn our attention to the set R(N ) of all elements of R whose coordinates can be represented by B d -circuits of size at most N . Our aim is to construct a uniform family of compact definable sets R ′ (t) such that
for some constant K. By [PD01, Theorem 2.4.1] there are finitely many polynomials over the integers p i,j such that R can be written in the following form
Let S be the maximum size of the circuits representing the polynomials p i,j . Fix K in such a way that
The middle set is closed, and, again by lemma IV.2, we can intersect it with a box of radius 2 2 KN . Hence we have our set
Finally we consider the definable function
is upper semicontinuous, therefore, by Fact IV.4, the function β is well defined. Since the structure (R, +, ×) is polynomially bounded -Fact II.3 -there are positive integers m and n such that β(t) < mt n for all t ≥ 1. Let γ (N ) = m2 The statement (⋆) that holds for r δ gates, holds a fortiori for r δ ′ gates with δ ′ < δ, and it can easily be proven, as well, for +, −, and ×: in fact, in this case it is a direct consequence of Lemma IV.2. Now, choose E d in such a way that
X for all positive integer X. We need to prove that as long as the error added on each r δ gate of a circuit c is bounded by
the accumulated error on the evaluation of c is bounded by e 2γ ( c ) < e2
This can be done observing that, by induction, the accumulated error on the output of a gate at depth i in c is bounded by e(2γ( c )) 
A quasi-regular circuit is one whose output gate is quasiregular. In other words, being quasi-regular is like being regular, except that the first arguments of choice gates may be zero.
For the first step, our procedure generates a quasi-regular
It suffices to prove that we can replace r δ (a 0 . . . a d ) with a suitable circuit s δ (a 0 . . . a d ) in such a way that the output of s δ is quasi-regular whenever its inputs are quasi-regular. For the case δ = 0, we define s 0 (x) = 0. For positive δ, in order to construct s δ , we produce a more general family of circuits s δ,i such that s δ,i (a 0 . . . a δ ) evaluates to the i-th largest real root of p (counted with multiplicity), or to 0 if said root does not exist. Clearly the choice s δ = s δ,1 works. By induction we will show how to build s δ,i using all s δ ′ ,i ′ for δ ′ < δ, or for δ ′ = δ and i ′ < i. If i = 1, we use choice gates to test whether the degree of p is less than δ, or, using Tarski-Seidenberg, whether the largest root of p either does not exist or it is a root of some derivative of p. In each of these cases, we choose to use the appropriate s δ ′ ,i ′ or the constant 0. Otherwise, we use r δ . If i > 1, we use Tarski-Seidenberg again, to guard against the case in which the required root does not exist, and if it exists we use s δ−1,i−1 applied to the coefficients of p(x)/(x − s δ,1 (a 0 . . . a δ )) which can be computed by polynomial division (hence using +, −, and ×, because the denominator is a monic polynomial). Now we have a quasi-regular circuit c ′ of size bounded by a multiple (depending on d) of the size of c. By Lemma IV.2, for each gate g of c ′ , either g = 0, or |g| > 2
where, clearly, the first arguments of the ch gates on the right hand side can never be zero. Therefore, performing the substitution above on all gates of c ′ gives us a regular circuitc. Finally, we observe that our substitution does entail at most a linear increase in size from c ′ toc. In fact, 2 2 n can be computed by a circuit of size linear in n by iterated squaring.
Observation IV.7. Fix a base B = {0, 1, +, −, ×, ch, . . . }. Let a < b be integers, and let
family of continuous monotonic functions parameterized by t ∈ S ⊂ R n . Assume that the family f t is represented as a B-circuit-i.e. there is a B-circuit f that takes inputs t and x and computes f t (x). Moreover, assume that f t (2
for all t ∈ T . Then there is a B-circuit g representing a function : R n → R mapping any t ∈ T to a power of 2 such that f t (g (t)) f t (2g (t)) ≤ 0 and g ≤ p(|a| + |b| + f ) for some fixed polynomial p.
Proof. The observation says that we can find the order of magnitude of the solution x of the equation f t (x) = 0 uniformly in t through a circuit of size polynomial in |a| + |b| + f . It is easy to devise a bisecting procedure that finds the binary digits of an integer e t in such a way that
and to turn such procedure into a B-circuit of the required size. 
Proof of Proposition
representing the k-th iterate of Newton's method applied to p starting from x 0 through the iteration 
for a suitable constant positive integer K that we will describe later in the proof. At each r d gate, our substitution introduces an error bounded by
Therefore, irrespective of the value of K ≥ 1, this substitution verifies the hypothesis of Lemma IV.5 with e = 0.5, and, by Lemma IV.2, we have thatc − 2 
and, in particular, none of the first d derivatives ofp vanishes atζ. By Tarski-Seidenberg, we can test the signs of the derivatives ofp inζ through a fixed Boolean combination of polynomial conditions on the coefficients a 0 . . . a d , and, in turn, we can realize this Boolean combination as a switching network of ch gates. Therefore we can build a circuit designed to decide its course of action based on the signs of the derivatives ofp atζ. From now on, we assume that the first and second derivatives ofp inζ are positive: the reader can easily work out the three other cases. We claim that, if we can find a < b < c such that the following conditions hold
3) the first derivative ofp is positive on ]a, c] 4) there is e such that 2 e ≤p ′′ (x) ≤ 2 e+1 for all x ∈ [a, c] then c is an approximate root of p. In fact, let
It is well known (for instance [Atk89, Formula 2.2.2]) that
we have the claim. We will now look for a suitable choice of a, b, and c. First we use r d−1 gates to write the roots of the first, second, and third derivatives ofp. We call S the set of all these values plus ±(1 + 2 2 C d c ), which are an upper and lower bound forζ. Now, using choice gates, find two consecutive elements s and t of S such that s ≤ ζ ≤ t. As we did observe, the quantity p ′′ (ζ) is represented by a B d -circuit of size bounded by c + k for some constant k. Hence 2
In [s, t], the polynomialp and its second derivativep ′′ are monotonic, hence we can apply Observation IV.7 to the composition p • p ′′−1 and get a new interval
and there is an e such that
Now we turn our attention to the order of magnitude ofζ − a. First we use a choice gate to test whetherζ happens to be within the required precision from a. If this is the case we just output a + 2 
V. REDUCING × TO AN ARBITRARY SEMIALGEBRAIC FUNCTION
In this section we address the opposite problem of Section IV, namely we want to recover × starting from a regular not piecewise linear function f : R → R. The argument is comparatively technically easier. The idea is to observe that the product can be simulated using linear operations and the square function. In turn, the square can be approximated, in some sense, zooming in a point on the graph of f , because we can expect that, under strong magnification, f should be practically indistinguishable from its second order approximation. The zero bound, in this direction, is trivial, because the input circuit computes an integer value. Technical obstacles lie in the fact that we can use just + and −, as opposed to all linear functions, and in balancing the quality of our approximation with the size of the resulting circuit.
Lemma V.1. Let p ∈ R[x] be a polynomial of degree d > 1, and let α be a positive real. Then PosSLP is polynomial time many-one reducible to PosSLP(0, α, +, −, p).
Proof. We will produce a polynomial time procedure that, given a closed circuit c with gates in the basis B def = {0, 1, +, −, ×}, generates a closed circuitc with gates in B ′ def = {0, α, +, −, p}, in such a way that c is positive iffc is positive.
First we prove that without loss of generality we can assume p(x) = ax 2 for some real coefficient a > 0. Let q be the polynomial
is the (d − 2)-th iterate of the first difference operator
Clearly q can be implemented with a fixed number, depending on d, of B ′ -gates, and the degree of q is 2. Now, the polynomial
has the required form, except at most for the sign of a, which is easily corrected. Assuming p(x) = ax 2 , we observe that
therefore we can replace B ′ with
Now we modify c in such a way that there is only one 1 gate and all the paths from any given gate to the output node have the same length, this can be accomplished by addition of no more than 2 c 2 dummy gates arranged in 0 + 0 + · · · subcircuits. Then, for every xy gate in c we put a corresponding 2axy gate inc. For every x ± y gate we put a 2a1(x ± y) subcircuit. And for zeroes and ones we put zeroes and α respectively. Let h denote the depth of the only 1 gate in the modified c circuit-we can clearly assume that this is the deepest gate. Then the value of a gate at depth i of the modified c circuit is (2a)
i−h /α times the value of the corresponding object in the new circuit. Thereforec and c have the same sign. Proof. By Lemma V.1 suffices to show a polynomial time procedure that, given a circuit c with gates in the basis
generates a B-circuitc in such a way that c is positive iffc is positive.
Without loss of generality we may assume 2β ≤ α. First we describe a procedure that, given positive numbers e ≤ α and u, with u represented as a B-circuit, and given a B ′ -circuit n, attempts to produce a B-circuit a(n, u, e) such that |a (n, u, e) − nu| < eu α (⋆) the intuition is that a(n, u, e) represents an e/α-approximation of n scaled down by a factor of u. This procedure may either succeed in its goal or fail explicitly. The circuit a(n, u, e) is defined inductively on the structure of n a m 2 , f (u) , e = f a m, u, e − 4 (|m| + 1) 3 u 4|m| + 2
fail if e ≤ 4(|m| + 1) 3 u or β < (|m| + 1)u a (m 1 ± m 2 , u, e) = a m 1 , u, e 2 ± a m 2 , u, e 2 a (1, u, e) = u a (0, u, e) = 0 the procedure fails in any other case. It is easy to check by direct computation that property (⋆) is preserved-for the first case, the computation goes as follows. Assume (|m| + 1)u ≤ β and remember that e ≤ α and m is an integer. Let ǫ = e − 4 (|m| + 1) 3 u 4|m| + 2 then clearly 0 < ǫ ≤ α, and we have
Now we find u n such that a(n, u n , α) does not fail. To this aim, we use the density hypothesis to pick a B-circuit k such that
i for all i. We claim that u n def = f 3 n +3 (k) does the job. In fact, it suffices to show by induction that, at each step a(n ′ , u ′ , e ′ ) of the recursion, the following conditions are met
where d is the depth at which the recursion step occurs. For the special case of computing a circuit representation of a(n) def = a(n, u n , α), we argue that a variant of our procedure can be carried out in polynomial time. First, we already know that the procedure will not fail, hence we can omit to maintain the value of e, since this quantity is used uniquely to check for failure. Then, notice that the choice of k does not depend on the circuit n (but just on the basis B), therefore we can simply pick a valid k and hard-code it into the procedure. Hence, since the only values of u that we encounter during the performance of the procedure are of the form f i+ n +4 (k) with 0 ≤ i < n , we can construct B-circuits to represent these values in time polynomial in n . Now, stipulate that every time we need to compute a(n ′ , u ′ , −) for a subcircuit n ′ of n and a u ′ in our list, we check if the same computation has already been performed, and if so we simply link to the already constructed subcircuit. Since there are n possible subcircuits n ′ , and u ′ ranges over a set of n different values, our modified procedure makes at most n 2 recursive calls. Finally, property (⋆) yields
and, observing that 2c − 1 necessarily represents an odd integer, this implies thatc 2 in an open subset O of R n of codimension < n. Since O is dense, g| O can not be linear, hence we can pick a point x ∈ O ∩ V (B) such that the Hessian matrix H(g)(x) of g at x does not vanish. Now we pick an integer vector v ∈ Z n such that v T H(g)(x 0 )v does not vanish. Clearly
can be represented by a B-circuit, and it is of class C 2 at 0. It can be verified by direct computation that f (0) = f ′ (0) = 0 and f ′′ (0) = 0. Hence either f or −f verifies the hypothesis of Lemma V.2. Therefore we have the first case. Now assume that all functions in B are piecewise linear, albeit possibly with algebraic coefficients. We will show how to evaluate B-circuits in polynomial time. Fix a number field K in which all the coefficients of all the linear pieces of functions in B reside. Fix e 1 . . . e n ∈ K that generate K as a vector space over Q. Clearly V (B) ⊂ K, hence, in the evaluation of B-circuits, we can restrict the domain of our computation to K. We represent each element x of K using the unique vector σ(x) ∈ Q n such that x = i σ(x) i e i . Now, for each function f ∈ B we need to know how to compute σ(f (x 1 . . . x m )) given σ(x 1 ) . . . σ(x m ). Let g(x 1 . . . x m ) be one of the linear pieces that constitute f , then σ • g • σ −1 is a linear map from (Q n ) m to Q n , therefore we decide to compute the linear pieces constituting f simply by matrix multiplication in the rationals, kept as pairs of coprime integers, which in turn are kept in binary. To choose among the pieces, by Tarski-Seidenberg, suffices to evaluate a fixed (depending on f ) set of rational polynomial conditions on the coefficients of σ(x 1 ) . . . σ(x m ), which we decide to do again by simple rational arithmetic. Finally, to decide x > 0 given σ(x), we employ similarly Tarski-Seidenberg to translate this condition into a Boolean combination of polynomial conditions on σ(x) 1 . . . σ(x) n , and we evaluate it using rational arithmetic. Summarizing, we precompute the coefficients for the finite number of rational linear functions and polynomials that we will need, this data depends only on B, which is fixed. Then we carry out the evaluation as described above. It is easy to check that the algorithm works in polynomial time. This concludes the proof of the second case.
VII. ADDENDA In this last section we collect a few additional results, observations, questions.
First we would like to discuss the density and continuity assumptions in Theorem III.3. If all the functions in B happen to be constants or unary functions, we can dispense with the aforementioned assumptions because of the following fact, which is a consequence of [Wil04, Corollary 2.2] and Fact II.3. Proof. Along the lines of the proofs of Theorem III.3. The only new case to examine is when V (B) is discrete and there is a function f i which restricted to V (B) is not piecewise linear. Since V (B) must be an additive subgroup of R, because + ∈ B, we can assume that V (B) is precisely Z. By Fact VII.1, we have that f i must coincide with a non-affine polynomial on the integers in a half line. Our goal, now, is to construct, using f i , a new function g : R → R, represented as a B-circuit, which coincides with a non-affine polynomial on all of Z. Given that, g verifies the hypothesis of Lemma V.1 and we are done.
The function g is constructed as follows. By Fact VII.1, f i coincides with a polynomial p on [N, +∞) and another poly- for |x| ≥ N . Therefore, if a + a ′ = 0, we can simply choose g(x) = h 3 (N (2x + 1) ). It remains to be considered the case a = −a ′ . In this case we observe that, for |x| ≥ N + 1 h 2 (x + 1) − h 2 (x − 1) = 4a |x| Therefore we can replace h 2 in the above argument with
which coincides with 4a 2 x 2 + b ′-or-not for |x| sufficiently large.
Unfortunately, we do not have an analogue of Observation VII.1 for multivariate functions. Moreover, the following example shows that, failing either the continuity or the density hypothesis, we can not employ the technique of reducing to a unary function and invoke Lemma V.1 or V.2. In particular PosSLP(B) may be equivalent to PosSLP even though all the unary functions represented by B-circuits are either constant on a cofinite set, or the identity function. On the other hand, for any function f : R 4 → R in B ′ , and for any choice of four linear functions a 1 . . . a 4 : R → R, we see that f (a 1 (x) . . . a 4 (x)), as a function of x, is constant on a cofinite set. It follows that any unary function represented by a B ′ -circuit, unless it is the function x → x, must be constant outside of a finite set.
In opposition to continuity and density, we are unsatisfied by the hypothesis that B contains + and − in Theorem III.3, and would like to see it weakened or eliminated. This hypothesis comes directly from Lemma V.2, where we need + and − to manipulate the graph of f . It is conceivable that, as we can simulate × killing the constant and first degree terms of a second order approximation of f , we may be able to simulate some linear function killing the constant and second degree terms, at least if f is generic enough.
The initial motivation of the present work has been an ongoing attempt by the author and Manuel Bodirsky to investigate constraint satisfaction problems over the reals, continuing the work initiated by [BJO12] . For technical reasons, due to the convexity requirement proven in [BJO12] , it would be desirable to assess the computational complexity of the problem of comparing two B-circuits (as opposed to one Bcircuit and 0) in a basis B not containing the − function. For the case of the basis {0, 1, +, −, ×}, it is an observation that the comparison of circuits on the basis {0, 1, +, ×} is polynomial time equivalent to PosSLP. Nevertheless, we can not say whether the same holds in a more general situation.
