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The main result in this paper is the characterization of all n-dimensional weak 
Chebyshev 2 subspaces of C(Q) for which the metric projection has a continuous 
selection. It is also shown that if n > 3 and P, has a continuous selection, then Q 
should be homeomorphic to a subset of R. 0 19% Academic press, ~nc. 
1. INTRODUCTION 
The closed subset A of the normed linear space X is said to be 
proximinal in X, if for each x E X there is y E A such that d(x, A) = Ijx - ~11, 
where d(x, A) is the distance from x to A; that is, 
For the proximinal set A in X, the set-valued function P, : X + 2A defined 
by PA(x)=(yEA; lb-Yll=%A)} is called the metric projection from 
X onto A, and if there is a continuous function f: X+ A such that 
f(x) E PA(x) for each x E X, then f is called a continuous selection for the 
metric projection P, . 
“Q is a totally ordered space” means that Q is a totally ordered set and 
the topology defined on it is the order topology. If Q is a locally compact 
totally ordered space, then C,(Q) is the Banach space of all continuous 
real-valued functions defined on Q and “vanishing at infinity”; that is, if 
f~ C,,(Q), then for all E > 0, the set {q E Q; If(q)1 > E} is compact. If Q is 
compact then C,(Q) is denoted C(Q). The norm defined on C,(Q) and 
C(Q) is the uniform norm; that is, llfll = sup{ If(q q E Q}. The subspace 
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N of C,,(Q) is called a Z-subspace if no g # 0 in N vanishes on a 
open subset of Q. Any subset of the real numbers is totally or ii 
any proper subset of the circle is totally ordered. Another very important 
totally ordered space is the “interval with split points” (for de~~itio~ see 
Brown [l, 21; also see Example 4.11 in this paper). Totally ordered spaces 
have a very strong relation with the existence of a continuous selection for 
the metric projection. Brown [l] proved t if Q is any comlpaet 
Hausdorff space and C(Q) contains a finite di sional Z-subspace N of 
dimension at least two such that the metric projection P, has a continuous 
selection, then either Q is homeomorphic to a subset of t 
homeomorphic to a subset of an interval with split points. 
If Q is a locally compact totally ordered space, then the ~-dimensio~a 
subspace N of C,(Q) is called a Chebyshev subspace if each g # 0 in N has 
no more than (n - 1) zeros. N is called a weak Chebyshev subspace if for 
each basis {gl, g2,..., g,> of N, x1<+< ... <x, in 
y,< ..’ < Y,, in Q, 
Wgh$l . detCsi(yj)l 3 Q. 
.fones and Karlovitz [4]; Deutsch, Nurnberger, and Singer [3], an 
Kamal [S] studied other equivalent properties of the weak Ghebyshev 
subspaces. One of these properties is the following: 
For eachSE C,(Q) there is ge N such that lif- gll = d(f, N) an 
scillates at (n + 1) points of Q; that is, there are x1 <x2 < ... <x,+1 
E= i-1, such that 
(- lY (f- g)(xJ = 8 llf- 4, for i=l,2 ) . ..) I? + 1. 
This property is related to the existence of a continuous 
metric projection P,: C,(Q) -+ 2N. This relation can 
following theorem: 
1.1. THEOREM. Let Q be a locally compact totally ordered space, let N be 
an n-dimensional subspace of C,(Q), and let P, be the metric proj@cti~~ 
from C,(Q) onto N. If for each f E C,(Q) there is a zmiqzre gf~ PN(f) such 
that (f - gf) equioscillates at (n + 1) points, then the mapping $: C,(Q) --+ N 
defined by $(f) = gf is a continuous selection for the metric projecti#~ P,. 
The proof of this theorem is easy and can be obtained from the proof of 
the special case when Q is a compact real interval; that was done 
Nurnberger and Sommer [8]. 
Let Q be a locally compact total 
an n-dimensional subspace of C,(Q), and let 
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projection from C,(Q) onto N. The subspace N may or may not possess 
one of the following properties: 
awcl : Each g # 0 in N has at most y1 distinct zeros 
awc2: For each f E C,(Q) there is a unique g E PN( f ), such that 
(f - g) equioscillates at (n + 1) points. 
By Theorem 1.1, if N has the property awcZ then the metric projection 
P, has a continuous selection. In the case when N is a weak Chebyshev 
subspace, each f E C,(Q) has at least one g E PN(f) such that (f - g) equi- 
oscillates at (n + 1) points of Q, so in order to show that the metric projec- 
tion P, from C,(Q) onto the n-dimensional weak Chebyshev subspace N 
of C,(Q) has a continuous selection, it is enough to show that, for each 
f E C,(Q), there is at most one g E PN(f) such that (f- g) equioscillates at 
(n + 1) points. Using the properties of the real intervals, Nurnberger and 
Sommer [S] proved that the properties awe, and awcz are equivalent for 
any n-dimensional weak Chebyshev subspace N of C[a, b], where [a, b] is 
a compact real interval. Nurnberger [6] obtained the same result for any 
n-dimensional weak Chebyshev subspace of C,(Q), where Q is any locally 
compact subset of the real numbers. However, his proof is very difficult and 
depends very strongly on the properties of the real numbers, so it cannot 
be generalized any more. 
In this paper the author studies the property awe, and its relation with 
the existence of a continuous selection for the metric projection in the 
general case when Q is any locally compact (resp. compact) totally ordered 
space. In Section 2, the author studies the properties of the order topology 
on Q that are related to the existence of the property awcl in some 
n-dimensional weak Chebyshev subspaces of C,(Q). These properties are 
not algebraic, and they are satisfied by some spaces that are not 
homeomorphic to subsets of the real numbers. In Section 3, the author 
uses some of these properties to prove that the properties awcr and awcz 
are equivalent on any n-dimensional weak Chebyshev subspace of C,(Q), 
where Q is any locally compact totally ordered space. The proof is very 
simple and natural. Combining this result with some other results, it is 
shown that if N is a finite-dimensional weak Chebyshev Z-subspace of 
C(Q), then the metric projection P, has a continuous selection if and only 
if N has the property awe,. This result gives a full characterization for 
those finite-dimensional weak Chebyshev Z-subspaces of C(Q) for which 
the metric projection P, has a continuous selection. 
The natural question that one may ask is whether the property awcl is 
satisfied by some n-dimensional weak Chebyshev subspaces of C(Q), when 
Q is not homeomorphic to any subset of the real numbers. The answer is 
an extension to Mairhuber’s theorem. Mairhuber’s theorem asserts that if 
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there is a Chebyshev subspace of C(Q) of finite dimension not less than 
two, then Q is homeomorphic to a subset of the circle. The proof of 
Mairhuber’s theorem can be found in Singer [IO]. In Section 4, it is 
shown that if Q is a compact totally ordered space, C(Q) contains an 
n-dimensional weak Chebyshev subspace that has the operty awe,, and 
M > 3, then Q is homeomorphic to a subset of R. 
dim N= 2, an example will be given to show that this result fails However, 
if dim N = 2 and there is x0 E Q such that g(xO) = 0 for each g E N, then the 
result holds. Combining this result with other results from Section 3, it is 
shown also that if Q is a compact totally ordered space and C(Q) contains 
a finite-dimensional weak Chebyshev Z-subspace of dimension not 
than three, and the metric projection P, has a continuous selection, t 
Q is homeomorphic to a subset of R. In the case when the 
this subspace is 2, an example will given to show that t 
The rest of this section will cover some definitions a known results 
that will be used later in this paper. In this paper ‘“Q i 
space” means that Q is a totally ordered 
defined on it. The intervals [x, ~1, (x, ,v) in 
and + c3 have their ordinary meaning. If is a locally compact totafiy 
ordered space, then f E C,(Q) is said to “osc kly” (resp. ““oscillate”) 
at k points of Q if there are x1 < x2 < . . . < xk i and E = +I such that 
(-l)i~f(xi)>O (resp. (-l)'6f(xi)>0) 
“equioseillate” at k points of Q if there 
E= +l such that (-l)'f(xJ=E~lf~l f or all i= 1, 2, . . . . k. If N is an 
n-dimensional subspace of Q, then the points x1) x2, . ..) xk are said to be 
““N-independent” if the linear functionals i2,, &, .~., z.k defined by ai = 
g(x,) are linearly independent in N*, the dual space of N. 
The proof of the following lemma is elementary: 
1.3. LEMMA. Let Q be a locally compact Hausdorff space, and let N be 
an n-dimensional subspace of C,(Q). The points xl, x2, I~., xk, k < n in are 
N-independent if and only if for each aI, mz, . . . . uk in R (the set of red 
numbers), there is g E N such that g(x,) = cli for each i = 1, 2, . . . . k. 
Let Q and N be as in Lemma 1.3. The distinct points 
xk in Q are called “N-totally dependent” if there are il, I,, ...f Jk 
with Aj # 0 for each i, such that CF= 1 %,gi = 0, where ij is the linear 
functional in N* defined by xi. 
An N-totally dependent subset {x1, xz, ..~, xk) of Q need not be a “mini- 
mal dependent” subset of Q with respect to N, but in Section 2, it will be 
shown that if N has the property awe,, and I d k Gn, then any N-totally 
dependent subset {x1, x2, . . . . xk} of Q is a minimal dependent subset 
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with respect to N. Obviously each N-dependent subset of Q contains a 
nonempty N-totally dependent subset. 
1.5. THEOREM (Kamal [S]). Let Q be a locally compact otally ordered 
space that contains at least (n + 1) points, and let N be an n-dimensional 
subspace of C,(Q). Then the following properties are equivalent : 
WC1 : Each g # 0 in N has at most (n - 1) changes of sign; that is, no 
g in N oscillates at (n + 1) points or more in Q. 
WC,: N is a weak Chebyshev subspace of C,,(Q). 
WC3 : For each x,<x,< ... <x,-~ in Q, there is g # 0 in N such that 
g(x,) = 0 for i = 1, 2, . . . . n - 1, and 
(-l)ig(x)30forxE(xi,xi+l), for i= 1, 2, . . . . n- 1, 
where x,,= --co and x,= +co. 
wcq : For each f E C,(Q) there is g E N such that 11 f - g/l = d(f, N), 
and (f - g) equioscillutes at (n + 1) points in Q. 
2. THE PROPERTY awcr 
In this section some simple results will be obtained to clarify the relation 
between the property awcr and the order topology on Q. These results will 
be used in Section 3 and Section 4 to obtain the main results. 
2.1. LEMMA. Let Q be a locally compact Hausdorff space, let N be an 
n-dimensional subspace of C,,(Q) that has the property awe,, and let 
1 Xl 3 x2, ..., x,}, 1 <k < n, be an N-totally dependent subset of Q. Then for 
each Yk+l, . ..> Yk+, in Q\{x,, --., xk), where k<k+z<n+l, and each i,E 
{ 1, 2, . . . . k} the points 
XI, *..> Xi+ 1, Xh+ 1, ...) xk, Yk+ 1, ...Y yk+r 
are N-independent. 
Proof If Q consists of exactly n elements then the proof is obvious. So 
without loss of generality one might assume that Q contains at least n + 1 
elements, and k + z = n + 1. 
The set {x1, x2, . . . . xk} is N-totally dependent, so there are A,, . . . . A,_ i, 
A,, 1 > **-, 1, in R with li # 0 for each i, such that 
dxi~)= i Aig(xi) for each g E N. 
i=l 
i # io 
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Let ixl, -, xio-l, Xiofl, -, xk, yk+l, . . . . yn+l} = (21, 22, .-, z,), and 
assume that the points zl, z2, . . . . z, are N-dependent. Then there are j, E 
(1, 2, . . . . n> and ~1, ~2, . . . . pjO-l, pjO+l, . . . . p, in R SUCK that 
for each g E N. 
Since dim N= n, it follows that there is g # 0 in IV, such that g(s) = 0 for 
each SE (zl, . . . . zjoel, z~,,+~, . . . . z,,>. But then g(zjo)= 
g(x,) = 0, so g has more than n zeros in Q, which contr 
N has the property awe,. 
2.2. COROLLARY. Let Q, N, and (x1, ...r xk) be as in Lemma 2.1. Then 
any proper nonempty subset of {x1, . . . . xk) is N-independent. 
In Theorem 2.3, the notation ‘Ix = Cf= 1 Aixi,” means that 
g(x) =c 4&i) for each g E N. 
i=l 
If (gl, . . . . g,} is a basis for N, and xl, x2, . . . . x, are in (2, then det[g,(x,)] 
will be denoted by /xl, x2, . . . . x,1; that is, 
1x1, x*, . . . . x,1 = 
gAx1) g*h) ‘.~ g*bJ 
. . . 
&7(x1) &ix*) ‘.. gn~x,) 
2.3. THEOREM. Let Q be a locally compact otaliy ordered space, let N be 
an n-dimensional weak Chebyshev subspace of C,,(Q) that has the property 
awe,, and x1 <x2 < . .. < xk, 1 d k d n, be an N-totally dependent subset qf 
Q. If Q contains at least n + 2 points, then either [xl, xk] = (x1, x2, ..~, xk] 
or there is i, in (1,2, . . . . k - 1> such that Q\(x,, xi,+ I) = (x1, x2, ...R xk). 
ProoJ: If k = 1 then there is nothing to prove, so one can assume that 
k 3 2 and that [x,, xk] # (x1, x2, . ..) xk >. It will be shown that there is i, E 
{ 1, 2, . . . . k - 1> such that Q\(x,, x,+~) = (x1, x2, . . . . xk). 
Since [xl, xk] # (xl, x2, . . . . xk) it follows that there iS i, an 
{ 1, 2, . . . . k - 1 } such that the open interval (x,, xi,+ 1) is not empty. It will 
be shown that Q\(x,, xiofl) = {x1, x2, . . . . x,}; that is, the set 
is empty. 
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Assume not, and let yO E A. Since (xi,,, x,, r) # 0, let x0 E (x,, xiO+ r). 
Either yO > xi, + 1 or yO < xi,. The proof will be given for the case when yO > 
xi0+1; the proof for the other case is similar. 
Since {x1, x2, . . . . xk} is N-totally dependent, there are nonzero real 
numbers il, ,I,, . . . . A,- r, I,iO+Z, . .. . ak such that 
xio+1 = AXi + C lixi (*I 
i=l 
iQ{io,io+l} 
Let t, < t, < . . . < t, be a subset of Q satisfying the following properties: 
(a) {Xl, X29 -9 xio-l, X0, xio+l, -7 Xk} C {fly t2, -.) t,}, 
(b) xio$ {tl, t2, . . . . tn> and JJO$ (tl, t2, . . . . tn>. 
This can be done because k < n and Q contains at least (n + 2) points. By 
defining to = --co and t, + r = + co, one can find j, in { 1,2, . . . . . n + 1 } such 
that xi0 E (tjop r, tjo). Also there is m > 1 such that xi,+ r = t,. Let z1 < 
z2 < ... <z, be the set obtained from the set {t,, t,, . . . . t,,} by replacing x0 
by y,. Then since ~~~~~~~~~~~~ and yo>xiO+,, it follows that x~,,E 
(zjO- 1, zjo) and xio+ r = z,,_ 1 . By Lemma 2.1 the points t,, .,,, t, are 
N-independent, and the points zr, . . . . z, are N-independent. Thus if 
h g2, ...5 g,} is any basis for N, it follows that 
It,, t,, ..., t,l f0 and IZl, ,729 . ..> z,I f0. 
But N is a weak Chebyshev subspace of C,(Q), so 
It,, t,, . ..) I,, . . . . t,l . Iz1, z2, . ..) z,-1, . ..) z,I >o. 
BY (*h 
ItI, ...T tjo-l, tjo, ...9 tm, ...3 tnl 
=/I ItI, ..*9 tjo-l, tjo, ...T tm-l, xio> tm+l, *..> tnl 
=A(-l)“p’o ItI, ‘.‘) ti,-1, X$2 tjo, .e.) tm-1, tm+l, ...) t,l. 
Also 
Iz 1 F -.*5 zjo- 13 zjo, *.*Y zm ~ 13 3s.3 zn I 
=TJ Iz1, **-9 zjo-l, zjo, ...3 z,p2, x$, z*, ...Y z,l 
= A( - l)“P’oP 1 Izr, . ..) zjo-l, xi,, zjo, . ..) z,-2, z,, . ..) z,I. 
Thus 
. Iz 1, ...2 zjo- 1, Xio> Z&Y ...T Z,-2, Z,, ...) Z,( > 0. 
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But t,<t,< ~.. <tjo-l<xio<tjo< ... <t,, zl<z*< If. <ZjOPi<Xi”< 
Zjo< ... <z,, and N is a weak Chebyshev subspace. Therefore 
It 1, .'.3 tjo-l, xio, tjo, .'.> tm-l, tm+19 .".> tnl 
. Iz 1, ...Y z,j-lY xio, zjo, ..‘> 2nt-22 zm, .*~> zn/ B” 
so -A2 > 0, which is a contradiction. 
The following lemma will be used frequently in Section 3. 
2.4. LEMMA. Let Q be a locally compact otally ordered space, let N be 
an n-dimensional subspace of C,(Q), and let x1 < x2 < . . < x, + 1 be (n + 1) 
points of Q. Assume that there is g # 0 in N such that g oscillates weakly at 
the points x1, x2, . . . . x,+ 1. Let (xi,, xiz, .~., xs> be the set of all points irz 
(.x1, . . . . x,+ 1 > at which g = 0. Ifthe set (xi,, . ..) xi,) is empty or N-independent, 
then N is not a weak Chebyshev subspace of C,( 
Pi” If the set { xil, . . . . xi,) is empty, then g oscillates at (n -t 1) points 
of Q. Theorem 1.5, N is not a weak Chebyshev subspace of C,,(Q). Now 
assume that the set (xi,, . . . . xi,> is a nonempty N-independent subset of 
Then 1 < k 6 n. Since g oscillates weakly at x1 < x2 < . . . < x, + 1, one may 
assume that 
(-l)ig(xj)30 for i= 1, 2, . ..) n + 1. 
Let A = fmin( jg(x,)l; g(x,) # 0, i = 1, 2, . . . . M + 11. Then ,A > 0. 
Lemma 1.3, there is g’ in N such that 
g’(x,,) = (- l)‘, for j = 1, 2, . . . . k. 
Let h = g + A( g’//l g’// ). Then h E N and h oscillates at x1 <x2 < . . . < x,, + :. 
Thus by Theorem 1.5, N is not a weak Chebyshev subspace. 
3. THE EQUIVALENCE BETWEEN awe, AND awe, 
In this section it is shown that if Q is a locally compact totally ordered 
space, and N is an n-dimensional weak Chebyshev subspace of C,( Q ), then 
N has the property awcl if and only if it has the property awcz. Therefore, 
by Theorem 1.1, if the weak Chebyshev subspace N has the property awcl ) 
it follows that the metric projection P, has a continuous selection. Com- 
bining this result with a result of Brown [l]? it is shown also th 
n-dimensional weak Chebyshev subspace N is a Z-subspace, then 
a continuous selection if and only if N has the property awe,. 
640:67.'2-3 
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3.1. THEOREM. Let Q be a locally compact totally ordered space that 
contains at least (n + 1) points, and let N be an n-dimensional weak 
Chebyshev subspace of C,(Q). If N has the property awcl, then it has the 
property awcz. 
ProoJ: Let f E C,(Q). By Theorem 1.5, there is ge N such that 
d(f, N) = Ijf - gll, and (f- g) equioscillates at (n + 1) points. It will be 
shown that g is unique. 
If f E N then there is nothing to prove. So assume that f# N, and that 
there is another g’ in N such that d(f, N) = 11 f - g’ll, and (f - g’) equi- 
oscillates at (n + 1) points. Without loss of generality one may assume that 
g#O and g’=O. 
Since (f - g) and f equioscillate at (n + 1) points, it follows that there 
are x1<x2< ... <x,+~ in Q, yl<yZ< ... <yn+l in Q, and cl= +l, 
e2 = )l, such that 
(elIi (f -g)(xi)=El Ilf --II =&I d(.L NJ, i = 1, 2, . . . . n + 1 
(-l)‘f(yi)=~~ Ilf II =&24f, NJ, i = 1, 2, . . . . n + 1. 
Thus for each i = 1,2, . . . . n + 1, one has 
(-l)iu!(xJ=(--l)i~lf(xi)-(--l)i~l(f-g)(xi) 
=(-l)iEIf(xi)-d(f,N)<O 
and 
=d(.L W- (-l)i~2(f - g)(Yi) 20. 
That is, g oscillates weakly at x1 < x2 < . . . < x, + i and at yr < y2 < . .. < 
Y,+1. 
Let (t,, . . . . t,} be the set of all zeros of g in (x1, . . . . x,, r, yl, . . . . yn+ 1}. 
Since N has the property awe,, it follows that z d n. If (t,, . . . . t,} is 
empty or N-independent, then by applying Lemma 2.4 to the set 
t Xl 3 x2, .-a, x,+~} or to the set {yr, y,, . . . . yn + I } one can conclude that N 
is not a weak Chebyshev subspace. So one may assume that 13 1 and that 
the set (tr, . . . . t,} is N-dependent. Let (z,, z2, . . . . zk} be a nonempty 
N-totally dependent subset of {tl, . . . . t,}. Then k<n. It will be shown that 
b 1, z2, . . . . z,> 5 (x1, x2, . . . . x,+~) n (vl, Y,, . . . . Y,.,). 
Assume not. Then there is 4,. such that z, $ (x1, . . . . x,+ r > or zj, $ 
{Y 1, . . . . yntl}. By Lemma 2.1 the set {tl, t,, . . . . tI>\{z,> is N-independent. 
Thus if zj,,+! {x1, x2, . . . . x,+~}, then the points of the set {t,, . . . . tl} n 
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i”‘, x2, ...> x,+1 } are N-independent. By applying Lemma 2.4 to the set 
Xl> x23 . ..> xn+ 1 > and the function g, one can conclude t 
weak Chebyshev subspace of C,(Q), which is a contradi 
contradiction can be obtained if zj,, # ( y, , y2, . . . . yn+ 1 >. 
Since {zl, z2, . . . . zk) E (x1, x2, . . . . x,+~) n (vl, Y,, . . . . ynil), it 
that there are i, and j, in { 1,2, . . . . n + I > such that z1 = xi, = yiO. 
loss of generality one might consider the following two cases only. 
Case 1. i,= j,. 
In this case &I = s2 since otherwise 
~-~~i”~lg(x,~)=~-l~io~lf(x,)-(-~)io~lbS-g~~Xio~ 
=-(-1)“E2f(Yio)-(-1)ioE11S-g)(Xi~) 
= -2d(f, N) # 0. 
Also (-I)‘&, g(x,) d 0 and (- l)j e1 g(y,) 2 0 for each i= 1,2, ~.., n+ 1, so 
whenever xi = yi one has g(x,) = 0. If xi= yi for each i= 1,2, . . . . iz + 1, then 
g has at least (n + 1) zeros, which contradicts the fact that N has the 
property awe,. Thus there is m, such that x,, # ymo. ithout loss of 
generality assume that xmo < ymo. Obviously i, #m,, so either i, < m, or 
i,>m,. Ifio<mo, then since g(yioPi).g(xjO+,)<O and g(x,,).g(y,,)<Oo, 
it follows that g oscillates weakly at the (n + 1) points 
yl<y2< ‘.’ <yi~-l<Xj~+l< ..’ <X,,<yq< ... <yf2+l. 
Since z1 = xi0 $ {y,, . . . . y,- i, xiO+ 1, . . . . x,,, y,,, .~~, yn+ 1 >, it follows by 
Lemma 2.1 that the set 
{fl, 12, . ..> tz> n (Yl, . ..i Yip1, Xio+l, . . . . kq’ . . . . Yn+l) 
is N-independent. Thus by applying Lemma 2.4 to the set 
iY1 , . ..) yiO-l, x~~+~, . . . . xmo, ymo, .. . . yn+ ,> and the function g, one can 
conclude that N is not a weak Chebyshev subspace, which is a contra- 
diction. If m, < i,, then, by applying Lemma 2.4 to the set 
bl> x2, ..‘> hzO’ Y,,, ..., Yip1, xio+ 1, ...> x,, 1 > 
and the function g, one can conclude that N is not a weak Chebys 
subspace. 
Case 2. i, < j,. 
If &i= -Ed, then (-l)‘e,g(x,)>O and (--l)‘&,g(yi)ZO for eat 
3, 2, . . . . II + 1. Also since i, < j,, it follows that y, < yjo = xi0 < xl0 + 1. 
Therefore g oscillates weakly at the (n + 1) points 
Yl < Y2, .‘.> Y,<X,,l< ‘.’ <x,+1. 
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Since yiO < yJO = xi0 < xi, + i it follows that z1 =xi, is not an element in the 
set {vl, Y,, . . . . 
{Y 
yio, xjO+ i >. Therefore, by Lemma 2.1, the set { ti, . . . . tl> n 
1, . . . . Y&j, xi,, 1, . . . . x,+1 > is N-independent. Thus it follows by 
Lemma 2.4 that N is not a weak Chebyshev subspace. This is a contra- 
diction. 
If si = s2, then for each i = 1, 2, . . . . n + l), 
(-l)‘sig(x,)dO and (-1)‘s1g(yi)30. 
It will be shown that i, < j, - 1. Assume not. Then i, = j, - 1, so xi, = 
yi, = y, + i . But then 
( - l Ii0 &l .dx@) = ( - lIio &I ftxio) - ( - l)” El(f- g)Cxi,) 
= -(-l)io+l Elf(Yio+l)-(-l)ioEl(f-g)(Xio) 
= 2d(f, N) # 0. 
Since i, < j, - 1, it follows that y,_ 1 < yiO = xi0 < xjo- 1. Thus the point 
zi = xa is not any of the (n + 1) points 
Yl<YZ< ... <yjopl<xjo-l< ... <x,. 
Therefore the set {t,, . . . . t,} n {y,, . . . . yjO- i, xjO- i, . . . . x,} is N-independent, 
but g oscillates weakly at the points y1 < y, < . . . < yjO- i < xjoP r < . . . < 
x,. Thus by Lemma 2.4, the subspace N is not weak Chebyshev, which is 
a contradiction. 
3.2. LEMMA. Let Q be a locally compact totally ordered space that 
contains at least (n + 1) points, and let N be an n-dimensional weak 
Chebyshev subspace of C,(Q). If N has the property awe,, then it has the 
property awci . 
ProoJ: Assume that N does not have the property awe,. Then there is 
ge N such that llgll = 1 and g has at least (n + 1) zeros. It will be shown 
that there is f E C,(Q) such that g and 0 are best approximations forffrom 
N and (f- g) and (f- 0) equioscillate at (n + 1) points. 
Let xr<x,< ... <x,+i be (n + 1) zeros of g. Since Q is a locally 
compact totally ordered space, it follows that there are functions h and h’ 
in C,(Q) satisfying the following properties: 
(a) O<h(x)<l and O<h’(x)<l for each xEQ 
(b) h(xj) = 1 for each i= 1,2, . . . . n + 1, and 
if i is even 
if i is odd. 
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Define 
h(x), 
f1(x) = {h(X) + ‘g(X), 
if g(x)>O, 
if g(x) CO, 
f2(x) = { 1;;;;:” g(x)3 
if g(n)>0 
if g(x) GO. 
Then fi and f2 are elements in C,(Q). Furthermore one can easily show 
that lifill = 1, IlfA = 1, IIf - gll = 1, and llf2- gll = 1, 
Let f(x) = h’(x) fi(x) + (1 -h’)(x) f*(x). Then since 0 < h’(x) d 1, il 
follows that II f // < 1 and II f - g/l < 1. Wow for each in (1, 2, . ..) ?z + I), if t 
is even, then 
(f- g)(Xi) =f(xi) =h’(x,) fl(xi) + (1 - h’)(xi)f~(xi) 
= fi(xi) = h(xJ = 1, 
and if i is odd, then 
(f - g)(x,) =f(xi)=h’(x,)fl(xi) + (1 -h’)(xi)f*(xi) 
= f2(xi) = -h(xi) = -1. 
So Iif-- gll = 1, and (f- g) equioscillates at (n + 1) points of Q. Therefore 
by [S, Lemma 2.31, it follows that g is a best approximation for f from W. 
On the other hand, //f - 011 = 11 f 11 = 1 so 0 is another best approximation 
for f from N, and since f(xi) = (- 1)’ for each 1 = 1, 2, .~., n+ I, it follows 
that f - 0 equioscillates at (n + 1) points. 
3.3. THEOREM. Let Q be a locally compact totally ordered space that 
contains at least (n + 1) points, and let N be an ~-dime~s~o~ai weak 
Chebyshev subspace of C,(Q). Then N has the property awcl if and only if 
it has the property awc2. 
Prooj It follows from Theorem 3.1 and Lemma 3.2. 
3.4. THEOREM. Let Q be a locally compact totally ordered spoace, and let 
N be an n-dimensional subspace of C,(Q). If N is a weak Chebyshev 
subspace and has the property awe,, then the metric projection P, has a 
continuous selection. 
BrooJ It follows from Theorem 1.1 and Theorem 3.3. 
In the case when N is a finite dimensional Z-subspace of C[a, 61, where 
Ca, b is a compact real interval, Nurnberger [7] showed that the 
existence of a continuous selection for PN is equivalent to the fact that iv 
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is a weak Chebyshev subspace and has the property awe,. However, in 
general this is not true. The following example shows that if Q = 
[ -2, -11 u [l, 21, then for each n3 1, there is an n-dimensional 
Z-subspace N of C(Q) such that N is not a weak Chebyshev subspace, and 
the metric projection P, has a continuous selection. 
3.5. EXAMPLE. Let Q = [ -2, -11 u [l, 21 and, for each n > 1, let N be 
the n-dimensional subspace of C(Q) generated by the polynomials 
1 x, x2, . ..) x”}. Then each g # 0 in N has at most (n - 1) zeros in Q, so N 
is a Chebyshev subspace of C(Q). Thus by Haar’s theorem (see Singer [lo, 
Theorem 2.2, p. 215]), for each f E C(Q), the set P,&“) is a singleton. But 
then it is well known and easy to show that P,: C(Q) -+ N is continuous. 
On the other hand, if g,(x) = xi for each 1 < i < n, then one can find x1 < 
x,<...<x,andy,<y,<...<y,inQsuchthat 
Thus N is not a weak Chebyshev subspace. 
3.6. THEOREM. Let Q be a compact totally ordered space and let N be an 
n-dimensional weak Chebyshev Z-subspace of C(Q). Then the metric 
projection P, has a continuous selection if and only if N has the property 
awe,. 
ProoJ: This follows from Theorem 1.1, Theorem 3.4, and Brown 
[l, the corollary of Lemma 23. 
In theorem 3.6 the fact that N is a Z-subspace of C(Q) is essential. The 
following example shows that when N is not a Z-subspace, then 
Theorem 3.6 need not be true. 
3.7. EXAMPLE. Let IZ > 2 be given. For each 1 < k6n let Ik = 
[k-$,k+b]andletQ=U~=,I,.Foreachl~kdn,defineg,EC(Q)as 
follows: 
if XEZ, 
otherwise. 
Let N be the n-dimensional subspace of C(Q) generated by {g,, g,, . . . . g,}, 
then N is not a Z-subspace of C(Q) .and does not have the property awci . 
In order to show that N is a weak Chebyshev subspace, it is enough to 
note that for each x1 < x2 < . . . < x, in Q, it is always true that 
det [g&,)1 3 0. 
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Furthermore if Nk = Nl, = { gl,; gE N), then Nk is a one-dimensional 
Chebyshev subspace of C(I,). It will be shown that the metric projection 
P,: C(Q) -+ 2N has a continuous selection. Let f~ C(Q), and let fk =f/ ik” 
Then there is a unique real number elk(S) in R such that ak(f) g, is 
best approximation of fk from Nk. If gr= z;= 1 ak(f) gk, then gf is a 
approximation for f from N. 
Define $1 C(Q) -+ N by $(f) = gr. Then $(f) E PN(f) for each f E C( 
Furthermore, if (f ‘> . is a sequence in C(Q) that converges to fO, then for 
each 1 G k .S n, the sequence (f i} converges to f & Since N, is a Chebysb~v 
subspace, it follows that the sequence {ak(fi) gk) converges ts ak(fO) g,. 
Thus the sequence ($(f’)j converges to $(fO). That is, $ is a continuous 
selection for P,. 
4. AN EXTENSION OF MAIRHUBER'S THEOREM 
In this section it will be shown that if Q is a compact totally ordered 
space, and C(Q) contains an n-dimensional weak Chebyshev subspace that 
has the property awcr, where n > 3, then Q is homeomor~~ic to a subset 
of the real numbers R. This result together with the results of Section 3 
shows that if Q is a compact totally ordered space and C(Q) contains an 
n-dimensional weak Chebyshev Z-subspace, where n 3 3, such that the 
metric projection P, has a continuous selection, then Q is 
IS a subset of the real numbers. The case when n = 2 is disc 
an example will be given to show that there is a compact totally or 
space Q, that is not homeomorphic to any subset of R, such that 
contains a a-dimensional weak Chebyshev Z subspace N 
metric projection P, has a continuous selection.. 
This resuft is similar to Mairhuber’s theorem. irhuber’s theorem 
asserts that if Q is a compact Hausdorff space, and ) contains a finite- 
imensional Chebyshev subspace of dimension more than one, then 
omeomorphic to a subset of a circle (Schoenberg and Yang [S]). E 
proper compact subset of the circle is homeomorphic to a subset of the real 
numbers. In this paper only totally ordered spaces are considered an 
since the topology of the circle cannot be d ned by a totally or 
relation, it follows that any compact totally o ered subspace of th 
must be a proper subspace. Thus Mairhuber’s theorem can be rest 
follows. 
4.1. THEOREM (Mairhuber’s Theorem). Let be a compact totally 
ordered space. If C(Q) contains a finite-dimensional Chebyshev subspace #Jr 
dimension not less than two, then Q is homeomorphic to a subset of the real 
numbers. 
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Schoenberg and Yang [9] proved that if Q is a compact Hausdorff 
space with the property that for any nonempty open subset UE Q, the set 
Q\U is homeomorphic to a subset of the circle S’, then either Q is 
homeomorphic to a subset of the circle, or Q is homeomorphic to the 
union S’ u {a}, where a is a point outside S’. This result can be restated 
in the case when (2 is totally ordered as follows. 
4.2. PROPOSITION. Let Q be a compact otally ordered space. If for each 
nonempty open subset U c Q, the set Q/U is homeomorphic to a subset of 
the real numbers, then Q is homeomorphic to a subset of the real numbers. 
The proof of the following proposition is elementary. 
4.3. PROPOSITION. Let Q be a locally compact Hausdorff space, let N be 
an n-dimensional subspace of C,(Q) that has the property awe,, and let A 
be any closed subset of Q. If NI, is of dimension less than n, then A consists 
of a finite number of points. 
4.4. LEMMA. Let Q be a compact totally ordered space, and let N be a 
two-dimensional weak Chebyshev subspace that has the property awe,. Xf 
there is x,, E Q such that g(xO) = 0 for each g E N, then Q is homeomorphic 
to a subset of the real numbers R. 
Proof If x0 is an isolated point of Q, then Q’ = Q\{ x0} is compact and 
each g #O in the 2-dimensional subspace N’= NI,, has at most one zero. 
By Theorem 4.1, the set Q’ is homeomorphic to a subset of the real 
numbers. But then Q is also homeomorphic to a subset of the real 
numbers. Assume that x0 is a limit point in Q, and let Q, = {x E Q; x < x0), 
Q2 = (x E Q; x > x0}. If x0 is not a limit point for Qi, then Ql is compact, 
so by either Theorem 4.1 or Proposition 4.3, the set Qi is homeomorphic 
to a subset of the real numbers. Thus to prove this lemma, it is enough to 
show that (XE Q; x> x0} is homeomorphic to a subset of the real 
numbers. The same argument is true if x0 is not a limit point for Q2. There- 
fore the proof will be given only for the following two cases: 
Case 1. x0 is a limit point for both Q1 and Q2. 
Let U be a nonempty open subset of Q. By Proposition 4.2 it is enough 
to show that Q’ = Q\U is homeomorphic to a subset of R. If dim NI e, < 2 
or x0 C$ Q’, then by either Proposition 4.3 or Theorem 4.1, the set Q’ is 
homeomorphic to a subset of R. Thus one may assume that x0 E Q’, and 
dim NI e, = 2. 
Let qoe U. Then either x0 < q0 or x,, > qO. Without loss of generality, 
assume that x0 > qO. Then (2’ is the union of the two disjoint compact sets 
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Q,= {xEQ’;x>qO} and Qb= {xEQ’;x<qO) 
either Proposition 4.3 or Theorem 4.1 that 
subset of R. Thus it is enough to show that Q0 
homeomorphic to a subset of R. 
Since N is a two-dimensional weak Chebyshev 
follows by Theorem 1.5 that there is a basis (gl, g2) of N, and F = Fl, 
such that g2(qo) = 0, gz(x) d 0 for x d qo, g2(x) > 0 for x > qo, and for each 
x < y in Q, it is always true that 
&Yl(X) g*(Y) - gz(x) ‘!Tl(Y)l30. 
Without loss of generality assume that E = 1. Then since eat 0 in N has 
at most one zero in Q\{x,,}, it follows that for each x < y m \(x(J it is 
always true that 
kl(X) g2(y) - g*(x) .iTILY~l> 0.
Therefore, since g2(x) > 0 for each x E Q,,\{xo>, it follows that the function 
h(x) = (gl(x)/gz(x)) is a continuous, strictly decreasing real-valued func- 
tion on Q,\(xO}. Furthermore, if x1 and x2 are two points in Q such that 
q,, < x1 <x0 < x2, then for each x # x0 in the interval [x1, x2] one always 
has 
Thus lim x ~ xg, x < xg h(x) = a exists and is finite, and lim, _ xg. x, xg = b exists 
and is finite. Also if q. < x < x0 < y in Q, then 
h(x) > a 3 b > h(y). 
Define $: Q, -+ R as follows: 
h(x) - a + b if x<x, 
c4x)= b 
i 
if x=x(J 
h(x) if x)x0. 
Then $ is a continuous strictly increasing function from the compact space 
Q, onto the Hausdorff space r+k(QO) G R. Thus it is a homeomor~hism; that 
is, Q, is homeomorphic to a subset of R. 
Case 2. Ql=@ or Q2=@. 
Without loss of generality assume that Q, = 0; that is, Q = (x 
x > x0), and x0 is a limit point for Q. Since Q is compact, it follo 
there is q. in Q such that q. 2 x for each x E Q. If q. is an isolate 
for Q, then it is enough to show that Q\(q,> is homeomor~hic to a subset 
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of R. Let U be a nonempty open subset of Q if q0 is a limit point, and let 
U be a nonempty open subset of Q\(q,} if q. is an isolated point of Q. 
Also let q1 # q. be an element in U. As in Case 1, it is enough to show that 
the compact set Q. = {x E Q\U; x < ql} is homeomorphic to a subset of R. 
If x0 4: Q,, then there is nothing to prove. Thus one may assume that 
x0 E Q,. As in Case 1, one can find a basis (gl, g2} for N such that 
g,(q,)=O, g,(x)>0 for xdq,, g,(q,)=O, and g,(x)>0 for x<q,. Since 
N has the property awe,, it follows that both g, and g, are positive func- 
tions on Qo\(xO}. Thus, as in Case 1, there exists hi (g,/g,, g,/g,} such 
that h is a strictly increasing continuous positive-valued function from 
Q,\(x,} into R. Let a = lim,, xg h(x). Then 0 d a < co, and define 
IC/:Qo+R by 
Then, as in Case 1, one can show that II/ is a homeomorphism from Q, 
onto a subset of R. 
4.5. LEMMA. Let Q be a compact otally ordered space, and let N be an 
n-dimensional weak Chebyshev subspace of C(Q) that has the property awci . 
If n 3 2 and there is x0 E Q such that g(xo) = 0 for each ge N, then Q is 
homeomorphic to a subset of R. 
ProoJ By induction. If n = 2, then by Lemma 4.4, the hypothesis is 
true. Assume that the hypothesis is true for n - 13 2. It will be shown that 
it is true for n. 
Let U be a nonempty open subset of Q. By Proposition 4.2, it is enough 
to show that Q’ = Q\U is homeomorphic to a subset of R. If dim NI e, < n 
or x0 E U, then by either Proposition 4.3 or Theorem 4.1, the set Q’ is 
homeomorphic to a subset of R. Thus one may assume that dim NI,, = n 
and x,EQ’. Let qOEU, Q,={x~Q’;x<q~), and Q,={x~Q’;x>q~}. 
Then Q’ is the union of the two disjoint compact sets Q, and Q2. Without 
loss of generality assume that x0 E Q2. Therefore, by either Proposition 4.3 
or Theorem 4.1, the set Q, is homeomorphic to a subset of R. Thus it is 
enough to show that Q2 is homeomorphic to a subset of R. If dim NI oz < n 
then by Proposition 4.3, the set Q2 is homeomorphic to a subset of R, so 
one may assume that dim NI oz = n. Since N is a weak Chebyshev subspace 
of C(Q) that has the property awci, it follows that there is a basis 
(80, ST19 *.*3 g,_,} of N and E = fl, such that g,(q,) = 1, gi(qO) = 0 for each 
i 3 1, and for each q1 < q2 < . . . . qn- 1 in Q,, 
E det [ gi(qi)] ~~$‘~,i = E det [ gj(qj)];,~;~~,’ > 0, 
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and equal to zero if and only if x0 E (qr , . . . . qnP 1 i. Let N’ be the (B - if- 
dimensional subspace of C(QO) generated by the restriction of 
(g,, g,, . . . . g,_ I > on QO, then N’ is a weak Chebyshev subspace of C 
that has the property awe,, and g(xO) = 0 for ch g E N’. Thus sine 
hypothesis is true for (n - l), it follows that o is homeomorphic 
subset of R. 
4.6. LEMMA. Let Q be a locally compact totally ordered space, let N be 
an ~-dimensional weak Chebyshev subspace of C(Q) that has the property 
awci, and assume that n 3 3. Zf there are x1 < x2 in such that the set 
(x1, x2) is N-totally dependent, then Q is homeomorphic to a subset of R. 
ProoJ: If Q is finite then Q is homeomorphic to a subset of 
therwise by Theorem 2.3, either Q = (x E Q; X d x1 > 
=(x~Q;x~~x~x~). If Q={x~Q;x<x~]u{x~ 
Qr={x~Q;x<x~] and Q2=(x~Q;x>xZ). If Q= 
then let U be any nonempty open subset of 
enough to show that Q\U is homeomorphic t 
and let Q,= (xEQ\U;x<qO}, Q*=(xGQ\ 
union of the two disjoint compact sets Q1 
enough to show that Q1 is homeomorphic to a subset of 
homeomorphic to a subset of R. It will be sho 
to a subset of R. The proof of the fact that Q1 
of R is similar. If Q2 is empty then there is nothing to prove. 
can assume that x1 $ Q2 and x2 E Q2. Zet (g 
such that g,(x,) = 1, g,(xr) =0 for each i 
(n - I)-dimensional subspace of N generate 
has the property awe,, it follows that no g 
(n - 1) zeros in Q2. So if Q2 is not finite, then by 
dimNI,,=n-132. Also since {x1,x2] is 
that g(x2) = 0 for each g E N’I e2~ Thus N’I p2 i 
ce of C(Q2) that has the property awe,, an g(x,)=O for each 
2. Therefore, since 
to show that N’l,, 
Theorem 1.5 it is enough to show that there is E = *l such that for each 
y2< ... < y, in Q2, it is always true that 
e det[gi(yj)l~Z2,j=2 3 0. 
Since N is a weak Chebyshev subspace, then there is e = +_l such t 
each y , < y, < . . < yn in Q 
~det[g,(y~)]~Z,,~=, 30. 
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Lety,=x,,andchooseanyy,<y,<.-.<y,_,inQ,.Sinceg,(y,)=l 
and g,(yi) = 0 for i= 2, . . . . n, it follows that 
4.7. LEMMA. Let Q be a compact otally ordered space. If C(Q) contains 
a three-dimensional weak Chebyshev subspace that has the property awe,, 
then Q is homeomorphic to a subset of R. 
ProojY If each subset of Q that consists of a three points is 
N-independent, then no g # 0 in N can have more than two zeros, so N 
is a three-dimensional Chebyshev subspace of C(Q). Therefore, by 
Theorem 4.1, the set Q is homeomorphic to a subset of R. 
Assume that there is at least one N-dependent subset of Q that consists 
of three points. Then there is at least one N-totally dependent nonempty 
subset of Q that contains at most three points. 
If there is x0 E Q such that {x0} is N-totally dependent, then g(x,) = 0 
for each g E N. Thus by Lemma 4.5, the set Q is homeomorphic to a subset 
of R, and if there are x1 <x2 in Q such that {xi, x,} is N-totally 
dependent, then by Lemma 4.6, the set Q is homeomorphic to a subset of 
R. Thus one may assume without loss of generality that there is at least one 
N-totally dependent subset of Q that contains exactly three points, and 
each N-totally dependent subset of Q that contains at most three points 
must contain exactly three points. Using Theorem 2.3, one can isolate the 
following two cases only: 
Case 1. There are xi <x2<x3 in Q such that {xi, x2, x3} is N-totally 
dependent, Q={x~Q;x<x,}u {x*)u {x~Q;x>x~} and {x~Q;x<xi} 
#EL {x~Q;x>xdf(21. 
Let Q,= {x~Q;x<xi} and Q2= {x~Q;x>xs}. Then it is enough to 
show that both Q, and Q, are homeomorphic to subsets of R. To prove 
that Qi is homeomorphic to a subset of R, let N’ = (g E N; g(xj) = O}. 
Then N’ is a two-dimensional subspace of C(Q) and no g # 0 in N’ can 
have more than two zeros in Q,. Therefore, by Proposition 4.3 if Q, is not 
finite then dim N’I,, = 2. It will be shown that no g# 0 in N’ can have 
more than one zero in Qi. Indeed, if there is g # 0 in N’ and y1 < y2 in Qr 
such that g(yi) = g(y,) = 0, then { yi, y2, x3 > are the zeros of g. Thus the 
set { yi, y2, x3} is N-dependent, and since each N-totally dependent subset 
of Q that contains at most three points must contain three points, it follows 
that {y,, y,, xX} is N-totally dependent. But this contradicts Theorem 2.3 
because x2 E {x E Q; y, < x < x3} and {x E Q; x > x3} # @. Therefore N’l o, 
is a two-dimensional Chebyshev subspace of C(Qr). Thus by Theorem 4.1, 
the set Q, is homeomorphic to a subset of R. In the same way, one can 
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that Q2 is homeomorphic to a subset of 
omorphic to a subset of R. 
Case 2. There are two subsets A i, AZ each of which consists of at most 
two points of Q, y1 < y, in Q such that y, > x for each x E Al, y2 <x for 
each x E A, and 
Q=A,u(xEQ; y,<x<y,)uib,. 
Furthermore no subset of (XE Q; y1 <x< y2) that consists of at ost 
three points is N-totally dependent. 
In this case either the set Q, = {XE Q; y, <xb y2$ is finite or by 
Proposition 4.3 dim NI ea = 3. If dim Nj pO = 3, then since each subset of 
that consists of three points is N-independent, it follows that Nl 
three-dimensional Chebyshev subspace of C(QO). By Theorem 4.1, 
Q,, and therefore the set Q, is homeomorphic to a subset of R. 
4.8. THEOREM. Let Q be a compact totally ordered space. u C( 
contains a finite-dimensional weak Chebyshe ubspace N of dimension ai 
least three, and N has the property awe, , then is homeomorph~c to a subset 
of R. 
Proof: By induction. Let dim N = n. If n = 3 then by Lemma 4.7, the 
hypothesis is true. Assume that the hypothesis is true for IZ - I> 3. It will 
be shown that it is true for n. 
Let N be a n-dimensional weak Chebyshev subspace of C(Q) that has 
the property awe,. If each n points of Q are N-independent, then 
Chebyshev subspace of C(Q). Therefore by Theorem 4.1, the se 
homeomorphic to a subset of R. If N is not Chebyshev subspace o 
then there are x1 < xz < . . < xk in Q with 1 d k d n such that (x1 
is N-totally dependent. If k= 1, then by Lemma 4.5, the set 
homeomorphic to a subset of R; if k = 2, then by 
homeomorphic to a subset of R. Thus one might 
is not finite. By Theorem 2.3, there is i, E (1, 2, . . . . k} 
isolated point for Q. Let Q, = {x E Q; x < xi,,> and 
Then Q1 and Q2 are compact and Q = Q, u (xi,,} u 
that Q is homeomorphic to a subset of R, it is enou to show that Q and 
Q, are both homeomorphic to subsets of R. If Q2 is empty or finite, then 
it is homeomorphic to a subset of R. Otherwise one might assu 
dim Nl Qz = n. Let N’={g~N;g(x,~)=il). Then dimN’=n-1, a 
1%’ has the property awe, , it follows that no g # 0 in N’ can have more tha 
(n - 1) zeros in Q2. Thus Nl ez is an (H - l)-dimensional subspace 
that has the property awcl. It will be shown that Nl oz is a weak C 
subspace of C(Qz). Let {g2, . . . . g,) be a basis for N’ an let g, EN be such 
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that g,(xJ = 1. Then {gi, g,, . . . . gn} is a basis for N. Since N is a weak 
Chebyshev subspace of C(Q), it follows that there is E = +l such that for 
eachy,<y,<...<y,inQ; 
Let y2 < y3 < . . . < yn be (n - 1) points of Q2 and let y1 = xiO. Then 
Thus N’j ez is an (n - l)-dimensional weak Chebyshev subspace of C(Q2) 
that has the property awe,. Therefore Q2 is homeomorphic to a subset 
of R. In the same way one can show that Q1 is also homeomorphic to a 
subset of R. So Q is homeomorphic to a subset of R. 
4.9. THEOREM. Let Q be a compact otally ordered space, and let N be 
an n-dimensional weak Chebyshev Z-subspace of C(Q) such that n > 3. If the 
metric projection P, has a continuous election, then Q is homeomorphic to 
a subset of R. 
Proof By Theorem 3.6, N has the property awe,. Therefore by 
Theorem 4.8, the set Q is homeomorphic to a subset of R. 
Another way of writing Theorem 4.9 is as follows: 
4.10. THEOREM. Let Q be a compact totally ordered space that is not 
homeomorphic to any subset of R, and let N be an n-dimensional weak 
Chebyshev Z-subspace of C(Q). Zf n > 3 then the metric projection P, has no 
continuous election. 
Theorems 4.8 and 4.9 need not be true if dim N = 2. The following example 
shows that there is a compact totally ordered space QO that is not 
homeomorphic to any subset of R, and such that C(QO) contains a two- 
dimensional weak Chebyshev Z-subspace which has the property awci . 
4.11. EXAMPLE. Let Q, be the set ([0, l] x (0, l})\{(O, 0), (1, l)}, and 
let < denote the lexicographic ordering on QO; that is, (a, b) < (c, d) if and 
only if a < c or a = c and b d d. By Brown [2] the totally ordered space Q, 
is compact separable, and not homeomorphic to any subset of R. 
Furthermore, no x E Q, is an isolated point. 
Define g, and g, on Q,, as follows: 
g,(x, Y) = 1 for each (x, y) E Q,, 
g,(x, Y) =x for each (x, y)~ QO. 
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Then (gI, g2) is a subset of C(QO). Let N be the two-d~rne~s~o~a~ s bs~acc 
sf C(&) generated by {g,, g2). Then N is a Zsubspaced of C( 
each ge N has at most one change of sign. By Theore 1.5, N is a two- 
dimensional weak Chebyshev subspace of C(QO). the other hand, g z 0 
in N has more than one zero in the set {(x, 0); ,I)> sonogZOinN 
has more than two zeros in Q. Thus N has the 
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