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ABSTRACT

DENSITY-BASED SPATIAL CLUSTERING OF APPLICATIONS WITH NOISES FOR
DNA METHYLATION DATA

Mohammed Atef Alghzzy, M.S.
Division of Statistics
Northern Illinois University, 2017
Dr. Duchwan Ryu, Director

Density-based spatial clustering of applications with noise (DBSCAN) is one of the most popular
clustering methods to classify nonlinearly grouped data. In particular, DNA methylations are
considered to be differently skewed by CpG sites and to be nonlinearly grouped by cancer
statuses. Under this circumstance, DBSCAN is expected to have a desirable clustering feature.
This thesis reviews the DBSCAN algorithm and compares its performance to the other
traditional clustering algorithm, K-means method. Simulation studies show the misclassification
ratios of DBSCAN with the comparison of K-means method to evaluate their performance, and
the classification of DNA methylations from patients with lung adenocarcinoma demonstrates
the application of DBSCAN.
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CHAPTER 1: INTRODUCTION

1.1 DNA Methylation

DNA methylation is a process by which methyl groups are added to the Cytosine
nucleotide in DNA. Methylation can change the activity of a DNA segment without changing the
sequence, when located in a gene promoter, and it typically acts to repress gene transcription.
The hypermethylation of CpG sites is expected to inactivate the tumor suppressor genes. In
contrast, the hypomethylation of CpG sites may lead to activation of oncogenes. (Kerr et
al.,2007) pointed out it has a crucial role in the development and progression of the cancer, and
(Kulis and Esteller, 2010); (Spisák et al.,2012) showed that DNA methylation changes have been
associated with many human diseases, especially cancer. See Figure 1, for the process diagram.

Figure 1. Methylation process

2

1.2 Problem in DNA Methylation
DNA methylations contain a huge amount of data (28 million CpG sites in the human
genome), so we need a new concept, and technology to deal with them. Such as Big Data that
has a lot of qualities of Volume, Velocity, Variety, Variability, and Veracity. Big data became
very popular these days after the interfering of technology in every aspect of life like Marketing
research, Biology, Social media, and Web search engines. We have reached to the era of internet
of things (IOT), where devices are now participating the task with the human beings in entering
and recording the data.
We are considering classification of DNA methylation. However, in addition to its huge amount,
DNA methylation usually follows non-symmetric distribution at each CpG sites and non-linear
groups of samples.

1.3 Methods Consideration
To analyze such kind of data we use advanced algorithms, called in Computer Science
filed the Machine Learning Algorithms; that give computers the ability to learn without being
explicitly programmed (Samuel, 1959). Here, we consider a classification method that can be
used under the machine learning algorithms to classify the data into groups (cancer, non-cancer)
according to its features. There are supervised and unsupervised algorithms; when we have no
previous information about the groups of Methylation ratio groups, we use Cluster Analysis
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(unsupervised algorithm) that identifies groups of subjects, and when we have previous
information we use Discrimination Analysis. We consider both analysis in the classification.
Cluster Analysis has been used for a lot of applications; for example in Marketing
Research, for example, to identify groups of customers based on their demographics, features
and preferences to launch a more accurate targeted marketing campaigns, and products with
much more convenient bundle of specifications that meets customers wants; in Social media
networks, to recognize communities within large groups of people, and at last not least Biology,
like Methylation; we want to classify patients or genetics.

1.4 Cluster Analysis

Clustering Analysis is one of the main data analysis techniques that deals with
the organization of a set of objects in a multidimensional space into cohesive groups, called
clusters. Each cluster contains objects that are similar to each other and very dissimilar
to objects in other clusters (Rasmussen, 1992; Voorhees, 1986; Willet, 1988).
There are two main types of Cluster Analysis 1)- Hierarchical Algorithms: that
decompose the data of n objects into several levels of nested clusters represented by a
dendrogram, i.e. a tree that iteratively splits the data into smaller subsets until each subset
consists of only one object. So that each node of the tree represents a cluster of data, and 2)Partitioning Algorithms: construct a flat one level partition of a data of n objects into a set of k
clusters such that the objects in a cluster are more similar to each other than the other objects.

CHAPTER 2: DENSITY-BASED SPATIAL CLUSTERING OF APPLICATIONS WITH
NOISES

2.1 Typical Cluster Models

Based on the model that is being used the cluster analysis has another categorization:
1)- Connectivity models, hierarchical clustering builds models based on distance connectivity,
2)- Centroid models, like K-MEANS algorithm that represents each cluster by a single mean
vector, 3)- Distribution models, clusters are modeled using statistical distributions, such
as multivariate normal distributions used by the Expectation-maximization algorithm, 4)Density models, for example, DBSCAN and OPTICS defines clusters as connected dense
regions in the data space, 5)- Subspace models, in Biclustering (also known as Co-clustering or
two-mode-clustering), clusters are modeled with both cluster members and relevant attributes,
6)- Group models, some algorithms do not provide a refined model for their results and just
provide the grouping information, 7)- Graph-based models, a clique, that is, a subset of nodes in
a graph such that every two nodes in the subset are connected by an edge can be considered as a
prototypical form of cluster.
To start with cluster analysis, we firstly calculate differences between units and construct
a by proximities matrix with one of the most famous methods that are; Euclidian distance:
d(X,Y) = ||X – Y|| = √∑𝒏𝒊=𝟏(𝒙𝒊 − 𝒚 𝒊)2 , or Manhattan distance: d(X,Y) = ∑𝒏𝒊=𝟏 |𝒙𝒊 − 𝒚𝒊|.
Secondly; choosing clustering algorithms, and there are maybe hundreds of them; like Single-
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linkage Clustering (Nearest Neighbor), Hierarchical Clustering, K-MEANS (Non-Hierarchical
Clustering), K-Medians, Fuzzy Clustering, Non-Negative Matrix Factorization, Latent Dirichlet
Allocation (LDA), DBSCAN (Density-based spatial clustering of applications with noise), and
OPTICS (Ordering points to identify the clustering structure), etc.…

2.2 K-Means clustering
It is a method of clustering N data points into K (≤ N) clusters in which each data point
belongs to the cluster with the nearest mean, this algorithm proposed by (Stuart Lloyd, 1957),
and it is an unsupervised machine learning algorithm that requires only the number of required
clusters, that is what makes it the most popular clustering algorithm.

2.2.1 K-Means algorithm

The algorithm has three main steps; first for each point, we place it in the initial cluster(s)
whose current centroid it is nearest, second after all points are assigned, update the locations of
centroids of the K clusters, third reassign all points to their closest centroid, then we repeat
second and third steps until reaching convergence (centroid stabilized). K-means algorithm can
be summarized as Algorithm 1.
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Algorithm 1. K-Means Algorithm
1- D = {d1, d2,...,dn} //set of n data points
2- k // Number of desired clusters
3- Arbitrarily choose k data-items from D as initial centroids
4- Repeat
5- Assign each item di to the cluster which has the closest centroid
6- Calculate new mean for each cluster; Until convergence criteria is met

2.2.2 K-Means Advantages and Disadvantages

The K-Means algorithm has many advantages, it practically works well even some
assumptions are broken, it is simple, easy to implement, and interpret clustering results, and Fast
and efficient in terms of computational cost, but the K-Means has disadvantages, like it often
produces clusters with relatively uniform size even if the data have different cluster size, can’t
finds non-linear clusters or clusters with complex shapes, and may works poorly with clusters
that have different densities. lastly, K value not known, and it is sensitive to outliers, and to the
initial points and local optimal.
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2.3 Density Based Spatial Clustering of Applications with Noise Clustering

2.3.1 Motivation to Study Density-Based Clustering Methods

Density Based Spatial Clustering of Applications with Noise (DBSCAN) defines clusters
as areas of higher density than the remainder of the data set. so, objects in these sparse areas are
usually considered to be noise and border points. And In 2014, the algorithm was awarded the
test of time award, which is an award given to algorithms which have received substantial
attention in theory and practice at the leading data mining conference.
In many cases of real-datasets, clusters structure cannot be characterized by global
density parameters. For example, in the dataset depicted in Figure 2, it is not possible to detect
the clusters A, B, C1, C2, and C3 simultaneously using one global density parameter like (K) the
number of suggested clusters in K-Means. A global density-based decomposition would consist
only of the clusters A, B, and C, or C1, C2, and C3. And considering the objects from A and B
are noise.

8

Figure 2. Example of non-linear classified data

The idea is to run an algorithm which produces a special order of the data with respect to its
density-based clustering structure containing the information about every clustering level of the
data set (up to a “generating distance” Ɛ), and is very easy to analyze, and the most popular
method is DBSCAN (Density-based spatial clustering of applications with noise).

2.3.2 DBSCAN definition

The Density-based spatial clustering of applications with noise (DBSCAN) is a data
clustering algorithm proposed by (Martin Ester, et al, 1996). It is an attractive method to classify
the subject, and It based on connecting points within certain distance thresholds. However, it
only connects points that satisfy a density criterion, in the original variant defined as a minimum
number of other objects within this radius.
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A cluster consists of all density-connected objects plus all objects that are within these
objects' range. After that, it groups together points that are closely packed together that are the
points with many nearby neighbors, it is marking as outlier points that lie alone in low-density
regions whose nearest neighbors are too far away. At the end, the cluster is defined as a maximal
set of density-connected points, and DBSCAN is one of most famous unsupervised machine
learning algorithm that is being used for non-linear clustering. See Figure 3.

Figure 3. DBSCAN Algorithm Process

2.3.3 DBSCAN Algorithm
Let Ɛ denotes the maximum radius of the neighborhood in the diameter of the cluster, let
MinPts denotes the minimum number of points in the Ɛ-neighborhood of the point, and let the Ɛneighborhood of a point q is NƐ (q): {p belongs to D : dist(p,q) ≤ Ɛ }, based on that we will
define a Core Point as a point with neighborhood that has the MinPts or more within the radius Ɛ,
a Border Point to be a point with a neighborhood that has less than MinPts within the radius Ɛ,
and an Outlier(noise) to be the points that can’t be grouped by the Ɛ and MinPts. So we will
have the concept of Directly Density-Reachable Point which is a point p within an Ɛ distance
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from core point q, a Density Reachable Point which is a point p, when there is a chain of points
p1, … , pn; p1=q, pn=p such that pi+1 is directly density-reachable from pi, and Density Connected
Point which is a point p, if there is a point O such that both p and q are density-reachable from O.
The DBSCAN algorithm visits all points to check the two conditions of Ɛ and MinPts,
and label the points according to that, Core, Border or Outlier, then check if it is Directly
density-reachable, Density reachable, or Density connected to combine the clusters. The
DBSCAN algorithm can be summarized by Algorithm 2.

Algorithm 2. DBSCAN Algorithm
1- Arbitrary select a point p
2- Retrieve all points density-reachable from p with respect to Ɛ and MinPts
3- If p is a core point, a cluster is formed
4- If p is a border point, no points are density-reachable from p, and DBSCAN visits next point
5- Continue the process until all the points have been processed

2.3.4 DBSCAN Advantages and Disadvantages

DBSCAN has many advantages, like the clusters can have arbitrary shape and size,
number of clusters is determined automatically, can separate clusters from surrounding noise,
and the parameters MinPts and Ɛ can be set by the domain expert, despite that DBSCAN has
disadvantage, when choosing MinPts and Ɛ that are sensitive and difficult to determine.

CHAPTER 3: SIMLATION DATA STUDIES

In order to investigate the performance of K-MEANS and DBSCAN, we generated two
non-linear groups of data in Microsoft-Excel that it is like an overlapped moon shapes in two
dimensions (X,Y) with 346 points, see Figure 4, then we applied K-Means and DBSCAN
clustering algorithms, expecting to get the exact or almost the exact original memberships of the
data points. After that we added a normal distribution noise a hundred times, and then we
checked again the differences between the original memberships and what K-Means and
DBSCAN have given us.
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First, we applied the K-MEANS algorithm using R programming language with K=2,
since we are expecting two clusters for the simulated data, but what we got is two clusters that
not classifying the data as it should be, and with a big difference with the original memberships
of the data points. see Figure 5, and the details in Table 1.

Figure 5. K-Means Clusters

As we can notice the K-MEANS couldn’t classify the closed data points of the two
moons shapes appropriately. Now let’s consider the DBSCAN algorithm which comes with the
package (dbscan) in R programming language, we ran it on the same simulated non-linear data
with (Ɛ = 1, MinPts = 4) see Figure 6, these parameters can be chosen based on the range of data
points and the distance between them. obviously, this job will be so much difficult when we have
a bigger dataset contains millions of records.
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Figure 6. DBSCAN clusters

However, we got better forming clusters with DBSCAN, since it gives better and wellshaped clusters of the two moons, that means it gives close memberships to the original data
points memberships, yet it gives some outliers as a third cluster, but still it is more acceptable
result. So, we conducted misclassifications comparison between the two algorithms. see Table1.

Table 1. Misclassification of Clustering
True

K-means

DBSCAN

Total

Cluster

1

2

1

2

3

1

117

31

148

0

0

148

2

56

142

0

195

3

198

Total

173

173

148

195

3

346
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From Table 1, we can conclude that DBSCAN has a better preforemance since the
misclassification for DBSCAN is less than for the K-Means, considering a correction step to
merge the third cluster with the second cluster with the DBSCAN algorithm.
Looking for more accuracy we added normal noise 100 times with (Mean=0,
Variance=22) that are within the distances of the data points, and in each single time we applied
K-MEANS, and DBSCAN algorithms, eventually we tried to calculate the differences between
the original memberships of the data points with the new 100 memberships that comes out of the
K-MEANS and DBSCAN. We faced a problem here; the algorithms are not labeling the data
points (assigning the cluster’s membership) in one way, due to the randomization of selecting the
starting point each time, which caused a very difficult job to compare between the new
memberships that comes out of the K-MEANS and DBSCAN, and the original membership, so
to overcome this we took the average number of the identical memberships for K-Means and
DBSCAN and check if it is greater than 50% then we considered its complement to 100%
otherwise we took it as it is, and eventually, we checked the averages of them all, and it was
0.244 for K-Means whereas 0.0204 for the DBSCAN that means the DBSCAN is giving 10 less
errors than K-MEANS.
We were expecting that since the data form non-linear shapes, what makes the DBSCAN
to a better performance over the K-Means.

CHAPTER 4: DBSCAN FOR DNA METHYLATION

4.1 Description of the Dataset

The data that had been collected is a microarray data from the TCGA Analysis of DNA
Methylation for lung adenocarcinoma using Illumina Infinium Human Methylation 27 platform.
After matching with the clinical information, it has 89 sample samples from two groups (n1 = 24
normal and n2 = 65 cancer). So, we have 28 variables presenting Methylation ratios for 28 CpG
sites across 89 samples objects (patient), in addition to a variable presenting the status of the
patient whether he has cancer disease or not, let’s make a descriptive statistics table to try to
understand what kind of data we have. see Table 2., and Figure 7.

Table 2. Methylation Ratios Data – Descriptive Statistics
Status
Cases Count
Min
Max
Cancer (1)
65
0.0076
0.9703
Normal (11)
24
0.0083
0.9584
Total
89
0.0076
0.9703

Average
0.2683
0.2562
0.265
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Figure 7. Boxplot of Methylation Ratios for the lung 28 CpG Sites
As we can conclude from Figure 7, the CpG sites have non-symmetric distributions, which is the first
indictor of non-linearity.

4.2 Analysis of the Data

Here we utilize the clustering for the samples and CpG sites; one way of the classification
is about samples that ensures the performance of the clustering methods in misclassification
rates, and other way of the classification is about CpG sites that leads to the suspected genes for
some disease including cancers, since most of biology studies of genomes are concerning about
the differential methylation changes between genomes and samples see Figure 18.
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Figure 8. Dendrogram of Clusters for Samples and CpG Sites

The DNA Methylation contains multidimensional samples and CpG sites, and it is
difficult to examine their linearity. So, we examined randomly selected two CpG sites
117586918 and117746793 for the linearity of groups of samples, see Figure 9, it indicates cancer
samples as blue dots and normal samples as red dots.
1
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0
0

0.1
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Cancer

Normal

0.5
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0.7

Figure 9. Plot chart for 117586918 and 117746793 CpG sites
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Due to the non-linear shape of the cancer samples, it is hard to distinguish the group of
normal samples from the group of cancer sample.
Next, we consider the clustering of CpG sites which is more concerned with the
biologists, so we checked the samples against each other and plot them, and we found that the
first sample and the sample number 13 have a non-linear shape see Figure 10, that lead us to be
quite sure of the difficult possibility to classify the CpG sites linearly. In this case we see the
necessity to use DBSCAN algorithm to solve such kind of data.

1.2
1
0.8
0.6
0.4
0.2
0
0

0.2

0.4

0.6

0.8

1

1.2

Figure 10. Plot chart for samples number 1 and number 13

Before starting with DBSCAN algorithm, and due to the small values of the methylation
ratios which make it not easy to select a combination of DBSCAN parameters, we conducted a
logit transformation for the data, to raise the scale of the data, and got larger real values that are
more easily to deal with, see Table 3.
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Table 3. Summary of DNA Methylations Ratios to Analyze
Status
Count
Min
Max
Cancer (1)
65
-4.8628
3.4868
Normal (11)
24
-4.7809
3.1381
Total
89
-4.862
3.486

Average
-1.8140
-1.9554
-1.852

4.3 Clustering samples

As in Section 2.3.3, the DBSCAN begins with the selection of Ɛ and MinPts, and since
we have a range of values almost between 1 and 4, we covered all possible combinations of them
to find the best one, so we conducted 42 =16 trails for each of combination of Ɛ and MinPts, until
we end up with four valid trials for 2 combinations of Ɛ and MinPts, see Table 4.

Table 4. Crosstabs for results of two DBSCAN parameters (Ɛ, MinPts)
Ɛ values

MinPts
Values

1

2

1

Each sample is cluster

58 clusters, with one big cluster (27 cases),
and other small clusters

2

All zeros (outliers)

4 clusters, with one big cluster (27 cases),
and other small clusters with 53 outliers

So, we can conclude that there are two main clusters; 27 samples (cases) forming the first
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cluster, and the other 62 cases forming the second cluster, and what is interesting is that in the
first cluster all the samples are normal except 4 of them, while in the second cluster all the
samples are infected with cancer except one, see Table 5.
Apparently, the DBSCAN is actually giving us a very helpful result to distinguish the
cancer samples from the healthy (non-infected) ones based on the Methylation ratios.
And then we examined K-means on the Methylation ratios data to classify the samples,
and we selected K=2, because we are looking for a clustering algorithm that can classify the data
set into two clusters; cancer samples and non-cancer samples.
Then we need to compare the performance between the two algorithms for DNA
Methylation, so we constructed a comparison misclassification table see Table 5.

Table 5. Comparison between DBSCAN and K-means for DNA Methylation Rations
K-Means

Total

DBSCAN

Cluster 1

Cluster 2

Cluster 1

Cluster 2

Cancer

30

35

4

61

65

Normal

24

0

23

1

24

Total

54

35

27

62

89

As we can see notice that the DBSCAN is giving more clear and useful results than Kmeans, since it separates the cancer samples from the non-cancer ones into two different clusters,
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while the K-means has divided the cancer samples into almost two equally clusters, without a
correct distinguishing between cancer and non-cancer samples.

4.4 Clustering CpG sites

Firstly, with the DBSCAN, and after several trails of different combinations of Ɛ and
MinPts, we came up with the most appropriate pair of them that produces a valid clusters and
memberships, (Ɛ =13, MinPts =4), and we got 2 clusters with the details in Table 5. And if we
dig to find what are these 7 CpG sites, we can see that they are
116382876,116447667,116849557,117746793,118973597,118973695,119221279, and it has the
map like in Figure 11.

Figure 11. Santa Cruz-UCSC-Genome Browser

So, the gene located after those CpG sites are suspected to have a crucial role for the
cancer, and according to Santa Cruz Genome Browser this genome has a function of Protects
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DRG2 from proteolytic degradation, that would be another motivation to study more about this
genome to check to which extent it may affect this protection.
Now, conducting K-means algorithm, we got a classification of the CpG sites into almost
two equal clusters, which gives confused and invaluable results, that lead us to recommend the
DBSCAN algorithm over the K-means even for the CpG sites, see Table 6.

Table 6. DBSCAN and K-Means for the CpG sites
Clusters
DBSCAN
K-Means
1
21
17
2
7
11
Total
28
28

That is the most important thing that the biologists are looking for, it is finding the CpG
sites that have an odd behavior comparing to the other CpG sites, which are the 7 CpG sites
(119221279,116382876, 118973695, 118973597, 116447667, 117746793, and 116849557) that
are forming the second cluster.

4.5 Concluding Remarks for Clustering of DNA Methylations

Considering DBSCAN to cluster the samples based on DNA methylations from patients
with lung adenocarcinoma, and DBSCAN has outperformed K-means in misclassification rate,
and is very helpful to distinguish the cancer samples from the normal samples. Refer see Table 5.
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On the other hand, considering DBSCAN to classify the CpG sites, DBSCAN looks more
appropriate than K-means because DNA methylations show a nonlinear pattern. DBSCAN has
identified small number of differentially methylated CpG sites and large number of nondifferentially methylated CpG sites, while K-Means has led to similar numbers of CpG sites for
differentially methylated and non-differentially methylated CpG sites which is not desirable.

CHAPTER 5: DISCUSSION

DBSCAN has shown an appropriate feature to classify groups when the groups take
nonlinear and concave shapes instead of linear and convex shapes. As a trade-off, DBSCAN
requires to determine tuning values, Ɛ and MinPts, in addition to more computing time isolated
groups. The isolated group problem can be alleviated by an improved clustering algorithm
OPTICS that is not considered in this work.
In spite of drawbacks, DBSCAN is desirable to identify differentially methylated CpG
sites in genetic researches, where DNA methylations are usually skewed and form nonlinear
groups. With more efforts on addressing the problems of tuning values and isolated groups,
DBSCAN is recommendable to utilize in the classification problems including differentially
methylation region identification, variably methylation identification, and so on.
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R CODE

Table 7. DATA SIMULATION – R code
##Read the simulated data set
Data_simulation<-read.table("C:/~Data_simulation.csv",sep=",",header=T)

##Classify simulation data by K-MEAN and DBSCAN
Kmeans_results_sim<- kmeans(Data_simulation ,2)
Kmeans_mem_sim<-Kmeans_results_sim$cluster
DBSCAN_results_sim<-dbscan(Data_simulation,eps=1,MinPts=4)
DBSCAN_mem_sim<-DBSCAN_results_sim$cluster

## Define variables
V1 <- Data_simulation$V1
V2 <- Data_simulation$V2
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V1new<-matrix(rep(0,346*100),ncol=100)
V2new<-matrix(rep(0,346*100),ncol=100)
Kmeans_mem<-matrix(rep(0,346*100),ncol=100)
DBSCAN_mem<-matrix(rep(0,346*100),ncol=100)
diff_Kmeans<-matrix(rep(0,346*100),ncol=100)
diff_DBSCAN<-matrix(rep(0,346*100),ncol=100)

## Add random normal noise (mean=0, variance=2)
for (i in 1:100)
{
x<- rnorm(346,0,2)
y<- rnorm(346,0,2)
V1new[,i]<- V1+x
V2new[,i]<- V2+y
}
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## Results
Kmeans_results<- kmeans(cbind(V1new[,i],V2new[,i]),2)
Kmeans_mem[,i]<-Kmeans_results$cluster
DBSCAN_results<-dbscan(cbind(V1new[,i],V2new[,i]),eps=1,MinPts=4)
DBSCAN_mem[,i]<-DBSCAN_results$cluster
diff_Kmeans[,i]<- Data_simulation$mem==Kmeans_mem[,i]
diff_DBSCAN[,i]<- Data_simulation$mem==DBSCAN_mem[,i]
Results<-cbind(V1new[,i],V2new[,i],Kmeans_mem[,i],DBSCAN_mem[,i],
diff_Kmeans[,i],diff_DBSCAN[,i])

Table 8. Data Analysis – R code
## Clustering Samples
##Read methylation ratios data set
methy <- read.table("C:/~methylation.csv",sep=",")

30

##K-means algorithm considering logit scaling
resultsK <- kmeans(log(methy/(1-methy)),2)

## K-Means Results
resultsK$cluster

##DBSCAN algorithm considering logit scaling
library(dbscan)
resultsD<-dbscan(log(methy/(1-methy)), eps=2, MinPts =2)

## DBSCAN Results
resultsD$cluster

## Clustring CPGsites
##Read methylation ratios data set
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methy <- read.table("C:/~methylation.csv",sep=",")

## Transpose data set
methy_trans<-t(methy)

##K-means algorithm considering logit scaling
resultsK <- kmeans(log(methy_trans /(1- methy_trans)),2)

## K-Means Results
resultsK$cluster

##DBSCAN algorithm considering logit scaling
library(dbscan)
resultsD<-dbscan(log(methy_trans/(1-methy_trans)), eps=13, MinPts =4)
## DBSCAN Results
resultsD$cluster

