When there are infinitely many scenarios, the current studies of two-stage stochastic programming problems rely on the relatively complete recourse assumption. However, such assumption can be unrealistic in many real world problems. This motivates us to study the sample average approximation (SAA) method applied to the stochastic programming problems where the SAA solutions are not necessarily feasible. When the problems are convex and the true solutions are contained in the interior of the set of feasible solutions, we show the portion of infeasible SAA solutions decays exponentially with the sample size. We also study functions with chain-constrained domain, and show the portion of SAA solutions with a low degree of feasibility decays exponentially with the sample size. This result is then extended to multistage stochastic programming.
Introduction
We consider the following stochastic programming problem inf x∈X F (x) := E[f ξ (x)], (1.1) where X ⊆ R n is a nonempty set, ξ : Ω → R n 0 is a random vector defined on a probability space (Ω, F , P), whose probability distribution P = P • ξ −1 is supported on set Ξ := ξ(Ω) ⊆ R n 0 , and f ξ : R n → R ∪ {+∞} is an extended real-valued function for each ξ ∈ Ξ. We assume that for eachx ∈ X , f ξ (x) is an integrable random variable that maps from Ξ to R ∪ {+∞}. Throughout the paper, we assume there exists x ∈ X such that F (x) < +∞. Note that (1.1) can be treated as an unconstrained problem through the reformulation
where I X is the indicator function of X , i.e., I X (x) = 0 for x ∈ X and I X (x) = +∞ for x ∈ X .
An important class of problems of the form (1.1) is the two-stage stochastic programming problem. That is, for x ∈ X and ξ ∈ Ξ, f ξ (x) is the optimal value of the second stage problem
where Y(x, ξ) is a set depending on x and ξ, and g ξ is an extended real-valued function for each ξ ∈ Ξ. By definition, f ξ (x) = +∞ for some x ∈ X if the feasibility set Y(x, ξ) of the second stage is empty. In two-stage stochastic programming, the first stage decisions x should be implemented before a realization of the random data becomes available and hence should be independent of the random data. The second stage decisions y are made after observing the random data and are functions of the data. The model has found wide applications such as transportation planning [1] , water resources management [7] , power production [15] , etc.
When there are infinitely many scenarios (i.e., Ξ has an infinite cardinality), the current studies of two-stage stochastic programming problems rely on the relatively complete recourse assumption; that is, for every x ∈ X and almost every ξ ∈ Ξ, there exists y ∈ Y(x, ξ) such that g ξ (y) < +∞. In terms of f ξ , the assumption states that P{f ξ (x) = +∞} = 0 for every x ∈ X . However, such assumption can be unrealistic in many real world applications. For example, when deciding the size of a reservoir to secure water supply during potential drought conditions, it could happen that some size is too small to store enough water to satisfy the demand.
In this paper, we study the sample average approximation (SAA) method applied to the stochastic programming problem (1.1) such that P{f ξ (x) = +∞} could be positive for some x ∈ X . To this end we make the following assumption By applying an optimization algorithm to (1.2), we obtain a SAA solution x * (ξ [N ] ) for the generated sample ξ [N ] . We assume the SAA solution x * (ξ [N ] ) is unique for each sample ξ [N ] , but it does not need to be an optimal solution of the SAA problem (1.2). In section 3, we explicitly require x * (ξ [N ] ) to be optimal in stochastic convex programming. Note that the SAA solutions are not necessarily feasible for the true problem (1.1). When P{f ξ (x) = +∞} is allowed to be positive on X , it may happen that F (x * (ξ [N ] )) = +∞. To better understand the quality of a SAA solution x * (ξ [N ] ), it is therefore important to study how feasible the solution x * (ξ [N ] ) is. The following notion of degree of feasibility is defined via the conditional probability P |ξ [N] (·) = P(·|ξ [N ] ) and the effective domain dom f ξ = {x : f ξ (x) < +∞}. In simple words, it measures the portion of scenario where the SAA solution ξ
[N ] is feasbile. Definition 1.1 (Degree of Feasibility). Let ξ be independent of the random sample ξ [N ] . The degree of feasibility of a SAA solution x * (ξ [N ] ) is defined to be the conditional probability
We intend to demonstrate in this paper that, for a broad class of problems, the portion of SAA solutions with a low degree of feasibility decreases exponentially in N. Here, the portion is measured with respect to the distribution of the random sample
which is supported on set Ξ N . A similar problem regarding chance-contrained stochastic programming problem was studied (in [2] [3] and references therein), but the nature of their problem is somewhat different from the one considered in this paper. The asymptotic epiconvergence of the SAA function to the expectation function was studied in [6] . Their result establishes the convergence of the optimal SAA solutions to the optimal solutions of the true problem (1.1) when the sample size N tends to infinity. However, the degree of feasibility of x * (ξ [N ] ) cannot be deduced from that result when N is finite. The rest of this paper is organized as follows. In section 2, we investigate the exponential rate of convergence of degree of feasibility of SAA solutions when {f ξ } has chain-constrained domain. In section 3, the stochastic convex programming is considered. Under the uniform convergence property of the SAA method, we show the portion of infeasible SAA solutions decays exponentially in N when the optimal solutions of the true problem (1.1) are contained in the interior of the domain of the expectation function. Also, by combining uniform convergence and chain-constrained domain, we significantly improve the rate presented in section 2.1. In section 4, the result is extended to multistage stochastic programming.
We use the following notation and terminology throughout the paper. Let F * and X * denote the optimal value and the set of optimal solutions of the true problem (1.1), respectively. The Euclidean norm of a vector x ∈ R n is x . For a set U ⊂ R n , we denote int U, bd U, cl U, U c , |U| to be its interior, boundary, closure, complement, and cardinality, respectively; also, denote the distance to U by dist U (x) = dist(x, U) = inf y∈U x − y . For two sets U and V , denote U ⊂ V to be U ⊆ V and U = V . Denote P |Y (·) to be the conditional probability P(·|Y ) given the random variable Y . The effective domain a function f is dom f = {x : f (x) < +∞}. For a natural number m, we denote [m] := {1, . . . , m}. The preimage of a function f is f −1 T = {x : f (x) ∈ T } for a set T .
Chain-constrained domain
In this section, we study the degree of feasibility of SAA solutions when {f ξ } is a collection of functions with chain-constrained domain. Let us first define chain-constrained domain.
Definition 2.1 (Chain). A relation ⊆ R on a set S is called a partial order if for any x, y, z ∈ S,
• x ⊆ R y and y ⊆ R x implies x = y;
S is a chain (or totally ordered set) under the relation ⊆ R if for every pair (x, y) ∈ S, either x ⊆ R y or y ⊆ R x.
Definition 2.2 (Chain-constrained Domain). Let m be a natural number. It is said that a collection of functions {f ξ } ξ∈Ξ has chain-constrained domain of order m if there exists m collections of sets {U
and for each j ∈ [m], {U ξ j } ξ∈Ξ is a chain of sets under inclusion, i.e., for any ξ 1 , ξ 2 ∈ Ξ, either U
Remark 2.1. The above definition is motivated by the following important example,
where for each j, c j is a function and ℓ ξ j are scalars depending on ξ. Here,
One advantage of studying form (2.3) instead of (2.4) is that (2.3) helps recognize sets that are not commonly represented as functional-constrained domain, e.g., when {U ξ } is a chain of discrete sets.
As illustrated by the example below, chain-constrained domain is found in a broad range of two-stage stochastic programming problems. Example 1. Suppose f ξ is given by the second stage problem with affine constraints
where the data ξ := (h ξ , g ξ , T ξ , W ξ ) satisfy the conditions 1. the functions g ξ are finite everywhere;
2. there are only finitely many distinct W ξ and T ξ , i.e., |{W ξ }| = m W and |{T ξ }| = m T for some natural numbers m W and m T (while {h ξ } ξ∈Ξ can have an infinite cardinality).
Note that f ξ is convex when g ξ is a convex function. Denote {W 1 , . . . , W m W } and {T 1 , . . . , T m T } to be the set of distinct matrices in {W ξ } and {T ξ }, respectively. Observe that f ξ (x) < +∞ if and only if the set {y ≥ 0 : W ξ y + T ξ x = h ξ } is nonempty, which by Farkas' Lemma, if and only if a
, let {a ij } j∈J i denote the set of extreme rays of the polyhedral cone {a :
hence {f ξ } has chain-constrained domains of order m, where m is bounded above by m T m W i=1 |J i |. We show in the example below that chain-constrained domain is more general than functional-constrained domain.
Example 2. Denote Q and Q c to be the set of rational and irrational numbers, respectively. Let τ be an exponential random variable with parameter λ > 0, i.e., the density function f τ of τ is
then τ is supported on (0, +∞). Consider sets {U τ } τ >0 such that
where B and B are the closed and open unit balls in R. We claim that {U τ } cannot be characterized by level sets of any function c, i.e., there does not exist c, ℓ τ such that
since the sum of uncountably many positive numbers necessarily diverges to infinity. A contradiction.
Exponential rate of convergence
For a specified threshold α ∈ [0, 1), we are interested in the portion of SAA solutions having degree of feasibility less than 1 − α, which is the probability
The goal of this section is to show that (2.5) decays exponentially in N when {f ξ } has chainconstrained domain. We bound (2.5) by bounding the degree of feasibility of domain of the
Let ξ be independent of the random sample ξ [N ] . The degree of feasibility of domain of the SAA function is defined to be the conditional probability
Given a sample ξ [N ] , the SAA solution is always contained in the domain of the SAA function, i.e., x
, and
It follows that
and
are atomless (see the definition below). This Lemma is invoked in Theorem 2.1 to show the exponential rate of convergence in general cases.
Consider the events
We claim that
Indeed, for anyξ
It remains to bound the probability
Since {U ξ 1 } ξ∈Ξ is an atomless chain,
The remaining P N (E ℓ )'s are evaluated via conditional probability. Since the chains {U
we assume without loss of generality that U
for any j ∈ [m] and 1 ≤ i 1 < i 2 ≤ N. Now, fix ℓ = 2, . . . , m, by permutation,
, and consider the conditional probability .7) is nonzero only if the following two conditions hold:
We next bound the probability that those two conditions hold. Let us first partition the probability in condition 2. Define the conditional probability
Let j = 2, . . . , ℓ − 1, define the set
}, and the conditional probability
Now, letξ
[N ] be a random sample such thatξ 1 , . . . ,ξ ℓ−1 satisfy the two conditions, then ξ 1 must be in the set
where
In particular, since {U
. By conditional probability,
. . .
We are ready to show the exponential rate of convergence.
Theorem 2.1. Suppose {f ξ } has chain-constrained domain of order m, then
Proof. The inequality
). We show the second inequality by transforming the current problem into a new problem where the chains are atomless.
Let 
if either of the following two conditions holds
In addition, since uniform distribution is atomless, the chain {(U ξ j , V j )} ξ V is atomless, i.e., for any ξ
It follows from marginal probability that
Now, by Lemma 2.1,
Therefore,
N −k does not depend on the dimension of the variable x, which makes it useful in a high-dimensional setting. In section 3.2, we show the dependence on m can be mitigated when the problem is convex. 
The convex case
Throughout this section, we assume X is a closed convex set, X * is nonempty and compact, and f ξ is convex for all ξ ∈ Ξ. In particular, this implies dom f ξ is a convex set. We also assume the SAA solution x * (ξ [N ] ) is optimal to (1.2) for each ξ [N ] . In the convex case, the feasibility of SAA solutions depend on the local geometry around X * . The main idea is to combine convexity and the uniform convergence ofF N to F . A result regarding uniform convergence is summarized in Theorem 3.1, and its proof can be found in [14, section 7.2.10].
For each x ∈ dom F , define M x (t) := E[e t(f ξ (x)−F (x)) ] to be the moment generating function of the random variable f ξ (x) − F (x). (C3) The moment generating function M κ (t) := E[e tκ(ξ) ] of κ(ξ) is finitely valued for all t in a neighborhood of zero.
Then for any ǫ > 0, there exists positive constants C and β, independent of N, such that
Moreover, if assumption (C1) is replaced by (C4) There exists constant σ > 0 such that for any x ∈ X, the following inequality holds:
∀t ∈ R, then for some constants ℓ and ρ,
If κ(ξ) ≡ L for all ξ ∈ Ξ, then the term exp(−Nℓ) can be omitted.
Solutions in the interior
When X * is contained in the interior of dom F , the uniform convergence alone can guarantee the portion of infeasible SAA solutions (i.e., d(ξ [N ] ) < 1) decays exponentially with the sample size. In particular, the result applies to general convex functions {f ξ } (not necessarily with chain-constrained domains). The result relies on the following Lemma. Proof. Since U is convex, dist U is convex and so it is also continuous. Since U is compact and V c is closed, r := inf
. Since U is compact and dist U is convex and continuous, W is a compact convex set. In particular, 
Proof. Consider the set
By Lemma 3.1, B is nonempty. For each B ∈ B, let B X := B ∩ X , then B X is compact and convex, and bd B X ⊆ bd B ∪ bd X . In particular, F attains the minimum on the compact set bd B X ∩ bd B. Let F * B := min
Fix a z ∈ X * , then for each B ∈ B, the set X B := {z} ∪ (bd B X ∩ bd B) is compact. By Theorem 3.1, there exists positive constants C B and β B such that
It remains to show
X , then there exists λ ∈ (0, 1] such that x B = λz +(1−λ)x ∈ bd B X . If x B ∈ bd B, then λ < 1 since z ∈ bd B, and by convexity ofF N ,
c , i.e., x is infeasible. Hence, under uniform convergence, the SAA solutions x * (ξ [N ] ) are contained in B X ⊆ dom F , and
as desired. It follows that
Remark 3.1. We can modify the proof of Theorem 3.2 to obtain different properties of the SAA solutions. Recall
Consider B ∈ B such that 1. B = {x : F (x) ≤ F * + ǫ} is the ǫ-optimal set of F for some ǫ > 0, then the result is an upper bound on the probability that SAA solutions are not ǫ-optimal solutions.
2. B = {x : dist(x, X * ) ≤ r} for some radius r > 0, then the result is an upper bound on the probability that SAA solutions are more than distance r Euclidean distance away from X * . 
for constants ℓ and ρ given in Theorem 3.1.
Chain-constrained domain revisit
In this section, we investigate the case that X * has a nonempty intersection with the boundary of dom F . We assume {f ξ } has chain-constrained domain of order m such that
where for each j, c j is a finitely-valued convex function and scalars ℓ ξ j ∈ R depend on ξ. We also view ℓ In Theorem 2.1, the bound
N −k was derived for general functions. In stochastic convex programming, the dependence on m can be mitigated. We illustrate the basic idea in Example 3 and prove it rigorously in Theorem 3.3.
Example 3. Let us revisit Example 1. Suppose {f ξ } is a collection of convex functions with chain-constrained domains such that
otherwise for deterministic vectors a ijk and scalars b ξ ij depending on ξ.
where (b ij ) 0 is the essential infimum of b ξ ij . For ǫ > 0, denote the ǫ-set of F to be X * ǫ := F −1 {F * + ǫ}. Suppose dom F is the polytope shown in Figure 1 , and for some ǫ 1 > ǫ 2 > 0, the sets X * ǫ 1 and X * ǫ 2 are in red and blue, respectively. X * is the black dot on the boundary of dom F corresponding to the green line. 
Let ξ
[N ] be a sample such thatF N approximates F uniformly on X * ǫ 1 ∪ X * ǫ 2 by an error less than (ǫ 1 − ǫ 2 )/2, i.e,
then we must have
In particular, for any x 1 ∈ X * ǫ 1 , x 2 ∈ X * ǫ 2 , λ ∈ (0, 1) and x such that
which implies x cannot be a SAA solution. In other words, if one draws a direction that passes through X * ǫ 2 and X * ǫ 1
consecutively, then such direction cannot point toward a SAA solution. As shown in Figure 1 , the possible location of SAA solutions is either in dom F or a region R confined by the arrows (see Figure 1) . Suppose the dotted lines correspond to the chain U ξ = {x : a T x ≤ b ξ } and the green line represents the hyperplane {x :
i.e., the region R ∩ {x :
If the aforementioned uniform approximation occurs with probability 1 − O(e −cN ) for some constant c, then by union bound,
The following Theorem follows the same idea as Example 3, and its proof adopts a similar approach as the proof of Theorem 3.2. It states that, under regularity assumptions, the m in the bound
N −k can be replaced by |J|, where J is the index set of active constraints at the set of optimal solutions X * , i.e., 
Proof. If y 1 and y 2 are two points such that
It follows that F is L-lipschitz on dom F , and
which is a closed convex set. For any set j ∈ J, c −1
By Lemma 3.1, B is nonempty. For each B ∈ B, let B X := B ∩ X , then B X is compact and convex, and bd B X ⊆ bd B ∪ bd X . Fix a z ∈ X * , we proceed by considering the following three (not necessarily disjoint) subsets of bd B X .
B
and let r B := ǫ B /6L. Consider the compact set X B := {z} ∪ B b . By Theorem 3.1, for some positive constants C B and β B ,
Since the complement of the event in (3.10) implies
we have
For each x ∈ B c , define
Since x ∈ dom F , α x > 0. Letᾱ := inf x∈Bc α x . We claim thatᾱ > 0. Suppose otherwise, by compactness, there exists a convergent sequence {x k } such that x k → x ∈ B c and α x k ↓ 0. Observe thatx ∈ dom F , hence c j * (x) > (ℓ j * ) 0 for some j * ∈ J. Since c j * is continuous,
in a neighborhood N(x 0 ) of x 0 , which implies α x is bounded away from 0 on N(x 0 ), a contradiction.
We give conditions below that the SAA solution is contained in B X . Let x ∈ B c X , then there exists λ ∈ (0, 1] such that x B = λz + (1 − λ)x ∈ bd B X . If x B ∈ B a , then x ∈ X c , i.e., x is infeasible. When x B ∈ bd B X \ B a ⊆ bd B, since z ∈ bd B, we have λ < 1. Suppose dist(x B , B b ) ≤ r B and the event (3.11) occurs, thenF N (x) >F N (z) by convexity ofF N , i.e., x is not the SAA solution. To address the case x B ∈ B c , let α ∈ (0,ᾱ), and consider the set
Suppose α x B is attained at j B ∈ J, then c j B (x B ) > (ℓ j B ) 0 by (3.13), and (
i.e., x ∈ S α . Hence, if the domain of the SAA function domF N is contained in S α , then x cannot be the SAA solution. We next bound the probability that d(ξ
By Theorem 2.1,
In particular, this implies min i∈[N ] ℓ
In the remaining section, we discuss the value of |J|. Recall the following result from convex optimization
are finitely-valued convex functions, then there exists an index set I ⊆ [m] of size at most n such that the optimal solutions to min
are also the optimal solutions to
Such index set I of minimum cardinality is called the support indices.
Let us reinterpret stochastic convex programming problems so that Lemma 3.2 applies. For each ξ ∈ Ξ, letf ξ be a convex extension of f ξ to R n . For example, if f ξ is κ(ξ)-lipschitz continuous on dom f ξ , thenf
is a κ(ξ)-lipschitz convex extension of f ξ by Kirszbraun Theorem (see [10, 3.3.9] ). Let I dom f ξ denote the indicator function of dom
and the two optimization problems share the same set of optimal solutions X * . If the active constraints at X * are exactly the support indices, then |J| ≤ n by Lemma 3.2.
Feasibility in multistage stochastic programming
In this section, we extend the notion of degree of feasibility to multistage stochastic programming. Consider the T -stage stochastic programming problem in the nested formulation inf 14) driven by the stagewise independent random data process ξ 2 , . . . , ξ T , where each ξ t is defined on the same probability space (Ω, F , P). Here x t ∈ R nt , t = 1, . . . , T , are decision variables. For t = 2, . . . , T , g ξt are finitely valued functions depending on ξ t , and
where the matrices A t and B t are deterministic, and the scalars b ξt depend on ξ t . The first stage data g 1 and X 1 are deterministic. Nested formulation (4.14) allows to write the corresponding dynamic programming equations. At stage t = 2, . . . , T , the dynamic programming equation f ξt (x t−1 ) is given by
At the first stage the following problem should be solved inf
The SAA method for multistage stochastic programming generates a random sample ξ 
for each ξ t = ξ i t , i = 1, . . . , N t . At first stage the following SAA problem should be solved inf
is the solution to (4.16), and for the historical information ξ [t] = (ξ i 2 2 , . . . , ξ it t ) at t = 2, . . . , T − 1, x * t (ξ [t] ) is the solution to the minimization problem given byf ξ i t t (x * t−1 (ξ [t−1] )) (cf. page 8 of [14] ). As illustrated by Example 4, when T ≥ 3, the probability P |ξ [N,T ] {ξ 2 : x * 1 ∈ dom f ξ 2 } can be constantly zero for any sample of any size N t , t = 2, . . . , T . Hence, we need a different measure of feasibility rather than a direct extention of Definition 1.1. 
where ξ 2 and ξ 3 follow the poission distribution with parameter λ > 0, and
Observe that E[f ξ 3 (x 2 )] < +∞ on (−∞, 0] only, but one cannot detect this fact with any finite sample size N 3 . Now, it can be verified that an optimal solution to the SAA problem with any finite sample must satisfy x * 1 < 0, but the only feasible solution to the original problem is x 1 = 0. It follows that P |ξ [N,3] {ξ 2 : x * 1 ∈ dom f ξ 2 } = 0 for any sample size N 2 and N 3 . ).
By Example 1 and Theorem 2.1,
It follows that P N,T { min 
Conclusions
In situations where the SAA solutions could be infeasible to the true problem (1.1), it is shown that for functions with chain-constrained domain, the portion of SAA solutions with a low degree of feasibility decays exponentially with the sample size. For convex problems, estimates of this rate can be improved. In particular, when the true solutions are contained in the interior of the domain of the expectation function, the portion of infeasible SAA solutions decays exponentially with the sample size even if the functions do not have chainconstrained domain. In section 4, we introduce an extension of the degree of feasibility of solutions in the multistage problems, and show exponential rate of convergence when the problems have similar structures to chain-constrained domain.
