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Resumen
En torno a un 30 % de la poblacio´n de edad avanzada sufre al menos una ca´ıda
cada an˜o, siendo e´stas la segunda causa mundial de mortandad por lesiones acci-
dentales o no intencionales. Muchas de estas ca´ıdas se producen en individuos que
viven solos, en el interior de sus casas, donde no pueden ser socorridos. Adema´s,
debido a la crisis actual y a los recortes en sanidad pu´blica, estas personas no pue-
den costearse el pago de residencias o cl´ınicas privadas. Por otro lado, los avances
y la investigacio´n en el campo de la visio´n artificial y sus aplicaciones, hacen de
esta ciencia una tecnolog´ıa atractiva para ser usada en sistemas de todo tipo.
Por estas razones, este proyecto tiene como finalidad el desarrollo de un sistema
de deteccio´n de ca´ıdas para personas mayores basado en la visio´n artificial, que
mandara´ un aviso por correo electro´nico cuando se detecte la ca´ıda. La aplicacio´n
esta´ pensada para ser usada de forma dome´stica, apareciendo a un precio asequible
para el consumidor. Estara´ montada sobre una Raspberry Pi, y mediante el uso
de la librer´ıa OpenCV se hara´ el procesamiento de las ima´genes. En esta memoria
se disen˜ara´ y explicara´ el desarrollo del sistema.
Palabras clave: Deteccio´n de ca´ıdas, Personas mayores, Visio´n Artificial,
OpenCV, Raspberry Pi
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Abstract
About 30 % of the elderly population suffers at least one fall each year, being
these the second leading cause of death from accidental or unintentional injuries.
Many of these falls occur in individuals living alone, inside their homes, where they
can not be rescued. In addition, due to the current recession and cuts in public
health, these people can not afford to pay for residences or private clinics. On the
other hand, advances and research in the field of artificial vision and its applica-
tions make this science, an attractive technology to be used in systems of all kinds.
Therefore, this project aims to develop a fall detection system for older people
based on artificial vision, which will send an alarm by email when the fall is
detected. The device is intended to be used in a domestic environment, having
an affordable price for the consumer. It will be mounted on a Raspberry Pi, and
OpenCV library will make the image processing. In this report, the development
of the system will be designed and explained.
Keywords: Fall detection, Elderly people, Computer vision, OpenCV,
Raspberry Pi
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n del proyecto
Las personas con un alto grado de riesgo (edad avanzada, enfermedades, disca-
pacidad) son las ma´s propensas a tener accidentes por ca´ıdas. Segu´n datos recogi-
dos en el art´ıculo ”Lesiones por ca´ıdas y factores asociados en personas mayores de
Catalun˜a, Espan˜a”del Repositorio Institucional de la OPS/OMS [1], entre el 28 %
y 34 % de las personas de 65 an˜os sufren al menos una ca´ıda por an˜o, porcentajes
que aumentan con la edad.
Nuestra sociedad esta´ experimentando un incremento de personas mayores, a
la vez que se recortan presupuestos en seguridad social y atencio´n me´dica. Ante
esa situacio´n, la tendencia actual hoy en d´ıa, pasa por el mantenimiento de estas
personas en sus propias viviendas, con el fin de evitar el pago de centros especia-
lizados y cl´ınicas privadas.
Este proyecto de fin de grado nace con la motivacio´n de disen˜ar una aplicacio´n
que haga uso de la visio´n artificial, que sirva para ayudar a este segmento
de la poblacio´n. Los sistemas de visio´n artificial son una tecnolog´ıa barata de
implementar, fiable y fa´cil de usar, lo que supone una opcio´n interesante a la hora
de desarrollar cualquier sistema. Por esa razo´n, se ha buscado una aplicacio´n que
permita adaptar este tipo de tecnolog´ıa en la vida de una persona, de forma que
aumente su calidad de vida de forma sencilla.
1.2. Objetivos
El principal objetivo de este proyecto es el disen˜o y desarrollo de un sistema
que sea capaz de detectar ca´ıdas, en particular de personas mayores. As´ı mismo,
este dispositivo avisara´ a un familiar o conocido en caso de activacio´n. El disposi-
tivo se instalar´ıa dentro de la vivienda de la persona, y tendr´ıa un uso comercial.
Por ello, el sistema desarrollado debera´ tener un coste asequible, acorde al capital
del segmento de consumidores a los que va dirigido.
El co´digo desarrollado se ejecutara´ en una Raspberry Pi 3, utilizando Pyt-
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hon como lenguaje de programacio´n y OpenCV como la librer´ıa principal para el
procesamiento de las ima´genes. Para capturar el v´ıdeo se usara´ una ca´mara web
convencional.
El co´digo no se escribira´ directamente en la Raspberry Pi, sino que se desa-
rrollara´ en un ordenador personal. En las pruebas finales se implementara´ en la
placa. De esta forma, sera´ ma´s fa´cil escribir el co´digo y probarlo.
Adema´s, el co´digo desarrollado sera´ de co´digo abierto “open source”, por lo
que cualquier persona podra´ revisar el proyecto y mejorarlo.
1.3. Estructura del documento
La memoria del proyecto se estructurara´ de la siguiente manera:
El segundo cap´ıtulo consistira´ en el estudio de la literatura existente dentro
del campo de las detecciones de ca´ıdas y de la visio´n artificial.
En el cap´ıtulo 3 se describira´n los componentes hardware y software del
sistema.
En el cap´ıtulo 4 se hablara´ sobre la eleccio´n de los v´ıdeos utilizados para
realizar las experimentaciones.
En el cap´ıtulo 5, se detallara´ y explicara´ cada una de las etapas del algoritmo
desarrollado.
Los resultados y su ana´lisis se encuentran el cap´ıtulo 6.
En el cap´ıtulo 7, se explicara´n los pasos necesarios para instalar el dispositivo,
y las recomendaciones para su correcto funcionamiento.
En el cap´ıtulo 8 se habla sobre la gestio´n del proyecto y su planificacio´n.
En el cap´ıtulo 9 se muestra el marco regulador para este proyecto, analizando
la legislacio´n aplicable al producto desarrollado.
El cap´ıtulo 10 se basa en el entorno socio-econo´mico, e incluye el presupuesto
de realizacio´n del proyecto y el ana´lisis de una posible comercializacio´n frente
a productos similares en el mercado.
En el penu´ltimo cap´ıtulo se definen una serie de mejoras futuras que pueden
ayudar a mejorar el sistema.
Por u´ltimo, en el cap´ıtulo 12, se dara´n las conclusiones finales del proyecto.
Al final del documento, se ha incluido un anexo con los co´digos del programa
y la bibliograf´ıa utilizada.
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Cap´ıtulo 2
Estado del arte
Las ca´ıdas son uno de los mayores riesgos a los que se enfrenta la poblacio´n
de avanzada edad. Segu´n la OMS [2], las ca´ıdas son la segunda causa mundial de
muerte por lesiones accidentales o no intencionales, siendo los mayores de 65 an˜os
quienes ma´s sufren ca´ıdas mortales.
Cada an˜o se producen 37,3 millones de ca´ıdas que, aunque no son todas mor-
tales, requieren de atencio´n me´dica y suponen la pe´rdida de ma´s de 17 millones de
an˜os de vida ajustados en funcio´n de la discapacidad (AVAD). Estas ca´ıdas tienen
un gran impacto f´ısico y psicolo´gico en la v´ıctima, ya que conducen a lesiones que
afectan negativamente la autonomı´a personal y la calidad de vida .
Segu´n el art´ıculo Detector automa´tico de ca´ıdas y monitorizacio´n de actividad
para personas mayores de la Revista espan˜ola de geriatr´ıa y gerontolog´ıa [3], la
poblacio´n de la tercera edad es el segmento de poblacio´n que ma´s crece, aumentan-
do la tendencia los pro´ximos an˜os. Si continu´a esta tendencia, en el an˜o 2035, un
33 % de la poblacio´n tendra´ ma´s de 65 an˜os. Al mismo tiempo, debido a la crisis
actual y a las gestiones de los gobiernos competentes, los servicios destinados a
la salud pu´blica han visto un decrecimiento importante de los presupuestos y una
presio´n para reducir los gastos. Adema´s, tambie´n existe una escasez de lugares de
atencio´n para personas de la tercera edad. Por estas razones, una de las soluciones
pasa por implementar sistemas de mantenimiento en las propias viviendas de los
afectados.
La organizacio´n de este cap´ıtulo es la siguiente. En el apartado 2.1 se hara´
un repaso de las diferentes tecnolog´ıas existentes en el a´mbito de deteccio´n de
ca´ıdas, y se discutira´n sus ventajas e inconvenientes. En la seccio´n 2.2 se vera´n las
dificultades que conlleva crear un sistema de este tipo usando la visio´n artificial. Se
hara´ un repaso de la definicio´n de visio´n artificial y sus aplicaciones en el apartado
2.3. En el 2.4, se hara´ un estudio de las diferentes te´cnicas de substraccio´n de
fondo. Por u´ltimo, en el apartado 2.5 se vera´n algunos de los criterios disponibles
para determinar una ca´ıda.
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2.1. Sistemas de deteccio´n de ca´ıdas
En la actualidad, existen diferentes productos que permiten la deteccio´n de
ca´ıdas. En esta seccio´n se mostrara´n algunos de esos dispositivos y sus ventajas e
inconvenientes respecto a un sistema basado en visio´n artificial.
Las ca´ıdas, como se explica en el punto anterior, suponen un gran riesgo para
la poblacio´n de edad avanzada. Para reducirlas, la mejor manera y la ma´s obvia
es la prevencio´n. Sin embargo, este tipo de incidentes no se pueden predecir, y
son muy dif´ıciles de controlar. Ante esta situacio´n, la alternativa es avisar cuando
ya ha ocurrido la ca´ıda, algo ma´s fa´cil de detectar, y que puede salvar muchas vidas.
Dentro del a´rea de telemedicina han sido desarrollados diferentes sistemas que
permiten avisar a un familiar o cuidador en caso de alguna emergencia. Uno de los
dispositivos ma´s usados es la telealarma, consistente en un collar o aparato con
un boto´n de pa´nico, conectado al tele´fono fijo del usuario. Este aparato resulta
de gran utilidad, pero tiene bastantes limitaciones. La limitacio´n principal ocurre
cuando el usuario no puede accionar el boto´n. Esto puede deberse a diversos moti-
vos, como que la persona se halle inconsciente o tenga alguna lesio´n que le impida
pulsar. Otro inconveniente se halla en la propia dependencia del usuario con el
aparato. Las personas con riesgo de ca´ıdas, y en especial las personas de avanzada
edad, pueden olvidarse de llevar consigo el dispositivo, por lo que cuando se ha
producido la ca´ıda, el usuario no puede acceder al boto´n. Por u´ltimo, el sistema
esta´ limitado a un uso interior, por lo que deja indefenso al usuario frente a ca´ıdas
fuera de la vivienda.
Figura 2.1: Sistemas de telealarma
Otro acercamiento a este problema podr´ıa ser la utilizacio´n de ca´maras
de vigilancia tradicional. Estos sistemas realizar´ıan una grabacio´n continua del
usuario, por lo que en caso de ca´ıda, se podr´ıa observar el evento y actuar en
consecuencia. Sin embargo, por lo general no realizan ningu´n tipo de ana´lisis de
v´ıdeo, por lo que solo se podr´ıan usar para vigilancia remota, y las ca´ıdas se
detectar´ıan con demasiado retraso. Adema´s, este tipo de sistemas acarrear´ıa varios
problemas de privacidad.
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Figura 2.2: Sistema de videovigilancia CleverLoop
Los sistemas de telealarma y videovigilancia sirven en mu´ltiples contextos, no
solo para la deteccio´n de ca´ıdas. Sin embargo, para el caso que se discute, no es una
opcio´n recomendable, aunque s´ı se pueden usar como me´todo auxiliar. Se requiere
de dispositivos con una serie de caracter´ısticas espec´ıficas para poder realizar las
detecciones con precisio´n y que no supongan una incomodidad al usuario.
A continuacio´n, se muestran diferentes tipos de tecnolog´ıas destinadas a la
deteccio´n de ca´ıdas, las cuales se pueden separar en cuatro grupos distintos, segu´n
el art´ıculo “Detector automa´tico de ca´ıdas y monitorizacio´n de actividad para
personas mayores” de la Revista espan˜ola de geriatr´ıa y gerontolog´ıa [3]:
Dispositivos porta´tiles o “ponibles” con deteccio´n inmediata:
Detectores de taman˜o reducido que lleva la persona, capaces de detectar
de forma inmediata una ca´ıda y activar una alarma. Igual que con la con
la telealarma, tienen la desventaja de depender del usuario para llevarlo
encima, por lo que, si se olvida o no se pone correctamente, no se detecta la
ca´ıda. Estos sistemas utilizan tecnolog´ıas de posicio´n, choque, acelero´metros
y sensores de inclinacio´n para la deteccio´n.
Dispositivos porta´tiles o “ponibles” de comportamiento inusual:
Este grupo, al igual que el anterior, incluyen detectores porta´tiles, sin
embargo, la deteccio´n no es inmediata. Se encargan de monitorizar la
actividad del usuario y comparan su comportamiento con patrones de su
rutina habitual. En el momento en el que se detecta alguna anomal´ıa, el
dispositivo activa la alarma. Por su naturaleza, este tipo de tecnolog´ıa puede
tardar bastante tiempo en mandar el aviso. Usan sensores de ritmo card´ıaco,
sudoracio´n, posicio´n, etc.
Monitorizacio´n ambiental con deteccio´n inmediata: Detectores que
son instalados en el entorno habitual del usuario. Estos sensores monitorizan
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la actividad de la persona y detectan cuando se produce una ca´ıda. Tienen la
ventaja de que una vez instalados no requieren del usuario para ser activados,
por lo que pueden ser usados sin necesidad de intervencio´n de la persona.
Por otro lado, las principales desventajas son la necesidad de instalacio´n
en mu´ltiples regiones de la vivienda, lo que puede resultar en un sistema
intrusivo y caro. Los sensores pueden ser diversos: ca´maras (ana´lisis de
imagen), sensores de choque en el suelo o mobiliario, micro´fonos (ana´lisis
de sonido), etc.
Monitorizacio´n ambiental de comportamiento inusual: Al igual que
los dispositivos anteriores, son sensores que se instalan en el entorno
para monitorizar el comportamiento del usuario. Se encargan de detectar
comportamientos ano´malos de la persona a partir de la informacio´n recogida
por los sensores. Este tipo de sistemas son interesantes de cara al usuario,
ya que pueden detectar diferentes tipos de anomal´ıas, pero al igual que el
segundo grupo necesitan bastante tiempo para asegurarse del problema.
Adema´s, tambie´n es un sistema que puede ser invasivo y costoso. Usan
sensores infrarrojos, sensores de contacto en puertas y ventanas, ana´lisis de
ima´genes, etc.
En resumen, los sistemas porta´tiles tienen la ventaja de poder ser usados fuera
del domicilio de la persona, pero dependen del usuario para poder ser usados,
adema´s de resultar en ocasiones molestos. Por otro lado, la monitorizacio´n de la
actividad es un sistema interesante para el conjunto de problemas que pueden
ocurrir al usuario. Sin embargo, cuando se trata de detectar ca´ıdas no es una
tecnolog´ıa va´lida, ya que se requiere una reaccio´n ra´pida por parte del cuidador.
A continuacio´n, se muestra un esquema de las ventajas e inconvenientes de cada
me´todo:
Deteccio´n inmediata
Deteccio´n de
comportamiento inusual
Dispositivos
porta´tiles
Deteccio´n de ca´ıda inmediata Deteccio´n de ca´ıda no inmediata
Dependencia del usuario Dependencia del usuario
Interiores y exteriores Interiores y exteriores
Monitorizacio´n
ambiental
Deteccio´n de ca´ıda inmediata Deteccio´n de ca´ıda no inmediata
Sin dependencia del usuario Sin dependencia del usuario
Entorno habitual del usuario Entorno habitual del usuario
Tabla 2.1: Ventajas e inconvenientes de dispositivos de deteccio´n de ca´ıdas.
Como se ha visto, existe una gran variedad de sistemas de deteccio´n de ca´ıdas.
La eleccio´n de cada sistema residira´ en la situacio´n del paciente y el enfoque de la
deteccio´n de la ca´ıda.
En este proyecto se desarrollara´ un sistema perteneciente al tercer grupo. Los
dispositivos porta´tiles no son los ma´s indicados para ser usados por personas
mayores, al ser fa´cilmente olvidados por estos o ser inco´modos. El dispositivo
creado se basara´ en un sistema de visio´n artificial que sea capaz detectar de forma
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inmediata las ca´ıdas. De esta forma, se evitara´ el contacto f´ısico del sistema con
el individuo al no ser necesario ningu´n tipo de sensor pegado al usuario. Este
sistema dispondra´ de una o varias ca´maras que sera´n las encargadas de recoger las
ima´genes del entorno, y una unidad de procesamiento que sea capaz de analizar esas
ima´genes y enviar la sen˜al a la persona correspondiente. En la siguiente imagen,
se muestra el esquema de un t´ıpico sistema de deteccio´n de ca´ıda por ca´mara.
Figura 2.3: Esquema de sistema de deteccio´n de ca´ıda
Como se ve en la figura 2.3 la primera etapa del algoritmo consistira´ en la
sustraccio´n de fondo para localizar los elementos en movimiento. Cuando se hayan
detectado, se extraera´n los datos para comprobar si se ha producido una ca´ıda.
Una vez se haya confirmado la ca´ıda, la u´ltima etapa sera´ la generacio´n de la alar-
ma.
En la siguiente seccio´n se mostrara´n las dificultades existentes a la hora de
crear una aplicacio´n de este tipo.
2.2. Dificultades para implementar un sistema
de visio´n artificial
Como se explica en el punto anterior, cada me´todo de deteccio´n de ca´ıdas
tiene sus ventajas e inconvenientes. Aunque se ha decantado por usar un sistema
basado en la utilizacio´n de ca´maras, igualmente existen ciertos problemas que se
explicara´n a continuacio´n de forma detallada.
2.2.1. Privacidad del usuario
En primer lugar, existe el problema de la privacidad del usuario [4]. La persona
que usara´ este sistema, sera´ grabada con ca´maras con el fin de recoger los datos
necesarios para detectar la ca´ıda. Sin embargo, esto puede ser un problema de cara
a la privacidad de esa persona. El usuario debe ser consciente en todo momento
de este hecho para tener permiso de instalar el sistema. Aparte, se debe informar
a la persona de que las grabaciones no sera´n vistas por otras personas, y que no
sera´n guardadas ni usadas para ningu´n otro propo´sito (salvo que sean necesarias
para los periodos de pruebas, en cuyo caso sera´ informado).
Tambie´n cabe la posibilidad de mandar una imagen de la ca´ıda a la persona
encargada de recibir la sen˜al, como se explicara´ en el punto 5.10, con el fin de
tener una mejor interpretacio´n de la situacio´n. Incluso, mandar el v´ıdeo a partir
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de este punto. Es por ello, que el usuario debe ser informado antes de aplicar estas
mejoras en el sistema.
2.2.2. Dificultades al desarrollar el algoritmo
Como se explica en el art´ıculo “Computer visio´n system for in-house video
surveillance” de R. Cucchiara et al [5], existen diferentes complicaciones que
aparecen al desarrollar un algoritmo que haga uso de sistemas de vigilancia visual.
Los principales problemas de la vigilancia en entornos interiores se pueden resumir
en 4 puntos.
a. La iluminacio´n artificial de distintas fuentes afecta a la deteccio´n de movimiento,
debido a la generacio´n de sombras. Las sombras provocan la activacio´n de falsos
positivos, alterando la forma y taman˜o de los objetos detectados. Por ello,
sera´ necesario aplicar un filtro de deteccio´n de sombras para solucionar este
problema.
b. Las viviendas tienen muebles, los cuales son a menudos cambiados de posicio´n.
Una silla, o una mesa, por ejemplo, son elementos movidos con frecuencia, lo que
puede alterar los resultados de la aplicacio´n. Los sistemas que usan sustraccio´n
de fondo (usualmente sistemas de ca´mara fija) es importante que actualicen
ra´pidamente la imagen del background, para poder reaccionar a estos cambios.
c. Los principales para´metros usados en los sistemas de seguimiento por visio´n
se basan en el taman˜o y forma de los objetos rastreados y sus cambios. Sin
embargo, en una escena pueden aparecer oclusiones (cuando un objeto tapa
parcialmente a otro) provocados por un objeto u otra persona.
d. Los entornos dentro de una casa son a menudo complejos. Es muy dif´ıcil recoger
todos los movimientos de una persona con una u´nica ca´mara. Dependiendo de
la situacio´n, es recomendable la utilizacio´n de varias ca´maras.
2.2.3. Consideraciones del hardware
Jared Willems [4] explica los problemas principales que aparecen al trabajar
con los elementos hardware del sistema:
En primer lugar, los algoritmos suelen ser desarrollados en lugares donde se
cuenta con amplia capacidad de procesamiento. Cuando el sistema se lleva
al terreno comercial, es necesario abaratar costes, por lo que este poder de
procesamiento se reduce dra´sticamente.
Aparte de las limitaciones computacionales, el algoritmo puede necesitar de
una gran calidad de imagen para funcionar. Si esto ocurre, el producto final
necesitara´ hacer usos de ca´maras de alta calidad, incrementando el coste
total.
La presencia de ca´maras en las viviendas de las personas mayores, puede
incomodar al usuario, invadiendo su sensacio´n de privacidad. Es por ello que
las ca´maras debera´n ser colocadas en lugares donde no llamen la atencio´n.
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Por u´ltimo, existen algoritmos que permiten trabajar con oclusiones, pero
dado a las complicaciones que presentan es mejor evitarlas directamente.
Es decir, habra´ que colocar las ca´maras en lugares donde se reduzcan las
posibilidades de que aparezcan oclusiones en la escena.
2.3. Visio´n artificial
2.3.1. Introduccio´n a la visio´n artificial
Antes de empezar a hablar de las diferenetes te´cnicas de la visio´n artificial y su
implementacio´n en la aplicacio´n desarrollada, es necesario definir que´ es realmente
la visio´n artificial.
Segu´n un art´ıculo del Ministerio de Educacio´n sobre aplicaciones pra´cticas de
la visio´n artificial en el control de procesos industriales [6], la visio´n artificial se
puede definir como:
un campo de la “Inteligencia Artificial” que, mediante la utilizacio´n
de las te´cnicas adecuadas, permite la obtencio´n, procesamiento y
ana´lisis de cualquier tipo de informacio´n especial obtenida a trave´s
de ima´genes digitales.
Como humanos, percibimos la estructura tridimensional del mundo que nos rodea
con aparente facilidad. Somos capaces de percibir los taman˜os y formas de los ob-
jetos, determinar sus colores y texturas, identificar el nu´mero y posicio´n de e´stos,
y todo ello solamente con nuestros ojos. Sin embargo, esta capacidad es muy com-
plicada de reproducir por un computador. Es en este punto donde se desarrolla el
concepto de visio´n artificial.
La visio´n artificial o visio´n por computador, nace con el objetivo principal de
entender la historia detra´s de una imagen. Lo que para una persona resulta algo
trivial, para un ordenador esta tarea resulta extremadamente complicada. Cada
d´ıa se generan millones de ima´genes, tendencia que va en aumento an˜o tras an˜o. La
necesidad de controlar y analizar estas ima´genes y v´ıdeos, implica que la disciplina
del tratamiento de ima´genes sea un estudio en continua evolucio´n.
Desde la perspectiva de los ordenadores, una imagen es simplemente un
conjunto de nu´meros. Por s´ı solos estos valores no significan nada para un
ordenador. El ordenador tiene que interpretarlos. En general, como explica Serge
Belongie, investigador en Google especializado en visio´n artificial, hay cuatro
estrategias para hacerlo [7]:
Reconocimiento (Recognition): Esta te´cnica consiste en saber en una
foto donde esta´n los objetos y que´ son. A nivel gene´rico resulta sencillo de
realizar, pero a nivel espec´ıfico es una tarea ma´s complicada, en el sentido
de poder reconocer por ejemplo un a´rbol, pero no el tipo.
Reconstruccio´n (Reconstruction): La reconstruccio´n f´ısica es dar forma
tridimensional a los elementos de una imagen. A partir de varias fotos, se
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aplican algoritmos que comparan datos de esas ima´genes para crear otras
en tres dimensiones. Programas como Google Street View capturan datos
bidimensionales a partir de ima´genes panora´micas, que luego se transforman
en mapas 3D.
Registro (Registration): El registro es la deteccio´n o alineacio´n de
modelos. Se comparan los elementos de una imagen con patrones o modelos
ya definidos, como pueden ser rostros, co´digos de barras, etc., y se busca si
existe una coincidencia. Un ejemplo de esto puede ser un coche automa´tico
que detecta peatones y sen˜ales de tra´fico, o ca´maras para tomar sefies.
Reorganizacio´n (Reorganization): Por u´ltimo, se encuentra la reorgani-
zacio´n, conocido habitualmente como aprendizaje no supervisado. En el caso
de los nin˜os, ¿co´mo son capaces de aprender cosas sobre el mundo sin que se
les explique todo? Esta estrategia se basa en esta premisa. No se programa
el ordenador para que haga una tarea espec´ıfica, sino que se le ensen˜a a base
de prueba y error hasta que desarrolla su cometido con un alto porcentaje
de aciertos. Los modelos de visio´n artificial siempre se han entrenado con
cantidades enormes de datos. El objetivo del aprendizaje no supervisado es
obtener los datos y organizarlos de forma que tengan sentido.
2.3.2. Aplicaciones de la visio´n artificial
Desde su introduccio´n en la industria por la e´poca de los an˜os 80 hasta la actua-
lidad, esta disciplina ha visto un espectacular desarrollo tecnolo´gico, gracias a los
beneficios que han supuesto los ra´pidos avances en las a´reas de redes e informa´tica.
Como se explica en el libro Computer Vision: Algorithms and Applications [8], los
investigadores en visio´n artificial han estado desarrollando y mejorando numero-
sas te´cnicas matema´ticas para capturar las figuras tridimensionales y apariencia
de los objetos a partir de ima´genes. Gracias a ello tenemos actualmente me´todos
fiables que nos permiten generar objetos 3D a partir de ima´genes bidimensionales,
realizar seguimientos de personas (tracking) o incluso reconocimiento de personas.
Las ventajas que ofrece esta tecnolog´ıa son numerosas. Su versatilidad y fa´cil
implementacio´n han provocado que su uso se haya extendido a muchos sectores.
Sus aplicaciones ma´s usuales se encuentran en la industria, la cual abarca la in-
forma´tica, la o´ptica, la ingenier´ıa meca´nica y la automatizacio´n industrial. Tambie´n
existen aplicaciones ma´s cotidianas y comerciales, como la deteccio´n de rostros en
ca´maras, co´digos de barras o videojuegos con realidad aumentada [7].
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Figura 2.4: Veh´ıculo Waymo con visio´n artificial
En resumen, son abundantes las a´reas y campos de la ciencia donde la visio´n
artificial este´ implementada de una forma u otra. Por ello, so´lo es posible dar
una pequen˜a pincelada sobre los mu´ltiples sectores en los que la visio´n artificial
se ha aplicado hasta el momento. En el libro “Visio´n por Computador: Ima´genes
digitales y aplicaciones” [9], se muestran algunas de las muchas a´reas donde esta´
presente esta tecnolog´ıa, adema´s de algunos ejemplos de procesos de utilidad de
las a´reas en cuestio´n:
Computadores: soluciones software y hardware para los diferentes me´todos.
Medicina: bombeo de sangre del corazo´n mediante observacio´n del volumen
en los movimientos de s´ıstole y dia´stole.
Microscop´ıa: crecimiento de bacterias, cuenteo e identificacio´n de part´ıcu-
las.
Robo´tica: orientacio´n espacial del robot, reconocimiento de objetos.
Astronomı´a: cuenteo e identificacio´n de estrellas.
Cartograf´ıa: identificacio´n de l´ımites y a´reas en superficies, reconstruccio´n
f´ısica de escenas.
Control de Calidad: en metalurgia, alimentacio´n, textil, etc.
Seguridad: deteccio´n de objetos en movimiento.
Otros: reconocimiento de objetos, lectura de paneles o documentos, etc.
2.3.3. Etapas de un sistema de visio´n artificial
El principal objetivo de la visio´n por computador es la de obtener una
descripcio´n de una imagen. Sin embargo, como ya se ha explicado, para un
ordenador es una tarea complicada. Dotar a un computador de la capacidad de ver
no es sencillo, ya que a la hora de obtener una imagen intervienen factores como
cambios en la iluminacio´n, cambios de escala, movimiento, pe´rdida de informacio´n,
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etc. La solucio´n para manejar esta informacio´n pasara´ por descomponer la
informacio´n obtenida en niveles de visio´n, reduciendo as´ı la complejidad del
problema. Estos niveles son los siguientes [10]:
1. Nivel bajo: Se trabaja directamente con los puntos de la imagen digitalizada
(p´ıxeles). En este primer nivel se extraen caracter´ısticas como el gradiente, el
color, la textura, la profundidad, etc.
2. Nivel intermedio: Con los datos obtenidos en el nivel inferior, se agrupa
la informacio´n y se obtienen bordes, l´ıneas, regiones, etc. para segmentar la
imagen.
3. Nivel alto: Por u´ltimo, en este nivel se interpretan los elementos obtenidos en
los niveles anteriores utilizando modelos o conocimientos a priori del problema.
Aunque cada aplicacio´n de visio´n artificial tiene su propia manera de funcionar
y tratar los datos, la forma de obtenerlos y su procesamiento posterior es la misma.
Los dos pilares de un sistema de visio´n artificial son el sistema de formacio´n de las
ima´genes y el sistema de procesamiento.
El primer punto esta´ constituido por el subsistema de iluminacio´n, de captacio´n
de la imagen y de adquisicio´n de la sen˜al en el computador. La imagen analo´gica
es capturada por una ca´mara, sensor o similar. Despue´s es digitalizada para poder
ser manipulada por un ordenador.
El segundo punto se refiere, como su nombre indica, al procesamiento de las
ima´genes obtenidas. Se trata de la parte software del sistema. Se encarga de ma-
nejar la informacio´n digitalizada recibida y le da un sentido lo´gico para el sistema
para el que esta´ desarrollado. Cuando la sen˜al se introduce en el computador, e´sta
es procesada mediante los algoritmos para transformarla en informacio´n de alto
nivel. Para ello, es necesario tambie´n usar me´todos de preprocesado que mejoren
la calidad de la imagen (ruidos, sombras, mala iluminacio´n, etc.).
Estos dos puntos se pueden subdividir en 6 etapas [11]
1 Sensado o adquisicio´n de la imagen: Primera etapa en la cual se
construye el sistema de adquisicio´n de las ima´genes y se digitalizan.
2 Preprocesado: Mejora de la calidad informativa de la imagen (reduccio´n
de ruido y enriquecimiento de detalles).
3 Segmentacio´n: Divisio´n de la imagen en a´reas de intere´s.
4 Representacio´n y descripcio´n: Extraccio´n de caracter´ısticas de los
objetos de intere´s.
5 Reconocimiento: Proceso en el que se identifican esos objetos.
6 Interpretacio´n: Asignacio´n de un significado a un conjunto de objetos re-
conocidos.
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Figura 2.5: Etapas en una aplicacio´n de visio´n artificial
Es necesario mencionar que los sistemas de tratamientos de ima´genes requieren
un elevado coste computacional. Se trabaja con grandes cantidades de datos, y los
procesos requeridos suelen ser complejos y costosos. Es por ello que muchos ana-
listas han desarrollado procesos para ser implementados en sistemas basados en
arquitecturas paralelas, como el que desarrolla Hussain [12]. Por suerte, muchos de
estos problemas esta´n siendo actualmente superados gracias a los continuos avan-
ces tecnolo´gicos.
En los siguientes apartados se hara´ un repaso de las diferentes te´cnicas de
substraccio´n de fondo y de detecciones de ca´ıdas. En el cap´ıtulo 5, se explicara´
en ma´s detalle los pasos llevados a cabo para realizar el procesamiento de las
ima´genes.
2.4. Substraccio´n de fondo
Con el objetivo de conseguir crear un sistema que detecte ca´ıdas mediante
ima´genes, el primer paso sera´ localizar personas en la escena. Para ello es ne-
cesario que el software desarrollado sea capaz de detectar movimiento. Existen
diferentes me´todos, pero el ma´s comu´n y el que se usara´ sera´ la substraccio´n de
fondo.
La substraccio´n de fondo (o background subtraction en ingle´s) extrae los ob-
jetos en movimiento que hay en la escena. Consiste, en l´ıneas generales, en la
diferencia de dos frames de la escena (o un conjunto de ellos, como se vera´ ma´s
adelante), que devuelve una imagen del objeto u objetos que se han desplazado.
Es decir, se toma como referencia un fondo o imagen sin movimiento y se le res-
tan los sucesivos fotogramas que vamos obteniendo. La imagen sin movimiento se
llama fondo o segundo plano (background en ingle´s), y el fotograma a analizar es
el primer plano (foreground en ingle´s).
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Figura 2.6: Etapas de la substraccio´n de fondo
Esta te´cnica es bastante eficiente y no necesita de sensores externos para detec-
tar movimiento, pero presenta algunas desventajas. La primera es que este me´todo
es muy sensible a cambios de iluminacio´n de la escena, provocados por cambios en
la luz natural o sombras. Otro inconveniente es que, si los objetos a detectar tie-
nen un color parecido al del fondo, sera´ dif´ıcil detectarlo. Aparte, esta´ el problema
de la propia ca´mara, la cual generara´ mucho ruido si tiene poca calidad de imagen.
Existen varias te´cnicas y algoritmos basados en la substraccio´n de fondo que
posibilitan la deteccio´n de movimiento. Cada caso es distinto y dependera´ de la
situacio´n la eleccio´n de cada uno.
Para poder desarrollar una aplicacio´n que detecte correctamente personas, sera´
necesario estudiar los diferentes tipos de te´cnicas existentes. Dependiendo de la
forma de obtener el fondo o segundo plano, existen dos modalidades dentro de la
substraccio´n de fondo.
2.4.1. Substraccio´n con imagen de referencia
Este primer grupo consiste en capturar una imagen de la escena donde no haya
ningu´n elemento en movimiento y usarla como imagen de referencia. A partir de
e´sta se aplica la resta a los sucesivos fotogramas para poder detectar el movimiento
de los objetos. Normalmente se utiliza el primer fotograma de una secuencia de
v´ıdeo.
La parte negativa de este me´todo es que es muy sensible a los movimientos
de ca´mara. Un ligero golpe a la ca´mara podr´ıa desencuadrar las ima´genes del fo-
reground respecto a la imagen de referencia, provocando la aparicio´n de falsos
positivos. Por otro lado, los cambios en la iluminacio´n tambie´n son un problema.
Por ejemplo, una imagen de una escena, a una determinada hora del d´ıa con luz
natural no tendra´ las mismas condiciones lumı´nicas que la misma escena a otra
hora.
Una aplicacio´n pra´ctica se encontrar´ıa al aplicarse en entornos con condiciones
lumı´nicas controladas y ca´mara esta´tica, en la que se detectar´ıa con bastante
precisio´n las siluetas de los objetos presentes, este´n o no en movimiento.
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2.4.2. Substraccio´n con fotogramas anteriores
En este caso, la obtencio´n del segundo plano se consigue a partir de los foto-
gramas anteriores. Es decir, el fondo se va actualizando continuamente a partir de
los frames entrantes.
El principal inconveniente radica en el hecho de que, si la persona u objeto
no se mueve dentro de la escena, el sistema no es capaz de detectarlo, ya que el
segundo plano se actualizara´ con el objeto en e´l. Sin embargo, al contrario que
la modalidad anterior, es bastante fiable respecto a los cambios en iluminacio´n y
movimientos de ca´mara.
Dentro de este grupo existen mu´ltiples algoritmos y me´todos como explica Ja-
red Willems [4], que pueden dividirse en dos subgrupos: las te´cnicas recursivas y
no recursivas. Se diferencian fundamentalmente en la manera de obtener la imagen
de fondo.
Antes de explicar los diferentes me´todos de modelaje de fondo, es necesario
explicar cua´l es la idea detra´s de ellas.
Cada p´ıxel de la imagen sigue una distribucio´n probabil´ıstica, es decir, si jun-
tamos todos los valores que obtiene un p´ıxel a lo largo de una escena y los repre-
sentamos en una gra´fica, se puede observar que este p´ıxel tendera´ a obtener ciertos
valores.
La gra´fica que obtenemos, la mayor´ıa de las veces, sera´ una campana de Gauss,
esto es, una funcio´n de probabilidad Gaussiana con una media y una desviacio´n
t´ıpica. Esta media hacia la que tienden los valores del p´ıxel sera´ interpretada como
parte del background, por tanto, si se adquieren valores alejados de esa media, sig-
nifica que hay un objeto en movimiento y se deduce que sera´ foreground. A su vez,
debido a ciertos factores como pueden ser la luminosidad de la escena, cambio de
mobiliario, o similares, esta funcio´n cambiara´ con el tiempo, cambiando su media
y desviacio´n t´ıpica.
Figura 2.7: Campana de Gauss
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Las te´cnicas siguientes tratan de adaptar este concepto, sin embargo, debido a
la excesiva carga computacional y de memoria que resultar´ıa hacer un histograma
recursivo de cada p´ıxel, cada una aborda este problema de forma diferente.
Para facilitar la compresio´n de las funciones que se vera´n a continuacio´n, se
definen ahora los elementos comunes a e´stas:
It: Intensidad de luminosidad de un p´ıxel a tiempo t.
Bt: Intensidad de luminosidad del background del p´ıxel a tiempo t.
2.4.2.1. Te´cnicas no recursivas
Las te´cnicas no recursivas utilizan un nu´mero (N) de frames previos al actual,
que son acumulados en un buffer y basa´ndose en la variacio´n temporal de cada
p´ıxel dentro del buffer realizan una estimacio´n del segundo plano. Estos me´todos
son altamente adaptativos, ya que no dependen de los frames anteriores a los del
buffer. Sin embargo, tienen un pequen˜o inconveniente. Si el taman˜o del buffer es
demasiado grande, necesitara´ mucha memoria para almacenar esos datos [13].
Diferencia de frames Es la te´cnica de substraccio´n de fondo ma´s simple. El
background estimado es simplemente el frame anterior al actual. Se realiza
la diferencia de estos dos frames y si los valores de los p´ıxeles resultantes son
mayores que un cierto umbral, el p´ıxel se considera parte del fondo [14]:
|It − It−1| > T, (2.1)
donde T es un valor fijado del umbral.
La umbralizacio´n que se aplica es un paso que se realiza en todas las te´cnicas
de substraccio´n de fondo, el cual se explicara´ con ma´s detalle en la seccio´n
5.4. Esta te´cnica es muy sensible al valor del umbral, ya que es el u´nico factor
que puede influenciar el resultado.
Este tipo de me´todo no da resultados demasiado precisos y es muy sensible
al ruido. Adema´s, cuando el objeto o persona no se mueve durante ma´s de un
frame, el sistema no es capaz de detectarle, ya que pasa a formar parte del
background. Sin embargo, tiene tres ventajas principales. Las primeras son
su pequen˜a carga computacional y de memoria, ya que la u´nica operacio´n
que se realiza es una resta de matrices y el buffer solo almacena un frame. La
u´ltima es que el modelo de fondo es extremadamente adaptativo. Es decir,
como el fondo se basa en un solo frame, se adapta a cambios en el entorno
ma´s ra´pido que cualquier otro me´todo [4].
Filtrado con mediana (Median filtering) Es uno de los me´todos de modelaje
de fondo ma´s usados. El valor del fondo estimado de cada p´ıxel es calculado
como la mediana en todos los valores del p´ıxel en el buffer [13].
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Esta te´cnica ofrece muy buenos resultados y, adema´s, no requiere mucho
coste computacional. La desventaja ma´s notable aparece cuando el taman˜o
del buffer es muy grande, aumentando el requerimiento de memoria (N x
taman˜o del frame) y sobre todo, la carga de procesamiento.
El filtrado con mediana se puede extender a ima´genes en color reemplazando
la mediana por el “medoid” [13].
Filtro predictivo linear Esta te´cnica utiliza un filtro predictivo linear para
calcular el segundo plano en los p´ıxeles de los frames del buffer. Los
coeficientes del filtro son estimados dependiendo de las covariancias de las
muestras en cada frame, resultando dif´ıcil de aplicar en tiempo real [13].
Modelo no-parame´trico Como explican Elgammal et al. [15], este u´ltimo
me´todo no recursivo, al contrario que las te´cnicas anteriores que usan un solo
background para cada p´ıxel, calcula el background mediante una funcio´n de
densidad de p´ıxel no parame´trica que usa todos los frames del buffer.
f(It) =
1
N
N∑
i=1
K(It − Ii) (2.2)
K(·) es el kernel estimador que sigue una distribucio´n Gaussiana.
El p´ıxel actual It es considerado parte del primer plano si f(It) < T , es
decir, si es ma´s pequen˜o que un umbral definido. La principal ventaja es la
capacidad de manejar la distribucio´n multimodal de fondo. Esto es, eventos
como los p´ıxeles de un a´rbol que se balancea, o bordes de alto contraste que
“parpadean” ante ligeros movimientos de la ca´mara.
2.4.2.2. Te´cnicas recursivas
Las te´cnicas recursivas, al contrario de las no recursivas, no utilizan un buffer
para el ca´lculo del fondo. En su lugar, actualizan de forma recursiva un u´nico mo-
delo de fondo basado en cada nuevo frame. De esta forma, frames pasados pueden
tener un efecto sobre el fondo actual.
La ventaja principal es que solo se almacena un frame que actu´a como
background, que se actualiza cada vez que un nuevo frame es recibido, por lo
que el gasto en memoria es mı´nimo. Sin embargo, si aparece algu´n error en el
segundo plano, e´ste tarda mucho en desaparecer. esto significa que este tipo de
modelaje de fondo es menos adaptativo que las te´cnicas no recursivas.
Media mo´vil (Running average o Running Gaussian average) Este me´to-
do usa un algoritmo simple y ra´pido que no hace uso de grandes cantidades
de memoria. Se basa en introducir una funcio´n de densidad de probabilidad
gaussiana en los u´ltimos valores de los p´ıxeles:
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Bt = αIt−1 + (1− α)Bt−1, (2.3)
donde α es el ratio de aprendizaje con valor t´ıpico de 0.05 y Bt es entendido
como la media calculada de un p´ıxel del background. Aparte, tambie´n es
necesario calcular la desviacio´n t´ıpica σt de Bt, que se calcula de forma
similar [16]:
σ2t = α(It −Bt) + (1− α)σ2t−1, (2.4)
Por u´ltimo, se aplica una umbralizacio´n de valor kσt:
|It −Bt| > kσt (2.5)
Si se supera ese valor, el p´ıxel se considera primer plano. Si no, es parte del
fondo.
Por tanto, al final solo se requieren dos para´metros por cada p´ıxel (It, σt),
ocupando menos espacio de memoria que los casos anteriores. Es una te´cnica
que no da resultados muy precisos, pero depende de la aplicacio´n y del valor
de α puede ser usada con resultados aceptables [4].
Filtro de mediana aproximado (Approximated median filter) Es un tipo
de modelado de fondo desarrollado en 1995 por McFarlane y Schofield para
rastrear cerdos [17]. Funciona de la siguiente manera: si un p´ıxel del frame
actual tiene un valor mayor que su correspondiente en el segundo plano, este
p´ıxel es incrementado por 1. Si no, se decrementa en 1. De esta forma el
background converge a valores donde la mitad de los p´ıxeles de entrada
son mayores que el background, y la otra mitad son menores, es decir,
aproximadamente la mediana [14]. El tiempo de convergencia a estos valores
dependera´ del frame rate y la cantidad de movimiento en la escena.
B(x, y) =
{
B(x, y) + 1 si I(x, y) > B(x, y)
B(x, y)− 1 si I(x, y) > B(x, y) (2.6)
Este me´todo, a pesar de su sencillez, ofrece muy buenos resultados, adema´s
de necesitar de pocos requerimientos de memoria y ser una te´cnica robusta.
La u´nica desventaja es que tiene una baja adaptabilidad ante cambios en la
escena.
Filtro Kalman El filtro Kalman es una te´cnica recursiva muy usada para rastrear
sistemas lineales dina´micos con ruido gaussiano [13]. Esta te´cnica realiza una
estimacio´n del fondo mediante varios para´metros: la intensidad de lumino-
sidad, su derivada temporal y/o sus derivadas espaciales. La versio´n ma´s
simple de este sistema usa solamente la intensidad luminosa.
Jared Willems muestra la ma´s sencilla de estas variaciones, donde solo tiene
en cuenta la intensidad de luminosidad [4] para calcular el fondo:
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Bt = A ·Bt−1 +Kt[It −H · A ·Bt−1] (2.7)
A es la matriz del sistema que describe la dina´mica del segundo plano, H
es la matriz de medida y Kt es la matriz de ganancia de Kalman. A y H
son constantes, mientras que Kt es una variable que va alternando entre dos
constantes de adaptacio´n ra´pida o lenta, que cambian segu´n si el p´ıxel es un
p´ıxel de primer plano o de segundo plano.
Debido a su naturaleza, esta te´cnica presenta una alta adaptabilidad a
cambios en el entorno. La parte negativa es que deja largos rastros detra´s de
objetos en movimiento.
Mezcla de Gaussianos (MoG) La mezcla de Gaussianos (Mixture of Gaus-
sians en ingle´s), al contrario que el filtro Kalman que solo comprueba la
evolucio´n de un solo Gaussiano, trabaja con varios a la vez. Como se explica
al principio de esta seccio´n, cada p´ıxel tiende a obtener una serie de valores
que forman parte del fondo de la escena, que representados en un histograma
formara´n una distribucio´n Gaussiana, en la mayor´ıa de casos. Sin embargo,
no siempre es as´ı y los valores pueden oscilar entre varios valores distantes.
Un ejemplo t´ıpico ser´ıa una escena en el exterior donde hay varios a´rboles
enfrente de un edificio. Un mismo p´ıxel oscilara´ entre diferentes valores: ho-
jas de a´rbol, ramas de a´rbol, y el edificio. Otros ejemplos ser´ıan escenas con
nieve o lluvia, u olas en una playa. En estos casos no ser´ıa posible usar un
solo modelo de fondo [18].
Al contrario que las dema´s te´cnicas, el modelo de fondo creado no es
una imagen de valores, sino que es parame´trico. Es decir, cada p´ıxel es
representado por un nu´mero determinado de funciones Gaussianas, que al
sumarlas forman una funcio´n de distribucio´n de probabilidad [14]. Esta
fo´rmula es:
f(It) =
k∑
i=1
ωi,t · η(µi,t, σi,t), (2.8)
donde k representa el nu´mero de Gaussianos utilizados (normalmente de 3 a
5), η(µi, σi) es el i-e´simo componente Gaussiano con media µi,t y desviacio´n
t´ıpica σi,t, y ωi,t es el peso asociado a cada Gaussiano. El peso y la desviacio´n
esta´ndar son medidas de confianza (ma´s peso y menor desviacio´n esta´ndar
significan mayor confianza).
Para comprobar si un p´ıxel It forma parte del primer o segundo plano,
primero hay que identificar el componente iˆ cuya media se acerque ma´s a este
valor. Cuando se ha encontrado, el siguiente paso sera´ obtener la diferencia
entre el valor del p´ıxel y la media del Gaussiano iˆ. Si el valor absoluto de
este resultado es menor que la desviacio´n esta´ndar de iˆ multiplicado por un
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factor D, el p´ıxel forma parte del background, si no sera´ parte del primer
plano:
|It − µiˆ,t−1| ≤ Dσiˆ,t−1 (2.9)
Despue´s de cada frame, las variables ω, µ, y σ deben ser actualizadas,
mediante unas ecuaciones que explican detalladamente S.-C. Cheung y C.
Kamath en [13]. Esta te´cnica ha ganado mucha popularidad, debido a
su precisio´n, su capacidad de manejar escenarios multimodales y a sus
pocos requerimientos de memoria. Sin embargo, es muy sensible a cambios
repentinos en la iluminacio´n y es considerado un me´todo complejo [4].
A continuacio´n, se muestra un esquema de los me´todos de substraccio´n de fon-
do estudiados.
Figura 2.8: Esquema general de los algoritmos de substraccio´n de fondo
Despue´s de estudiar las diferentes te´cnicas existentes, en este proyecto se
trabajara´ con el filtro con mediana y el filtro con mediana aproximado para el
desarrollo del co´digo, debido principalmente a su relativa baja complejidad, al
bajo coste computacional que ofrecen, y a su fa´cil manejo.
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2.5. Deteccio´n de ca´ıda
En esta seccio´n se discutira´ la etapa de deteccio´n de ca´ıda del sistema desarro-
llado.
Despue´s de haber creado una ma´scara de deteccio´n de movimiento gracias a
las te´cnicas de sustraccio´n de fondo, y haber aplicado varios ajustes, como se ex-
plicara´ en el cap´ıtulo 5,el siguiente paso sera´ manejar esa informacio´n para poder
determinar cua´ndo se ha producido la ca´ıda. Existen diferentes acercamientos a
este problema. Un primer acercamiento son los algoritmos basados en los para´me-
tros visuales, es decir, aquellos que usan los datos directamente de las ima´genes
entrantes y ma´scaras creadas. Algunos ejemplos de estos para´metros pueden ser los
cambios repentinos en las dimensiones de la persona o diferencias entre ma´scaras.
Un segundo me´todo ser´ıan los algoritmos de aprendizaje (o Machine Learning, en
ingle´s), como los Modelos Ocultos de Ma´rkov (HMMs) o las Ma´quinas de vecto-
res de soporte (SVMs). Estos son programas que automatizan comportamientos
a partir de un entrenamiento a base de ejemplos. Sin embargo, como explican
Adam Williams et al. [19] tienen una desventaja importante. Aunque son eficaces,
requieren de un entrenamiento computacionalmente intensivo y material con el
que entrenar. El sistema con el que se trabajara´ no dispone de estos recursos y
conseguir ese tipo de material es complicado. Por ello, en la memoria se centrara´
en estudiar la primera opcio´n. A continuacio´n, se mostrara´n cinco me´todos de de-
teccio´n de ca´ıdas de este tipo.
Una de las te´cnicas ma´s simples y ma´s usadas es el uso de la relacio´n de aspecto
(aspect ratio) [19], o lo que es lo mismo, el ancho de la persona dividido entre su
altura. Es una buena forma de determinar su posicio´n, es decir, si se encuentra de
pie o en una posicio´n horizontal. Si el aspect ratio del recta´ngulo que contiene a
la persona es mayor que un cierto umbral α < 1, la persona probablemente este´
tumbada y puede que haya ca´ıdo.
Una segunda opcio´n consiste en calcular los gradientes verticales y horizontales
del objeto [20]. Cuando la persona camina o esta´ de pie, su gradiente horizontal
es menor que su vertical, mientras que cuando se esta´ cayendo, sucede al contrario.
Otra te´cnica se basa en el uso del a´ngulo de ca´ıda [4, 20]. El a´ngulo de ca´ıda
es el a´ngulo del centroide del objeto con respecto al eje horizontal del recta´ngulo
que lo contiene, dicho de otra forma, es el a´ngulo establecido entre el suelo y la
persona desde donde la persona cae. El centroide se refiere al centro de masas de
coordenadas de un objeto.
La cuarta alternativa de deteccio´n de ca´ıdas utiliza histogramas de proyeccio´n
vertical [4]. El histograma de proyeccio´n vertical de una persona cambiara´
significativamente cuando ocurra una ca´ıda. Cogiendo los valores ma´ximos de los
histogramas y compara´ndolos se puede establecer si se ha producido la ca´ıda o no.
Los histogramas de proyeccio´n vertical se calculan se esta manera:
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H(x, y) =
{
1 si (x,y) es un p´ıxel del objeto
0 si no
(2.10)
V (x) =
∑
y
H(x, y) (2.11)
El u´ltimo me´todo estudiado usa el centroide del objeto. Cuando se produce la
ca´ıda, el centroide cambia de posicio´n ra´pidamente [4]. Determinando un tiempo
espec´ıfico de ca´ıda, se puede saber si el cambio ha sido producido por una ca´ıda o
por otra razo´n.
No existe una u´nica forma de detectar una ca´ıda a trave´s de v´ıdeo. Lo que
puede funcionar para un tipo de ca´ıdas, puede no servir para otras. Las opciones
ma´s eficientes debera´n hacer uso de varias de estas te´cnicas para asegurar una
buena deteccio´n.
La fase de deteccio´n de ca´ıda tiene dos etapas diferentes. La primera consiste
en la misma deteccio´n de la ca´ıda, y la segunda consiste en la confirmacio´n. El
sistema puede detectar una actividad ano´mala que asociara´ a una ca´ıda, pero es
necesario una segunda etapa que ayude a descartar posibles detecciones falsas.
Como se vera´ en la seccio´n 5.9, la aplicacio´n usara´ el aspect ratio y el a´ngulo de
ca´ıda como me´todos de la primera etapa, utilizando histogramas de proyeccio´n
vertical para la confirmacio´n.
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Arquitectura Hardware y
Software
El desarrollo de un buen algoritmo de deteccio´n es la parte fundamental para
que la aplicacio´n funcione. El estudio de las diferentes te´cnicas nos servira´n para
crear una buena aplicacio´n de detecciones, sin embargo, de nada servira´ si no se
elige un sistema o´ptimo que pueda ejecutarlo. Adema´s, ya que la idea del proyecto
es crear un producto destinado a un uso comercial, habra´ que establecer un balan-
ce en la calidad y precio de los componentes.
A continuacio´n, se puede ver un esquema de los componentes del sistema (fi-
gura 3.1) y una foto de e´ste (figura 3.2).
Figura 3.1: Esquema de los componentes hardware
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Figura 3.2: Foto de los componentes del dispositivo
En esta seccio´n se detallara´n los elementos hardware y software utilizados para
la realizacio´n del proyecto.
3.1. Software
3.1.1. Sistema operativo
La aplicacio´n se desarrolla sobre el sistema operativo Raspbian, en concreto,
la versio´n 2017-04-10-Raspbian-Jessie. Raspbian es una distribucio´n del sistema
operativo GNU/Linux, libre y gratuito, basado en Debian y optimizado para el
hardware de la placa Raspberry Pi.
Raspbian es el sistema operativo principal que usa la Raspberry Pi. Incluye de
serie una coleccio´n de 35000 paquetes precompilados entre los que se encuentran
programas como Scratch, Java, Mathematica y Python [21]. La distribucio´n inclu-
ye tambie´n un entorno de escritorio y navegador web. Debido a sus caracter´ısticas
y a las posibilidades que ofrece, la Raspberry Pi se convierte en una alternativa a
las placas con microcontrolador cla´sicas, adema´s de cubrir gran parte de las fun-
cionalidades ba´sicas de un ordenador personal.
El desarrollo de la aplicacio´n y los experimentos iniciales, se probaron en
un ordenador personal bajo el S.O. de Windows. El salto entre estos sistemas
operativos no supone ningu´n inconveniente, ya que, salvo algunas diferencias obvias
en el uso del Hardware y versiones, al utilizar Python no aparece ningu´n tipo de
error.
3.1.2. Lenguaje de programacio´n
El lenguaje de programacio´n que se utilizara´ para escribir el co´digo sera´ Python.
Este lenguaje tiene la ventaja respecto a otros en la sencillez y flexibilidad de su
sintaxis, lo que lo hace por otra parte fa´cil de aprender. Otro punto a favor reside
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en su portabilidad, es decir, es muy fa´cil portear co´digo entre diferentes S.O. La
versio´n que se utilizara´ en la placa sera´ la 2.7.9.
3.1.3. Bibliotecas
3.1.3.1. OpenCV 3.1.0
Es la biblioteca principal que se usara´ para el tratamiento de las ima´genes.
OpenCV (Open Source Computer Vision Library) es una biblioteca libre destinada
al procesamiento de ima´genes y visio´n computarizada, desarrollada originalmente
por Intel. Esta´ escrita y optimizada en los lenguajes C y C++. Tiene interfaces
de C, C++, Python y Java, y es compatible con Windows, Linux, Mac OS, iOS y
Andorid [22].
Esta biblioteca permite visualizar datos de forma sencilla y extraer informacio´n
de ima´genes y v´ıdeos gracias a las mu´ltiples funciones que contiene. Ha sido
disen˜ada para ser eficiente computacionalmente y con un enfoque a las aplicaciones
en tiempo real. Uno de los objetivos principales es el de proveer una infraestructura
de visio´n artificial de fa´cil manejo que permite realizar aplicaciones “sofisticadas”
de una manera sencilla y ra´pida. Se usara´ la versio´n 3.1.0.
3.1.3.2. Otras librer´ıas
Aparte de OpenCV, para poder manejar los datos obtenidos es necesario usar
otras bibliotecas.
NumPy: Es el paquete fundamental de computacio´n cient´ıfica para Python.
Esta biblioteca le an˜ade soporte para vectores y matrices multidimensionales
y funciones de alto nivel matema´tico para trabajar con ellos.
Matplotlib: Es la biblioteca de generacio´n de gra´ficos para Python y su
extensio´n Numpy.
Smtplib: Paquete necesario para establecer la conexio´n con el servidor tipo
SMTP, que permite enviar y leer correos electro´nicos.
Email: Sirve para crear mensajes tipo MIME complejos para el env´ıo de
correos electro´nicos.
3.2. Hardware
3.2.1. Raspberry Pi 3 Model B
La idea principal detra´s del proyecto es la de disen˜ar un sistema compacto y
barato, es decir, crear un dispositivo que no necesite de grandes cantidades de po-
tencia computacional, que pueda usarse de forma sencilla y a un precio asequible.
Una de las mejores opciones que se pueden encontrar en la actualidad es la placa
Raspberry Pi.
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La Raspberry Pi es un computador de placa reducida (SBC). Es segu´n la propia
pa´gina web del producto [23], “un ordenador de taman˜o de tarjeta de cre´dito
que se conecta al televisor y teclado”. Esta placa admite todo tipo de perife´ricos
necesarios de un ordenador comu´n, como rato´n, ca´mara, pantalla, etc. La ventaja
principal respecto a dema´s ordenadores convencionales es su reducido taman˜o y
precio. Otra ventaja importante es que es open source, por lo que permite instalar
distintos S.O. y controlar aspectos hardware y software internos del dispositivo.
Adema´s, cuenta con varios pines gene´ricos (GPIO) controlables, lo que la hace
ido´nea para aplicaciones de ı´ndole ingenieril, supliendo funciones de las placas
microcontrolador cla´sicas.
Figura 3.3: Placa Raspberry Pi 3 Model B
Las placas Raspberry Pi cuentan con diferentes modelos. Se ha optado por
el modelo Raspberry Pi 3 Model B. El modelo B es ma´s completo y tiene una
memoria RAM superior que el A. En particular, el Raspberry Pi 3 Model B es
la tercera generacio´n del Raspberry Pi. Reemplazo´ al Raspberry Pi 2 Model B en
febrero de 2016. Tiene las siguientes caracter´ısticas [23]:
1.2GHz 64-bit quad-core ARMv8 CPU
802.11n Wireless LAN
Bluetooth 4.1
Bluetooth Low Energy (BLE)
1GB RAM
4 USB ports
40 GPIO pins
Full HDMI port
Ethernet port
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Combined 3.5mm audio jack and composite video
Camera interface (CSI)
Display interface (DSI)
Micro SD card slot
VideoCore IV 3D graphics core
Al precio inicial del dispositivo hay que an˜adirle una fuente de alimentacio´n con
conector micro-USB de 2.1A de corriente, y una tarjeta micro SD con capacidad
suficiente para instalar el sistema operativo y dema´s programas. Adema´s, es
conveniente incluir una carcasa que la proteja de agentes externos.
3.2.2. Ca´mara Webcam Selecline 862050
El e´xito final de un algoritmo de visio´n por computador depende en gran medi-
da de la calidad de la imagen con la que se trabaja. Por ello es conveniente contar
con el mejor equipo de grabacio´n posible.
En este caso, debido a las limitaciones de presupuesto al querer hacer un sis-
tema econo´mico, no es posible adquirir la mejor ca´mara del mercado. Adema´s,
tampoco es necesario, ya que, como se vera´ ma´s adelante, en el algoritmo se redu-
cira´ la resolucio´n de las ima´genes a favor de una carga de procesado menor.
La ca´mara escogida para el proyecto ha sido la ca´mara web Selecline 862050.
Las ventajas principales son su calidad aceptable a un bajo precio y la caracter´ıstica
Plug and Play, que permite su uso sin necesidad de instalacio´n. Esta ca´mara ofrece
las siguientes especificaciones:
Resolucio´n de v´ıdeo: 640x480
Fotos: 0.3 megap´ıxeles
Conexio´n USB 2.0 (Plug and Play)
Modo de v´ıdeo VGA
Figura 3.4: Ca´mara Webcam Selecline 862050
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Eleccio´n de escenas
Con el objetivo de experimentar con el co´digo desarrollado, sera´ necesario tener
una coleccio´n de v´ıdeos adecuados que permitan hacer las pruebas. La eleccio´n del
material es crucial para el desarrollo de la aplicacio´n, ya que una mala seleccio´n
puede influir en los resultados, descartando co´digo correcto o haciendo lo contrario.
Adema´s, es importante tener contenido variado, con el fin de probar el co´digo en
diferentes escenarios y situaciones.
En un principio, ante la falta de material, se grabaron algunas escenas, a modo
de iniciacio´n en la materia. E´stas ayudaron a comprender los fundamentos de la
visio´n artificial y a experimentar con el co´digo, pero eran escasos y no serv´ıan para
hacer las pruebas. Finalmente se opto´ por buscar un dataset de v´ıdeos de ca´ıdas
en internet que sirvieran para ello.
4.1. Primera experimentacio´n
Se encontro´ una coleccio´n de v´ıdeos desarrollados en el “Interdisciplinary Cen-
tre for Computational Modelling University of Rzeszow” [24] que conten´ıan una
buena cantidad y variedad de v´ıdeos de ca´ıdas. Este dataset contiene una coleccio´n
de 70 v´ıdeos siendo 30 v´ıdeos de ca´ıdas y 40 de actividades cotidianas. Las ca´ıdas
eran recogidas con ca´maras Microsoft Kinect y sistemas de acelero´metros, pero
para el proyecto serv´ıan solamente las ima´genes grabadas por las ca´maras. E´stas
presentan una resolucio´n de 320x240 p´ıxeles y un frame rate de 30 frames/s, y
recogen ima´genes RGB y de profundidad. Esta´n situadas en paralelo con el suelo,
a unos 1,50 metros aproximadamente y recogen diferentes entornos de grabacio´n
y situaciones con diferentes personas y vestimentas. Esta coleccio´n se uso´ en la
primera mitad de la memoria.
Esta coleccio´n serv´ıa para los experimentos, pero presentaba algunos proble-
mas. Por un lado, los v´ıdeos son demasiado cortos, por lo que es dif´ıcil observar
co´mo evoluciona el fondo a lo largo de estos. Por otro lado, estos v´ıdeos sirven
para la deteccio´n de ca´ıdas, pero esta´n destinados al uso de otro tipo de te´cnicas
de deteccio´n. Nuestra aplicacio´n, como ya se ha explicado, usara´ la substraccio´n
de fondo para detectar el movimiento. Esto supone que es necesario construir un
buen fondo inicial de la escena. Construir un background desde el primer frame
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supondr´ıa considerar que el primer frame constituye el fondo, cuando no siempre es
as´ı. Hay ocasiones en las que el v´ıdeo empieza con la persona ya en escena, hacien-
do imposible construir un background correcto. Desafortunadamente, la mayor´ıa
empiezan con la persona en el primer frame, por lo que la solucio´n pasa por encon-
trar un frame donde no aparezca ningu´n objeto en escena para usarlo como fondo
inicial, o construir uno a partir de dos o ma´s frames, como muestra la figura 4.1.
Figura 4.1: Construccio´n manual del fondo inicial
Estas construcciones del background inicial a partir de varios frames se han
hecho en los v´ıdeos donde la persona no desaparece del escenario en ningu´n
momento. Sirven para su propo´sito, pero presentan varios fallos, ya que son
construidos manualmente. Adema´s, muchos han sido creados a partir de frames
de diferentes v´ıdeos del mismo escenario, por lo que tendra´n zonas con distinta
iluminacio´n y sombra, dando errores en los experimentos y alterando los resultados.
Por u´ltimo, aunque los v´ıdeos contienen diferentes escenarios y actividades, los
v´ıdeos donde se recogen las ca´ıdas suceden en un u´nico escenario. Aparte, este
entorno de grabacio´n es exclusivo para las ca´ıdas, y no aparece en los dema´s v´ıdeos
de actividades cotidianas, haciendo complicada la comparacio´n de resultados.
4.2. Dataset final
Ante esta situacio´n, se opto´ en una segunda etapa de experimentacio´n por bus-
car otro dataset de videos, que solucionaran todos estos problemas. El escogido
fue el proporcionado por el laboratorio “LE2I Laboratoire d’Electronique, Infor-
matique et Image” [25]. Este dataset contiene 221 v´ıdeos con distintos escenarios
y actividades ma´s variadas que la primera coleccio´n. La resolucio´n de estos es de
320x240, con un frame rate de 25 frames/s. Para poder realizar los experimentos
adecuadamente se ha hecho una clasificacio´n en la que se detallan las actividades
y tipos de ca´ıdas realizadas, separando cada v´ıdeo por tipo de escenario, ilumina-
cio´n, tipo de vestimenta, si hay o no oclusiones, y si empieza o no con la escena
vac´ıa. Este u´ltimo punto es importante, ya que, como se ha comentado antes, los
que tengan el frame inicial ocupado dara´n problemas en los resultados.
En todos los v´ıdeos de la coleccio´n, la ca´mara se encuentra a una distancia
aproximada de 2.50 metros del nivel del suelo, de forma que la habitacio´n es
capturada totalmente desde una posicio´n elevada. Existen 8 v´ıdeos donde la sala es
grabada desde una altura de unos 1.50 metros aproximados en paralelo al suelo, sin
embargo, graban ca´ıdas despue´s de bajar escaleras, con oclusiones y el fondo inicial
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ocupado, por lo que sera´n descartados. El emplazamiento del material de grabacio´n
influira´ a la hora de determinar los para´metros de deteccio´n de ca´ıda, ya que la
silueta de los objetos variara´ dependiendo desde donde se grabe. De esta forma la
informacio´n obtenida debera´ ser tratada de forma diferente en cada ocasio´n. Lo
ideal ser´ıa poder trabajar con distintas ubicaciones de la ca´mara para ayudar a
encontrar la opcio´n ma´s o´ptima de cara a la deteccio´n de ca´ıdas, pero debido a
la falta de material, el co´digo se desarrollara´ teniendo en mente la colocacio´n de
ca´maras en esta posicio´n.
Figura 4.2: Escenarios del dataset final
Para conseguir una buena deteccio´n, el sistema ma´s adecuado consistir´ıa en
la colocacio´n ma´s de una ca´mara en la habitacio´n en diferentes ubicaciones para
obtener una deteccio´n ma´s eficiente [19], pero esta memoria se centrara´ en la de-
teccio´n usando una sola.
A continuacio´n, se muestran tablas donde se recoge de forma resumida estas
clasificaciones. La tabla 4.1 muestra la cantidad de v´ıdeos en los que el frame
inicial muestra la escena vac´ıa u ocupada. Las tablas siguientes muestran datos
ma´s espec´ıficos separa´ndolos segu´n la caracter´ıstica anterior. La tabla 4.5 contiene
los diferentes tipos de ca´ıdas recogidas.
Estado frame inicial no videos
Vac´ıo 83
Ocupado 138
Tabla 4.1: Estado del frame inicial
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Frame inicial
vac´ıo
Frame inicial
ocupado
Total
Luz natural 57 77 134
Luz artificial 25 2 27
Luz natural y artificial 0 54 54
Luz natural y artificial (baja iluminacio´n) 1 5 6
Tabla 4.2: Tipos de iluminacio´n
Frame inicial
vac´ıo
Frame inicial
ocupado
Total
Oclusiones 38 64 102
Sin oclusiones 45 74 119
Tabla 4.3: Vı´deos con oclusiones
Frame inicial
vac´ıo
Frame inicial
ocupado
Total
Ca´ıdas 31 99 130
Sin ca´ıdas 52 39 91
Tabla 4.4: Vı´deos con ca´ıdas y actividades cotidianas
Tipos de ca´ıdas y movimientos:
CL – Ca´ıda lateral
CF - Ca´ıda frontal
CA - Ca´ıda hacia atra´s
LS – Se levanta de silla/sofa´
SS – Se sienta en silla/sofa´
G – Giro
AS – Se apoya en silla
BE – Baja escaleras
MP – Mueve puerta
MO – Mueve objeto
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Frame inicial
vac´ıo
Frame inicial
ocupado
Total
CL 8 12 20
CF 10 39 49
CA 1 10 13
LS + CL 0 16 16
LS + CF 2 9 11
SS + CA 0 1 1
G + CF 0 2 2
AS + CF 1 0 1
BE + CF 0 8 8
MP + CF 2 0 2
MP + CA 1 0 1
MO + CA 2 0 2
MO + CF 3 0 3
MP + LS + CF 1 0 1
Tabla 4.5: Tipos de ca´ıdas
La coleccio´n de v´ıdeo escogida recoge un buen nu´mero de situaciones y entornos.
Estas grabaciones, sin embargo, no representan ca´ıdas reales de personas mayores.
Los resultados obtenidos servira´n para tener una buena base de cara a las
detecciones de ca´ıdas, pero es conveniente realizar una segunda experimentacio´n
usando un dataset ma´s realista.
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Desarrollo del algoritmo
Una vez se ha hecho un repaso de las te´cnicas y se ha conseguido el material
necesario para realizar las pruebas, el siguiente paso sera´ empezar a crear el algorit-
mo del sistema. En este cap´ıtulo se explicara´ y detallara´ cada etapa del algoritmo
desarrollado. En la figura 5.1 se muestra un esquema general de su funcionamiento.
Figura 5.1: Esquema general del algoritmo
5.1. Preparativos iniciales
Una vez se han obtenido las ima´genes, el primer paso sera´ aplicar una serie de
modificaciones para que el algoritmo funcione correctamente.
5.1.1. Conversio´n del taman˜o de los frames
Antes de aplicar el filtro es necesario darle una resolucio´n espec´ıfica al v´ıdeo.
Este paso, se podr´ıa omitir, pero es algo muy u´til para unificar los para´metros del
algoritmo y reducir memoria y procesamiento.
A la hora de hacer pruebas con v´ıdeos grabados o con ca´maras, las resolucio-
nes de e´stas no son siempre las mismas. Esto es un problema, ya que en la parte
de deteccio´n de figuras se toman en cuenta taman˜os que dependen del nu´mero de
p´ıxeles. Es decir, si para una resolucio´n de por ejemplo 320x240 se decide descartar
contornos de a´rea menor de 1000, para una resolucio´n de 640x480 este a´rea debera´
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ser el cua´druple de grande.
Aparte, al trabajar con ima´genes de mucha resolucio´n, es necesario hacer uso
de grandes cantidades de memoria, cuando en la mayor´ıa de casos no hace falta
tener tanto detalle de la escena. Por consiguiente, el tiempo computacional de las
operaciones del algoritmo sera´ mucho mayor.
En el co´digo desarrollado, se ha estipulado una resolucio´n de 320x240.
5.1.2. Conversio´n a escala de grises
Las ima´genes recibidas son ima´genes en formato RGB. Esto es, cada imagen es
recogida como una matriz de valores de taman˜o N x M (ancho x alto) los cuales
representan el color de cada p´ıxel. Cada p´ıxel a su vez es un array de tres valores
diferentes, que representan la intensidad de rojo, verde, y azul, respectivamente.
Trabajar con estos datos supone un alto coste computacional y de memoria, ya
que se trabaja con matrices de 3 dimensiones [26].
Para solucionar este hecho y simplificar las operaciones, es conveniente conver-
tir los datos a escala de grises. De esta forma cada imagen sera´ una imagen de 2
dimensiones.
Para realizar este paso, se hara´ uso de las funciones que ya incluye OpenCV.
5.2. Filtro paso bajo
La primera etapa del preprocesado sera´ aplicar un filtro paso bajo. De esta for-
ma, se minimiza el ruido provocado por la ca´mara y los cambios en la iluminacio´n.
Adema´s, permite reducir el valor de umbral que se aplicara´ ma´s adelante. Este
paso se conoce tambie´n como suavizado.
Este filtro reduce los detalles y “desdibuja” los bordes de la imagen. Las te´cnicas
estudiadas solo necesitan las dimensiones y orientacio´n de los objetos en movimien-
to, por lo que as´ı eliminamos informacio´n innecesaria y evitamos falsos positivos.
Para comprender como funciona el filtro es necesario saber que es una
convulsio´n y un kernel. Un kernel (o plantilla) es una matriz de taman˜o fijo de
coeficientes nume´ricos con un punto de ancla situado normalmente en el centro.
Figura 5.2: Ejemplo de 5x5 Kernel Gaussiano
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Una convolucio´n es una operacio´n entre cada parte de la imagen y un opera-
dor (kernel). Funciona de la siguiente manera. Se coloca el ancla del kernel en la
localizacio´n de un determinado p´ıxel, con el resto del kernel cubriendo los p´ıxeles
correspondientes de la imagen. Se multiplican los coeficientes del kernel por los
correspondientes valores de p´ıxel de la imagen y se suman los resultados. Se coloca
el resultado en la posicio´n del ancla de la imagen en una nueva imagen, y por
u´ltimo, se repite el proceso para todos los p´ıxeles de la imagen.
El uso del kernel tambie´n se vera´ ma´s adelante en operaciones posteriores (fil-
tro de mediana, erosio´n, dilatacio´n, etc.).
En el co´digo desarrollado se utiliza un filtro Gaussiano para suavizar la imagen.
Es decir, la imagen es convulcionada con un kernel Gaussiano mediante la funcio´n
cv2.GaussianBlur(), proporcionada por OpenCV.
En la figura 5.3 se muestra una comparacio´n de las ma´scaras de foreground
creadas con diferentes taman˜os de kernel, con un umbral de 20.
Figura 5.3: Resultado del suavizado
a) Input frame, b) sin blur, c) blur 3x3, d) blur 5x5, e) blur 7x7, f) blur 9x9
Se ha establecido un taman˜o de 5x5 con una desviacio´n esta´ndar de 0 para el
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kernel Gaussiano.
5.3. Substraccio´n de fondo
La substraccio´n de fondo (o background subtraction, en ingle´s) es el paso ma´s
importante a la hora de desarrollar el co´digo. La correcta eleccio´n de la te´cnica
es fundamental para que la deteccio´n de personas se pueda conseguir. Como ade-
lantamos al final de la seccio´n 2.4, los me´todos desarrollados han sido el filtro con
mediana y el filtro con mediana aproximado. Estas te´cnicas, comparadas con las
dema´s estudiadas, presentan un bajo coste computacional y de memoria, aparte
de resultar menos complejas en general.
Para elegir cual sera´ el que se usara´ en la versio´n final, se hara´n varias pruebas
con cada uno, y se escogera´ el que muestre mejores resultados. En las secciones
siguientes se explicara´ ma´s detalladamente el funcionamiento de estos me´todos y
como se han implementado en el co´digo.
5.3.1. Filtro con mediana
Esta te´cnica no recursiva calcula la imagen de fondo con la mediana de cada
p´ıxel contenido en los frames del buffer. La idea principal es que el valor del p´ıxel
se mantiene en el background por ma´s de la mitad de los frames del buffer [13].
Este me´todo presenta ventajas computacionales respecto a las dema´s te´cnicas
no recursivas, sin embargo, si se quiere obtener una buena estimacio´n del fondo,
este aspecto se resiente en algunas ocasiones. Esto es debido principalmente al ta-
man˜o de buffer que queramos establecer. Trabajar con un buffer grande garantiza
un buen modelo de fondo, pero implica trabajar con datos de grandes cantidades
(N x taman˜o del frame), por lo que es necesario usar mucha memoria. Esta te´cnica
ordena todos los p´ıxeles de todos los frames del buffer, por lo que, a ma´s taman˜o,
mayor carga de procesamiento.
Para suavizar este problema, una solucio´n es actualizar el modelo de fondo
cada nmax nu´mero de frames [4]. Esto permite aligerar carga de procesamiento,
ya que evita tener que realizar las operaciones a cada ciclo y las limita a cada
cierto tiempo. Aparte, de esta forma se puede ampliar el taman˜o del buffer. Por
consiguiente, el buffer tambie´n se actualiza cada nmax nu´mero de frames.
Por u´ltimo, como en todas las te´cnicas de substraccio´n de fondo, es necesario
calcular los valores absolutos de la resta entre el frame actual y el modelo de fondo,
para despue´s aplicarle una umbralizacio´n de un valor escogido.
En la figura 5.4 se muestra un diagrama donde se pueden observar estos pasos:
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Figura 5.4: Diagrama de flujo del filtro con mediana
A la hora de escribir el co´digo, sin embargo, no es tan sencillo de desarrollar.
Python, y en particular Numpy, no trabaja bien con las iteraciones (comparado
con otros lenguajes de programacio´n), y es recomendable vectorizar el co´digo lo
ma´ximo posible, y usar las funciones que traen las bibliotecas de serie. Es por ello
que realizar cada operacio´n de forma iterada en cada p´ıxel supondr´ıa un alt´ısimo
coste de procesamiento y ser´ıa inviable de desarrollar.
Al principio se usaron listas para la ordenacio´n y actualizacio´n del buffer, pero
ma´s tarde se descarto´ esta idea, ya que se comprobo´ que era ma´s o´ptimo trabajar
con arrays de Numpy directamente. Aparte, se establecio´ que era mejor hacer
“alias” de los frames (esto es, igualarlos directamente mediante el s´ımbolo “=” en
Python) a la hora de hacer ciertas operaciones, que hacer copias, ya que resultan
operaciones costosas. A continuacio´n, se explica co´mo se implementan los pasos
principales del co´digo.
Inicializacio´n del buffer: El buffer es inicializado como un array vac´ıo de
taman˜o buffSize x height x width, de tipo uint8. Al coger el primer frame,
todos los frames del buffer son igualados a este. Esto supone que durante
los primeros segundos de la aplicacio´n el background sera´ el mismo que el
primer frame.
Actualizacio´n del buffer: Rotamos los frames del buffer una posicio´n
mediante la funcio´n numpy.roll() sobre el eje 0. Despue´s igualamos el primer
frame del buffer al frame actual.
Actualizacio´n del background: Para poder calcular la mediana, es
necesario, primero ordenar todos los p´ıxeles de los frames del buffer. Para
ello, hacemos uso de la funcio´n numpy.sort() que proporciona Numpy y le
indicamos que haga la ordenacio´n sobre el eje 0. Despue´s cogemos la matriz
que se encuentre en la posicio´n central y esta sera´ el modelo de fondo.
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Los para´metros que hay que modificar en este caso sera´n:
- Taman˜o del buffer (buffSize)
- Nu´mero de frames por actualizacio´n (nmax)
5.3.2. Filtro con mediana aproximada
El filtrado con mediana aproximado, al contrario que el filtrado con mediana,
es un tipo de te´cnica recursiva. Esto significa que no hara´ uso de ningu´n buffer,
por lo que se puede avanzar una reduccio´n significativa en el uso de los recur-
sos de memoria. La filosof´ıa detra´s de esta te´cnica es la misma que la anterior,
es decir el background sera´ el resultado de encontrar la mediana en cada p´ıxel de
los frames recibidos. Sin embargo, al no usar un buffer se calcula de forma distinta.
Como se explica en el apartado 2.4.2.2, el fondo se calcula mediante compa-
raciones, es decir, si el valor de un p´ıxel del frame actual es mayor que el del
background, a este p´ıxel de fondo se le suma un 1. Si es al contrario, se le resta 1.
Este tipo de modelaje de fondo no requiere de mucha memoria (solo almacena el
frame del background), y adema´s no tiene mucho ma´s coste computacional que la
diferencia de frames [14].
El valor que se an˜ade o se resta, que se llamara´ a partir de ahora en la memoria
el nu´mero de co´mputo (compNum) puede ser cambiado para cambiar la velocidad
de adaptacio´n del background. Esto significa que cuanto mayor sea este nu´mero,
ma´s ra´pido se actualizara´ el fondo. Por otro lado, esta adaptabilidad tambie´n de-
pendera´ del frame rate del v´ıdeo. Las comparaciones se hacen una vez por cada
frame, por lo que, a mayor frame rate, mayor velocidad de actualizacio´n.
Por u´ltimo, se aplica la umbralizacio´n a la diferencia entre el primer y segundo
plano.
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Figura 5.5: Diagrama de flujo del filtro con mediana aproximada
Como se argumenta en el punto anterior, Python no trabaja bien con los
ca´lculos iterativos. Este tipo de algoritmo ser´ıa fa´cil de implementar mediante
el uso de un loop que comparase uno por uno los p´ıxeles del frame, pero ser´ıa un
proceso muy costoso. Por esta razo´n se ha desarrollado el co´digo de la siguiente
manera:
Con la funcio´n cv2.compare() que incluye OpenCV, se crean dos ma´scaras
mediante la comparacio´n del frame actual con el fondo. En una estara´n los
p´ıxeles con valores mayores a los del fondo (maskCompG) y en la otra los
valores menores (maskComp).
Despue´s, con la funcio´n cv2.add() y cv2.substract() se resta y se suma, res-
pectivamente, el valor de co´mputo elegido aplicando las correspondientes
ma´scaras previamente calculadas. Estas funciones impiden que haya desbor-
damientos.
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Por u´ltimo, ya que como se vera´ en las experimentaciones se pueden
usar valores decimales para hacer las restas y sumas, creamos un segundo
background con valores tipo float, que sera´ el que se usara´ para hacer los
ca´lculos comparativos, dejando el background con valores enteros para hacer
la diferencia con el frame actual.
El u´nico para´metro que habra´ que modificar esta vez sera´:
- Nu´mero de co´mputo (compNum)
Despue´s de analizar cada me´todo, el que se escogera´ para desarrollar la
aplicacio´n sera el filtro con mediana. La comparacio´n de ambas te´cnicas se
encuentra en el cap´ıtulo 6.1
5.4. Deteccio´n del segundo plano y umbraliza-
cio´n
La siguiente etapa consistira´ en extraer el foreground de la escena. La deteccio´n
del segundo plano se realiza con la comparacio´n entre el modelo de fondo generado
y el frame entrante. Es decir, se restan las dos ima´genes en valores absolutos. Ex-
ceptuando el modelo no-parame´trico y la Mezcla de Gaussianos, todos los me´todos
explicados en el punto 2.4 crean una sola imagen de fondo.
Despue´s llega el momento de la umbralizacio´n. A lo largo de la memoria se
ha hablado sobre esta operacio´n, pero no se ha detallado su funcionamiento. Su
explicacio´n es simple. Si el valor de un p´ıxel de la imagen resultante es mayor
que un cierto umbral, el p´ıxel se considera parte del fondo, si no, se considera
background. Todos los p´ıxeles que superen ese umbral servira´n para crear una
ma´scara que muestre donde se encuentra el foreground, donde se representara´n
con un valor de 1 (blanco) para el primer plano, y 0 (negro) para lo que no lo es.
Como apunte, al hablar de ma´scaras, los valores 0 y 1 se refieren a los valores 0 y
255 en te´rminos de imagen, respectivamente.
F (x, y) =
{
1 si |It(x, y)−Bt(x, y)| > T
0 si no
(5.1)
En la figura 5.6 se muestra la importancia de la eleccio´n del umbral.
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Figura 5.6: Comparacio´n de umbral
a) Input frame, b) umbral de 19, c) umbral de 21, d) umbral de 24
Como se puede observar, al aplicar un umbral bajo, la ma´scara es ma´s sensible
a diferencias de iluminacio´n, dando falsos positivos, mientras que, al aplicar un
valor alto, se genera una ma´scara ma´s fiable. La parte negativa de usar un umbral
alto es que en ocasiones no “rellena” bien del todo la silueta de la persona, por
lo puede inducir a la deteccio´n de varios objetos a la vez cuando solo hay uno en
la escena. Como todos los pasos de esta aplicacio´n, el umbral escogido tendra´ que
ser un valor intermedio que solucione estos problemas.
El principal problema de la umbralizacio´n reside en la propia eleccio´n del valor
del umbral. Este valor es dif´ıcil de elegir ya que para cada escenario puede ser di-
ferente. Idealmente el valor del umbral deber´ıa ser calculado mediante una funcio´n
de la localizacio´n espacial (x, y). Por ejemplo, el umbral deber´ıa ser menor en las
regiones con bajo contraste.
Una manera de facilitar la solucio´n a este problema se basa en el uso de la
estad´ıstica normalizada [13].
|It(x, y)−Bt(x, y)− µd|
σd
> Ts, (5.2)
donde µd y σd son la media y la desviacio´n esta´ndar de It(x, y)–Bt(x, y) para
todas las localizaciones espaciales (x, y).
Otra manera es la que presentan Fuentes y Velastin [27]. Ellos proponen una
modificacio´n donde se usa la diferencia relativa del frame y el fondo, para enfatizar
el contraste en las a´reas ma´s oscuras como sombras.
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|It(x, y)−Bt(x, y)|
Bt(x, y)
> Tc (5.3)
Segu´n explican, los p´ıxeles que pertenezcan al fondo tendra´n valores pro´ximos
al cero. Por otro lado, los p´ıxeles que contengan elementos ma´s oscuros que el fondo
presentara´n contrastes negativos, mientras que los objetos ma´s claros que el fondo
tendra´n contrastes positivos. En este caso el valor del umbral ronda el de la unidad.
En la aplicacio´n final se usara´ una umbralizacio´n esta´ndar. Los entornos de
grabacio´n no son considerados tan complejos para necesitar de estos tipos de
modificaciones, adema´s de que su utilizacio´n supondr´ıa un aumento en los tiempos
de procesamiento, por lo que se han descartado estas opciones.
5.4.1. Uso de histogramas
Como se ha explicado, usar un umbral fijo puede ser un problema cuando se
crea una ma´scara. En las experimentaciones el valor escogido ha servido en la ma-
yor´ıa de casos, sin embargo, existen algunos donde la iluminacio´n o la calidad de
la ca´mara provocan que sea necesario un umbral mucho mayor.
Para arreglar este problema una te´cnica puede ser el uso de histogramas. Un
histograma es un gra´fico donde se representa la distribucio´n de la intensidad de la
imagen, es decir, un gra´fico en el que se introducen los valores de los p´ıxeles (de
0 a 255) en el eje X y el correspondiente nu´mero de p´ıxeles en el eje vertical. En
el caso de las ima´genes RGB sera´n necesarios 3 histogramas, uno por cada canal,
mientras que para las ima´genes en escala de grises solo se necesita uno.
Cuando se produce un cambio de iluminacio´n en la escena (apagar una la´mpara,
abrir las cortinas, etc.), la imagen resultante de la diferencia entre el modelo
de fondo y el frame aumenta su valores, pero la forma del histograma tiende a
mantener su forma. Es decir, la gra´fica del histograma se desplaza a valores de
intensidad ma´s altos. Si la substraccio´n se realiza entre ima´genes con intensidades
lumı´nicas similares, la mayor´ıa de los p´ıxeles de la imagen tendera´ a intensidades
pro´ximas a 0. Por el contrario, si han habido cambios en la iluminacio´n entre el
fondo y el frame, los valores de la imagen resultante aumentara´n de forma ma´s
o menos homoge´nea, tendiendo a agruparse sobre un valor superior a 0, como se
observa en la figura 5.7
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Figura 5.7: Comparacio´n de histogramas
En la parte superior, la diferencia de iluminacio´n entre background y frame es
pequen˜a. En las ima´genes de abajo existe ma´s iluminacio´n en el frame entrante.
De izquierda a derecha: Modelo de fondo, input frame, substraccio´n de fondo, his-
tograma de la substraccio´n.
El algoritmo incluira´ una eleccio´n de umbral adaptativo que evitara´ falsos po-
sitivos cuando existan cambios de este tipo. El funcionamiento es el siguiente. Se
calculara´ el histograma de la imagen resultante de la substraccio´n, y se buscara´ la
intensidad de p´ıxel que se encuentre en mayor cantidad. Si esta cantidad supera
un valor histLim, que se fijara´ de 4000, se hara´n iteraciones hasta encontrar la
intensidad de p´ıxel menor cuya cantidad no exceda ese valor, a partir de la intensi-
dad de cantidad ma´xima. Cuando se haya dado con la intensidad correcta, el valor
del umbral final sera´ el valor de la intensidad encontrada ma´s el valor fijado del
umbral. Si el valor ma´ximo del histograma es menor que histLim simplemente se
usa el umbral fijado.
En las figuras siguientes se muestra los resultados del algoritmo, y el diagrama
del co´digo.
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Figura 5.8: Resultados del algoritmo
a) Background, b) input frame, c) substraccio´n de fondo, d) umbralizacio´n de la
substraccio´n (sin algoritmo), e) umbralizacio´n de la substraccio´n (con algoritmo)
Figura 5.9: Algoritmo de eleccio´n de umbral
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5.4.2. Zonas con saturacio´n
A lo largo del desarrollo del co´digo, se ha observado que au´n con la deteccio´n de
sombras y las transformaciones morfolo´gicas, explicadas en las secciones siguientes,
siguen existiendo zonas en las que se detectan falsos positivos. Despue´s de varias
observaciones se ha determinado que esto es debido principalmente a la presencia
en los v´ıdeos de a´reas con mucha iluminacio´n, en especial en paredes y objetos de
colores claros. E´stas provocan que al pasar un objeto cerca de ella cambie lige-
ramente la iluminacio´n a ojos del observador, pero hacen aparecen regiones cuya
diferencia respecto al background sea lo suficientemente grande para que supere
el umbral establecido y que no sean detectadas por el detector de sombras. Para
solucionar este problema se optado por una opcio´n que ha dado buenos resultados
en los v´ıdeos y que consiste en aplicar un umbral mayor a estas zonas.
El primer paso es convertir el frame actual al espacio de colores HSV (tambie´n
llamado HSB), esto es, Matiz (Hue), Saturacio´n (Saturation) y Valor/Brillo
(Value/Brightness). Esto se puede hacer fa´cilmente gracias a las funciones que
proporciona OpenCV. Se explicara´ de forma resumida el significado de cada canal.
Figura 5.10: Espacio de colores HSV
El espacio de colores HSV se representa habitualmente con una ruleta de colores
como se ve la figura 5.10. El matiz ser´ıa la parte circular, mientras que la saturacio´n
y el brillo compondr´ıa la parte triangular. El eje x de este tria´ngulo representar´ıa
la saturacio´n y el eje vertical el brillo.
El matiz representa el color. La ruleta se divide en 360o donde cada a´ngulo
representa un color distinto. Dependiendo del a´ngulo en el que te encuentres
en la ruleta, el color var´ıa por el rojo, verde y azul, obteniendo todos los
colores de la gama croma´tica.
La saturacio´n, por otro lado, se puede explicar como la cantidad de gris que
tiene el color o la intensidad del matiz. Cuanto menor sea la saturacio´n, el
color tendra´ un tono ma´s grisa´ceo. Los valores posibles van del 0 al 100 %,
siendo el 100 % un matiz puro. Un color saturado tiene un tono vivo e intenso,
mientras que otro color menos saturado presenta tonos ma´s grises y apagados.
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El valor se define como el brillo relativo al brillo de un blanco iluminado
de forma similar. Dicho de otra forma, ser´ıa el brillo o intensidad del color.
Se representa en un intervalo de valores de 0 a 100 %, de negro a blanco
respectivamente.
Los valores de los 3 canales son normalizados al intervalo de valores de 0 a 255
directamente por la funcio´n de OpenCV para su representacio´n visual.
Despue´s de dividir la imagen en estos 3 canales se observo´ que estas zonas que
provocaban falsos positivos correspond´ıan a regiones donde exist´ıa poca saturacio´n,
en particular, zonas de las paredes donde la luz incid´ıa directamente. Al ser cambios
tan repentinos de luminosidad en la escena, el modelo de fondo no tiene tiempo
suficiente para actualizarse y origina que durante unos segundos surjan estos falsos
positivos. Al convertir los frames a escala de grises, se pierde informacio´n por el
camino al reducir los datos de 3 canales a solo uno, y lo que en te´rminos de
saturacio´n y valor pueden ser diferencias de valores pequen˜os, en la imagen en
blanco y negro la diferencia llega a ser mucho mayor, llegando a superar el umbral.
A continuacio´n, se muestra un ejemplo de estas observaciones.
Figura 5.11: Influencia de la saturacio´n en la ma´scara de movimiento
En la fila de abajo se encuentra una imagen donde se pueden los efectos de la
saturacio´n. En la parte superior otro fotograma del mismo v´ıdeo en el mismo esce-
nario donde se ve a la persona pasando delante de la zona de baja saturacio´n. De
izquierda a derecha: input frame, frame en escala de grises, background, ma´scara
de movimiento (con deteccio´n de sombras), canal de saturacio´n del frame entrante.
Se observo´ que al cruzar los objetos por delante de estas regiones de baja satu-
racio´n, estos segu´ıan manteniendo su forma en el canal de saturacio´n, independien-
temente del color o iluminacio´n del objeto, es decir, que esas zonas aumentaban su
saturacio´n. De esta manera, la forma pensada para solucionar este problema fue
la de aplicar un umbral mayor en las a´reas de baja saturacio´n del frame entrante.
Para ello, se crea una ma´scara mediante la umbralizacio´n del canal de satu-
racio´n del frame actual. De esta forma se consigue definir una imagen donde se
encuentran las zonas de baja saturacio´n. Se establecio´ un umbral de 10. Acto se-
guido, se aplica la ma´scara de baja saturacio´n a la diferencia del frame entrante
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con el fondo creado y se le resta a e´sta. As´ı, se separa la imagen de diferencia
en dos ima´genes, una conteniendo las regiones de baja saturacio´n y la otra las de
alta saturacio´n. A continuacio´n, se umbralizan, la de alta saturacio´n con el umbral
establecido anteriormente y el de baja saturacio´n con un valor de umbral mayor.
Se uso´ el mismo umbral ma´s 10 (T+10). Por u´ltimo, se suman las ma´scaras resul-
tantes para obtener la ma´scara de deteccio´n de movimiento.
Despue´s de aplicar este umbral se pudo comprobar como las ma´scaras creadas
mejoraban sustancialmente. Las regiones con falsos positivos desaparec´ıan y,
adema´s, en los v´ıdeos donde no exist´ıan estos problemas, simplemente no se
notaban los efectos de esta aplicacio´n. Un ejemplo se puede ver en la siguiente
figura. En ella se pueden ver los efectos de usar o no el algoritmo. En ambos casos
se muestra la ma´scara de movimiento ba´sica, sin aplicar tratamientos posteriores
(erosio´n, dilatacio´n, etc.).
Figura 5.12: Correccio´n de la saturacio´n en la ma´scara de movimiento
a) Input frame, b) frame en escala de grises, c) canal de saturacio´n, d) ma´scara
de zonas de baja saturacio´n (umbral de 10), e) ma´scara de movimiento sin
aplicar algoritmo, d) ma´scara de movimiento con algoritmo
47
Cap´ıtulo 5. Desarrollo del algoritmo
Este algoritmo se aplicara´ como complemento a la umbralizacio´n de la diferen-
cia del modelo de fondo y el frame actual. En la figura siguiente se muestra como
se hace.
Figura 5.13: Diagrama de flujo del algoritmo de saturacio´n
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5.5. Deteccio´n de sombras
Con el filtro escogido se ha obtenido una ma´scara de primer plano apta, que
sirve de forma ba´sica para la aplicacio´n. Sin embargo, siguen existiendo fallos de
deteccio´n debido principalmente a los cambios de la iluminacio´n y sombras de los
objetos. Las sombras movibles asociadas a los objetos del foreground causan de-
tecciones erro´neas de los objetos de la escena. Una primera solucio´n consistir´ıa
en aumentar el valor del umbral para evitar estos fallos, pero al hacer eso no se
terminar´ıa de detectar la figura total del objeto al excluir regiones de foreground,
resultando impreciso. Adema´s, solo se eliminar´ıan las sombras poco intensas, es
decir las sombras cuya intensidad no difiera demasiado respecto a la misma regio´n
del fondo. Es por tanto que es necesario crear un co´digo que permita detectar las
sombras y eliminarlas.
Para poder eliminarlas de nuestra ma´scara de movimiento, primero es necesario
entender como son creadas y en que´ consisten. Las sombras aparecen cuando un
objeto opaco obstaculiza una fuente lumı´nica. La seccio´n eficaz de la sombra es la
silueta bidimensional del objeto que obstaculiza la luz. Las sombras se dividen en
dos partes diferenciadas, la umbra y la penumbra. La umbra seria la sombra en
s´ı. Es la regio´n ma´s oscura de la sombra y donde la luz esta´ totalmente bloqueada
por el objeto. La penumbra por otro lado, es la regio´n donde la fuente de luz se
encuentra bloqueada parcialmente. Esto se puede ver en la figura 5.14.
Figura 5.14: Umbra y penumbra
La deteccio´n de las sombras en computacio´n visual ha sido considerada por
mucho tiempo un componente crucial en las interpretaciones de escena. Pero a
pesar de su importancia y su estudio, sigue siendo un problema. La dificultad
principal se debe a las complejas interacciones entre la geometr´ıa, albedo e ilu-
minacio´n [28]. Localmente no se puede saber si una superficie es oscura por una
sombra o por el albedo. Para saber si se trata o no de una sombra es necesario com-
parar la regio´n con los alrededores y con otras con el mismo material y orientacio´n.
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No existe una u´nica manera de detectar las sombras. Un primer acercamiento a
este problema ser´ıa la descomposicio´n de las ima´genes en sus espacios de color. Las
zonas sombreadas tienen la misma cromacidad que sus correspondientes p´ıxeles del
fondo, pero presentan distintos niveles de intensidad. A. Prati et al. [29] explican
dos me´todos que se basan en la comparacio´n del modelo de fondo y frame actual
usando la informacio´n del color de las ima´genes. Uno usa el espacio de colores
RGB mientras que el otro usa el HSV. Sin embargo, ambos necesitan modelos de
fondo a color. El algoritmo desarrollado puede usar la informacio´n de color de los
frames entrantes, pero el background se crea en escala de grises, por lo que no se
pueden usar en la aplicacio´n. Trabajos como los de Ruiqi Guo et al. [28] detectan
las sombras a partir de las regiones de las propias ima´genes, compara´ndolas con
otras del mismo material. Sin embargo, esta te´cnica resulta demasiado compleja
para la aplicacio´n, adema´s de ser probada en escenarios abiertos y bien iluminados.
Despue´s de estudiar varias te´cnicas se usara´ la propuesta por J.C.S. Jacques
et al. [30]. Ellos proponen un sistema de deteccio´n de sombras usando ima´genes
de v´ıdeo en escala de grises, mediante la comparacio´n del modelo de fondo y los
frames entrantes, por lo que resulta perfecto para la aplicacio´n. Se basan en la su-
posicio´n de que las a´reas sombreadas esta´n correlacionadas con su correspondiente
a´rea en el modelo de fondo. Se divide en dos pasos principales, en el primero se
crea una estimacio´n de la sombra y por u´ltimo se mejora en una segunda etapa de
refinamiento.
A continuacio´n, se muestra el diagrama de flujo del algoritmo.
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Figura 5.15: Diagrama de flujo de la deteccio´n de sombras
5.5.1. Identificacio´n de sombras
Las a´reas sombreadas son creadas cuando una cierta fraccio´n de luz es
bloqueada. Existen diversos factores que pueden influenciar la intensidad de un
p´ıxel, pero para el algoritmo se considerara´ que la intensidad de los p´ıxeles de
sombra es directamente proporcional a la luz incidente. Es decir, los p´ıxeles de
sombra sera´n versiones ma´s oscuras de los respectivos p´ıxeles en el modelo de
fondo.
5.5.2. Deteccio´n de p´ıxeles candidatos de sombra
La correlacio´n cruzada normalizada, en ingle´s normalized cross correlation
(NCC), es una medida de la similitud entre dos sen˜ales, o en este caso, el
background y las regiones sombreadas. Esta te´cnica es u´til para detectar p´ıxeles
candidatos de sombra, ya que puede identificar versiones escaladas de la misma
sen˜al. Lo primero que hay que hacer es crear una plantilla Txy de taman˜o (2N +
1) x (2N + 1), de tal forma que Txy(n,m) = I(x+ n, y +m) para −N ≤ n ≤ N ,
−M ≤ m ≤ M , para cada p´ıxel del foreground, es decir, Txy es la “vecindad”
del p´ıxel I(x, y). Una vez se haya definido la plantilla se procede a calcular la
correlacio´n cruzada normalizada entre la plantilla Txy y el fondo B en cada p´ıxel
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mediante la ecuacio´n:
NCC(x, y) =
ER(x, y)
EB(x, y)ETxy
, (5.4)
donde
ER(x, y) =
N∑
n=−N
N∑
m=−N
B(x+ n, y +m)Txy(n,m) (5.5)
EB(x, y) =
√√√√ N∑
n=−N
N∑
m=−N
B(x+ n, y +m)2 (5.6)
ETxy =
√√√√ N∑
n=−N
N∑
m=−N
Txy(n,m)2 (5.7)
ETxy es la energ´ıa de la intensidad del a´rea definida por Txy, mientras que
EB(x, y) es la energ´ıa de la intensidad de la correspondiente regio´n en el modelo
de fondo. Para cada p´ıxel (x,y) que se encuentre en una zona sombreada, el NCC
en su a´rea vecina Txy debera´ dar un valor grande, pro´ximo a 1, y adema´s, la energ´ıa
ETxy debera´ ser menor que la energ´ıa EB(x, y) de su correspondiente regio´n del
background. Por tanto, un p´ıxel (x,y) se clasificara´ como sombra si:
NCC(x, y) ≥ LNCC y ETxy < EB(x, y), (5.8)
donde LNCC se corresponde a un valor de umbral fijo. Si se incrementa LNCC ,
el algoritmo sera´ ma´s restrictivo y solo detectara´ sombras intensas, descartando
posibles sombras. Si se baja, por el contrario, clasificara´ ma´s p´ıxeles como sombra,
pero puede dar falsos positivos.
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Figura 5.16: Comparacio´n de distintos valores de LNCC
Las zonas grises corresponden con las sombras detectadas. a) Modelo de fondo,
b) input frame, c) imagen umbralizada, d) LNCC = 0.95, e) LNCC = 0.98, f)
LNCC = 0.99
El primer paso en los experimentos fue el de elegir el taman˜o de la plantilla.
Cuanto mayor es la plantilla, menos erosiona la figura del objeto, pero aumenta
el tiempo de procesamiento del co´digo. Adema´s, un taman˜o muy grande puede no
detectar todas las sombras. Se establecio´ que un buen valor ser´ıa N = 4, como se
propone en el art´ıculo de J.C.S. Jacques et al. [30]. En cuanto al valor de LNCC
se muestra en la figura 5.16 una comparativa entre distintos umbrales, aplicados
con la plantilla de taman˜o N = 4. Los mejores resultados se obtuvieron con 0.98 y
0.99. Como se ha explicado antes, el primer valor detecta mejor las sombras, pero
el segundo no deteriora tanto la silueta de la persona. Finalmente se opto´ por un
valor de 0.99.
La implementacio´n en Python es la siguiente:
Primero se creara´ una ROI (regio´n de intere´s) del frame filtrado y el modelo
de fondo que contenga todos los contornos detectados ma´s una distancia de
N+1 p´ıxeles a cada lado (para que la plantilla pueda operar correctamente).
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Gracias a esta te´cnica se consigue reducir una media de 10 veces el tiempo
de procesamiento en este paso.
Seguidamente, para calcular ER, EB y ETxy , se creara´ una matriz resultante
de cada operacio´n correspondiente y se usara´ la funcio´n cv2.filter2D() que
haga el sumatorio en cada p´ıxel. Esta funcio´n no admite matrices de 32 bits,
por lo que para que funcione primero sera´ necesario dividir las matrices (de
16 bits) entre 28, y despue´s de aplicar la funcio´n se volvera´ a multiplicar por
28. Para obtener NCC simplemente se hace la divisio´n de forma directa.
Despue´s se utilizara´ cv2.compare() para hacer las comparaciones. De esta
forma se obtendra´n dos ma´scaras cuyos positivos sera´n las comparaciones de
los positivos de e´stas.
Finalmente con cv2.bitwise and() se hara´ una operacio´n tipo AND entre
las dos ma´scaras anteriores, y una u´ltima entre el resultado y la zona
correspondiente de la imagen umbralizada para obtener la primera ma´scara
de sombras.
5.5.3. Refinamiento de sombra
Como se puede ver, la te´cnica anterior ha proporcionado buenos resultados,
pero siguen existiendo fallos que corrompen la figura del objeto, al detectar dema-
siados p´ıxeles de sombra incorrectos. Para reducir estas clasificaciones incorrectas,
se necesita una etapa refinamiento que minimice estos errores.
Lo que proponen J.C.S. Jacques et al. consiste en calcular el ratio
I(x, y)/B(x, y) en cada p´ıxel candidato de sombra y comprobar si es aproximada-
mente constante, mediante la desviacio´n esta´ndar de I(x, y)/B(x, y) en una regio´n
R de taman˜o (2M + 1) x (2M + 1). El taman˜o de R que aconsejan es de 3x3, que
es el que se usara´ en los experimentos. En resumen, un p´ıxel (x, y) sera´ considerado
un p´ıxel de sombra si:
stdR
(
I(x, y)
B(x, y)
)
< Lstd y Llow ≤ I(x, y)
B(x, y)
< 1, (5.9)
siendo Lstd y Llow valores fijos de umbral y stdR(I(x, y)/B(x, y)) la desviacio´n
esta´ndar en la regio´n R. Lstd controla la ma´xima desviacio´n en la regio´n R
analizada, mientras que Llow previene la clasificacio´n erro´nea de objetos oscuros
con poca intensidad que sean interpretados como p´ıxeles de sombra. J.C.S. Jacques
et al. proponen unos valores para Lstd y Llow de 0.05 y 0.5, respectivamente, pero
los valores que mejores resultados han dado han sido 0.05 y 0.6. Un ejemplo del
refinamiento se puede ver en la figura 5.17.
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Figura 5.17: Refinamiento de sombras
a) Input frame, b) imagen umbralizada, c) foreground en primera etapa de
deteccio´n de sombras, d) foreground final despue´s de aplicar el refinado de
sombras
La implementacio´n del refinamiento es similar al paso anterior:
Se volvera´n a usar los ROI para ahorrar tiempo. El ca´lculo del ratio I/B se
hace de forma directa.
Para conseguir la desviacio´n esta´ndar de I/B, primero se calculara´
la varianza cuya fo´rmula es 1
n
∑n
i=1(Xi − X)2. Aplicar este algoritmo
directamente ser´ıa algo dif´ıcil y lento por lo que se usara´ la fo´rmula
equivalente
(
1
n
∑n
i=1X
2
i
) − X2. La primera parte se realizara´ calculando el
cuadrado del ratio y despue´s con cv2.filter2D() se hara´ el sumatorio p´ıxel
a p´ıxel y se dividira´ entre 9 (taman˜o de la plantilla 3x3). En la segunda se
usara´ la misma funcio´n con el ratio y se dividira´ entre 9, y luego se elevara´
al cuadrado. Se restan los resultados para obtener la varianza. Por u´ltimo, se
obtiene la desviacio´n esta´ndar con la ra´ız cuadrada de la varianza calculada.
Al igual que en el paso anterior, se realizan las comparaciones y operaciones
AND correspondientes para obtener la ma´scara de sombras, y con una u´ltima
operacio´n AND entre las dos ma´scaras de sombras calculadas se obtiene la
ma´scara de sombras final, la cual se restara´ a la zona correspondiente de la
imagen umbralizada para obtener la ma´scara de foreground refinada final.
Despue´s de corregir las zonas sombreadas de la ma´scara de foreground,
el siguiente paso sera´ aplicar una transformacio´n morfolo´gica que ayude a
completar espacios vac´ıos y eliminar regiones de p´ıxeles aislados. Algunos
investigadores realizan esta etapa antes de la deteccio´n de sombras [4], pero en
las experimentaciones se ha preferido hacerlo de esta forma.
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5.6. Transformaciones morfolo´gicas
Una vez es construida la ma´scara del foreground, es necesario aplicar una serie
de transformaciones morfolo´gicas para mejorar la deteccio´n de movimiento. Las
transformaciones morfolo´gicas son operaciones basadas en la forma de la imagen,
que ayudara´n a filtrar el ruido presente rellenando huecos o eliminando regiones
pequen˜as de ruido. Se usara´n las transformaciones de erosio´n y dilatacio´n.
Ambas se pueden realizar de forma directa con funciones de OpenCV.
5.6.1. Erosio´n
La idea ba´sica de la erosio´n, como indica su nombre, consiste en la erosio´n de
los bordes de los objetos del primer plano. La erosio´n es u´til para descartar regiones
aisladas de pequen˜o taman˜o que no forman parte del foreground. ¿Co´mo funciona?
La idea es simple. Al igual que en el filtro paso bajo, se necesita crear un kernel o
plantilla que se deslice por la imagen. En este caso el kernel estara´ compuesto por
unos y ceros. Un p´ıxel de la imagen original sera´ considerado 1 siempre y cuando
todos los p´ıxeles bajo el kernel sean igual a 1. Si no, es erosionado, es decir, pasa
a valer 0.
Figura 5.18: Ejemplo de la erosio´n
a) Input frame, b) imagen umbralizada, c) resultado de la erosio´n
En la figura anterior se puede observar los resultados de la erosio´n usando el
kernel descrito en el siguiente pa´rrafo. Estos resultados esta´n aplicados a una ima-
gen a la que no se ha aplicado suavizado, ni deteccio´n de sombras, para acentuar
los efectos de la erosio´n. Se puede ver como las regiones con puntos blancos des-
aparecen despue´s de aplicar el procesado.
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Siguiendo los consejos de Jared Willems [4] se optara´ por usar un kernel de 3x1
como el que se observa en la figura 5.19. De esta forma, se consigue eliminar ruido
sin deteriorar la figura de la persona.
Figura 5.19: Kernel usado para la erosio´n
Despue´s de aplicar la erosio´n, el siguiente paso sera´ usar la dilatacio´n.
5.6.2. Dilatacio´n
El principio de la dilatacio´n es el contrario que el de la erosio´n. Al igual que en
e´ste, se crea una plantilla que se deslizara´ por todos los p´ıxeles de la imagen, sin
embargo, el p´ıxel sera´ igual a 1 cuando al menos un p´ıxel bajo el kernel sea igual
a 1. De esta manera, se incrementan de taman˜o las regiones blancas de la imagen,
rellenando huecos.
La dilatacio´n se hara´ despue´s de la erosio´n. Al eliminar las regiones blancas,
tambie´n se encoge el foreground. Mediante la dilatacio´n se consigue volver a
su taman˜o original eliminando el ruido. Adema´s, se puede usar para crear un
foreground ma´s consistente al unir partes separadas de un objeto.
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Figura 5.20: Ejemplo de la dilatacio´n
a) Input frame, b) imagen umbralizada, c) resultado de la erosio´n, d) resultado
de la dilatacio´n posterior
En la figura anterior se observa como al aplicar la dilatacio´n, la imagen ero-
sionada recupera su forma y llena los huecos de la silueta de la persona. Para la
prueba de la imagen se uso´ el elemento estructural descrito a continuacio´n y no se
aplico´ la deteccio´n de sombras.
El kernel usado, al igual que el anterior ha sido el mismo que propone
Jared Willems [4]. Es una plantilla de taman˜o 7x7 pero siguiendo una estructura
elipsoidal.
Figura 5.21: Kernel usado para la dilatacio´n
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5.7. Extraccio´n de para´metros
5.7.1. Deteccio´n de blob
En las secciones previas se ha conseguido crear una ma´scara de movimiento
consistente que ha servido para tener una buena estimacio´n del movimiento . La
siguiente etapa consistira´ en la deteccio´n de la ca´ıda. El primer paso sera´ localizar
los blobs de la ma´scara. Como se ha explicado anteriormente, la ma´scara creada
sera´ un conjunto de p´ıxeles blancos y negros, de valores 0 y 1 respectivamente (0
y 255 en el co´digo). Un blob es un conjunto de p´ıxeles blancos conectados entre s´ı,
o lo que es lo mismo, que tienen p´ıxeles vecinos del mismo valor.
Figura 5.22: Ejemplo de blobs
Para localizar las dimensiones y para´metros de las personas detectadas es ne-
cesario localizar el contorno del blob que forman. Para ello, OpenCV proporciona
funciones que buscan estos contornos y devuelven un array con los valores de los
contornos encontrados.
Por u´ltimo, habra´ que descartar los blobs ma´s pequen˜os, es decir, aquellos que
en principio no pertenecen a la persona y han pasado el filtrado y umbralizado de
la imagen. Para ello, se establecera´ un a´rea mı´nima bajo el cual estos contornos
no sera´n analizados. Se determino´ un valor de 700. Adema´s se establecera´ tambie´n
un a´rea ma´xima de 20000, para evitar contornos demasiado grandes, debidos
principalmente a fallos de la ma´scara. El ca´lculo de las a´reas de los blobs se explica
en el apartado siguiente.
5.7.2. Ca´lculo de para´metros
Una vez se hayan localizado los contornos a analizar, se procedera´ a sacar los
para´metros que puedan ser ma´s importantes de cara a la deteccio´n de la ca´ıda.
Los primeros para´metros a calcular sera´n los momentos geome´tricos del contorno.
A partir estos momentos se pueden calcular varios de los para´metros requeridos.
Los momentos geome´tricos del blob se calculan mediante la ecuacio´n siguiente.
Mpq =
∑
x
∑
y
f(x, y)xpyq (5.10)
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Donde p, q = 0, 1, 2, . . . y f(x, y) es la intensidad en valor de escala de grises del
p´ıxel en el punto (x, y). OpenCV ya tiene una ecuacio´n que calcula los momentos
directamente.
5.7.2.1. A´rea y centroide
Gracias a los momentos es posible calcular el a´rea y el centroide de la persona.
Sus ecuaciones son las siguientes:
A´rea = M00 (5.11)
Centroide (x0, y0) =
(
M10
M00
,
M01
M00
)
(5.12)
El a´rea tambie´n se puede calcular con la funcio´n cv2.contourArea() de OpenCV
de forma directa.
5.7.2.2. Recta´ngulo y elipse “de confinamiento”
Otros para´metros interesantes son el recta´ngulo y elipse “de confinamiento”.
En el caso del recta´ngulo (o bounding box) se refiere al recta´ngulo que delimita
la silueta del objeto, sin rotacio´n. Es decir, el recta´ngulo que se forma al coger los
p´ıxeles ma´s extremos del blob. Por otro lado, la elipse delimitante es la elipse con
menor a´rea que se ajusta al objeto.
Figura 5.23: Ejemplo de ajuste de recta´ngulo y elipse
Ambas figuras se pueden obtener con las funciones de OpenCV. cv2.boundingRect()
devuelve las coordenadas del ve´rtice izquierdo superior del recta´ngulo, el ancho y la
altura, mientras que cv2.fitEllipse() devuelve las coordenadas del centro, el ancho,
la altura y el a´ngulo del recta´ngulo en el cual la elipse esta´ inscrita. La represen-
tacio´n gra´fica se hace gracias a otras funciones de OpenCV.
5.8. Ajustes finales
Antes de extraer la informacio´n final de la escena, sera´n necesarios ciertos
ajustes que ayudara´n a tener una deteccio´n ma´s precisa.
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5.8.1. Unio´n de la silueta
Cuando se crea una ma´scara de movimiento, las siluetas de los objetos
detectados no son siempre correctas. Debido a diversos factores como la aparicio´n
de oclusiones en la escena o cambios en la iluminacio´n, las siluetas pueden quedar
segmentadas en pequen˜as siluetas, como se ve en la figura 5.24. Las aplicaciones
de visio´n artificial destinadas al seguimiento de personas usualmente requieren de
te´cnicas de rastreo de objetos, que ayudan a diferenciar el nu´mero de objetos del
escenario y solucionan en mayor o menor medida el problema de la segmentacio´n
[31,32].
Figura 5.24: Ejemplo de segmentacio´n de silueta
La divisio´n de los objetos, ocasiona que las personas no sean detectadas de
forma precisa, dando lugar a falsos positivos y falsos negativos. Por ello se necesita
crear un algoritmo que solucione el problema. Debido a la complejidad de estas
te´cnicas y a que la aplicacio´n esta´ destinada al rastreo de una sola persona (se
supone que si hay ma´s de una persona en la escena no se precisa del sistema), se
opto´ por una solucio´n sencilla que solucionaba con soltura estas complicaciones.
Se observo´ que la mayor´ıa de segmentaciones se daban cuando la persona esta-
ba caminando, es decir, se encontraba en una posicio´n vertical, da´ndose la divisio´n
a la altura de las rodillas. Es por ello, que el algoritmo consistira´ en juntar aquellos
objetos detectados que formen una figura vertical, evitando as´ı, muchas deteccio-
nes de ca´ıdas erro´neas.
El algoritmo considera el frame actual y localiza los contornos. Despue´s coge
los objetos relacionados entre s´ı para juntarlos en uno solo. Los criterios que sigue
la aplicacio´n para relacionar los contornos son los siguientes:
1. Para que dos contornos se consideren como uno solo, la distancia horizontal
entre los centroides de ambos objetos debera´ ser menor que una distancia
distXCenMax.
2. La distancia vertical entre los per´ımetros de cada bounding box debe ser
menor que el valor distYBoxMax.
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Para distXCenMax y distYBoxMax, se establecio´ un valor de 20 y 25, respec-
tivamente. Aparte, se realizo´ un segundo filtrado de contornos por a´rea con un
a´rea mı´nima de 1500 y un a´rea ma´xima de 20000, adema´s de un filtrado por a´rea
mı´nima del bounding box de 1500 para no usar contornos erro´neos.
Es necesario aclarar que, si un contorno se asocia con alguno de los contornos
de un conjunto ya relacionado, e´ste entrara´ tambie´n en el conjunto. De esta forma,
dos objetos no relacionados entre s´ı pasara´n a estarlo gracias a un tercer contorno
posicionado entre medias.
En la figura 5.25 se puede observar el efecto del algoritmo en la aplicacio´n. En
la imagen b) no se ha hecho uso del algoritmo, mientras que en c) s´ı. En b), la
aplicacio´n da una deteccio´n de ca´ıda positiva al medir el contorno verde. Gracias
al algoritmo, en c) se crea una mejor deteccio´n de la persona y evita una deteccio´n
equivocada.
Figura 5.25: Aplicacio´n del algoritmo de unio´n de silueta
5.8.2. Delimitacio´n del centroide
Cuando una persona sale o entra en la escena, el bounding box y la elipse que
los contiene tienden a provocar fallos, ya que al recoger solo una parte del cuerpo
(una pierna, la cabeza, etc.) el aspect ratio y el a´ngulo cambian de forma, dando
lugar a detecciones erro´neas. Adema´s, como se vera´ en la siguiente seccio´n, al des-
aparecer de escena la diferencia entre VPHs cambiara´ confirmando la ca´ıda.
Para solucionar este problema se pondra´ una nueva condicio´n que impedira´ que
se detecten ca´ıdas cuando el centroide del objeto se encuentre fuera de unos l´ımites
establecidos. Este l´ımite sera´ de 25 p´ıxeles respecto a los extremos horizontales del
frame y de 15 respecto a los verticales. Como se ve en la imagen, usando esta
te´cnica, cuando la persona sale de la escena se evita una confirmacio´n erro´nea.
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Figura 5.26: Delimitacion del centroide
5.8.3. Desactivacio´n de deteccio´n
Al igual que es importante evitar la obtencio´n de falsos negativos, tambie´n es
primordial evitar las confirmaciones incorrectas. Este tipo de confirmaciones son
innecesarias y suponen una privacio´n de la intimidad del usuario, al ser captado
por las ima´genes que son enviadas a los receptores de la alarma.
Un momento donde existen ma´s falsos positivos puede ocurrir a la hora de apa-
gar o encender las luces, cuando la ca´mara es cambiada de lugar, o si la persona
o algu´n objeto pasa muy cerca de la ca´mara. Si ocurre esto, la ma´scara detectara´
mu´ltiples blobs de gran taman˜o, ocupando casi toda la pantalla.
Para evitar estos problemas, se implementara´ un algoritmo que deshabilite la
deteccio´n cuando la ca´mara detecte demasiados positivos. La forma escogida sera´
la de comprobar el a´rea de los positivos de la ma´scara final. Si e´sta supera un
cierto l´ımite, el programa no confirmara´ las ca´ıdas detectadas.
5.9. Deteccio´n de ca´ıda y confirmacio´n
Una vez se han extra´ıdo los datos ma´s significativos de la persona, habra´ que
usar esa informacio´n para detectar la ca´ıda. Como se ha explicado en la seccio´n 2.5,
existen diferentes formas de interpretar los datos. La aplicacio´n hara´ uso de varias
de ellas para ser ma´s eficiente. Primero habra´ una primera etapa de deteccio´n en
la que se hara´ uso del a´ngulo de ca´ıda y del aspect ratio. Una vez se haya hecho
la deteccio´n, se pasara´ a una segunda en la que se utilizara´n los histogramas de
proyeccio´n verticales para confirmar la ca´ıda.
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Figura 5.27: Diagrama de flujo de la deteccio´n de ca´ıdas
5.9.1. A´ngulo de ca´ıda
Un aspecto bastante significativo en una ca´ıda se encuentra en el a´ngulo que
forma la persona al caer. En esta aplicacio´n, se usa el a´ngulo de ca´ıda que devuelve
la funcio´n de ajuste de la elipse, es decir, el a´ngulo que forma el eje mayor de la
elipse con el eje horizontal. Sabiendo el valor de este a´ngulo, se puede hacer una
primera estimacio´n y comprobar si la persona ha ca´ıdo. Para un ca´lculo mejor y una
representacio´n gra´fica ma´s visual, se establece los 0 grados cuando el objeto esta´
en horizontal y 90 grados cuando esta´ en posicio´n vertical [0 – 90o], sin considerar
la direccio´n de la ca´ıda. Segu´n V. Vishwakarma et al. [20], cuando una persona se
encuentra de pie, se asume que tendra´ un a´ngulo α de 90 grados. Cuando camina,
este a´ngulo variara´ de 45 a 90 grados, y cuando caiga el a´ngulo sera´ siempre menor
que 45 grados.
Figura 5.28: Ejemplo de la evolucio´n del a´ngulo de ca´ıda
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V. Vishwakarma et al. proponen usar este para´metro como me´todo de
confirmacio´n, sin embargo, se penso´ que es ma´s conveniente usarlo en la primera
etapa de deteccio´n. Si la ma´scara esta´ bien construida esta caracter´ıstica puede
ser un factor importante de confirmacio´n, pero si ha habido algu´n error puede dar
falsos positivos o lo que es peor, falsos negativos, por lo que no se ha considerado
que sea un para´metro decisivo. Adema´s, este me´todo solo funciona si la ca´ıda se
ha hecho de lado con respecto a la ca´mara, por lo que una ca´ıda frontal o hacia
atra´s no producira´ confirmacio´n.
5.9.2. Aspect ratio
El aspect ratio es tambie´n una manera ra´pida y sencilla de comprobar si ha
habido una postura anormal de la persona. Se calculara´ mediante la divisio´n de la
altura entre el ancho del bounding box de la persona. Cuando la persona cae, estos
para´metros cambian dra´sticamente. Cuando el ratio es menor que 1, se asume que
la persona ha ca´ıdo [20].
Figura 5.29: Ejemplo de la evolucio´n del aspect ratio
5.9.3. Histogramas de proyeccio´n vertical
Una vez se ha activado alguna de las dos condiciones anteriores, se necesita
hacer una segunda comprobacio´n para reafirmar los resultados. Debido a que el
foreground obtenido mediante la substraccio´n de fondo puede dar falsos positivos,
es posible que se haya detectado una ca´ıda que no ha ocurrido. Esta confirmacio´n se
hara´ mediante el uso de los histogramas de proyeccio´n vertical (VPH). Es propuesta
como te´cnica de deteccio´n de ca´ıda por Lin et al. [33]. La forma de calcular los
histogramas se muestra en la seccio´n 2.5.
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Figura 5.30: Histograma de proyeccio´n vertical
Cuando se produce una ca´ıda, segu´n indican, el histograma de proyeccio´n
vertical cambia significativamente en el periodo de la ca´ıda. Este periodo suele
durar un rango de entre unos 0.4 ∼ 0.8 s. Mediante la comparacio´n de los
histogramas del frame actual con el frame de 1 segundo anterior podemos
comprobar si se ha producido el evento o no. Con el uso del intervalo de 1
segundo se consigue que los movimientos lentos como agacharse o tumbarse no
sean confirmados como ca´ıdas. Una manera de realizar las comparaciones puede
ser calculando el ratio de cambio entre los ma´ximos valores de los histogramas:
CRnorm =
Vprevmax − Vcurmax
Vprevmax
, (5.13)
donde Vprevmax es el valor ma´ximo del VPH del frame 1 segundo antes de de-
tectarse la ca´ıda, y Vcurmax es el valor ma´ximo del histograma del frame actual.
Lin et al. definen varios tipos de movimiento para los cuales han establecido
diferentes umbrales desde 10 % a 30 %. Esta te´cnica tiene la ventaja de requerir
muy poca carga de procesado, al usar solamente los valores ma´ximos y no tener
que hacer ca´lculos extras. Sin embargo, aunque este me´todo da resultados acep-
tables, no son suficientes. La diferencia de los valores ma´ximos de los histogramas
no distingue del todo bien cuando una deteccio´n se ha producido por una ca´ıda o
porque la persona se ha tumbado, aun modificando el intervalo de tiempo.
Ya que V (x) es una distribucio´n unidimensional, la comparacio´n se puede
hacer usando la distancia de Bhattacharyya [33], usando la ecuacio´n 5.14. Este
me´todo permite conocer con mayor precisio´n la similitud entre dos muestras
unidimensionales. Cuanto menor sea la distancia resultante, mayor sera´ la
diferencia entre cada histograma.
d(V1, V2) =
∑
x
√
V1(x)∑
u V1(u)
V2(x)∑
v V2(v)
(5.14)
Usando este me´todo se consiguen resultados mucho ma´s exactos, descartando
muchas confirmaciones erro´neas. Este u´ltimo tiene el inconveniente de que requiere
bastante tiempo de procesamiento, pero solo es activado cuando ocurre una
deteccio´n, por lo que no afecta al funcionamiento normal de la aplicacio´n.
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5.9.3.1. Mejora de la te´cnica de Bhattacharyya
Como se ha explicado, se ha conseguido obtener una medida ma´s correcta de la
diferencia entre histogramas. No obstante, con esta te´cnica no se puede distinguir
si la diferencia ha sido generada por una bajada o una subida de los valores, cosa
que s´ı hace la primera te´cnica. Este aspecto es importante si se quiere tener una
confirmacio´n ma´s fiable. Un ejemplo puede ser cuando una persona tumbada ha
pasado a formar parte del fondo. Cuando e´ste se levante, el sistema detectara´ la
posicio´n donde se encontraba y donde se encuentra actualmente. La primera zona
sera´ interpretada como una ca´ıda al tener un a´ngulo y ratio inferior al fijado.
Al medir la diferencia de histogramas confirmara´ la ca´ıda al haber aumentado sus
valores. Como medida para evitar este tipo de confirmaciones se usara´ una segunda
etapa de confirmacio´n que utilice tambie´n los valores ma´ximos.
Figura 5.31: Confirmacio´n erro´nea con Bhattacharyya
Arriba: frame 1 segundo anterior, abajo: frame actual
De izquierda a derecha: Modelo de fondo, input frame, ma´scara de movimiento,
histograma de proyeccio´n vertical
Este paso consiste simplemente en hacer la comparacio´n de los valores ma´ximos
de los histogramas, entre los valores de la distancia horizontal que ocupa la persona
en el frame de la ca´ıda. Esta distancia sera´ la distancia que ocupa el bounding box
ma´s un valor de 10 a cada lado. Si el valor ma´ximo del frame de hace un segundo es
mayor que el actual, querra´ decir que han bajado los valores, y por tanto sera´ una
ca´ıda. De esta forma, se consigue mejorar la te´cnica de Bhattacharyya, obteniendo
hasta un 6 % ma´s de resultados correctos, segu´n las experimentaciones.
5.10. Sistema de alarma
La generacio´n de la alarma supone la etapa final de la aplicacio´n. La alarma
puede ser creada de mu´ltiples modos. Desde mensajes de texto, a llamadas a la
persona encargada de socorrer a la v´ıctima, pasando por incluso alarmas sonoras
que avisen en las inmediaciones.
El sistema de alarma que se instalara´ en el dispositivo sera´ la creacio´n de un
mensaje de correo electro´nico que se env´ıe a un familiar o cuidador, que contenga
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una foto del momento de la ca´ıda. Se ha elegido esta opcio´n debido principalmente
a su sencilla implementacio´n en el co´digo, su inmediatez y la opcio´n de enviar
ima´genes. La forma de implementar este aviso es la siguiente:
1. Primero se definira´n las direcciones de los correos que recibira´n y mandara´n
los mensajes, y la contrasen˜a de este u´ltimo. En el caso del remitente, la
direccio´n debera´ ser una cuenta gmail, al haberse establecido una conexio´n
con el servidor de correo saliente de gmail (smtp.gmail.com). De todas
formas, se podr´ıa cambiar la direccio´n del servidor si la cuenta es de otro
tipo.
2. Al momento de confirmar una ca´ıda, el programa hara´ una captura del
momento y la almacenara´ en su memoria. Esta imagen sera´ la que se env´ıe.
3. Se establece la conexio´n con el servidor SMTP (Protocolo para Transferencia
Simple de Correo), se habilita el modo TTL (tambie´n se podr´ıa utilizar SSL)
y se identifica en el servidor.
4. Con la biblioteca email se crean variables tipo MIME que permitira´n crear
el contenido del mensaje. El contenido incluira´ un mensaje de texto y la foto
del momento de la ca´ıda.
5. Por u´ltimo, se env´ıa el correo electro´nico al destinatario y se cierra la conexio´n
con el servidor.
Figura 5.32: Env´ıo de correo de alarma
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Experimentacio´n
En las secciones anteriores se ha visto el funcionamiento e implementacio´n del
algoritmo. Estos apartados han explicado paso a paso las etapas del sistema de
deteccio´n de ca´ıdas, argumentando la seleccio´n de los diferentes me´todos usados.
Para ser capaces de elegir las te´cnicas y para´metros ma´s adecuados, es necesario
realizar pruebas que determinen el desarrollo del algoritmo. Todas las pruebas,
menos la prueba final de implementacio´n en la Raspberry Pi, se realizara´n en un
ordenador personal, por lo que los tiempos de computacio´n pueden variar respecto
a los experimentados en el sistema final.
En este cap´ıtulo se mostrara´n las distintas experimentaciones realizadas
durante el desarrollo de la aplicacio´n y sus resultados.
6.1. Eleccio´n de te´cnica de substraccio´n de fondo
En la seccio´n 5.3 se hace un estudio de las dos te´cnicas de substraccio´n de fondo
que parecen las ma´s adecuadas para la aplicacio´n. La aplicacio´n final usara´ solo
uno de estos dos me´todos. Para elegir cua´l, se han hara´n varias pruebas con dife-
rentes v´ıdeos que ayuden a observar cua´l ofrece mejores resultados. Es conveniente
explicar que tambie´n se hicieron pruebas aplicando la mezcla de Gaussianos, con la
funcio´n cv2.createBackgroundSubtractorMOG() que ofrece OpenCV, pero como se
explica en el apartado 2.4.2.2, este tipo de te´cnica no es la ma´s adecuada, adema´s
de dar resultados no muy satisfactorios.
La elaboracio´n de estas pruebas se enfocara´ en comprobar que´ me´todo realiza
la mejor creacio´n del fondo, por lo que no se aplicara´ ningu´n procesado antes o
despue´s de la sustraccio´n de fondo. Las u´nicas modificaciones sera´n la conversio´n
a escala de grises de los frames y el cambio de resolucio´n.
6.1.1. Criterios de aprobacio´n
Escoger un criterio para decidir cua´ndo un me´todo funciona o no es una tarea
compleja, ya que se deben tener muchos factores en cuenta. La forma de proceder
en esta experimentacio´n sera´ la de comprobar que´ te´cnica tiene menores tiempos
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de procesado y cua´l construye un modelo de fondo ma´s fiable.
El primer criterio a seguir se medira´ mediante el tiempo medio que un frame
es procesado a lo largo de los v´ıdeos de prueba. Una fo´rmula sencilla pero eficaz
para comparar las dos te´cnicas.
El segundo es ma´s complicado de medir. La manera ido´nea ser´ıa la de obtener
una imagen exacta del fondo de forma continuada e ir compara´ndola con la creada
por el algoritmo. Sin embargo, es algo casi imposible, debido a que el propio fondo
va cambiando en iluminacio´n y elementos en la escena. Por ello, para realizar las
pruebas se considerara´ que el fondo no cambia en todo el v´ıdeo, es decir, que es
esta´tico.
Para ello cogeremos un frame del v´ıdeo donde aparezca el background sin obje-
tos en movimiento, que normalmente sera´ el primero. Despue´s cogeremos el fondo
que se construye a cada frame y se lo restaremos al background previamente esco-
gido, en valores absolutos. Estos valores se sumara´n y se dividira´n por el nu´mero
de p´ıxeles del frame, obteniendo una media que indicara´ cua´nta es la diferencia
entre el fondo estimado y el calculado por frame. Por u´ltimo, se hara´ una u´ltima
media con estas medias, que reflejara´ la precisio´n obtenida en cada v´ıdeo.
Antes de empezar la experimentacio´n, el primer paso que se dara´ sera´ el de ele-
gir los para´metros ma´s adecuados de cada me´todo. Esto puede resultar una tarea
tediosa, ya que existen mu´ltiples combinaciones y ser´ıa muy dif´ıcil ir comprobando
una a una cual es la que ofrece mejor resultados. Para facilitar este problema, se
escogera´n varios v´ıdeos, y se realizara´ con ellos una medicio´n iterativa definiendo
en cada loop para´metros diferentes.
Despue´s de realizar estas mediciones, se escogera´n los para´metros que presen-
ten una diferencia de background menor y un tiempo de procesado menor en los
v´ıdeos, y sobre esos valores se trabajara´ y se hara´n las comparaciones. Cabe des-
tacar que en las experimentaciones se llego´ a la conclusio´n de que el tiempo de
procesado sufr´ıa una reduccio´n significativa si a la hora de realizar las pruebas, no
se mostraba el v´ıdeo por pantalla, por lo que se hara´n de esta forma.
Es necesario aclarar que los para´metros que den como resultados una buena
media del background no significan que sean los para´metros ma´s adecuados, sino
que son los que crean un fondo ma´s parecido al elegido. Es por ello que son solo
orientativos, es decir, ayudara´n a hacer las comparaciones y filtrar para´metros.
Evidentemente, la seleccio´n de para´metros que ocasionen una baja velocidad de
actualizacio´n del fondo sera´n los que mejor resultados den, al no darle tiempo al
fondo para actualizarse antes de que acabe el v´ıdeo. La eleccio´n final requerira´ la
observacio´n e interpretacio´n de sus efectos de manera manual.
Ya que la experimentacio´n en todos los v´ıdeos ser´ıa una tarea que consumir´ıa
mucho tiempo y algo innecesario, se han escogido 4 v´ıdeos (2 con ca´ıda y 2 sin
ca´ıda) al azar, para hacer las pruebas. A continuacio´n, se muestran los resultados
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ma´s relevantes obtenidos en los v´ıdeos y se elegira´n y explicara´n los para´metros.
6.1.2. Filtro con mediana
Para el filtro con mediana se establece una medicio´n iterativa del nu´mero de
frames por actualizacio´n (nmax) de 1 a 10 y un taman˜o de buffer (buffSize) de 1
a 50. Las iteraciones se hara´n incrementando el taman˜o del buffer (con nu´meros
enteros) en cada loop. Cuando llegue a 50, o la media de tiempo de procesado
supere un cierto valor (0,05 seg/frame), se parara´ ese loop y se incrementara´ el
valor de nmax, iniciando de nuevo las iteraciones.
Los resultados obtenidos distan mucho entre s´ı. El tiempo medio de procesado
var´ıa desde los 800 µs hasta los 0,05 seg (este u´ltimo valor debido a la limitacio´n
anterior), mientras que la media var´ıa entre valores de 10 a 0. Debido a que el
nu´mero de combinaciones es mucho mayor en este caso que en el filtro con media-
na aproximado, se filtrara´n los resultados descartando los cuales tengan un tiempo
medio de procesado mayor que 0,02 seg/frame y una media mayor que 0,9. Tam-
bie´n se descartara´n aquellos que tengan una media de 0, ya que aparecen cuando
nmax y buffSize tienen valores demasiados altos, es decir, cuando el background no
tiene tiempo de actualizarse antes de que se acabe el v´ıdeo.
A continuacio´n, ya que existen muchos resultados distintos, se mostrara´n los
que mejores resultados han dado en las observaciones, en cada v´ıdeo.
Vı´deo nmax buffSize
Tiempo medio de procesado
(µs/frame)
Media
adl-01-cam0 MOD
10 17 3228,420015 0,184087493
10 18 3170,932077 0,164619162
10 26 3978,144275 0,007455082
9 28 4927,171911 0,014584469
adl-06-cam0 MOD
10 27 4686,971777 0,23475937
10 31 5253,021771 0,111938228
9 29 5726,583436 0,303391728
9 30 5977,792329 0,296975016
fall-01-cam0 MOD
10 18 3201,623784 0,132996757
10 21 3424,045722 0,057717505
9 29 4825,553669 0,006071312
9 30 4814,275241 0,001838108
fall-05-cam0 MOD
10 21 3515,399719 0,167069097
10 28 4254,087056 0,00030599
9 28 4533,718962 0,011487066
9 30 4814,275241 0,001838108
Tabla 6.1: Resultados del Filtro con mediana
Como es de esperar, a menor tiempo de actualizacio´n del buffer (nmax), y a
mayor taman˜o de e´ste, el tiempo de procesado medio por frame aumenta consi-
derablemente. Por otro lado, la media disminuye al incrementar el taman˜o y el
tiempo de actualizacio´n. Esto u´ltimo, se debe a que el fondo tarda ma´s en actua-
lizarse, lo que es conveniente para fondos esta´ticos. Sin embargo, no es preferible
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tener un segundo plano poco adaptativo, ya que sera´ poco sensible a cambios del
fondo.
Los para´metros elegidos finales sera´n:
- buffSize : 24
- nmax: 10
6.1.3. Filtro con mediana aproximada
Para el filtro con mediana aproximado se establece un valor de co´mputo de 0,1
a 5. En este caso el incremento se hace con 0,1 y se termina el proceso cuando
llega a 10. En la tabla 6.2 solo se muestran los resultados desde 0,1 a 0,4 ya que
a medida que el para´metro compNum aumenta, la media aumenta de igual forma
hasta un valor aproximado de 10 para el valor de 10.
Vı´deo compNum
Tiempo medio de procesado
(µs/frame)
Media
adl-01-cam0 MOD
0,1 2057,102456 2,08472831
0,2 1867,948433 3,254744302
0,3 2275,089376 4,183246819
0,4 2055,583494 4,854806697
adl-06-cam0 MOD
0,1 1823,417023 3,396289915
0,2 1903,73218 5,208986536
0,3 2090,752438 6,172403737
0,4 1999,046559 6,78748931
fall-01-cam0 MOD
0,1 1864,704675 1,843019032
0,2 1906,202426 2,382624885
0,3 1842,826842 2,777163014
0,4 1959,139426 3,061207334
fall-05-cam0 MOD
0,1 1751,214457 2,88554158
0,2 1943,701416 3,71659592
0,3 1776,31298 4,012736632
0,4 1822,377538 4,226671615
Tabla 6.2: Resultados del Filtro con mediana aproximado
Despue´s de realizar las pruebas con diferentes para´metros, se ha llegado a la
conclusio´n de que la manera de obtener un fondo ma´s estable es la de escoger un
valor pequen˜o para la variable de co´mputo (compNum). De esta forma se obtiene
un fondo que cambia lentamente, permitiendo que para escenarios esta´ticos como
los que sera´n grabados por la aplicacio´n funcione bien. La parte negativa de esco-
ger un valor bajo es que reacciona de forma lenta a cambios de la iluminacio´n o de
elementos en el fondo, por ello no es aconsejable escoger los valores ma´s pequen˜os
en ciertas situaciones.
El valor final escogido sera´:
- compNum : 0,1
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6.1.4. Comparacio´n de te´cnicas
Despue´s de elegir los para´metros, se muestra la media de los resultados de los
4 v´ıdeos aplicando los respectivos me´todos:
Tiempo medio de procesado
(µs/frame)
Media
Filtro con mediana
aproximada
1874,109653 2,55239471
Filtro con mediana 4143,732363 0,09404084
Tabla 6.3: Comparacio´n de te´cnicas
El primer resultado que se puede observar es la diferencia en el tiempo de
procesado. Mientras que el filtro con mediana aproximada requiere poco tiempo
(independientemente de los para´metros elegidos), y resulta constante a lo largo
del v´ıdeo, el filtro con mediana en cambio aumenta su valor por 4. Adema´s, el
tiempo de procesado no es igual en cada frame, sino que la duracio´n normal de
ejecucio´n es muy baja, pero en el momento en que se actualiza el fondo, e´sta sube
dra´sticamente, aumentando la media.
En el caso de la media de las comparaciones entre el fondo real y los creados por
el algoritmo, sin embargo, ocurre lo contrario. Quien presenta mejores resultados
es el filtro con mediana, obteniendo una media muy baja. El filtro con mediana
aproximada da un valor 27 veces mayor, dando unos resultados bastante peores.
En la figura 6.1, se ve una comparacio´n visual de ambos me´todos, con un
umbral de 20.
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Figura 6.1: Comparacio´n de te´cnicas
a) Background creado manualmente, b) input frame, c) foreground creado por el
Filtro con Mediana Aproximado (umbral de 20), d) foreground creado por el
Filtro con Mediana (umbral de 20)
Despue´s de observar todas las ventajas e inconvenientes de cada me´todo, se
elegira´ el filtro con mediana para la realizacio´n del sistema. Aunque el tiempo de
procesado sea mayor, no es una diferencia muy excesiva y consigue una imagen
de fondo mucho ma´s fiable, lo que lo hace preferible para la aplicacio´n. Adema´s
podemos determinar con mejor precisio´n los tiempos de actualizacio´n.
Los para´metros que usaremos en el filtro con mediana sera´n los comentados
anteriormente para las pruebas en los v´ıdeos, pero a la hora de implementarse en
la aplicacio´n final el tiempo de actualizacio´n sera´ incrementado para obtener un
fondo ma´s constante. Este tiempo sera´ de alrededor de 1 segundo (30 frames) y se
subira´ el taman˜o del buffer a 26.
A partir de esta seccio´n, todas las pruebas se realizara´n usando el filtro con
mediana como me´todo de substraccio´n de fondo.
6.2. Eleccio´n de umbral
Para establecer el mejor valor de umbral para nuestra aplicacio´n, usaremos
varios v´ıdeos y escogeremos manualmente los valores que den una ma´scara de fore-
ground ma´s parecida a la real. La manera ideal de elegir los valores ser´ıa mediante
la comparacio´n de estas ma´scaras con una ma´scara fiable, pero ya que no se dis-
pone de e´sta, se hara´ mediante observaciones.
En la tabla 6.4 se muestran los resultados:
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Vı´deos
Valores o´ptimos
de umbral
adl-01-cam0 MOD 23 - 26
adl-02-cam0 MOD 24 - 25
adl-03-cam0 MOD 24 - 28
adl-05-cam0 MOD 26 - 28
adl-06-cam0 MOD 27 - 28
adl-08-cam0 MOD 26 - 27
fall-01-cam0 MOD 19 - 27
fall-03-cam0 MOD 19 - 25
fall-04-cam0 MOD 21 - 26
fall-05-cam0 MOD 21 - 26
fall-04-cam0 MOD 23 - 26
fall-10-cam0 MOD 22 - 26
Tabla 6.4: Valores o´ptimos de umbral
Despue´s de realizar las observaciones se puede ver que los valores ma´s repetidos
son los del intervalo 24 – 26, 9 veces cada uno. El valor escogido final sera´ un umbral
de 24.
6.3. Eleccio´n de te´cnica de confirmacio´n de ca´ıda
La etapa de confirmacio´n de ca´ıda es un paso crucial en la aplicacio´n. Es la
u´ltima etapa antes de la generacio´n de la alarma y permite distinguir cuando se ha
generado un evento por una ca´ıda o por otra causa diferente. En la seccio´n 5.9.3
se han visto dos maneras diferentes de establecer la confirmacio´n, ma´s una tercera
que corresponde a una mejora de la segunda. La manera en la que se comprobara´
cua´l usar de las dos consistira´ en aplicarlas en la coleccio´n de v´ıdeos obtenidos y
comparar cua´l ofrece mejores resultados. Los para´metros usados sera´n comunes a
ambos, exceptuando las variables que corresponden a cada te´cnica. Los para´metros
y v´ıdeos elegidos sera´n descritos con mayor detalle en el siguiente apartado. Esta
seccio´n se centrara´ en evaluar las diferencias entre usar el valor ma´ximo de los
histogramas de proyeccio´n vertical o la distancia de Bhattacharyya como te´cnicas
de confirmacio´n.
Para el primer me´todo se ha establecido un ratio ma´ximo de un 25 %, mientras
que para la distancia de Bhattacharyya se usara´ un l´ımite de 0.6. En la tabla
siguiente se muestran los resultados obtenidos con ambas te´cnicas.
VHPmax Bhattacharyya
Aciertos 69 % 69 %
Falsos positivos 21 % 20 %
Falsos negativos 10 % 11 %
Tabla 6.5: Comparacio´n de te´cnicas de confirmacio´n
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Como se puede ver, ambos me´todos ofrecen resultados similares, obteniendo el
mismo porcentaje de aciertos. El me´todo de ma´ximos de los VPH tiene un porcen-
taje de falsos positivos mayor que el Bhattacharyya, mientras que pasa al contrario
en el caso de los falsos negativos. En otras palabras, la comparacio´n de ma´ximos
tiende a realizar ma´s confirmaciones que la distancia de Bhattacharyya.
A primera vista se podr´ıa pensar que no hay demasiadas diferencias, sin embar-
go, es necesario estudiar cada v´ıdeo para entender cua´les han sido los fallos. Para
empezar, un 2 % de los falsos positivos de la segunda te´cnica ocurren en v´ıdeos
donde ha ocurrido una ca´ıda que ha sido confirmada. Es decir, que en realidad en
esos v´ıdeos s´ı se ha hecho una confirmacio´n correcta, pero en algu´n punto del v´ıdeo
se ha vuelto ha hacer una confirmacio´n equivocada. Otro punto a destacar es que
un 13 % de los v´ıdeos corresponden a situaciones en las que el sujeto se tumba en
un colcho´n y al cabo del tiempo se levanta. Este hecho provoca que al cabo del
tiempo, la persona pase a formar parte del background. En este tipo de v´ıdeos los
motivos de los errores son diferentes en cada caso. La comparacio´n de ma´ximos
falla en todos estos v´ıdeos al considerar la accio´n de tumbarse como ca´ıda. Por
otro lado, la distancia de Bhattacharyya evita estas confirmaciones, pero fracasa
al confirmar cuando se levanta, debido a los fallos del background comentados
anteriormente. En estos v´ıdeos podemos ver que la distancia de Bhattacharyya,
realiza una mejor distincio´n entre ca´ıdas y acciones como tumbarse y solamente
falla cuando se tiene un fondo erro´neo.
Por estas razones se elegira´ la distancia de Bhattacharyya y se le an˜adira´ la
mejora mencionada en el 5.9.3.1 para mejorar los resultados, los cuales se presentan
en el siguiente apartado.
6.4. Resultados finales
Despue´s de elegir las te´cnicas y establecer los valores de las distintas variables
del algoritmo, se procedera´ a obtener los resultados del algoritmo finales. Se
utilizara´n los v´ıdeos del segundo dataset, y se seleccionara´n u´nicamente los que
empiecen con el frame inicial sin personas en la escena. Esto hace un total de 83
v´ıdeos, siendo 31 de ca´ıdas y 52 de actividades cotidianas. Los para´metros usados
en la aplicacio´n sera´n los siguientes:
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Para´metros
Filtro Paso Bajo blurKernel 2
Umbral
threshLim 24
histLim 4000
Median Filter
buffSize 26
nmax 30
Deteccion de sombras
N 4
Lncc 0.99
Lstd 0.05
Llow 0.6
1o Filtrado de a´rea de contorno
areaMin 700
areaMax 20000
Union de silueta
distXCenMax 20
distYBoxMax 25
Limitador de centroide
limX 25
limY 15 20 (Lecture room)
2o Filtrado de a´rea de contorno
areaMin2 1500 900 (Lecture room)
areaMax2 20000
Filtrado
de a´rea de bounding box
areaMinBox 1500 900 (Lecture room)
Desactivacion de deteccion areaConfLim 45000
Deteccio´n y
confirmacio´n de ca´ıda
angleLim 45
aspectRatioLim 1
vphNFrames 25
vphBhatLim 0.6
Tabla 6.6: Tabla de para´metros
Como se vera´ en al apartado de instalacio´n del dispositivo, las variables de
limitacio´n del centroide y filtrado de a´rea sera´n distintas segu´n la disposicio´n de
la habitacio´n de la escena. Por esa razo´n, en los experimentos se establecio´ unos
para´metros distintos en los v´ıdeos de un escenario en concreto para conseguir me-
jores resultados.
Los resultados ma´s importantes para determinar el e´xito del algoritmo son el
porcentaje de detecciones acertadas y su velocidad de procesamiento.
6.4.1. Tiempo de procesamiento
Primero, se hara´ un ca´lculo de los tiempos de ejecucio´n de cada etapa del
programa, comparando los datos obtenidos en la placa Raspberry Pi frente a los
obtenidos por un ordenador convencional. Los valores mostrados son los tiempos
ma´ximos de cada etapa. Los datos de la tabla esta´n en ms, mientras que los de la
gra´fica esta´n en segundos.
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Ordenador Raspberry Pi
Obtencio´n de imagen 0,5868 8,1679 ms
Actualizacio´n background
(Median filter)
21,5998 73,9335 ms
Ajuste de resolucio´n 0,0470 0,3162 ms
Conversio´n BGR - GRAY 0,3471 0,9555 ms
Filtro paso bajo 0,3178 3,2418 ms
Sustraccio´n de fondo 0,0688 0,5087 ms
Histograma para eleccio´n de
umbral
0,2372 0,9092 ms
Algoritmo baja saturacio´n 2,3083 8,2852 ms
Umbralizacio´n 0,2339 1,1072 ms
Deteccio´n de sombras 3,5350 13,4808 ms
Transformaciones morfolo´gicas 0,4722 12,2034 ms
Actualizacio´n buffer de
background
4,9925 8,2968 ms
Actualizacio´n buffer de VPH 0,3819 1,3042 ms
Extraccio´n de para´metros y
ajustes
1,1576 3,0337 ms
Distancia de Bhattacharyya 8,5531 23,9935 ms
Tabla 6.7: Tiempos de procesamiento en cada etapa
Figura 6.2: Tiempos de procesamiento en cada etapa
A continuacio´n, se calculara´ el rendimiento final del dispositivo, es decir, el
tiempo medio que tarda el programa desde que obtiene un fotograma al siguiente,
pasando por todas las etapas del algoritmo explicadas anteriormente. Para calcular
el tiempo de procesado por frame, se probara´ directamente en la placa Raspberry
Pi. No se mostrara´ la imagen por pantalla, de esta forma, se ahorrara´ tiempo por
frame. Se han escogido un total de 15 v´ıdeos para realizar la prueba. El tiempo
medio total se obtendra´ de la manera siguiente. Se calculara´ el tiempo que tarda
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en acabarse cada v´ıdeo y despue´s se dividira´ por el nu´mero de frames del v´ıdeo.
Cabe destacar que el tiempo medio se mantiene similar en cada v´ıdeo. Ma´s tarde,
se hara´ una promedio de todas las medias y se obtendra´ un valor final. Este valor
es el siguiente:
Tiempo medio de procesado
(seg/frame)
0,0846
Tabla 6.8: Tiempo de procesamiento del programa
Para que un sistema como el que se presenta funcione en situaciones de la vida
real, es necesario contar con un programa que sea capaz de trabajar en tiempo
real. Estos resultados no nos permitir´ıan tener un sistema de tiempo real (11,82
frames/seg), por lo que necesitan ser mejorados. Sin embargo, son relativamente
buenos comparados con otros algoritmos desarrollados similares [4]. Una opcio´n
para mejorar la velocidad de procesado podr´ıa ser el uso de un lenguaje de
programacio´n ma´s ra´pido o el uso de computacio´n en paralelo. Tambie´n, otras
soluciones podr´ıan ser una reduccio´n de la resolucio´n de las ima´genes y una mejor
optimizacio´n del co´digo.
6.4.2. Resultados de deteccio´n de ca´ıdas
Los resultados obtenidos son los siguientes:
no v´ıdeos Porcentaje
Aciertos 62 75 %
Falsos positivos 12 14 %
Falsos negativos 9 11 %
Tabla 6.9: Resultados finales del algoritmo
Como se puede ver, el uso de la te´cnica descrita en 5.9.3.1 permite obtener
una mejora de un 6 % respecto a no usarla. Igual que en el apartado anterior, sera´
preciso estudiar a fondo los resultados, y entender cua´les han sido los problemas
del sistema para poder mejorarlo.
Para empezar, existe una coleccio´n de 11 v´ıdeos de larga duracio´n donde la
persona se tumba y se vuelve a levantar. En estos v´ıdeos la persona acaba siendo
parte del fondo, por lo que al levantarse aparecen fallos y se produce la confir-
macio´n. De estos v´ıdeos, solo en 3 son evitadas las confirmaciones, lo que quiere
decir que solamente estos v´ıdeos constituyen casi un 67 % de los fallos por falsos
positivos.
Por otro lado, a la hora de detectar ca´ıdas, para el sistema realmente solo exis-
ten 2 tipos de ca´ıdas. E´stas son las ca´ıdas laterales y las que se realizan hacia
delante o hacia atra´s con respecto a la ca´mara. Segu´n sean estas ca´ıdas, el aspect
ratio y a´ngulo de ca´ıda (para´metros elegidos de deteccio´n de ca´ıda) tendra´n una
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forma u otra. De los 31 v´ıdeos con ca´ıdas, 11 son ca´ıdas del segundo tipo. Segu´n
esta´ disen˜ado el algoritmo, las ca´ıdas no laterales son dif´ıciles de detectar, por lo
que no se han confirmado 8 ca´ıdas de este tipo. Es decir, estos v´ıdeos suponen el
89 % de los falsos negativos.
Por u´ltimo, los 5 u´ltimos falsos positivos y negativos se han producido por
fallos de creacio´n de ma´scara. Estos problemas se han debido a diversos motivos:
Cuando la persona lleva ropa de la misma intensidad que el fondo, la ma´scara
no detecta bien la silueta.
Cuando una persona se encuentra en el mismo sitio por un periodo largo de
tiempo, la persona pasa a formar parte del background, por lo que al alejarse
de la zona, la ma´scara detectara´ a la persona y el a´rea donde estaba antes.
Al mover objetos, sobre todo si son grandes (sillas, la´mparas, etc.), son
detectados por la ma´scara e interfieren en la bu´squeda de contornos.
Baja calidad de la ca´mara.
Es necesario mencionar que las pruebas se han hecho con v´ıdeos grabados de
una coleccio´n de internet, por lo que no se ha podido comprobar el efecto que ha
tenido la ca´mara escogida sobre los resultados. Sin embargo, experimentaciones
posteriores han detectado algunos problemas. La ca´mara no tiene mucha calidad
y ocasiona que en entornos con poca luz aparezca mucho ruido en las ima´genes.
Aparte, tiene demasiado zoom, lo que no permite realizar una buena panora´mica
de la habitacio´n.
En resumen, estos para´metros nos han dado unos resultados finales buenos, sin
embargo, son insuficientes para constituir un sistema de deteccio´n por s´ı solo. El
29 % de las ca´ıdas no han sido detectadas, mientras que un 23 % de los v´ıdeos con
actividades cotidianas han tenido falsos positivos. Por ello, sera´n necesarios varios
ajustes y an˜adidos que ayuden a subir el porcentaje de aciertos. Entender estos
fallos ha servido para poder crear una lista de mejoras, que suplira´n esos errores y
servira´n para perfeccionar el sistema, los cuales se presentara´n en el cap´ıtulo 11.
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Instalacio´n del dispositivo
Una vez que se ha creado el programa y ha sido implementado en la placa
Raspberry Pi, el siguiente paso sera´ la instalacio´n del dispositivo en la vivienda
del cliente. Sin embargo, antes de ser instalado, se debera´n tomar en cuenta algunas
consideraciones y recomendaciones para que la aplicacio´n funcione mejor.
7.1. Requisitos iniciales de la instalacio´n
El primer uso del dispositivo se debera´ hacer siguiendo una serie de
instrucciones. Si no se llevan a cabo, el sistema podr´ıa no funcionar. Estos son
los requisitos iniciales:
1. En primer lugar, ya que la alarma se env´ıa a trave´s de internet, sera´ necesario
que la vivienda de la persona mayor tenga instalado un sistema de conexio´n
a internet. La conexio´n puede ser por ethernet o por WiFi, al contar la placa
con los dos tipos de perife´rico.
2. Se introducira´n los datos del destinatario de la alarma en la aplicacio´n, para
que pueda ser avisado.
3. La ca´mara debera´ situarse en un lugar donde no pueda ser movida, es decir,
se debera´ instalar en un sitio fijo para que no se produzcan desencuadres del
background respecto a las ima´genes del primer plano.
4. Antes de iniciar la aplicacio´n, sera´ necesario introducir los valores de las
variables de filtrado de a´rea por contorno y bounding box, y l´ımites del
centroide. Las distribuciones de cada habitacio´n son distintas y precisan
diferentes para´metros segu´n sean e´stas y este´ colocada la ca´mara. Por
ejemplo, en los escenarios donde la ca´mara se encuentra ma´s alejada, los
taman˜os mı´nimos de los filtros de a´rea debera´n ser menores, o tambie´n, si
hay una pared a un lado de la escena, no sera´ necesario limitar esa zona.
Una vez se hayan seguido estos pasos, simplemente se iniciara´ la aplicacio´n.
E´sta creara´ un fondo inicial en 15 segundos, durante los cuales no se detectara´n
ca´ıdas. Despue´s se ejecutara´ la aplicacio´n de forma normal.
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7.2. Recomendaciones
La posicio´n de la ca´mara juega un papel muy importante a la hora de
detectar las ca´ıdas. Una mala eleccio´n puede suponer la diferencia entre un sistema
completamente funcional o uno ineficaz. A continuacio´n se muestran algunas
recomendaciones:
Para conseguir una buena visio´n de la escena, la ca´mara debera´ estar situada
a una distancia elevada, lo ma´s cerca posible de la pared para que recoja la
habitacio´n al completo. Esta distancia debera´ ser de unos 1.5-2.5 metros
aproximadamente. Si se coloca a una distancia inferior o superior, pueden no
detectarse del todo bien las ca´ıdas. Es recomendable tambie´n, ser usado en
estancias amplias.
Se pondra´n en lugares donde existan las menos oclusiones posibles. Si
existen muchas oclusiones se formara´n fallos en la ma´scara y el programa
no funcionara´.
Se intentara´ evitar ser colocadas en lugares donde se graben ventanas y focos
de luz. Si se recoge una fuente de luz de forma directa, provocara´ mucho ruido
en la substraccio´n del fondo, apareciendo positivos erro´neos en la ma´scara.
Adema´s, se intentara´ omitir la grabacio´n de zonas que puedan causar reflejo,
como espejos y cristales.
En este cap´ıtulo se han dado varias pautas para que el dispositivo pueda
funcionar correctamente. Obviamente, cada estancia es distinta y no sera´ siempre
posible seguir estas recomendaciones. Por ello, habra´n viviendas donde no sea
posible instalar este tipo de sistema o simplemente funcione peor.
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Planificacio´n
Para alcanzar los objetivos del proyecto, e´ste se ha dividido en las siguientes
fases, con el objetivo de organizar mejor el documento y la carga de trabajo.
Fase 1 - Estudio de la tecnolog´ıa a utilizar
Para comenzar el proyecto, el primer paso ha consistido en buscar
informacio´n sobre el funcionamiento del software y hardware a utilizar. Esto
es, principalmente, informacio´n sobre la placa Raspberry Pi, el lenguaje
Python, y la librer´ıa OpenCV, adema´s de las librer´ıas adicionales.
Fase 2 - Obtencio´n de material
En este punto se incluye la compra del material y la eleccio´n de escenas.
En cuanto al material, se buscaron varias marcas y tipos de cada componente
para seleccionar los componentes con una buena relacio´n de calidad y precio.
La eleccio´n de escenas se divide en dos etapas. Primero se utilizo´ una
coleccio´n proporcionada por el tutor, para realizar las pruebas. Sin embargo,
finalmente se determino´ que esta coleccio´n no serv´ıa para conseguir una
buena experimentacio´n, por lo que en una segunda etapa se buscaron nuevos
dataset que sirvieran para el propo´sito del proyecto.
Fase 3 - Estudio de la bibliograf´ıa de te´cnicas de visio´n artificial
Una vez adquiridos los conocimientos necesarios para hacer funcionar los
componentes y el software del sistema, el siguiente paso fue la bu´squeda
de informacio´n relacionada con las te´cnicas de visio´n artificial, que han
permitido disen˜ar el programa.
Fase 4 - Estudio sobre te´cnicas de generacio´n de alarma
Para crear la alarma, se tuvo que buscar informacio´n sobre las diferentes
opciones de generacio´n de alarma. Finalmente se opto´ por el aviso por correo.
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Fase 5 - Desarrollo del co´digo
Con la bibliograf´ıa ya estudiada, se procedio´ a la escritura del co´digo. Esta
fase se hizo en paralelo con la mayor´ıa de fases del proyecto.
Fase 6 - Experimentacio´n en ordenador
En esta etapa se probo´ el co´digo en las colecciones de v´ıdeos y se extrajeron
los resultados, usando un ordenador personal. Esta fase, al igual que el
desarrollo del co´digo, se realizo´ durante gran parte del proyecto. Las pruebas
y la programacio´n han ido en paralelo, con el fin de asegurar el buen
funcionamiento de programa.
Fase 7 - Configuracio´n Raspberry Pi
A la vez que se desarrollaba el co´digo, fue necesario la configuracio´n de
la Raspberry Pi. Primero se descargo´ el sistema Raspbian en una tarjeta
microSD, para instalarlo en la placa y despue´s se instalo´ todo lo necesario
para el funcionamiento del co´digo.
Fase 8 - Experimentacio´n en Raspberry Pi
Una vez se consiguio´ desarrollar el co´digo en el ordenador y se configuro´ la
Raspberry Pi, la u´ltima etapa del proyecto consistio´ en probar el programa
en la placa para extraer los resultados finales.
Fase 9 - Elaboracio´n de la memoria
La u´ltima fase consistio´ en la documentacio´n del proyecto.
A continuacio´n, se muestra una tabla con las etapas del proyecto, indicando
las fechas aproximadas de comienzo y final de cada tarea, y su representacio´n en
un diagrama de Gantt.
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Tarea Inicio Fin
Estudio de la tecnolog´ıa 15/10/2016 14/03/2017
Obtencio´n de material 20/11/2016 03/08/2017
Bu´squeda de componentes 20/11/2016 30/01/2017
Bu´squeda 1o dataset 18/03/2017 19/03/2017
Bu´squeda 2o dataset 02/08/2017 03/08/2017
Estudio visio´n artificial 10/03/2017 08/08/2017
Estudio generacio´n de alarma 04/09/2017 14/09/2017
Desarrollo del co´digo 15/04/2017 14/09/2017
Experimentacio´n en ordenador 17/04/2017 14/09/2017
Configuracio´n Raspberry Pi 15/06/2017 21/06/2017
Experimentacio´n en Raspberry Pi 13/09/2017 15/09/2017
Elaboracio´n de memoria 15/07/2016 24/09/2017
Tabla 8.1: Tareas y fechas de planificacio´n
Figura 8.1: Diagrama de Gantt
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Marco regulador
En este cap´ıtulo se estudiara´n las implicaciones legales que supondr´ıa insta-
lar un sistema de este tipo en una vivienda. Para empezar, se considerara´ que el
producto sera´ comercializado, ya que de no ser as´ı, no ser´ıa necesario cumplir cier-
tas normativas que se mencionara´n a continuacio´n. Adema´s, se considerara´ que el
proyecto se desarrolla en Europa, y ma´s concretamente en Espan˜a, por lo que los
marcos reguladores de otros pa´ıses quedar´ıan fuera de este ana´lisis.
El proyecto presentado implica la captacio´n de ima´genes del interior de vi-
viendas privadas. Aunque la videovigilancia del dispositivo no es continua, en el
sentido de que lo grabado no se env´ıa a ninguna fuente externa, ni es almacenado,
la deteccio´n de las ca´ıdas s´ı supone el env´ıo de ima´genes. La captacio´n de imagen
es un dato de cara´cter personal y por tanto, esta´ regulado por la normativa de
proteccio´n de datos. Es necesario aclarar que la mera captacio´n de ima´genes del
interior de una vivienda propia no infringe la normativa de proteccio´n de datos, ya
que se considera que se realiza en el ejercicio de una actividad personal o dome´sti-
ca. Sin embargo, si la ca´mara capta la imagen de otras personas, este hecho s´ı
es objeto de regulacio´n y es necesario cumplir con una serie de garant´ıas recogi-
das en la Ley Orga´nica 15/1999 de Proteccio´n de Datos de Cara´cter Personal. [34].
Por otro lado, dependiendo del destinatario de las ima´genes, tambie´n sera´ nece-
sario la aplicacio´n de otras normativas. Si el destinatario es un familiar o conocido
del titular, no ser´ıa necesario aplicar ninguna norma adicional. Sin embargo, si el
encargado de recibir las ima´genes es alguna organizacio´n de salud pu´blica, el tema
var´ıa. En Espan˜a, el concepto de vigilancia en salud pu´blica esta´ regulado con la
Ley 33/2011 General de Salud Pu´blica (LGSP) [35].
Al ser un dispositivo electro´nico y ele´ctrico, sera´ por tanto, tambie´n objeto de
la normativa nacional sobre compatibilidad electromagne´tica, material ele´ctrico, y
equipos radioele´ctricos. Estas normas esta´n recogidas en el Real Decreto 186/2016,
por el que se regula la compatibilidad electromagne´tica de los equipos ele´ctricos y
electro´nicos [36], el Real Decreto 187/2016, por el que se regulan las exigencias de
seguridad del material ele´ctrico destinado a ser utilizado en determinados l´ımites
de tensio´n [37] y el Real Decreto 188/2016, por el que se aprueba el Reglamento
por el que se establecen los requisitos para la comercializacio´n, puesta en servicio
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y uso de equipos radioele´ctricos, y se regula el procedimiento para la evaluacio´n de
la conformidad, la vigilancia del mercado y el re´gimen sancionador de los equipos
de telecomunicacio´n [38], respectivamente.
Por u´ltimo, se debe mencionar que el proyecto no pretende crear ninguna
patente, ya que uno de los objetivos es que el proyecto sea de co´digo abierto.
Por ello, deber´ıa tener una licencia de co´digo libre, como puede ser GPL, ofrecida
por la Free Software Foundation (FSF).
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Entorno socio-econo´mico
10.1. Presupuesto
En esta seccio´n, se detallara´ la estimacio´n de los costes de la elaboracio´n del
proyecto. Para su fa´cil comprensio´n, se presentan los costes en diferentes apartados:
Coste de personal
Coste de software y hardware
Costes indirectos y amortizaciones
10.1.1. Coste de personal
En esta subseccio´n se detallan las personas involucradas en el proyecto, as´ı
como la cantidad de tiempo invertido y el precio por hora.
Co´digo Descripcio´n Unidad Cantidad Precio
Precio
Total
1.1
Ingeniero industrial especializado
en electro´nica y automatizacio´n.
Ingeniero industrial con conocimientos
ba´sicos en programacio´n de visio´n por
computador, programacio´n en Python
y circuitos.
Mes/
2h/d´ıa
9 375,00 3.375,00 e
1.2
Doctor Ingeniero industrial.
Tutor, amplios conocimientos en visio´n
por computador y redes neuronales.
Enrique Pelayo Campillos.
Horas 10 60,00 600,00 e
Coste
Total
4.350,00 e
Tabla 10.1: Coste de personal
10.1.2. Coste de software y hardware
En este apartado se calcula el coste del material empleado. Todo el software
utilizado ha sido software libre, por lo que no existen gastos de este tipo.
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Co´digo Descripcio´n Cantidad Precio Ud.
Precio
Total
2.1
Raspberry Pi 3 Model B+.
Microcontrolador usado como controlador
principal del sistema.
1 39,95 39,95 e
2.2
Carcasa para Raspberry Pi.
Carcasa oficial de la Raspberry Pi 3 Model B+.
1 4,95 4,95 e
2.3
Ca´mara web Selecline 862050.
Ca´mara web que capta las ima´genes.
1 7,90 7,90 e
2.4
Cargador micro-USB - 2,1 A.
Fuente de alimentacio´n del sistema.
1 11,25 11,25 e
2.5
Tarjeta MicroSD.
Tarjeta MicroSD SanDisk Ultra 16GB, clase 10.
1 6,99 6,99 e
2.6
Teclado inala´mbrico Selecline 855289.
Teclado para controlar la placa Raspberry Pi.
1 9,90 9,90 e
2.7
Cableado conexiones multimedia.
Cable VGA y conversor HDMI-VGA.
1 5,13 5,13 e
Coste
Total
86,07 e
Tabla 10.2: Coste de hardware y software
10.1.3. Costes indirectos y amortizaciones
Aqu´ı se detallan los costes indirectos y una estimacio´n de los costes de amor-
tizacio´n de los equipos usados.
Segu´n la nueva Ley aprobada el 27 de Noviembre de 2014 con fecha de entrada
en vigor el 1 de Enero de 2015 del Impuesto sobre Sociedades, el coeficiente
lineal ma´ximo de amortizacio´n para equipos electro´nicos destinados a procesos
de informacio´n es de un 25 % anual (en un total de 4 an˜os) [39].
Co´digo Descripcio´n Precio
Coeficiente
Amor.
Amor. Mes No Meses
Precio
Total
3.1
Ordenador ASUS VivoBook S200E.
Ordenador usado para realizar proyectos
y pra´cticas.
295,59 25 % 1,54 9 13,86 e
3.2
Gastos Internet.
Consumo de red mo´vil.
20,00 e
3.4
Gasto de luz.
Gasto de luz y bater´ıas.
56,00 e
Coste
Total
89,86 e
Tabla 10.3: Costes indirectos y amortizaciones
10.1.4. Coste total
En este u´ltimo apartado, se incluye el coste total suponiendo que el proyecto
hubiese sido realizado por una empresa:
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Partida Descripcio´n Precio Total
1 Coste personal 4.350,00 e
2 Coste software y hardware 86,07 e
3 Costes indirectos y amort. 89,86 e
Total 4.525,93 e
IVA (21 %) 950,44 e
Coste Total 5.476,38 e
Tabla 10.4: Coste total
Por tanto, el coste final del proyecto es de 5.476,38 e.
10.2. Impacto socio-econo´mico
El proyecto presentado se encuentra en una fase de investigacio´n, por lo que
como se ha comentado anteriormente, este producto no podr´ıa ponerse al mercado
en la situacio´n actual. Sin embargo, se realizara´ un pequen˜o ana´lisis sobre los cos-
tes y beneficios que supondr´ıa fabricar un producto de este tipo segu´n su estado
actual, comparado con dispositivos similares.
Aunque las investigaciones en los sistemas de deteccio´n de ca´ıdas esta´n tenien-
do un gran avance, actualmente no existen demasiados dispositivos en el mercado
con los que hacer comparaciones. Por tanto, para este ana´lisis se tendra´n en cuen-
ta sistemas con caracter´ısticas y funciones similares, como pueden ser los sistemas
de telealarma y de videovigilancia. Este tipo de dispositivos no realizan necesa-
riamente detecciones de ca´ıdas, pero son comparables en cuanto a componentes y
servira´n para tener una estimacio´n de costes.
El primer tipo de sistema ofrece precios y opciones muy variadas. Se pueden
encontrar kits de marcadores telefo´nicos con boto´n de pa´nico, con precios que osci-
lan desde los 79 e hasta los 200 e [40–42]. Tambie´n hay opciones ma´s completas,
que incluyen monitorizacio´n del usuario, con cuotas mensuales de unos 13 e al
mes [43]. Aparte de los precios comentados, tambie´n hay que incluir los gastos
provocados por el uso de la l´ınea telefo´nica fija o GSM que producen el aviso,
segu´n el tipo de producto.
En cuanto a los sistemas de videovigilancia, igualmente existen numerosos tipos
de kits y precios, determinados principalmente por el nu´mero de ca´maras inclui-
das y sus prestaciones, as´ı como los servicios que e´stas ofrecen [44]. Las opciones
ma´s econo´micas rondar´ıan los 450-550 e, mientras que los kits que ofrecen ma´s
funciones, como ana´lisis de v´ıdeo, deteccio´n de movimiento, alerta con ima´genes
y/o v´ıdeo, etc., alcanzan precios de 550-800 e. Adema´s, muchos de estos sistemas
requieren de una suscripcio´n mensual para poder aprovechar todas esas funciones.
Para determinar el precio que supondr´ıa la venta del dispositivo desarrollado,
se procedera´ de la forma siguiente. Para empezar se establecera´ un precio de fa-
bricacio´n del dispositivo. Los componentes usados no compondr´ıan los elementos
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finales del dispositivo, por lo que el precio sera´ una estimacio´n tomando a estos
como referencia. El coste propuesto sera´ de unos de unos 80 e, resultado de la
mejora de ciertos componentes (principalmente la ca´mara).
En un futuro, la idea del proyecto es hacer un sistema auto´nomo, es decir, que
no requiera la supervisio´n de ningu´n te´cnico para hacerlo funcionar. Sin embargo,
la instalacio´n y mantenimiento del dispositivo actualmente depende de una perso-
na que sepa manejarlo. Por esa razo´n, se incluira´ en el coste total los servicios de
un te´cnico. El salario de un te´cnico instalador se estimara´ de 1200 e. Este coste
se dividira´ entre un nu´mero estimado de dispositivos vendidos al mes (30 disposi-
tivos, uno y medio por cada d´ıa laborable). Este coste har´ıa un total de 40 e por
dispositivo.
Por u´ltimo, se considerara´n unos beneficios del 30 % respecto al coste total.
A continuacio´n, se mostrara´ la estimacio´n de los costes y beneficios del
producto. Para crear el presupuesto se han tomado en cuenta los siguientes
aspectos:
Todos los precios ira´n en euros.
Ne se tomara´n en cuenta impuestos o similares.
10.2.1. Costes y beneficios
Partida Descripcio´n Precio Total
1 Coste personal 40,00 e
2 Coste componentes 80,00 e
Total 120,00 e
Beneficio del 30 % 36,00 e
Coste Total 156,00 e
Tabla 10.5: Costes y beneficios
Segu´n el presupuesto, el coste total de fabricacio´n del dispositivo ascender´ıa
a los 120,00 e. Si se quiere conseguir un beneficio del 30 %, se obtendra´n unos
ingresos de 36,00 e por unidad. El precio final de venta del dispositivo sera´, por
tanto, de 156,00 e.
Naturalmente, este presupuesto es solo una estimacio´n y variara´ dependiendo
de diferentes factores. Los factores principales sera´n el coste de componentes y
del personal. El coste de los componentes puede variar, disminuyendo si se quiere
adquirir un producto ma´s econo´mico, o aumentando si se quiere crear un sistema
ma´s competente (mejores ca´maras y sistema de procesamiento, mayor nu´mero de
ca´maras, etc.). Adema´s, el precio del personal es dif´ıcil de estimar, y dependera´
mayormente de los salarios de la empresa que comercialice el producto y de la
amortizacio´n de e´ste. Otro factor sera´ el beneficio que se quiera obtener, el cual
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tambie´n dependera´ de las preferencias de la empresa.
Por u´ltimo, no se ha tomado en consideracio´n ningu´n tipo de impuesto, por lo
que dependiendo del pa´ıs donde se venda, el coste total se podr´ıa ver incrementado.
Como se puede observar, el precio final del dispositivo, respecto a los dema´s
productos comparados resulta econo´mico, y entra dentro de los l´ımites esperados,
teniendo en cuenta las funciones que presenta. Adema´s, al contrario que algunos
de los dispositivos mencionados, no requiere de ningu´n tipo de suscripcio´n que
pueda incrementar el precio.
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Mejoras futuras
En el proyecto se ha desarrollado un algoritmo que ha permitido crear un
sistema competente de deteccio´n de ca´ıdas. Sin embargo, todav´ıa existe un amplio
margen de mejora. Gracias a las experimentaciones se han podido encontrar los
puntos fuertes de nuestro dispositivo, y corregir los de´biles. A continuacio´n, se
enumerara´n distintas propuestas que pueden ayudar a perfeccionar el sistema.
Mu´ltiples ca´maras por habitacio´n: La utilizacio´n de ma´s de una ca´mara
por habitacio´n posibilitar´ıa poder grabar el entorno desde varios a´ngulos di-
ferentes. De esta forma se solucionar´ıa el problema de las ca´ıdas hacia delante
y atra´s respecto a la ca´mara. La utilizacio´n de dos ca´maras por habitacio´n
ser´ıa suficiente para captar los dos tipos de ca´ıdas.
Esta propuesta tiene el inconveniente de requerir el doble, o ma´s, tiempo de
procesamiento, al trabajar con mu´ltiples v´ıdeos a la vez. Por ello, deber´ıa
usarse una segunda placa de procesamiento, incrementando de esta forma el
coste. Otra solucio´n podr´ıa ser bajar la resolucio´n de los frames para trabajar
con menos datos.
Sistema multica´mara: El proyecto desarrollado so´lo sirve para controlar
una sola habitacio´n, por lo que, si se quiere obtener un sistema ma´s seguro
para el usuario, sera´ conveniente instalar un sistema multica´mara que recoja
el mayor nu´mero de zonas de la vivienda. Como se comenta en la propuesta
anterior, lo ideal ser´ıa la instalacio´n de un par de ca´maras por cuarto.
Para solucionar el problema del tiempo de procesado y no incrementar
demasiado el coste del sistema, una opcio´n podr´ıa ser la utilizacio´n de
sensores de movimiento, que activasen los pares de ca´maras cuando la
persona entre a la habitacio´n.
Ca´maras IP: Para evitar instalaciones complejas y el uso excesivo de
cableado, una propuesta es la utilizacio´n de ca´maras IP. Estas ca´maras no
necesitan estar conectadas a la placa. Env´ıan las ima´genes a un servidor a
trave´s de redes IP como redes LAN, WAN e internet, al que accedera´ la
placa para realizar los ana´lisis. De esta forma, las u´nicas conexiones sera´n
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mediante ethernet o por WiFi. Adema´s, an˜aden la posibilidad de vigilancia
remota.
Algoritmo de seguimiento de objetos: Debido a las segmentaciones de
la silueta producidas por los errores de la ma´scara, la aplicacio´n no es capaz
de distinguir cuando un cu´mulo de contornos son parte del mismo objeto o
son distintos. Una forma de arreglar este problema ser´ıa la implementacio´n
de un algoritmo de seguimiento de objetos, que sea capaz de predecir las
formas y posiciones de las personas.
Mejor calidad de componentes: Un factor tambie´n importante reside en
los propios componentes del dispositivo. Una ca´mara mejor podra´ obtener
ima´genes de ma´s calidad, evitando muchos fallos en las ma´scaras. La ca´mara
adquirida sirve como un primer acercamiento a la creacio´n del dispositivo,
pero el sistema final precisara´ de una ca´mara con mejores prestaciones.
Adema´s, tener un equipo con mayor capacidad de procesamiento permitira´
conseguir tiempos mucho menores y la implementacio´n de algoritmos que
requieran ma´s carga computacional y memoria. La parte negativa de esta
mejora es el aumento de precio que supondr´ıan estos componentes.
Diferentes tipos de ca´mara: Mediante la combinacio´n de una ca´mara
convencional con otro tipo de ca´maras, como pueden ser ca´maras infrarrojas
o de profundidad, se podr´ıan conseguir resultados mucho mejores, al suplir
carencias que pueden ser subsanadas con estos tipos de sensores.
Ima´genes a color: Todo el desarrollo del proyecto se ha hecho haciendo
uso de ima´genes en escala de grises, principalmente con el fin de mejorar
los tiempo de procesamiento del programa y reducir la cantidad de
memoria precisada. Este hecho ha limitado ciertos algoritmos que hacen
uso de ima´genes a color, que podr´ıan haber funcionado mejor que los
implementados. Mediante una mejora del sistema de procesamiento, se
podr´ıan usar este tipo de ima´genes, pudiendo hacer uso de algoritmos ma´s
eficaces.
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Conclusiones
En este cap´ıtulo se reflejara´n las conclusiones generales obtenidas despue´s de
haber concluido el proyecto.
Este trabajo de fin de grado nacio´ con la idea de crear un dispositivo que sirvie-
ra de ayuda para personas en riesgo, en especial para personas mayores, haciendo
uso de la visio´n artificial. El riesgo de ca´ıdas para este segmento de la poblacio´n
es enorme, siendo una de las causas que provocan ma´s muertes y accidentes al
an˜o. Por esa razo´n, se considero´ una buena idea enfocar el proyecto en el disen˜o
y fabricacio´n de un dispositivo que fuera capaz de detectar esas ca´ıdas y mandar
una alarma que pudiera socorrer a la v´ıctima. Este sistema, adema´s deber´ıa ser un
producto que sirviera para un a´mbito comercial, y que no supusiera un gran coste
para los clientes.
Para poder crear este dispositivo fue necesario hacer un ana´lisis general de los
diferentes me´todos y tecnolog´ıas disponibles. Se llego´ a la conclusio´n de que no
hay una tecnolog´ıa mejor que otra, si no que cada una tiene sus ventajas y sera´
necesaria su utilizacio´n dependiendo del contexto de la deteccio´n. Dentro de los
algoritmos de visio´n artificial se tuvo que hacer un estudio exhaustivo de las nu-
merosas te´cnicas existentes. En cuanto a los algoritmos de deteccio´n de personas
se opto´ por hacer uso de algoritmos de substraccio´n de fondo como el filtro con
mediana y filtro con mediana aproximado. Este tipo de me´todos de formacio´n de
fondo han permitido crear ma´scaras de movimiento que han servido como punto
de partida para disen˜ar el programa. Uno de los mayores retos ha sido la elec-
cio´n de los para´metros, como se ha visto reflejado en las experimentaciones. Las
condiciones de cada estancia son distintas, y los para´metros que sirven para un
tipo de situacio´n y entorno no siempre son los ma´s adecuados para otros. Debi-
do a que la substraccio´n de fondo no es suficiente para crear una ma´scara fiable,
se han tenido que buscar maneras para refinarla, como la deteccio´n de sombras,
las transformaciones morfolo´gicas, o el uso de histogramas para la umbralizacio´n.
Aparte, tambie´n han sido necesarios ciertos ajustes que han servido para perfec-
cionar la ma´scara con el fin de evitar errores y confirmaciones innecesarias. A la
hora de buscar criterios de deteccio´n y confirmacio´n, se han usado el aspect ratio
y el a´ngulo de ca´ıda en la primera etapa y los histogramas de proyeccio´n vertical
en la segunda, an˜adiendo una mejora que ha conseguido mejorar el porcentaje de
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resultados. La u´ltima etapa ha consistido en la creacio´n de la alarma, para la cual,
se ha implementado un sistema de aviso por correo electro´nico que permite man-
dar un aviso instanta´neo, acompan˜ado de una imagen de la ca´ıda. De esta forma
se puede valorar mejor la situacio´n y actuar en consecuencia.
Los resultados obtenidos han sido buenos, pero como ya hemos explicado, esta´n
muy lejos de ser los adecuados para ser llevados al a´mbito comercial. Por un lado,
la velocidad de procesado no es lo suficientemente alta, por lo que no sera´ muy
recomendable en entornos de tiempo real. En cuanto al porcentaje de aciertos,
aunque ha sido alto, no es lo suficiente para un sistema de este tipo. Mientras que
en las ca´ıdas laterales respecto a la ca´mara se consigue un porcentaje muy alto de
aciertos, en las ca´ıdas no laterales el porcentaje se desploma. Aparte, el sistema
falla cuando la persona aparece en escena en el mismo sitio durante mucho tiempo,
ya que el fondo se actualiza con ella y provoca detecciones falsas. Para solucionar
estos problemas se ha hecho una lista de posibles modificaciones futuras que pue-
den ser interesantes para conseguir unos resultados mejores, destacando el sistema
multica´mara, y la mejora de componentes.
Por otro lado, se ha conseguido crear un sistema econo´mico, y que no ha ne-
cesitado de grandes y caras tecnolog´ıas para funcionar. Adema´s, su instalacio´n es
sencilla y solo necesita de un par de requisitos y recomendaciones para funcionar
correctamente.
En resumen, este proyecto ha servido como una primera toma de contacto al
desarrollo de los sistemas de deteccio´n de ca´ıdas. Se ha demostrado que se puede
conseguir un sistema competente de deteccio´n de ca´ıdas, aunque con amplio mar-
gen de mejora, haciendo uso de tecnolog´ıas baratas y que no supongan un gran
desembolso para el cliente. Para poder ser desarrollado con e´xito, sera´ necesario
una segunda etapa donde se investiguen nuevas te´cnicas para poder ser aplicadas al
sistema y mejorarlo. Tambie´n se debera´ hacer una nueva evaluacio´n para determi-
nar si los componentes elegidos son los ma´s adecuados para los nuevos algoritmos.
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Anexo A
Co´digo del programa
AlgoritmoDeteccion.py:
1 ı¨ )) ¿# −∗− coding : utf−8 −∗−
”””
3 Created on Fr i Sep 22 01 : 13 : 22 2017
5 @author : s e r g i o
”””
7
import numpy as np
9 import cv2
import time
11 from EnvioCorreo import ∗
13 # −−−−−−−−−−−−−−−−−−−−−−−−−−− Clase Persona
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c l a s s Persona :
15 de f i n i t ( s e l f ) : #tamBuffer : Tamano de l o s b u f f e r
# Buf f e r de l c e n t r o i d e
17 s e l f . c en t r o id = np . empty ( ( 2 ) , i n t )
s e l f . c en t r o id [ : ] = −1
19 # Buf f e r de l bounding box
s e l f . boundingBox = np . empty ( ( 4 ) , i n t ) # (x , y , w, h)
21 s e l f . boundingBox [ : ] = −1
# Li s t a de l o s contornos de l frame ac tua l
23 s e l f . contour = 0
# Li s ta de contornos a soc i ados
25 s e l f . a s s o c i a t e d = [ ]
27 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−− Funciones
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# Funcion que a c t u a l i z a e l background
29 de f actBackground ( bu f f ) :
bufferOrdenado = np . s o r t ( buf f , a x i s = 0) # Ordenamos elemento a
elemento de l b u f f e r
31 bg = bufferOrdenado [ i n t ( l en ( bu f f ) /2) ] # Cogemos e l frame de l a
p o s i c i o n intermedia ( mediana )
re turn bg
33 # Funcion que a c t u a l i z a e l b u f f e r
de f a c tBu f f e r ( buf f , f r , n ) :
35 bu f f = np . r o l l ( buf f , n , a x i s = 0) # Rotamos l o s frames de l b u f f e r
bu f f [ 0 ] = f r # Actual izamos e l primer frame
37 r e turn bu f f
39 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−− Programa
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
de f main ( path ) :
41 i f ( v i s u a l i z a c i o n ==1) :
pathf = path+’ . av i ’
43 e l s e :
pathf=path
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45 cap = cv2 . VideoCapture ( pathf )
47 # Leemos e l primer frame
ret , frame = cap . read ( )
49 # Si se ha l e i d o bien , i n i c i amos e l programa
i f r e t == True :
51 # Imprimos e l nombre de l v ideo
i f ( v i s u a l i z a c i o n ==0) :
53 pr in t ( ’Camara ’ )
e l s e :
55 pr in t ( path [ 2 3 : ] )
# −−−−−−−−−−−−−−−−−−−− Ajuste de r e s o l u c i o n e s
−−−−−−−−−−−−−−−−−−−−−−−−−
57 pr in t ( ’ r e s o r i g i n a l : ’+s t r ( cap . get (3 ) )+’ x ’+s t r ( cap . get (4 ) ) )
width = 320
59 he ight = 240
pr in t ( ’ r e s nueva : ’ , width , ’ x ’ , he ight )
61
# I n i c i a l i z a m o s v a r i a b l e s
63 # −−−−−−−−−−−−−−−−−−−−− Detecc ion de movimiento
−−−−−−−−−−−−−−−−−−−−−−−
# #### F i l t r o paso bajo ####
65 blurKerne l = 2
# #### Umbral izacion ####
67 threshLim = 24
histLim = 4000
69 # #### I n i c i a l i z o v a r i a b l e s de l b u f f e r ####
b u f f S i z e = 26 # Tamano de l b u f f e r
71 b u f f e r = np . empty ( ( bu f fS i z e , he ight , width ) , np . u int8 ) # Buf f e r
vac io
# #### I n i c i a l i z o v a r i a b l e s de a c t u a l i z a c i o n de background
####
73 nmax = 30 # Numero de frames por cada a c t u a l i z a c i o n
nAct = 0
75 act = 0 # Ind i ca cuando se produce l a a c t u a l i z a c i o n
# −−−−−−−−−−−−−− I n i c i a l i z o v a r i a b l e s de de t e c c i on de sombras
−−−−−−−−−
77 # F i r s t e s t imate shadow :
N = 4 # Valor que construye e l tamano de l template
79 nccKernel = np . ones ( (2∗N+1,2∗N+1) , np . u int8 ) # Template para
de t e c c i on de sombras
Lncc = 0.99
81 # Shadow re f inement :
Lstd = 0.05
83 Llow = 0 .6
# −−−−−−−−−−−−−−−−−−−−−−−− 1o F i l t r a d o de area
−−−−−−−−−−−−−−−−−−−−−−−−
85 areaMin = 700
areaMax = 20000
87 # −−−−−−−−−−−−−−−−−−−−−−−−− Union de s i l u e t a
−−−−−−−−−−−−−−−−−−−−−−−−−−
distXCenMax = 20 # Dis tanc ia maxima h o r i z o n t a l ent r e c e n t r o i d e s
89 distYBoxMax = 25 # Dis tanc ia maxima v e r t i c a l ent r e per imetros de
bounding box
# −−−−−−−−−−−−−−−−−−−−−−− Limitador de c e n t r o i d e
−−−−−−−−−−−−−−−−−−−−−−
91 limX = 25 # Limite externo h o r i z o n t a l ent r e l a s dimens iones de l
frame
limY = 20 # Limite externo v e r t i c a l ent r e l a s dimens iones de l frame
93 # −−−−−−−−−−−−−−−−−−−−−−−− 2o F i l t r a d o de area
−−−−−−−−−−−−−−−−−−−−−−−−
areaMin2 = 900
95 areaMax2 = 20000
# −−−−−−−−−−−−−−−−−−−− F i l t r a d o de area bounding box
−−−−−−−−−−−−−−−−−−
97 areaMinBox = 900
# −−−−−−−−−−−−−−−−−−−−− Desact ivac ion de de t e c c i on
−−−−−−−−−−−−−−−−−−−−
99 areaConfLim = 45000
ac t i vo = 1
101 # −−−−−−−−−−−−−−−−−−−−−−− Confirmacion de ca ida
−−−−−−−−−−−−−−−−−−−−−−−
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# #### Detecc ion ####
103 angleLim = 45
aspectRatioLim = 1
105 # #### Confirmacion ####
vphMaxNFrames = 25 # Numero de frames ent r e comparacion de VPHmax
107 vphBhatLim = 0.6
s i z e = 30
109 vphBuff = np . z e r o s ( ( s i z e , width ) , i n t ) # Buf f e r de l VPH
conf i rmac ion = 0 # Var iab le para determinar l a con f i rmac ion
111 # −−−−−−−−−−−−−−−−−−−−− Var iab l e s a u x i l i a r e s
−−−−−−−−−−−−−−−−−−−−−−−−−−
threshImgROI = np . z e r o s ( ( height , width , 3) , np . u int8 )
113
# −−−−−−−−−−−−−−− I n i c i a l i z a c i o n de l primer frame
−−−−−−−−−−−−−−−−−−−−−
115 # Ajustamos r e s o l u c i o n de l frame
frame = cv2 . r e s i z e ( frame , ( width , he ight ) )
117 # Pasamos e l primer frame a e s c a l a de g r i s e s
frameGris1 = cv2 . cvtColor ( frame , cv2 .COLOR BGR2GRAY)
119 # Aplicamos suavizado para e l im ina r ru ido
frameGris = cv2 . GaussianBlur ( frameGris1 , (2∗ blurKerne l +1 ,2∗
blurKerne l +1) , 0)
121 # Anadimos e l primer frame a todo e l b u f f e r
f o r i in range ( b u f f S i z e ) :
123 b u f f e r [ i ] = frameGris
# Ponemos como background e l primer frame
125 background = b u f f e r [ 0 ]
# −−−−−−−−−−−−− Generacion de background i n i c i a l ( camara )
−−−−−−−−−−−−−−
127 # Si se a c t i va l a camara se genera un background
i f ( v i s u a l i z a c i o n ==0) :
129 pr in t ( ’ Espere 15 segundos para generar e l background ’ )
p r i n t ( ’ Despeje l a e s t a n c i a ’ )
131 f = cv2 . getTickFrequency ( )
t1 = cv2 . getTickCount ( )
133 n = 15 # Var iab le para contar e l numero de sugundos
t1 = cv2 . getTickCount ( )
135 whi le (n>0) :
t2 = cv2 . getTickCount ( )
137 ret , frame = cap . read ( )
frame = cv2 . r e s i z e ( frame , ( width , he ight ) )
139 i f ( ( t2−t1 ) / f >=0.5) : # Se a c t u a l i z a e l background cada medio
segundo
t1 = cv2 . getTickCount ( )
141 # Disminuyo l o s segundos
n=n−0.5
143 pr in t (n)
# Preparo e l frame
145 f rameGris1 = cv2 . cvtColor ( frame , cv2 .COLOR BGR2GRAY)
frameGris = cv2 . GaussianBlur ( frameGris1 , (2∗ blurKerne l
+1 ,2∗ blurKerne l +1) , 0)
147 # Actua l i zo e l backgound
b u f f e r = ac tBu f f e r ( bu f f e r , frameGris , 1)
149 background = actBackground ( b u f f e r )
# Mostramos l a s imagenes
151 cv2 . imshow ( ’ frame ’ , frame )
cv2 . imshow ( ’ background ’ , background )
153 k = cv2 . waitKey (25) & 0 x f f
# Si se ha pulsado ’ s ’ , paramos e l v ideo
155 i f ( k == ord ( ’ s ’ ) ) :
k = 0
157 pr in t ( ’## PARADO ##’ )
whi l e ( k!=ord ( ’ s ’ ) ) :
159 k = cv2 . waitKey (0 ) & 0 x f f
p r i n t ( ’## PLAY ##’ )
161 # Si ha pulsado l a l e t r a esc , sa l imos de l buc le
i f k == 27 :
163 break
p r in t ( ’ Background creado ’ )
165 pr in t ( ’−−−−−−−−−−−−−−−−− ’ )
#
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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167
whi le (1 ) :
169 # Leemos e l frame
ret , frame = cap . read ( )
171 # Si hemos l l e g a d o a l f i n a l de l v ideo sa l imos de l buc le
i f r e t == False :
173 break
175 # −−−−−−−−−−−−−−− I n i c i a l i z a m o s l a a c t u a l i z a c i o n
−−−−−−−−−−−−−−−−−−
act = 0
177 # Cada nmax frames se a c t u a l i z a e l background
nAct = nAct+1
179 i f nAct>=nmax :
nAct = 0
181 act = 1
# Actual izamos e l background
183 i f act == 1 :
background = actBackground ( b u f f e r )
185
# −−−−−−−−−−−−−−−−−−− Ajuste de r e s o l u c i o n
−−−−−−−−−−−−−−−−−−−−−−−−
187 frame = cv2 . r e s i z e ( frame , ( width , he ight ) )
189 # −−−−−−−−−−−−−−− I n i c i a l i z a m o s v a r i a b l e s a u x i l i a r e s
−−−−−−−−−−−−−−
frame2 = frame . copy ( )
191 frame3 = frame . copy ( )
# Dibujamos l o s l i m i t e s de l c e n t r o i d e :
193 #cv2 . r e c t a n g l e ( frame2 , ( limX , limY ) , ( width−limX , height−limY ) ,
(255 ,255 ,255) , 1)
# Igualamos e l umbral
195 thresh=threshLim
# I n i c i a l i z a m o s aspect r a t i o y angulo
197 ang le = −1
aspectRat io = −1
199
# −−−−−−−−−−−−−−−−−−−−− F i l t r o paso bajo
−−−−−−−−−−−−−−−−−−−−−−−−−−
201 # Convrtimos e l frame a e s c a l a de g r i s e s
frameGris1 = cv2 . cvtColor ( frame , cv2 .COLOR BGR2GRAY)
203 # Aplicamos suavizado para e l im ina r ru ido
frameGris = cv2 . GaussianBlur ( frameGris1 , (2∗ blurKerne l +1 ,2∗
blurKerne l +1) , 0)
205 # −−−−−−−−−−−−−−−−−−− Background subt ra c t i on
−−−−−−−−−−−−−−−−−−−−−−
# Restamos e l frame ac tua l a l background
207 d i f f = cv2 . a b s d i f f ( frameGris , background )
# −−−−−−−−−−−−−−−−−−−−− Elecc i on de umbral
−−−−−−−−−−−−−−−−−−−−−−−−
209 # Histograma de d i f f
h i s t = cv2 . c a l c H i s t ( [ d i f f ] , [ 0 ] , None , [ 2 5 6 ] , [ 0 , 2 5 6 ] )
211 # Si e l maximo de l histograma de d i f f e s mayor que histLim y e l
umbral
# es menor que su pos i c i on , e l nuevo umbral s e ra l a p o s i c i o n de l
213 # histograma donde sea menor que histLim
i f ( h i s t . max( )>=histLim ) :
215 i=h i s t . argmax ( )
whi l e ( h i s t [ i ]>=histLim or i >=255) :
217 i=i+1
i f ( i >=255) :
219 thresh =255
e l s e :
221 thresh = i+threshLim
e l s e :
223 thresh=threshLim
# −−−−−−−−−−−−−−−−−−−−−− Baja sa tu rac i on
−−−−−−−−−−−−−−−−−−−−−−−−−−
225 # Descomponemos e l frame ac tua l en e l e spac i o de c o l o r e s HSV
frameHSV = cv2 . cvtColor ( frame , cv2 .COLOR BGR2HSV)
227 frameS = frameHSV [ : , : , 1 ]
# Umbralizamos e l cana l de sa tu rac i on para i n d i c a r zonas de baja
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s a tu rac i on
229 frameS = cv2 . GaussianBlur ( frameS , (2∗ blurKerne l +1 ,2∗ blurKerne l
+1) , 0)
, f rameSthresh = cv2 . th r e sho ld ( frameS ,10 , 255 , cv2 .
THRESH BINARY INV)
231 # Aislamos l a s zonas de baja sa tu rac i on de d i f f
d i f f L S = cv2 . b i tw i s e and ( d i f f , d i f f , mask=frameSthresh ) # Zonas
de baja sa tu rac i on
233 di f fHS = d i f f − d i f f L S # Zonas de a l t a sa tu rac i on
# −−−−−−−−−−−−−−−−−−−−−−− Umbral izacion
−−−−−−−−−−−−−−−−−−−−−−−−−−−
235 # Si l a d i f e r e n c i a ent r e e l frame ac tua l y e l background es
mayor que e l umbral ,
# e l p i x e l e s t a en e l foreground
237 , threshImgHS = cv2 . th r e sho ld ( di f fHS , thresh , 255 , cv2 .
THRESH BINARY)
, threshImgLS = cv2 . th r e sho ld ( d i f fLS , thresh +10 ,255 , cv2 .
THRESH BINARY)
239 threshImg = threshImgHS + threshImgLS
# −−−−−−−−−−−−−−−−−−−− Detecc ion de sombras
−−−−−−−−−−−−−−−−−−−−−−−
241 # Hallamos l o s puntos extremos de l a mascara para c r ea r un ROI
para consumir menos tiempo
# Mostrar contorno de l ROI
243 threshImgROI = cv2 . b i t w i s e o r ( threshImgROI , (255 , 255 , 255) ,
mask = threshImg )
contornosimg = threshImg . copy ( )
245 , contornos , h i e ra r chy = cv2 . f indContours ( contornosimg , cv2 .
RETR TREE, cv2 .CHAIN APPROX SIMPLE)
# Solo se admit i ran contornos grandes
247 l i s taROI = [ ]
f o r c in contornos :
249 i f cv2 . contourArea ( c ) > 700 :
l i s taROI . append ( c )
251 i f ( l en ( l i s taROI )>0) : # Si no hay movimiento , e s t e paso se omite
# Hallamos puntos extremos
253 cGlobal = np . concatenate ( ( l i s taROI ) )
(x , y , w, h) = cv2 . boundingRect ( cGlobal )
255 x , y , w, h = x−(N+1) , y−(N+1) , w+2∗(N+1) , h+2∗(N+1)
i f (x<0) :
257 x = 0
i f (y<0) :
259 y = 0
# Dibujo l o s contornos de l ROI
261 cv2 . r e c t a n g l e ( threshImgROI , (x , y ) , ( x + w, y + h) , (255 , 0 ,
0) , 1)
# Creo l o s ROI
263 r o i f g = frameGris [ y : y+h , x : x+w]
r o i b g = background [ y : y+h , x : x+w]
265 # Convertimos l a s imagenes en array de 16 b i t s para que se
puedan m u l t i p l i c a r
f g = np . array ( r o i f g , np . u int16 )
267 bg = np . array ( ro i bg , np . u int16 )
# ################# F i r s t shadow est imate
#####################
269 # Calculamos l o s parametros :
e r = fg ∗bg/256 # Dividimos ent re 2ˆ8 para que l a func ion cv2
. f i l t e r pueda operar
271 er = cv2 . f i l t e r 2 D ( er ,−1 , nccKernel ) ∗256 # Volvemos a
m u l t i p l i c a r por 2ˆ8
eb = bg∗bg/256
273 eb = cv2 . f i l t e r 2 D ( eb ,−1 , nccKernel ) ∗256
eb = np . s q r t ( eb )
275 et = fg ∗ f g /256
et = cv2 . f i l t e r 2 D ( et ,−1 , nccKernel ) ∗256
277 et = np . s q r t ( e t )
ncc = er /( eb∗ et )
279 # Un p i x e l s e ra sombra de l background s i : ncc (x , y ) >= Lncc
and et (x , y ) < eb (x , y )
# 1 er c r i t e r i o ( ncc (x , y ) >= Lncc ) :
281 maskNcc = cv2 . compare ( ncc , Lncc , cv2 .CMP GE)
# 2o c r i t e r i o ( e t (x , y ) < eb (x , y ) ) :
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283 maskE = cv2 . compare ( et , eb , cv2 .CMP LT)
# 1 er AND 2o c r i t e r i o :
285 maskShadow = cv2 . b i tw i s e and ( maskNcc , maskE)
maskShadow = cv2 . b i tw i s e and (maskShadow , threshImg [ y : y+h , x :
x+w] )
287 # ##################### Shadow re f inement
#####################
r a t i o = fg /bg
289 # var ianza = std ˆ2 = E[ ( x i −u) ˆ2 ] = E[ x i ˆ2 ] − uˆ2
# std = s q r t ( var ianza )
291 # Expl i cac i on en https : // es . w ik iped ia . org / wik i / Varianza
# E[ x i ˆ 2 ] :
293 r a t i o 2 = r a t i o ∗ r a t i o
meanXi2 = cv2 . f i l t e r 2 D ( ra t i o2 ,−1 ,np . ones ( ( 3 , 3 ) ) /9)
295 # u ˆ2 :
mean = cv2 . f i l t e r 2 D ( ra t i o ,−1 ,np . ones ( ( 3 , 3 ) ) /9)
297 mean2 = mean∗mean
# std ˆ2 = E[ x i ˆ2 ] − u ˆ2 :
299 std = abs ( meanXi2−mean2)
# std :
301 std = np . s q r t ( std )
# Un p i x e l s e ra sombra de l background s i : stdR (x , y ) < Lstd
and Llow <= r a t i o < 1
303 # 1 er c r i t e r i o ( stdR (x , y ) < Lstd ) :
maskStd = cv2 . compare ( std , Lstd , cv2 .CMP LT)
305 # 2o c r i t e r i o ( Llow <= r a t i o < 1) :
maskLow = cv2 . compare ( Llow , ra t i o , cv2 .CMP LE)
307 maskRatio = cv2 . compare ( ra t i o , 1 , cv2 .CMP LT)
mask2 = cv2 . b i tw i s e and (maskLow , maskRatio )
309 # 1 er AND 2o c r i t e r i o :
maskShadow2 = cv2 . b i tw i s e and ( maskStd , mask2 )
311 maskShadow2 = cv2 . b i tw i s e and ( maskShadow2 , maskShadow)
# ################## Fina l shadow mask
########################
313 foregroundNoShadow = threshImg . copy ( )
foregroundNoShadow [ y : y+h , x : x+w] = cv2 . subt rac t (
foregroundNoShadow [ y : y+h , x : x+w] , maskShadow)
315 foregroundNoShadow2 = threshImg . copy ( )
foregroundNoShadow2 [ y : y+h , x : x+w] = cv2 . subt rac t (
foregroundNoShadow2 [ y : y+h , x : x+w] , maskShadow2 )
317 e l s e :
foregroundNoShadow2 = threshImg
319 # −−−−−−−−−−−−−−−− Transoformaciones mor f o l og i c a s
−−−−−−−−−−−−−−−−−
# Aplicamos preprocesado
321 e r o s i o n = cv2 . erode ( foregroundNoShadow2 , np . ones ( ( 3 , 1 ) , np . u int8 )
)
d i l a t i o n = cv2 . d i l a t e ( e ros ion , cv2 . getStructur ingElement ( cv2 .
MORPH ELLIPSE, ( 7 , 7 ) ) )
323 # −−−−−−−−− Operaciones despues de obtener mascara f i n a l
−−−−−−−−−−
# Actual izamos e l b u f f e r
325 i f act == 1 :
b u f f e r = ac tBu f f e r ( bu f f e r , frameGris , 1)
327 # Actual izamos e l vph
# (Han pasado vphMaxNFrames frames desde e l comienzo de l a ca ida
)
329 , d i l a t i o n 1 = cv2 . th r e sho ld ( d i l a t i o n , 2 , 1 , cv2 .THRESH BINARY)
vph = d i l a t i o n 1 . sum(0)
331 vphBuff = ac tBu f f e r ( vphBuff , vph , −1)
# −−−−−−−−−−−−−−−−− Desact ivac ion de de t e c c i on
−−−−−−−−−−−−−−−−−−−−
333 ac t i vo = 1
i f ( d i l a t i o n 1 . sum ( ) > areaConfLim ) :
335 ac t i vo = 0
i f ( a c t i vo == 1) :
337 # −−−−−−−−−−−−−−−−−−−−− Detecc ion de blobs
−−−−−−−−−−−−−−−−−−−−−−−−
# Copiamos e l l a imagen procesada para de t e c t a r l o s
contornos
339 contornosimg = d i l a t i o n . copy ( )
# Buscamos contornos en l a imagen
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341 im , contornos , h i e ra r chy = cv2 . f indContours ( contornosimg , cv2
.RETR TREE, cv2 .CHAIN APPROX SIMPLE)
# D i f e r e n t e s c o l o r e s
343 c o l o r = [ ( 0 , 255 , 0) , ( 0 , 100 , 100) , ( 0 , 0 , 255) , (100 , 0 , 100)
, (0 , 100 , 100) ] # c o l o r [ co ]
co = 0
345 # −−−−−−−−−−−−−−−−−−− Contornos detec tados
−−−−−−−−−−−−−−−−−−−−−−−−
n = −1 # Numero de l contorno detectado aceptado
347 c I n d i c e = −1 # Numero de l contorno detectado
l i s taObjAct = [ ] # L i s ta de contornos detec tados en e l frame
ac tua l
349 f o r c in contornos :
# Actua l i z a c i on de numero de contorno t o t a l
351 c I n d i c e = c I n d i c e+1
# Eliminamos l o s contornos mas pequenos
353 i f cv2 . contourArea ( c ) < areaMin or cv2 . contourArea ( c ) >
areaMax :
cont inue
355 # Actua l i z a c i on de numero de contorno
n = n+1
357 # I n i c i a l i z a m o s ob j e to ac tua l :
l i s taObjAct . append ( ”” )
359 l i s taObjAct [ n ] = Persona ( )
# Contornos
361 l i s taObjAct [ n ] . contour = c I n d i c e
# Bounding box ( Obtenemos e l bounds de l contorno , e l
r e c tangu lo mayor que engloba a l contorno )
363 l i s taObjAct [ n ] . boundingBox = cv2 . boundingRect ( c ) # (x , y
, w, h)
cv2 . r e c t a n g l e ( frame2 , ( l i s taObjAct [ n ] . boundingBox [ 0 ] ,
l i s taObjAct [ n ] . boundingBox [ 1 ] ) , ( l i s taObjAct [ n ] . boundingBox [ 0 ] +
l i s taObjAct [ n ] . boundingBox [ 2 ] , l i s taObjAct [ n ] . boundingBox [ 1 ] +
l i s taObjAct [ n ] . boundingBox [ 3 ] ) , c o l o r [ co ] , 2) # Dibujamos e l r e c tangu lo
de l bounds
365 # −−−−−−−−−−−−−−−−−−−−−−−− El ip s e
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
e l l i p s e = cv2 . f i t E l l i p s e ( c ) # e l l i p s e = ( ( c ent e r ) , (
width , he ight o f bounding r e c t ) , ang le )
367 cv2 . e l l i p s e ( frame2 , e l l i p s e , c o l o r [ co ] , 2 ) # Dibujamos l a
e l i p s e
# −−−−−−−−−−−−−−−−−−−−− Area y c e n t r o i d e
−−−−−−−−−−−−−−−−−−−−−−
369 m = cv2 . moments ( c )
x0 = i n t (m[ ’m10 ’ ] /m[ ’m00 ’ ] )
371 y0 = i n t (m[ ’m01 ’ ] /m[ ’m00 ’ ] )
l i s taObjAct [ n ] . c en t r o id = [ x0 , y0 ]
373 cv2 . c i r c l e ( frame2 , ( i n t ( x0 ) , i n t ( y0 ) ) ,2 , c o l o r [ co ] ,−1) #
Dibujamos e l c e n t r o i d e
# −−−−−−−−−−−−−−−−−−−−−− Actua l i z a c i on
−−−−−−−−−−−−−−−−−−−−−−−−
375 # Actua l i z a c i on de l c o l o r
co=co+1
377 i f ( co>=5) :
co=0
379
# −−−−−−−−−−−−−−−−−− Asoc iac ion de contornos
−−−−−−−−−−−−−−−−−−−−−−
381 # Buscamos en e l frame ac tua l l o s o b j e t o s a soc i ados
f o r n in range ( l en ( l i s taObjAct ) ) : # Objetos de l frame ac tua l
383 f o r m in range (n+1, l en ( l i s taObjAct ) ) : # Objetos de l
frame ac tua l
# −−−−−−−−Dis tanc ia h o r i z o n t a l ent r e c e n t r o i d e s
−−−−−−−−−−−
385 distXCen = abs ( l i s taObjAct [ n ] . c en t r o id [ 0 ] −
l i s taObjAct [m] . c en t r o id [ 0 ] ) # Restamos l a p o s i c i o n x
i f ( distXCen < distXCenMax ) : # Dis tanc ia x max ent re
c e n t r o i d e s
387 # −−−−−−−− Dis tanc ia v e r t i c a l ent r e per imetros
−−−−−−−−
# Comprobamos cua l e s ta a r r i b a o abajo
389 i f ( l i s taObjAct [ n ] . c en t r o id [ 0 ] < l i s taObjAct [m] .
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c en t r o id [ 0 ] ) : # n es ta a r r i b a
distYBox = l i s taObjAct [m] . boundingBox [ 1 ] − (
l i s taObjAct [ n ] . boundingBox [1 ]+ l i s taObjAct [ n ] . boundingBox [ 3 ] ) # (x , y , w,
h)
391 e l s e : # m es ta a r r i b a
distYBox = l i s taObjAct [ n ] . boundingBox [ 1 ] − (
l i s taObjAct [m] . boundingBox [1 ]+ l i s taObjAct [m] . boundingBox [ 3 ] ) # (x , y , w,
h)
393 # −−−−−−−−−−−−−−−− Asociamos l o s o b j e t o s
−−−−−−−−−−−−−−
i f ( distYBox<distYBoxMax ) :
395 l i s taObjAct [ n ] . a s s o c i a t e d . append (m)
# Creamos un l i s t a de l o s o b j e t o s ya a soc i ados
397 l istaObjNew = [ ] # L i s ta de contornos detec tados en e l frame
ac tua l nueva
l i s taAux = [ ] # L i s ta de contornos para s a l t a r
399 f o r n in range ( l en ( l i s taObjAct ) ) : # Objetos de l frame ac tua l
# Si n e s ta en l a l i s taAux no se crea un nuevo ob je to
401 e x i t = 0
f o r l a in range ( l en ( l i s taAux ) ) :
403 i f (n == l i s taAux [ l a ] ) :
e x i t = 1
405 break
i f ( e x i t == 0) :
407 # Creamos un nuevo ob j e to
l istaObjNew . append ( ”” )
409 l istaObjNew [ l en ( l istaObjNew )−1] = Persona ( )
l istaObjNew [ l en ( l istaObjNew ) −1]. a s s o c i a t e d . append (n)
# Le asociamos e l ob j e to propio
411 l istaObjNew [ l en ( l istaObjNew ) −1]. a s s o c i a t e d . extend (
l i s taObjAct [ n ] . a s s o c i a t e d ) # Igualamos l o s o b j e t o s c o r r e s po n d i e n t e s
i = 0 # Ind i c e que pasa por l a l i s t a de l i s taObjAct [
n ] . a s s o c i a t e d [ i ]
413 whi le (1 ) :
# Compruebo que l i s taObjAct [ n ] . a s s o c i a t e d no
e s t e vac io
415 i f ( i<l en ( l i s taObjAct [ n ] . a s s o c i a t e d ) ) :
l istaObjNew [ l en ( l istaObjNew ) −1]. a s s o c i a t e d .
extend ( l i s taObjAct [ l i s taObjAct [ n ] . a s s o c i a t e d [ i ] ] . a s s o c i a t e d ) # Ponemos
l a l i s t a de l contorno
417 de l ( l i s taObjAct [ l i s taObjAct [ n ] . a s s o c i a t e d [ i
] ] . a s s o c i a t e d [ 0 : l en ( l i s taObjAct [ l i s taObjAct [ n ] . a s s o c i a t e d [ i ] ] . a s s o c i a t e d
) ] ) # Elimino e l i n d i c e ya asoc iado
l i s taAux . append ( l i s taObjAct [ n ] . a s s o c i a t e d [ i
] ) # Anado e l i n d i c e ya asoc iado a l a l i s t a a u x i l i a r
419 i=i+1
e l s e :
421 break
423 # −−−−−−−−−−− Calculo de in formac ion de nuevos contornos
−−−−−−−−−−
# Pasamos por l o s nuevos contornos y reca l cu lamos l o s datos
425 f o r n in range ( l en ( l istaObjNew ) ) :
#Creamos l o s nuevos contornos
427 contornoNew = contornos [ l i s taObjAct [ l istaObjNew [ n ] .
a s s o c i a t e d [ 0 ] ] . contour ] # Asocio contorno propio
f o r i in range (1 , l en ( l istaObjNew [ n ] . a s s o c i a t e d ) ) :
429 contornoNew = np . concatenate ( ( contornoNew , contornos
[ l i s taObjAct [ l istaObjNew [ n ] . a s s o c i a t e d [ i ] ] . contour ] ) )
# Eliminamos l o s contornos mas pequenos
431 i f cv2 . contourArea ( contornoNew ) < areaMin2 or cv2 .
contourArea ( contornoNew ) > areaMax2 :
cont inue
433 (x , y , w, h) = cv2 . boundingRect ( contornoNew )
i f w∗h < areaMinBox :
435 cont inue
# Bounding box ( Obtenemos e l bounds de l contorno , e l
r e c tangu lo mayor que engloba a l contorno )
437 l istaObjNew [ n ] . boundingBox = cv2 . boundingRect (
contornoNew ) # (x , y , w, h)
cv2 . r e c t a n g l e ( frame3 , ( l istaObjNew [ n ] . boundingBox [ 0 ] ,
l istaObjNew [ n ] . boundingBox [ 1 ] ) , ( l istaObjNew [ n ] . boundingBox [ 0 ] +
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l istaObjNew [ n ] . boundingBox [ 2 ] , l istaObjNew [ n ] . boundingBox [ 1 ] +
listaObjNew [ n ] . boundingBox [ 3 ] ) , (50 ,50 ,255) , 2) # Dibujamos e l
r e c tangu lo de l bounds
439 # −−−−−−−−−−−−−−−−−−−−−− El ip s e
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
e l l i p s e = cv2 . f i t E l l i p s e ( contornoNew ) # e l l i p s e = ( (
c en te r ) , ( width , he ight o f bounding r e c t ) , ang le )
441 cv2 . e l l i p s e ( frame3 , e l l i p s e , ( 5 0 , 5 0 , 2 5 5 ) ,2 ) # Dibujamos l a
e l i p s e
# −−−−−−−−−−−−−−−−−−−−− Area y c e n t r o i d e
−−−−−−−−−−−−−−−−−−−−−−
443 m = cv2 . moments ( contornoNew )
x0 = i n t (m[ ’m10 ’ ] /m[ ’m00 ’ ] )
445 y0 = i n t (m[ ’m01 ’ ] /m[ ’m00 ’ ] )
l istaObjNew [ n ] . c en t r o id = [ x0 , y0 ]
447 cv2 . c i r c l e ( frame3 , ( i n t ( x0 ) , i n t ( y0 ) ) , 2 , ( 50 , 50 , 255 ) ,−1) #
Dibujamos e l c e n t r o i d e
# −−−−−−−−−−−−−−−−−−−−−−−− Angulo
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
449 ang le = e l l i p s e [ 2 ] + 90
i f ( angle >180) :
451 ang le=angle−180
i f ( angle >90) :
453 ang le=180−ang le
# −−−−−−−−−−−−−−−−−−−−−− Aspect r a t i o
−−−−−−−−−−−−−−−−−−−−−−−−−
455 aspectRat io = listaObjNew [ n ] . boundingBox [ 3 ] / l istaObjNew [
n ] . boundingBox [ 2 ]
# −−−−−−−−−−−−−−−−−−−−−−− Detecc ion
−−−−−−−−−−−−−−−−−−−−−−−−−−−
457 # Condic iones de de t e c c i on de ca ida
i f ( ( angle<=angleLim and angle>−1) or ( aspectRat io<=
aspectRatioLim and aspectRat io>−1)) :
459 # Condic iones de c e n t r o i d e
i f ( ( x0>limX and x0<width−limX ) and ( y0>limY and y0<
height−limY ) ) :
461 # Se ha producido una de t e c c i on de ca ida
’ ’ ’ p r i n t ( ’ Detecc ion de ca ida ’ ) ’ ’ ’
463 # −−−−−−−−−−−−−−−−− Confirmacion de ca ida
−−−−−−−−−−−−−
# Si se ha detectado l a ca ida se procede a l a
con f i rmac ion
465 # #### Bhattacharyya ####
# Calculo d i s t a n c i a de Bhattacharyya
467 distB = 0
f o r x in range ( l en ( vphBuff [ 0 ] ) ) :
469 distB = distB + np . s q r t ( ( vphBuff [−
vphMaxNFrames ] [ x ] / vphBuff [−vphMaxNFrames ] . sum ( ) ) ∗( vphBuff [ 0 ] [ x ] / vphBuff
[ 0 ] . sum ( ) ) )
# Confirmacion :
471 i f ( d istB <= vphBhatLim ) :
# #### Bhattacharyya ( con VPHmax)
####
473 # Creo l o s l i m i t e s
izqDet = listaObjNew [ n ] . boundingBox [0]−10
475 i f ( izqDet <0) :
izqDet=0
477 derDet = listaObjNew [ n ] . boundingBox [0 ]+
listaObjNew [ n ] . boundingBox [2]+10
i f ( derDet>width−1) :
479 derDet=width−1
# Confirmacion :
481 i f ( vphBuff [−vphMaxNFrames ] [ izqDet : derDet ] .
max( )−vphBuff [ 0 ] [ izqDet : derDet ] . max( ) >= 0) :
con f i rmac ion = 1
483 i f ( v i s u a l i z a c i o n != 0) :
p r i n t ( ’ Confirmacion de ca ida en
frame ’ , cap . get (1 ) )
485 e l s e :
p r i n t ( ’ Confirmacion de ca ida a l a s ’ ,
time . s t r f t i m e ( ” %H: %M: %S” ) )
487
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# Guardo imagen de l a ca ida :
489 arch ivo = ’ Capturas/Caida ’+time .
s t r f t i m e ( ” %d−%m−%y %H, %M, %S” )+’ . png ’
guardado = cv2 . imwrite ( archivo , frame )
491 # Si no se ha enviado , no mandamos e l
co r r eo
i f ( guardado == 0) :
493 pr in t ( ’No se ha guardado l a f o t o ’ )
e l s e :
495 pr in t ( ’ Enviando co r r eo ’ )
envio = envioCorreo ( arch ivo )
497 i f ( envio==1) :
p r i n t ( ’ Correo enviado ’ )
499 e l s e :
p r i n t ( ’ Correo no enviado ’ )
501
pr in t ( ’−−−−−−−−−−−−− ’ )
503 e l s e :
p r i n t ( ’ Mascara colapsada , e spe r e a que se e s t a b i l i c e l a
camara ’ )
505
# Mostramos l a s imagenes
507 cv2 . imshow ( ’ frame ’ , frame )
cv2 . imshow ( ” Contornos ” , frame2 )
509 cv2 . imshow ( ” Contornos c o r r e g i d o s ” , frame3 )
cv2 . imshow ( ” frameGris ” , frameGris )
511 cv2 . imshow ( ”background” , background )
cv2 . imshow ( ” d i f f ” , d i f f )
513 cv2 . imshow ( ” threshImg ” , threshImg )
cv2 . imshow ( ”threshImgROI” , threshImgROI )
515 cv2 . imshow ( ” foregroundNoShadow2” , foregroundNoShadow2 )
cv2 . imshow ( ” d i l a t i o n (7 , 7 ) ” , d i l a t i o n )
517
# Capturamos una t e c l a para s a l i r
519 k = cv2 . waitKey (25) & 0 x f f
# Si se ha pulsado ’ s ’ , paramos e l v ideo
521 i f ( k == ord ( ’ s ’ ) ) :
k = 0
523 pr in t ( ’## PARADO ##’ )
whi l e ( k!=ord ( ’ s ’ ) ) :
525 k = cv2 . waitKey (0) & 0 x f f
p r i n t ( ’## PLAY ##’ )
527 # Si ha pulsado l a l e t r a esc , sa l imos de l buc le
i f k == 27 :
529 break
531 # Si NO se ha l e i d o bien , avisamos por te rmina l
e l s e :
533 pr in t ( ”\nNo se ha podido a b r i r e l a rch ivo o l a camara” )
535 # Liberamos l a camara y cerramos todas l a s ventanas
cv2 . destroyAllWindows ( )
537 cap . r e l e a s e ( )
539 pr in t ( ’−−−−−−−−−−−−−−−−−− ’ )
541 ############################# I n i c i o programa
#################################
# Video a a n a l i z a r :
543 path = ’ Videos TFG\Fa l l Detect ion Dataset / O f f i c e / v ideo (2 ) ’
545 # E l e g i r metodo de v i s u a l i z a c i o n :
v i s u a l i z a c i o n = 1 # 0−Camara , 1−Video
547
i f ( v i s u a l i z a c i o n ==0) :
549 main (0 )
e l i f ( v i s u a l i z a c i o n ==1) :
551 main ( path )
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EnvioCorreo.py:
1 ı¨ )) ¿# −∗− coding : utf−8 −∗−
”””
3 Created on Fr i Sep 22 01 : 13 : 22 2017
5 @author : s e r g i o
”””
7
# importamos l a l i b r e r i a smtpl ib
9 import smtpl ib
# importamos l i b r e r i a s para c o n s t r u i r e l mensaje
11 from emai l . mime . mul t ipar t import MIMEMultipart
from emai l . mime . t ex t import MIMEText
13 from emai l . mime . image import MIMEImage
15 # Correos y contrasena
remitente = ’ a la rmas i s t ca idas@gmai l . com ’
17 contrasena = ’ ∗∗∗∗∗∗∗∗ ’
d e s t i n a t a r i o = ’ 100315049@alumnos . uc3m . es ’
19
de f envioCorreo ( arch ) :
21
# Establecemos conexion con e l s e r v i d o r smtp de gmail
23 t ry :
ma i lServer = smtpl ib .SMTP( ) # Creamos v a r i a b l e que g e s t i o n a r a e l
envio
25 mai lServer . connect ( ”smtp . gmail . com” , 587) # Nos conectamos a l
s e r v i d o r de co r r eo s a l i e n t e de gmail , smtp . gmail . com que e s ta a l a
escucha en e l puerto 587
mai lServer . eh lo ( ) # Enviamos eh lo ( ) para que nos acepte e l p ro toco l o
27 mai lServer . s t a r t t l s ( ) # Habi l i tamos e l modo TTL, e s to es uno de l o s
metodos de env ia r e l co r r eo de forma segura , e l o t ro modo s e r i a u t i l i z a r
SSL
mai lServer . eh lo ( ) # Enviamos eh lo ( ) para que nos acepte l a entrada a
s e s i o n
29 mai lServer . l o g i n ( remitente , contrasena ) # Nos i d e n t i f i c a m o s en e l
s e r v i d o r
except :
31 pr in t ( ’ Error de conexion con e l s e r v i d o r ’ )
r e turn Fa l se
33
# Construimos un mensaje Mult ipart , con un texto y una imagen adjunta
35 t ry :
mensaje = MIMEMultipart ( )
37 mensaje [ ’From ’ ] = remitente
mensaje [ ’To ’ ] = d e s t i n a t a r i o
39 mensaje [ ’ Subject ’ ] = ” Aviso de ca ida ”
# Adjuntamos e l t exto
41 t exto = MIMEText( ””” Detecc ion de ca ida conf irmada . \nSe adjunta
f o t o g r a f i a de l evento . ””” )
mensaje . attach ( texto )
43 # Adjuntamos l a imagen
f i l e = open ( arch , ” rb” )
45 imagen = MIMEImage( f i l e . read ( ) )
f i l e . c l o s e ( )
47 imagen . add header ( ’ Content−D i s p o s i t i o n ’ , ’ attachment ; f i l ename =
f o r o ’+arch )
mensaje . attach ( imagen )
49 except :
p r i n t ( ’ Error de c r ea c i on de conten ido ’ )
51 r e turn Fa l se
53 # Envio de l mensaje
t ry :
55 mai lServer . sendmail ( remitente ,
d e s t i n a t a r i o ,
57 mensaje . a s s t r i n g ( ) )
except :
59 pr in t ( ’ Error a l env ia r e l mensaje ’ )
r e turn Fa l se
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61
# Cie r r e de l a conexion
63 mai lServer . c l o s e ( )
re turn True
108
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