Abstract. Suppose that both n and q are even. We show that the finite simple group W e n ðqÞ is strongly real if and only if 4jn. We also prove that the unipotent elements in the finite simple group W e n ðqÞ are strongly real.
Introduction
Suppose that G is a group and g A G. The element g is called real if there is an element x of G that inverts g, that is, x À1 gx ¼ g À1 . An involution is an element of order 2. The element g is called strongly real if there is an involution x of G that inverts g. The group G is called real if all of its elements are real, and strongly real if all of its elements are strongly real.
We consider the following problem: which finite simple groups are strongly real? This is equivalent to Problem 14.82 in the Kourovka Notebook [9] : describe the finite simple groups in which every element is a product of two involutions.
The problem has been solved for most finite simple groups. The alternating group A n is strongly real if and only if n A f5; 6; 10; 14g (see [1] ), and it has been shown in [3] , [5] , [6] that PSp 2n ðqÞ is strongly real if q 2 3 ðmod 4Þ. Knü ppel and Thomsen [7] have determined which of the orthogonal groups in odd characteristic are strongly real, and Galt [4] has independently obtained the same results for some of the orthogonal groups. Kolesnikov and Nuzhin [8] have shown that of the sporadic groups, only J 1 and J 2 are strongly real.
On the other hand, Tiep and Zalesski [10] have listed all of the quasisimple groups that are real. Since a group cannot be strongly real if it is not real, we only need to consider the real groups. From these results it follows that the only groups that need to be dealt with are the orthogonal groups W e n ðqÞ in even characteristic, and the groups 3 D 4 ðqÞ. Thus far, all groups considered have been strongly real if and only if they are real.
Here we will consider the simple group W e n ðqÞ where q is even. When the characteristic is even and dimension is odd, the orthogonal groups are isomorphic with symplectic groups, which we already know to be strongly real. Hence, we do not need to consider them. In their paper, Tiep and Zalesski proved that W e n ðqÞ is real if and only if 4 divides n. The following theorem shows that this group is strongly real if and only if it is real. Theorem 1.1. Suppose that n and q are even. The finite simple group W e n ðqÞ is strongly real if and only if 4jn.
We will also prove that the unipotent elements in this group are always strongly real. Theorem 1.2. When n and q are even, the unipotent elements of the finite simple group W e n ðqÞ are strongly real.
Preliminaries

Orthogonal transformations.
Suppose that V is a finite-dimensional vector space over a finite field F . A quadratic form is a mapping Q : V ! F satisfying The subspace radðBÞ is called the radical of B. The form Q is regular if radðQÞ ¼ fv A radðBÞ j QðvÞ ¼ 0g ¼ 0:
A linear transformation S of V is called orthogonal if QðvSÞ ¼ QðvÞ for all v A V . The orthogonal transformations of V form a group OðV Þ. We can also denote this group by O e n ðqÞ, where n is the dimension of V , q the order of F and e the type of the quadratic form Q (þ; À or 0).
The orthogonal group OðV Þ has a subgroup WðV Þ which in almost all cases coincides with the derived group OðV Þ 0 . Apart from a few exceptions, the quotient group PWðV Þ ¼ WðV Þ= WðV Þ V f1; À1g ð Þ is simple.
Cyclic and bicyclic spaces.
A vector space V is called cyclic relative to S if it has a basis fv; vS; . . . ; vS nÀ1 g;
where v is some element of V . The element v is called a generator of V , and the order pðxÞ of v is defined to be the monic polynomial of least degree having the property vpðSÞ ¼ 0. The order pðxÞ is equal to the minimal polynomial of S, and degðpðxÞÞ ¼ dimðV Þ. A vector space V is called bicyclic if we have V ¼ U l W , where U and W are cyclic relative to S, and have generators of the same order.
2.3
The reciprocal of a polynomial. Let pðxÞ be a polynomial. The reciprocal of pðxÞ is the monic polynomialp pðxÞ ¼ pð0Þ À1 x n pðx À1 Þ, where n ¼ degðpðxÞÞ. The polynomial pðxÞ is called self-reciprocal if pðxÞ ¼p pðxÞ. The following result follows from the fact that either x þ 1 or x À 1 divides every self-reciprocal polynomial of odd degree.
Lemma 2.1. The only irreducible self-reciprocal monic polynomials of odd degree are x þ 1 and x À 1.
Finding the involutions
From now on, we will assume that V is endowed with a regular quadratic form Q with the associated bilinear form B. Let S be an orthogonal transformation of V .
The following theorem was proved by Wonenburger [11] in odd characteristic, Gow [5] and Ellers and Nolte [3] in even characteristic, and by Djoković [2] in all characteristics.
Theorem 3.1. The transformation S is a product of two orthogonal involutions of V . This means that there is an orthogonal involution of V that inverts S. Namely, if S ¼ H 1 H 2 , where H 1 and H 2 are involutions, then
We will show that in some cases these involutions are in WðV Þ. Wonenburger [11] has shown that the space V can be decomposed into cyclic and bicyclic subspaces that are S-invariant, non-degenerate and orthogonal to each other. The results hold in both even and odd characteristic. We describe here briefly how the decomposition is done.
Let pðxÞ be the minimal polynomial of S. We can write pðxÞ ¼ Q r i ðxÞ h i , where either r i ðxÞ is self-reciprocal and irreducible, or r i ðxÞ ¼ g i ðxÞg g i ðxÞ, where g i ðxÞ is irreducible but not self-reciprocal. Write K i ¼ kerðr i ðSÞ h i Þ. Now we have V ¼ 0 K i . The subspaces K i are non-degenerate and orthogonal to each other. Each K i is a direct sum of non-degenerate cyclic and bicyclic subspaces that are orthogonal to each other.
For the cyclic subspaces, the minimal polynomial of S is either of the form rðxÞ h , where rðxÞ is self-reciprocal and irreducible, or ðgðxÞg gðxÞÞ h , where gðxÞ is irreducible but not self-reciprocal. If we have a bicyclic subspace U l W , then the minimal polynomial of both Sj U and Sj W is rðxÞ h , where rðxÞ is irreducible and selfreciprocal.
Decompose the space V into cyclic and bicyclic subspaces, say V ¼ 0 V j . For each subspace V j it is relatively easy to find an orthogonal involution H j that inverts Sj V j . Now H ¼ 0 H j is an involution that inverts S. Since the subspaces are orthogonal to each other, H is an orthogonal transformation of V .
3.1 Even characteristic. We will henceforth assume that the characteristic of the field F is even. If the dimension of the vector space V is odd, the orthogonal group is isomorphic with a symplectic group. Hence, we can assume that the dimension of the space V is even.
We wish to show that if the dimension of V is divisible by 4 and S is in WðV Þ, then we can choose the inverting involution H in such a way that it is an element of WðV Þ. In fact, we will show that for all orthogonal transformations of V , the inverting involution can be chosen to be in WðV Þ.
In even characteristic we can use the following well-known criterion to determine whether an orthogonal transformation is in WðV Þ. Proof. When the characteristic is two and the dimension of V is even, the group WðV Þ can be defined to be the set of all elements of OðV Þ for which the dimension of the fixed space is even.
Suppose that A A OðV Þ, and assume that the dimension of fixðAÞ is k. Now rankðI þ AÞ ¼ dimðV Þ À k. Since dimðV Þ is even, we know that k is even if and only if rankðI þ AÞ is even. r Now we just need to find an inverting involution H j for each cyclic and bicyclic subspace V j in the decomposition of V , and calculate rankðI þ H j Þ. Then we consider the sum of the ranks to determine whether H ¼ 0 H j is an element of WðV Þ. Gow [5] has shown that J is an orthogonal involution that conjugates S to its inverse. We give here another proof for the orthogonality of J, as the involution will be needed also in the bicyclic case, and we want to have a closer look at its properties. It is enough to prove that J preserves B and Q for the basis vectors. We know that S preserves B, so it follows that
Since B is symmetric, we know that J preserves B. Similarly,
. . . ; n À 1g, and we can conclude that J is orthogonal.
Since we have ; the rank of I þ J is even if n 1 0 or n 1 1 ðmod 4Þ, and it is odd if n 1 2 or n 1 3 ðmod 4Þ. r Proposition 3.4. If n 1 2 ðmod 4Þ and S is unipotent, we can find an orthogonal involution K such that KSK ¼ S À1 and rankðI þ KÞ is even.
Proof. Suppose that the minimal polynomial of S is pðxÞ ¼ P n k¼0 a k x k . Since pðxÞ is self-reciprocal, we have a 0 ¼ 1 ¼ a n and a k ¼ a nÀk for all k A f1; . . . ; n À 1g.
Let K be the linear transformation defined by vS i K ¼ vS nÀi for all i A f0; . . . ; n À 1g. We can write 
:
Ellers and Nolte [3] have shown that K is an orthogonal involution that conjugates S to its inverse. :
Now we have
We notice that if n is odd, then the first row is linearly dependent on the other rows.
On the other hand, if n is even, then all elements in row ðn=2Þ þ 1 are equal to zero. Hence, we have
if n is even and a n=2 ¼ 0 n=2 i fn is even and a n=2 0 0:
Suppose then that S is unipotent and n 1 2 ðmod 4Þ. Let m be such that n ¼ 4m þ 2. Since S is unipotent, we have pðxÞ ¼ ðx þ 1Þ n , and hence
We notice that
because the characteristic of F is even. Thus, we know that for all i A f0; . . . ; n À 1g. Now we can write
where K is the involution defined in Proposition 3.4. The proof of [3, Lemma 4] shows that the involution L is orthogonal and inverts S. We notice that rankðI þ LÞ ¼ 2 rankðI þ KÞ, which proves the claim. r 3.3.2 Odd dimension. Unfortunately, we cannot use the involution L when n is odd, because it might not be orthogonal. The case of bicyclic subspaces where n is odd turns out to be the most di‰cult, and we need to know precisely what the forms B and Q look like before we can show that the involutions we choose to use are orthogonal.
Suppose that the dimension n is odd. By Lemma 2.1, we know that the minimal polynomial of both Sj U and Sj W is pðxÞ ¼ ðx þ 1Þ n , where n is odd. Let v 1 ; v 2 ; . . . ; v n be a basis of U with respect to which Sj U is in Jordan normal form, and v nþ1 ; v nþ2 ; . . . ; v 2n a basis of W with respect to which Sj W is in Jordan normal form. Now
We begin by proving some lemmas that describe the forms B and Q. We write the matrix of B in block form
where the blocks correspond to the subspaces U and W with respect to the bases v 1 ; . . . ; v n and v nþ1 ; . . . ; v 2n . The following lemma shows that the entries of each block are determined recursively.
Lemma 3.6. Let i A f2; . . . ; ng U fn þ 2; . . . ; 2ng and j A f1; . . . ; n À 1g U fn þ 1; . . . ; 2n À 1g:
Proof. We have
The first n À 1 entries in the top row of each block B i are equal to zero.
Parts (b), (c) and (d) are proved similarly. r
Except for the first row and last column of each block B i , we have an explicit formula for the entries of B.
Lemma 3.8. Suppose that i A f2; . . . ; ng and j A f1; . . . ; n À 1g. Then (a)
(c)
Proof. (a) We argue by induction on i. Suppose first that i ¼ 2. We have
&
On the other hand, we have
& by Lemmas 3.6 and 3.7 (a), so the claim holds when i ¼ 2.
Suppose then that the claim holds for some i A f2; . . . ; n À 1g. From Lemma 3.6 it follows that Bðv iþ1 ; v j Þ ¼ Bðv i ; v j Þ þ Bðv i ; v jþ1 Þ. If j 0 n À 1, we can use the induction hypothesis and Pascal's rule to obtain
If j ¼ n À 1, we have by the induction hypothesis
This means that the claim holds for i þ 1.
Each block B i is anti-triangular. Proof. (a) If i ¼ 1, then the claim holds by Lemma 3.7 (a). Therefore, we can assume that i > 1, and use Lemma 3.8 (a) to obtain
Because j c n À i, we have i þ j À n c 0, and hence Bðv i ; v j Þ ¼ 0. Parts (b) and (c) are proved similarly. r
The entries on the anti-diagonal of a block B i are all equal.
Lemma 3.10. Suppose that i A f1; . . . ; ng. Then
Proof. (a) The claim clearly holds if i ¼ 1, so we can assume that i > 1 and use Lemma 3.8 (a). Now
Parts (b) and (c) are proved similarly. r
The formula that gives the entries of B i takes a particularly simple form on the entries right below the anti-diagonal of B i .
Lemma 3.11. Suppose that i A f2; . . . ; ng. Then (a)
Proof. (a) By Lemma 3.8 (a) we have
Now the claim follows. Parts (b) and (c) are proved similarly. r Lemma 3.12. Suppose that n > 1. 
Proof. (a)
Since n is odd, we have Bðv n ; v 2 Þ ¼ Bðv 2 ; v n Þ þ Bðv 1 ; v n Þ by Lemma 3.11 (a). It follows that Bðv 1 ; v n Þ ¼ 0. Because 
The last term of this sum is Bðv i ; v n Þ and hence we have
Since Bðv s ; v s Þ ¼ 0, it follows that
This means that we can choose
Next, we need to prove that the second equation of the claim holds for the a 1 ; . . . ; a iÀ1 that we have chosen. By parts (c) and (d) of Lemma 3.8, we have
As above, we now notice that
Because Bðv s ; v nþs Þ þ Bðv nþs ; v s Þ ¼ 0, it follows that 
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Next we show that the basis can be chosen in such a way that B 1 ¼ B 2 þ B 3 . We can also assume that Bðv n ; v 2n Þ ¼ Qðv n Þ. Suppose now that n > 2. By Lemma 3.6, the values Bðv i ; v j Þ are determined recursively. Hence, it is enough to prove the claim when i ¼ 1 and j A f1; . . . ; ng, and when i A f2; . . . ; ng and j ¼ n. Case 1. We start by showing that the claim holds when i ¼ 1 and j A f1; . . . ; ng. If j 0 n, then we have
On the other hand, we have Bðv 1 ; v j Þ ¼ 0 by Lemmas 3.7 (a) and 3.12 (a). Hence, the claim holds when i ¼ 1.
Case 2. Next we prove that the claim holds when i ¼ 2 and j ¼ n. Suppose first that Bðv 2 ; v n Þ 0 0. From Lemma 3.11 (c), substituting i ¼ n, we obtain
We will show that the basis can be chosen in such a way that Bðv 2 ; v n Þ ¼ Bðv 1 ; v 2n Þ.
By Lemma Hence, we can suppose that Bðv 2 ; v n Þ ¼ 0. We can also assume that Bðv nþ2 ; v 2n Þ ¼ 0 because otherwise we could interchange the spaces U ¼ hv 1 ; v 2 ; . . . ; v n i and W ¼ hv nþ1 ; v nþ2 ; . . . ; v 2n i.
Let
& As before, we can change to the basis v
Thus, the claim holds when i ¼ 2 and j ¼ n.
Case 3. Finally, we show that we can choose Bðv i ; v n Þ ¼ Bðv i ; v 2n Þ þ Bðv nþi ; v n Þ for all i A f3; . . . ; ng. Suppose that i is the smallest index for which
Let us first assume that i is odd. By Lemma 3.13, the values Bðv i ; v n Þ and Bðv i ; v 2n Þ þ Bðv nþi ; v n Þ depend only on the values of the form for indices smaller than i, and they do this in exactly the same way. Since we know that the equality holds for all smaller indices, we must have Bðv i ; v n Þ ¼ Bðv i ; v 2n Þ þ Bðv nþi ; v n Þ. Now we know that i is even. Let
. . . ; 2ng:
We notice that S is still in Jordan normal form with respect to the basis v
by Lemma 3.9 (a). Also, we have
by Lemmas 3.10 (a) and 3.9 (a). This means that the change of basis does not a¤ect the values of the form for indices smaller than i. By Lemma 3.8 (c), we have
It follows that
Since i is even and n is odd, we know that (1) is equal to 1. Now we have
On the other hand, we notice that
Since i is even, we have Bðv i ; v nÀiþ2 Þ ¼ Bðv 2 ; v n Þ by Lemma 3.11 (a). Also, since i d 3, we must in fact have i d 4. Now it follows from Lemma 3.9 (a) that Bðv 2 ; v nÀiþ2 Þ ¼ 0. Hence, we have Bðv 
We notice that S is still in Jordan normal form with respect to the basis v 0 1 ; . . . ; v 0 2n . We need to make sure that the change of basis does not a¤ect the results of part (a).
Firstly, we notice that if i; j 0 n, then Bðv
Also, the statement of part (a) clearly holds if i; j ¼ n.
This means that we can suppose that i 0 n and j ¼ n. From Lemma 3.7 (a), we obtain
Also, we have On the other hand, we notice that
by Lemma 3.12 (a). Therefore, we can choose the basis in such a way that Bðv n ; v 2n Þ ¼ Qðv n Þ. r
Now that we know enough about the forms B and Q, we can finally introduce the involutions that are used in this section. for all i A f0; . . . ; n À 1g. We can write
where J is the involution defined in Proposition 3.3. Now M is an involution and rankðI þ MÞ ¼ n. Next, we will show that M inverts S. Let S 0 be the matrix of Sj U and Sj W . Since we know by Proposition 3.3 that
Finally, we need to show that M preserves the quadratic form Q. It is enough to show that M preserves B and Q for the basis vectors. Recall that we have written B in block form
This was done with respect to the basis v 1 ; . . . ; v 2n . However, since we have changed the basis, the blocks are now written with respect to the basis u; uS; . . . ; uS nÀ1 ; w; wS; . . . ; wS nÀ1 :
Notice that this change of basis does not a¤ect the applicability of Lemma 3.15 (a): we can still assume that
We will first prove that M preserves B, and we begin by observing that
Since S preserves B, we have S 0 B i ðS 0 Þ T ¼ B i for every i A f1; . . . ; 4g. This means that each B i can in fact be regarded as a bilinear form that is preserved by S 0 . From the proof of Proposition 3.3, it follows that JB i J ¼ B 
By Lemma 3.15, we can assume that B 1 ¼ B 2 þ B 3 , and hence we have
This means that M preserves B.
Because S preserves Q, we have
for all i A f0; . . . ; n À 1g. Also, Proof. Let N be the linear transformation of V defined by uS i N ¼ uS nÀi and wS i N ¼ wS nþ1Ài for all i A f0; . . . ; n À 1g. Let P be the linear transformation of W defined by wS i P ¼ wS nþ1Ài for all i A f0; . . . ; n À 1g. Now we can write
where K is the linear transformation defined in Proposition 3.4. The proof of [3, Lemma 4] shows that N is an orthogonal involution that conjugates S to its inverse. We will show that rankðI þ NÞ is even.
We know by Lemma 2.1 that the minimal polynomial of Sj W is pðxÞ ¼ ðx þ 1Þ n . Suppose that pðxÞ ¼ P n k¼0 a i x i , where a i A F . We notice that a 1 ¼ n 1 À Á ¼ n is odd, and therefore a 1 ¼ a nÀ1 ¼ 1.
Now we can write In the proof of Proposition 3.4 we noticed that rankðI þ KÞ ¼ ðn À 1Þ=2. Now rankðI þ NÞ ¼ rankðI þ KÞ þ rankðI þ PÞ ¼ n À 1;
and therefore rankðI þ NÞ is even. r
The proofs of the theorems
We will now give the proofs of Theorems 1.1 and 1.2.
Proof of Theorem 1.1. Suppose that V is a vector space of even dimension over a field whose characteristic is even. Tiep and Zalesski [10] have shown that WðV Þ is not real if the dimension of V is not divisible by 4. Hence, we can assume that 4 divides dimðV Þ. We decompose V into cyclic and bicyclic subspaces V i as in Section 3. If the dimension of a subspace V i is divisible by 4, then it is either a cyclic space or a bicyclic space consisting of two cyclic spaces of even dimension. By Propositions 3.3 and 3.5, the involution H i can be chosen in such a way that rankðI þ H i Þ is even.
If we have a subspace of dimension 2 ðmod 4Þ, then it is either a cyclic space or a bicyclic space consisting of two cyclic spaces of odd dimension. By Propositions 3.3 and 3.16, the involution H i can be chosen in such a way that rankðI þ H i Þ is odd.
Suppose that we have a subspace V i of odd dimension. Now V i cannot be bicyclic. Since the dimension is odd, the minimal polynomial of Sj V i cannot be of the form ðg i ðxÞg g i ðxÞÞ h i . Hence, it must be of the form r i ðxÞ h i , where r i ðxÞ is self-reciprocal and irreducible. Since the degree of r i ðxÞ has to be odd, it follows from Lemma 2.1 that rðxÞ ¼ x þ 1. However, in this case the subspace is degenerate. (This follows for example from the proof of Lemma 3.12.) Hence, we do not have cyclic spaces of odd dimension.
Since 4 j dimðV Þ, and none of the spaces V i has odd dimension, we must have an even number of subspaces of dimension 2 ðmod 4Þ. Now we know that P rankðI þ H i Þ ¼ rankðI þ HÞ is even. Thus, we can conclude that WðV Þ is strongly real. r Proof of Theorem 1.2. Let V be a vector space of even dimension over a field whose characteristic is even. Suppose that S A WðV Þ is unipotent. Decompose V into cyclic and bicyclic subspaces V i as above.
Suppose first that we have a cyclic subspace V i . As was noted above, we cannot have a cyclic space of odd dimension, and hence the dimension of V i must be even. By Propositions 3.3 and 3.4, the involution H i can be chosen in such a way that rankðI þ H i Þ is even.
Assume then that we have a bicyclic subspace V i . By Propositions 3.5 and 3.17, the involution H i can be chosen in such a way that rankðI þ H i Þ is even. Now P rankðI þ H i Þ ¼ rankðI þ HÞ is even, and therefore H A WðV Þ. Thus, S is strongly real. r
