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Abstract
We define and analyse a numerical algorithm for the approximation of parabolic equations on a general 2D
domain with Dirichlet boundary conditions. It couples wavelet approximations with fictitious domain surface
Lagrange multiplier approaches. This algorithm turns out to be precise, fast and numerically efficient.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
In the last few decades, wavelet theory has triggered the development of a large variety of approaches
for the numerical resolution of partial differential equations [1–5]. The main reasons for that success are
essentially the quality of approximation of wavelet spaces for functions or operators and the existence
of associated fast algorithms.
However, the construction of wavelet spaces for functional spaces defined on general domains is still
open and therefore the very large majority of the wavelet numerical methods for PDEs are restricted to
simple geometrical domains such as combinations of hypercubes and L-shaped domains.
Since the 1970’s [6,7], Lagrange multipliers/fictitious domain approaches have been developed. They
consist in replacing an initial problem set on ω by a new problem set on a larger but simple domain
Ω ⊃ ω¯. The solution of this new problem is a couple (U, λ) such that the restriction of U to ω is the
solution of the initial problem; λ stands for the Lagrange multipliers.
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When approximating the problem, the price to pay for shifting from the general domain ω to the
simple domain Ω can be decomposed as follows:
- new variables (Lagrange multipliers) have been introduced and, therefore, a new space of
approximation has to be defined,
- existence and uniqueness theorems that rely on a so-called “Inf–Sup condition” constrain the spaces
of approximation for U and λ,
- U may suffer from a lack of regularity in the vicinity of γ , the boundary of ω,
- the matrices involved in the ultimate linear system to be solved are usually ill-conditioned,
- technical difficulties such as extension from ω to Ω or trace evaluation on γ have to be faced.
In this work, we define an original method coupling wavelets with Lagrange multipliers. It provides
an efficient method for the approximation of parabolic equations on a 2D general domain with Dirichlet
boundary conditions.
We first describe the approximation in Section 2; then we provide a mathematical analysis that proves
the efficiency of this approach in terms of quality of results (error estimates and numerical solution),
numerical efficiency (condition number, simple preconditioning) and tractability (technical solutions to
the above-mentioned difficulties).
2. A wavelet/fictitious domain approximation
We now consider, for the sake of simplicity in the presentation, the following heat equation:
given T > 0, g ∈ C0(0, T,C0(γ )), u0 ∈ C0(ω) and ν > 0, find u ∈ C1(0, T,C2(ω)) such that

du
dt
= ν	u,
u(0, x) = u0(x),
u|γ = g,
(1)
where ω is an open set of R2 with ω¯ ⊂ [0, 1]2, γ is its boundary and 	 is the Laplacian operator.
This parabolic equation in its strong formulation is first reduced to a sequence of elliptic equations by
a time discretization.
2.1. Time discretization
Again, for the sake of simplicity, we consider the implicit Euler discretization scheme associated with
a regular segmentation of [0, T ] involving a time step δt . With un(x) standing for an approximation of
u(tn, x), x ∈ ω, tn = nδt , the discretized equation can be written as follows:
∀n ≥ 0, find un+1 ∈ C2(ω) such that

(I − νδt 	)un+1 = un,
u0 = u0,
un+1|γ = gn+1,
(2)
where ∀n ≥ 0, gn = g(tn, .) on γ .
Introducing γ0, the first trace operator on γ and the convex Kgn = {u ∈ H 1(ω)/γ0(u) = gn}, (2) can
be written in its weak form as follows:
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∀n ≥ 0, find un+1 ∈ Kgn+1 such that ∀(v,w) ∈ Kgn+1 × Kgn+1,{
a(un+1, v −w) = ln(v − w),
u0(x) = u0(x), (3)
where a(u, v) = ∫
ω
(νδt∇u∇v + uv) dxdy and ln(v) =
∫
ω
unv dxdy.
2.2. Saddle point problem
Introducing Ω = [0, 1]2, the reformulation of (3) using the fictitious domain approach with Lagrange
multipliers on γ leads to the following sequence of problems:
given g ∈ L2([0, T ], H 1/2(γ )) and U 0 ∈ H 1(Ω),
∀n ≥ 0, find (U n+1, λn+1) ∈ H 1(Ω)× H−1/2(γ ) such that ∀(V, µ) ∈ H 1(Ω)× H−1/2(γ ),

a(U n+1, V )− νδtb(V, λn+1) = ln(V ),
b(U n+1, µ) =
∫
γ
gn+1µ dσ, (4)
where b(V, µ) = ∫
γ
γ0(RωV )µdσ with Rω the restriction operator from H 1(Ω) to H 1(ω). The forms a
and ln keep the same definition as in (3) but replacing ω by Ω .
The approximation of (4) is now performed using a Petrov–Galerkin method involving wavelet bases.
2.3. Petrov–Galerkin wavelet approximation
We first consider an m-regular multi-resolution of H 1(Ω) [8]. Introducing for any integer j ≥ 0
the multi-index set K j = {α = ( j, k1, k2), k1 = 0, . . . , 2 j − 1; k2 = 0, . . . , 2 j − 1}, we define
UΩj = span{φΩα , α ∈ K j } = span{ψΩ ,α ,  ∈ {1, 2, 3}, α ∈ Kl, 0 ≤ l ≤ j − 1} where φΩ0
(resp. ψΩ ,0 ,  ∈ {1, 2, 3}) is the so-called scaling function (resp. the wavelets) of the multi-resolution.
Following [1] and assuming m > 2, we introduce the “vaguelettes” [8] θΩ ,α = 4 j (I − νδt	)−1ψΩ ,α
and consider VΩj = span{θΩ ,α ,  ∈ {1, 2, 3}, α ∈ Kl, 0 ≤ l ≤ j − 1}.
Defining for any j ′ ≥ 0, K ′j ′ = {α′ = ( j ′, k′), k′ = 0, . . . , 2 j
′ − 1}, we also consider Qγj ′ =
span{φγ
α′, α
′ ∈ K ′j ′} = span{ψγα′, α′ ∈ K ′l′ , 0 ≤ l ′ ≤ j ′ − 1}, a multi-resolution of H−1/2(γ ) of
regularity m′ > 12 with φ
γ
0 , the associated scaling function, and ψ
γ
0 , the associated wavelet.
With this notation, the Petrov–Galerkin approximation of (4) can be written as follows:
∀n ≥ 0, find (U n+1j , λn+1j ′ ) ∈ UΩj × Qγj ′ such that ∀(Vj , µ j ′) ∈ VΩj × Qγj ′ ,

∫
Ω
U n+1j (Vj − νδt	Vj ) dxdy − νδt
∫
γ
λn+1j ′ γ0(RωVj )dσ =
∫
Ω
U nj Vj dxdy∫
γ
γ0(RωU n+1j )µ j ′ dσ =
∫
γ
gn+1µ j ′ dσ.
(5)
2.4. Final resolution
Identifying Unj (resp. nj′) with the vector of coordinates of U nj (resp. of λnj ′) on a basis of UΩj (resp.
on a basis of Qγj ′), (5) is equivalent to the following linear system, written for the sake of simplicity in
1328 J. Baccou, J. Liandrat / Applied Mathematics Letters 18 (2005) 1325–1331
the non-adaptive configuration, i.e. using the basis {φΩα }α∈K j (resp. the basis {φγα′}α′∈K ′j ′ ):{
Un+1j + Cn+1j ′ = Fnj ,
DUn+1j = Gn+1j ′ ,
(6)
with, ∀α ∈ K j and ∀α′ ∈ K ′j ′ ,
(Fnj )α = < U nj , (1 − νδt	)−1φΩα >L2(Ω), (7)
(Gnj ′)α′ = < gn, φγα′ >L2(γ ), (8)
Cα,α′ = −νδt < γ0(Rω(1 − νδt	)−1φΩα ), φγα′ >L2(γ ), (9)
Dα′,α = < γ0(RωφΩα ), φγα′ >L2(γ ) . (10)
Classically, the system (6) is numerically solved using an Uzawa algorithm where the condition
number of the matrix (DC)t DC controls the convergence speed.
3. Mathematical analysis
3.1. Existence and uniqueness
The existence and uniqueness results for problem (3) are classical. As for problem (4) (resp. problem
(5)), the basic ingredient for existence and uniqueness is an “Inf–Sup condition” connecting the different
functional spaces (resp. the scales of the different approximation spaces) [7]. A generalization of the
main result of [9] to the Petrov–Galerkin case provides that a discrete “Inf–Sup condition” is satisfied
when j− j ′ ≥ L where L is a positive constant that depends on the approximated problem [10]. Note that
a “local Inf–Sup condition” involving only the basis elements of UΩj and V
Ω
j whose support intersects
γ is available.
3.2. Condition number and preconditioner
The following theorem holds:
Theorem 3.1. The 2 j ′ by 2 j ′ matrix (DC)t DC satisfies the following estimate:
∃ 0 < K 1, K 2 < +∞ such that ∀w ∈ R2 j ′ ,
2−2 j ′2−2 j K1 < w ,w >l2(R) ≤< (DC)t DCw ,w >l2(R) ≤ 22 j K2 < w ,w >l2(R), (11)
where K1 and K2 are two constants that depend on the problem and on the choice of the spaces UΩj ,
VΩj and Qγj ′ .
From Theorem 3.1 and according to standard results (see for instance [11]), the below estimate for
cond2((DC)t DC), the condition number of (DC)t DC with regard to the l2 norm, holds:
∃ K < +∞, such that cond2((DC)t DC) ≤ K 4 j ′+2 j . (12)
In the wavelet framework, a simple diagonal preconditioner is available in the bases {ψγ
α′}α′∈K ′l′ ,
0 ≤ l ′ ≤ j ′ − 1, and {ψΩ ,α }α∈Kl ,  ∈ {1, 2, 3}, 0 ≤ l ≤ j − 1, that leads to a uniform conditioning of
(DC)t DC with regard to j ′ and j .
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3.3. Numerical resolution
Resolving numerically (6) involves two kinds of calculations that can be listed as follows:
(1) Precalculations consisting in the extension of u0 from ω to Ω and in the evaluation of the terms of
the matrices C and D ((9) and (10)).
(2) Evaluation at each time step of right-hand-side terms ((7) and (8)) followed by a wavelet-
preconditioned Uzawa algorithm.
3.3.1. Precalculations
The resolution is first initialized by extending the initial condition u0 defined on ω to U0 defined on
the whole Ω . It is known to be an important issue with regard to the regularity of the solution around
the interface γ when iterating the saddle point problem but this problem is not developed in this work
although multi-resolutions of the interval may provide nice tools.
The evaluation of (9) and (10) has been performed efficiently in the case of spline multi-resolution on
Ω and compactly supported scaling function multi-resolution on γ . In such a case, exploiting classical
results of spline theory (and, particularly, a fast iterative algorithm for evaluating point values of the
B-splines [12]) and recent results on wavelets on the interval [2], a precise computation of (9) and (10)
can be performed fast.
3.3.2. Evaluation of right-hand-side terms
The evaluation of terms of types (7) and (8) can be performed at each time step following [1] and
using tree algorithms classically connected to multi-resolutions [8].
3.4. Error estimate and numerical result
Error estimate:
The following theorem connects u(tn, .), the exact solution at time tn , to RωU nj , the restriction of U
n
j
to ω.
Theorem 3.2. For u(tn, .) (resp. U nj ) the unique solution of problem (1) (resp. of problem (5)), at time
tn we have
‖u(., tn+1)− RωU n+1j ‖L2(ω) ≤ ‖u(., t0)− u0‖L2(ω) + ‖U 0j − U 0‖L2(Ω)
+ cT δt + c
′T
δt
(2− j s + 2− j ′s′), (13)
where c and c′ are two constants that do not depend on δx, δy and δt .
The parameter s (resp. s′) depends on the regularity of U k,∀k ≤ n + 1, and on the number of zero
moments of ψΩ ,0 ,  ∈ {1, 2, 3} (resp. on the regularity of λk,∀k ≤ n + 1, and on the number of zero
moments of ψγ0 ).
Remark 3.1. It is known that U k, k ≥ 0, may suffer from a lack of regularity in the vicinity of γ ,
which implies a small value for s in (13) and therefore a poor result of convergence. When this occurs, a
refinement strategy (also called local adaptivity for wavelet approximation spaces) can be applied in the
vicinity of γ . Note that this strategy is in agreement with a local fulfilment of the “Inf–Sup condition”
(see Section 3.1).
1330 J. Baccou, J. Liandrat / Applied Mathematics Letters 18 (2005) 1325–1331
Fig. 1. Numerical solutions. The dashed line stands for γ , boundary of the domain ω. (a) t = 0 (two neighbouring isovalues
represent a jump of 20 in the values of the function), (b) t = 1 (two neighbouring isovalues represent a jump of 0.05 in the
values of the function), (c) wavelet decomposition of the solution at T = 1. Any wavelet coefficient < Un , ψΩ ,α >L2(Ω) with
a modulus larger than τ = 2 × 10−5 provides a small white square.
Remark 3.2. Note that multi-resolutions on H−1/2(γ ) provide easily controlled high quality
approximation spaces for the Lagrange multipliers and therefore, when regularity is ensured, a small
contribution to the global error.
Numerical result:
We provide the numerical solution for the heat equation when ω is a non-polygonal and non-convex
domain (represented by the dashed line in Fig. 1). The value of ν is fixed to 16π2 and ∀(x, y) ∈
ω, u0(x, y) = πt0 e
− 32π2 (x−0.5)
2+(y−0.5)2
t0
. The Dirichlet boundary condition is ∀t, g(t) = 0. The initial
condition is extended to Ω \ ω¯ by 0.
The computation constants are j = 7, j ′ = 4, δt = 10−2 and t0 = 10−2.
Fig. 1(a) and (b) display the isovalues of the solution at t = 0 and t = 1. In Fig. 1(c), the positions
(k12− j , k22− j ) of the non-zero τ -thresholded wavelet coefficients of U n for nδt = 1 and τ = 2 × 10−5
are displayed. This clearly leads to advocating the use of adapted spaces for the approximation of U n , in
agreement with Remark 3.1.
4. Conclusion
A new numerical method has been derived that couples a wavelets (2D periodic spline wavelets and
compactly supported wavelets on the interval) approach with fictitious domain methods for a parabolic
equation on any domain ω ∈ R2 with Dirichlet boundary conditions. It provides:
- high order approximation spaces for λn , the Lagrange multipliers and U n , the solution on Ω ,
- fast evaluation of the different quantities involved in the resolution,
- a simple diagonal preconditioner for the iteration matrix,
- a refinement strategy, especially in the vicinity of γ .
This new method is very promising since it provides an efficient approximation of parabolic equations
defined on general domains. Our current work has recently led to a generalization of this method to the
construction of fast resolution algorithms for Stefan-like problems with evolving-in-time boundaries
[10].
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