Perceiving temporal simultaneity of cross-modal (e.g. visuo-haptic) events is very important for coherent perception and high performance in multi-modal interaction (e.g. telepresence) systems. The perception of simultaneity, however, depends on many factors, including stimulus intensity, redundant information and selective attention. In this study, we examined the effects of two factors on perceived simultaneity in a visuo-haptic task scenario: active (selfgenerated) motor control and additional visual motion feedback. We used a psychophysical method to measure the differences in points of subjective simultaneity (PSSs) and just noticeable differences (JNDs) in visuo-haptic events. The results showed that the PSS decreased significantly under conditions of active motor control with concurrent visual feedback, and the JNDs were narrowed with either active motor control or additional visual motion feedback.
INTRODUCTION
Multi-modal human system interfaces (HSIs) represent one of the main components of telepresence and networked virtual reality systems. In this context multi-modal refers to sensory modalities, e.g. visuo-haptic. By means of the HSI, human operator commands a remote robot (avatar in virtual environments). In order to make the human operator experience the situation as if he/she were directly present and acting in the remote environment, multiple sources of sensory information must be presented so as to provide him/her with the perception of coherence. One key feature of coherent perception is cross-modal temporal simultaneity [8, 13, 26] . Simultaneous feedback is particularly important in daily life, since it provides one of the most salient cues to bind information from different sensory modalities together into a single perceptual object or event. Asynchronous feedbacks from the same event can give rise to perceptual misbindings and illusions [28] .
In bilateral telepresence systems multi-modal signals are exchanged between the HSI and the remote robot (accordingly, between the HSI and the avatar in virtual environments) through a communication network, e.g. the Internet [9, 18, 20, 22] . The signals processing and transmission times are modality-dependent. This is due to the different requirements of communication bandwidth, as well as compression algorithms, and communication protocols for the different modalities. As a result, the multi-modal information is actually asynchronously presented to the human operator, thus inevitably challenging the perceptual temporal integration. To what degree temporal asynchrony can be considered to be acceptable is of great interest to the designers of HSI, as well as of multi-modal communication protocols and multi-modal augmentation measures.
It is well-known that humans can tolerate a certain degree of temporal asynchrony between two signals from different modalities. This range of tolerance is referred to as temporal window of integration (TWI), within which cross-modal events can be easily bound together. One important measure of the TWI is provided by the just noticeable difference (JND) indicating the thresholds between synchrony and asynchrony. Past investigations of cross-modal temporal integration have mainly focused on the audio-visual modalities [3, 13, 14] . Recently, several studies on the visuo-tactile modalities have reported the JND to be asymmetrically distributed: on average, the visual stimuli must occur before the tactile stimuli for them to be perceived as simultaneous; Furthermore, the JND can be varied by selective attention, stimulus intensity, spatial location, and adaptation [16, [24] [25] [26] .
However, note that most of the aforementioned studies were concerned with very simple stimulated events, for example, temporal discrimination between a very short time of tactile vibration and a briefly illuminated LED. To our knowledge, in almost all previous studies [1, 19, 23-27, 37, 38] , participants were passively stimulated with cross-modal stimuli and then asked to make a temporal order judgement or a simultaneity judgement. By contrast, in bilateral telepresence and virtual reality systems, the human operator actively manipulates the HSI and therewith the remote robot or virtual object. Furthermore, the multi-modal sensor information is permanently fed back to the human operator, which contains not only the collision but also the motion information. These factors may influence the perception of cross-modal temporal integration.
On this background, the primary aim of the present study was to investigate the influence of two common factors on cross-modal temporal integration: first, the human operator's active manipulation; and, second, additional visual feedback of motion information. Both factors are very common in multi-modal interactive systems, yet little is known to date on how they influence the perceptual temporal integration.
BACKGROUND
The perception of temporal simultaneity is an old, yet 'current' issue in cognitive science. It is fundamentally important for object and event recognition, because synchrony is one of the most salient cues to form a coherent perception of an object or event, whereas asynchrony helps to separate the object from background [17] .
Typical results of visual-tactile cross-modal studies are that the visual stimuli have to be presented prior to the tactile stimuli, by 20 to 50 ms, in order to reach the point of subjective simultaneity (PSS), and synchrony-asynchrony thresholds are asymmetrically distributed [5, 10, 23] . However, the perception of temporal simultaneity has also been revealed to depend on many aspects, ranging from low-level neural activity to high-level cognition. For example, Dixon and Spitz found a difference in thresholds between speech and non-speech stimuli [3] . Fujisaki et al showed that training and adaptation can alter the point of subjective simultaneity across different modalities [6] . And Spence, Shore, and Klein demonstrated that attention can also shift the perception of simultaneity: When attention was directed to the tactile modality, visual stimuli had to lead the tactile stimuli by 155 ms in oder to be perceived as simultaneous with the latter; in contrast, when attention was directed to the visual modality, visual stimuli had to lead by only 22 ms [26] (for further detail, see review [23, 31] ).
One factor that plays an important role in multi-modal telepresence is redundant information. For example, a collision event is accompanied by multiple sources of the information, such as force feedback, predictable motion trajectory and sound etc. There have been a few studies recently concerned with the role of spatial location as one of the redundant factors. When multi-sensory signals come from different locations, e.g. the left and the right, participants show better performance on temporal order judgments (TOJs) compared to signals from the same location [12, 24] -though the facilitation was manifest only when the separate signals were presented across the body midline [40] . Apart from studies on spatial location, to our knowledge, there are hardly any studies that have examined the effects of redundant information on cross-modal integration, especially the temporal simultaneity judgments, which are ubiquitous in multi-modal systems. In this paper we consider the visual motion information generated by the moving object as redundant information accompanying 'collision' events. Motion not only provides a cue to movement direction, but also renders future events, such as collisions, predictable. However, it is as yet unknown whether or not such additional visual motion signals affect the perception of simultaneity. One plausible prediction is that 'redundant' motion information facilitates the processing of visual events and the prediction of imminent events. As a result, they will increase the sensitivity for subjective simultaneity. Alternatively, additional motion signals may simply increase the mental work load and so act as distractors, i.e. they would not be benefical (but may rather be harmful) to the subjective simultaneity.
While little is known about the effects of redundant information, the role of active manipulation for perceptual temporal integration also remains unclear. Visuo-motor behavior and perception have been found to differ profoundly in their intrinsic processing capabilities. These differences are not only reflected in the existence of distinct neuronal circuits [7] , but also related to the fact that the visuo-motor loop requires much faster updating of environmental information than merely visual perception. Several studies have shown that the subjective timing of sensory events changes when they are causally linked to subjects' action, as compared to when they are passively sensed [15, 34] . Recently Vogels compared the temporal accuracy between active touch and passive touch by using joystick and showed that the active touch degrades the perception of asychrony [31] . However, in her paradigm the touch space and visual space were separated. Participants required additional resource for mapping visuo-haptics information together. In the same visuo-motor coordinated space it has been demonstrated that additional movement-related information in the active movement often makes predictions more anticipatory [32] . Therefore, it is still unclear whether the accuracy of the simultaneity will be degraded or improved in that same visuo-motor coordinated space.
To examine the effects of visual motion information and selfgenerated action on perceptual temporal integration, the present study adopted a classic event-based temporal order judgment approach. The visual event was the breaching of (i.e. collision with ) a vertical-line barrier by a moving object (visible object conditions), or simply the disappearance of the bar's middle section (invisible object conditions), and the haptic event was the impulse force feedback associated with the collision. The breaching event has a distinct onset and offset timing which could give the participant a clear perception of the collision and the results can be comparable with previous passive studies. In addition, the availability (versus the non-availability) of visual motion feedback and of manual movement control were examined in a 2 x 2 full factorial design. For the hand-controlled movement, participants used their right-hand index finger to move an object, which was either visible or invisible to cause a collision with the barrier. This condition will hitherto be referred to as 'movement condition', in contrast to the 'no movement condition'. The points of subjective simultaneity (PSSs) and the just noticeable differences (JNDs) were estimated for each of the resulting 2 x 2 experimental condtions.
METHOD 3.1 General Psychophysical Methods
Two classical psychophysical methods are most often used to measure multi-sensory temporal processing: temporal order judgments (TOJ) and synchrony-asynchrony judgments (SAS) [4, 5, 10, 26, 29, 39] . Typically, participants are presented with two stimuli from different modalities at varying stimulus onset asynchronies (SOAs). With the TOJ method, participants are asked to judge which stimulus (or in which modality a stimulus) was presented first. The point of subjective simultaneity (PSS) is then estimated in terms of that SOA at which the two stimuli appear to be synchronous, i.e. the point at which the responses 'stimulus A first' and 'stimulus B first' are equally frequent. The 75% and 25% frequencies of 'stimulus A first' responses are referred to as upper and lower thresholds, respectively. Note that the upper and lower thresholds do not always have the same values. The just noticeable difference (JND) is usually defined by the difference between the upper and lower thresholds. Similar to the TOJ method, the synchrony-asynchrony (SAS) judgment method also aims to obtain PSS and JND estimates, but in a somewhat different way. In an SAS experiment, participants are asked to judge whether two stimuli were presented simultaneously or successively. The PSS is then estimated as the SOA at which the frequency of 'simultaneous' responses reaches its maximum, and the JND is estimated by the lower and upper synchrony-asynchrony thresholds at 50%. Some researchers have argued that the SAS method may not provide reliable estimates of participants' sensitivity to asynchrony, given that the criterion for synchrony judgments adopted by participants is likely to be affected by the particular range of SOAs presented [26, 39] . For this reason, the TOJ method was used in the present study.
The calculation of PSS and JND is more accurate if a psychometric curve is fitted to each participant's data first, and then the parameters are estimated from the curve. A logistic function is often used to estimate the psychometric curve [2] P(
where α is a parameter indicating the location of the threshold at 50% and β is a parameter indicating the slope of psychometric function.
With the above logistic function the PSS is estimated by the following functionP SS =α;
and the JND is estimated by:
whereα,β are estimated parameters of the logistic function.
Subjects
Nine participants (2 females and 7 males, mean age of 21.9) took part in the experiment for payment. All had normal or correctedto-normal vision and no history of somato-sensory disorders. All were dominantly right-handed. And all were naive as to the purpose of the experiment except for two participants (Z.S. and H.Z.). Informed consent was obtained before the start of the experiment.
Apparatus
The tactile stimuli were generated and delivered by means of a haptic display (SenAble Technologies, PHANToM PREMIUM 1.5A). The haptic display was connected to a PC (Dell Precision 690 Xeon Dual-Core) that controlled the whole experimental procedure. The visual stimuli were generated by using OpenGL and displayed with an NVIDIA Quadro FX 3450 graphics card on a Philips 202P70 CRT monitor with a refresh rate of 100 Hz and a resolution of 1024x768 pixels. The computer program for controlling of the experimental procedure was developed with OpenHaptics (SensSable Technologies, Academic version 2.0) and Visual C++ 2005. The experimental setup is illustrated in Figure 1 . The participant looked down at a mirror, on which he/she saw a visual scene reflected from the above CRT monitor. Below the mirror, the particpants's right-hand index finger was attached to the stylus of Phantom limb (SenAble Technologies, PHANToM PREMIUM 1.5A) device. The position of the index finger was adjusted, before the start of the experiment, such that the participant experienced it to be on the same plane as the visual 2D surface. Visual stimuli were presented on a CRT monitor and mirrored to appear aligned with haptic stimuli. Haptic stimuli presentation was controlled by a PHANToM device, and the visual stimuli were generated by OpenGL with the GLUT toolkit. The participant's head position was fixed by the aid of a chin rest, ensuring a stable viewing distance of 57 cm to the mirror display surface.
Stimuli and Procedure
Participants were seated in front of the haptic display and placed their right-hand index finger into the stylus of PHANToM device, as illustrated in Figure 1 . Participants were asked to rest their heads on the chinrest, so that the viewing distance was fixed at 57 cm.
Visual and haptic stimuli were presented in the experiment. The visual stimuli consisted of a white vertical bar (0.1 cm x 6.0 cm) and a white square box (0.3 cm x 0.3 cm), both 52.7 cd/m 2 in luminance. The tactile stimulus was set to an impulse force of 2N in a direction opposite to the moving direction of the white square; the force lasted 15ms. Auditory perception was 'masked' by white noise presented via earphones, in order to eliminate auditory artifacts produced by the onset of force feedback in PHANToM device.
There were four experimental conditions presented in four separate sessions.
Session 1: No movement with additional visual motion feedback. On each trial, a fixation cross was shown in the display center for 1 second. Next, a continuous vertical bar was presented in the center of the monitor. Then a square box moved from its starting position, 11.5 cm either to the left or to the right, through the middle of the display to the opposite side, at a constant velocity of 11.5 cm/s. When the moving square collided with the vertical bar, the middle section of the bar disappeared from the screen, leaving behind two separated, upper and lower, sections (0.1 cm x 1.6 cm each) visible. The onset of the force feedback event was determined by the stimulus onset asynchronies (SOAs) relative to the visual collision. The time between the break-up of the bar and the haptic force feedback were set at one of seven SOA levels: -90, -60, -30, 0, 30, 60 and 90ms, respectively (for three participants who displayed relatively poor performance in the initial practice blocks, the SOAs range was set from -120 to 120 ms). Positive SOA values mean that the visual collision was presented first, while negative values stipulate that the haptic force feedback was presented first. The moving square continued to move and finally disappeared at its end position (11.5 cm away from the center). Then a probe text was presented on the monitor prompting the participant to respond:'vision first or touch first'. Participants were asked to make a non-speeded twoalternative forced-choice (2AFC) response by pressing either the UP or the DOWN arrow key.
Participants were instructed to keep their index finger aligned with the horizontal location of the vertical bar during the presentation of the visual display. Session 2: No movement and no additional visual motion feedback. The stimuli and procedure were identical to session 1, except that the moving (square) object was invisible. In the absence of the 'redundant' motion information of the square, the 2AFC judgment was a pure comparison between two events: the breaking-up of the visual bar and the impulse force feedback. This condition can be considered as a baseline condition.
Session 3: Hand movement with additional visual motion feedback. The visual stimuli were identical to session 1. In addition, a red square was shown at the beginning of each trial to indicate the starting position of the movement. The horizontal position of moving square was determined by the horizontal position of the PHANToM stylus, which was actively controlled by the participant's index finger movement. The tactile stimuli were identical to session 1. The same seven levels of SOA as in session 1 were employed in the current session. However, due to the movement of the square being manually controlled by participants with instant (zero-delay) visual feedback, the negative SOAs (haptic force feedback prior to visual collision) were dynamically estimated by the instant velocity and distance of the moving square from the vertical bar. The actual SOAs were then measured after the visual collision and haptic force feedback events had occurred. With positive SOAs, the onset of the force feedback occurred at a pre-selected time delay following the visual collision.
At the begin of each trial, the white fixation cross was shown in the display center, with the red square presented on the left or the right side (11.5 cm away from the center) to indicate the starting position of the moving object. A white square was also presented, whose horizontal position was controlled by participants' index finger position. Participants were asked to move this white square to the starting position indicated by the red square. After reaching the starting position, participants had to press any key with their left hand to start the trial. Immediately after this key-press, the red square disappeared and participants had to move the white square with their right-hand index finger to the opposite side at a constant velocity. The object moving speed (11.5 cm/s) was shown in demo block. When the white square collided with the vertical bar, the vertical bar broke into two segments (as in session 1), and a 2N impulse force feedback was provided for 15 ms in the opposite direction of movement at a given SOA relative to the visual collision. Participants were instructed to continue to move the white square until it disappeared, being 11.5 cm away from the center. Finally, the probe text 'vision first or touch first' prompted participants to respond as described above for session 1. It is known that movement velocity will influence the crossmodal simultaneity [31] , the movement velocity was examined in each trial. If participants made a slow movement (mean velocity < 8 cm/s) or a fast movement (mean velocity > 15 cm/s), a feedback screen would present at the end of the trial informing participants that their movement was too slow or too fast.
Session 4: Hand movement without visual motion feedback. The stimuli and procedure were identical to session 3, except the moving (square) object was invisible.
All participants took part in the four sessions. The session order is randomized for each participant. There were six blocks of 42 trials in each session, with the first block devoted to practice. The experiment used within-subject full-factor design, with 2 (movement/no movement) x 2 (with/without visual motion feedback) x 7 (SOAs) conditions. There were 30 trials for each condition (the practice trials were excluded).
RESULTS
The data from the practice blocks were discarded prior to analysis. Moreover, for the active hand movement sessions, trials with a mean velocity slower than 8 cm/s and faster than 15 cm/s (7.7% of total trials) were also discarded from analysis. On the remaining trials, the average velocities were 12.08 cm/s and 12.01 cm/s for session 3 and 4, respectively. These velocities did not differ significantly from the constant object velocity of 11.5 cm/s in sessions 1 and 2 (t-tests, p = 0.163 and p = 0.138 for sessions 3 and 4, respectively). Furthermore, for the hand movement session, the actual SOA values used for psychometric function (PF) fitting were computed post-hoc (instead of the estimated) SOAs. A logistic function was used to estimate the PFs for each participant's data set. Figure 3 presents the four different PFs for each participant and Figure 4 shows the average PFs.
The mean PSSs are presented in the left panel of Figure 5 . The mean PSS was the smallest in the condition 'active hand movement with visual motion feedback' (Mean±SE: 4.4 ± 5.3 ms). The other three mean PSSs were around 20ms. The data from all participants were examined by a repeated-measures analysis of variance (ANOVA) test with two factors: hand movement (absent/present) and visual motion feedback (absent/present). This ANOVA revealed a significant main effect of hand movement, The mean JNDs are presented in the right panel of Figure 5 . Interestingly, the pattern of the JNDs is different from that of the PSSs. The mean JNDs were smaller under conditions of visual motion feedback (whether or not there was active control), whereas the mean PSSs were smaller only in the condition of active control with visual motion feedback. A repeated-measures ANOVA of the JND data revealed the main effect of hand movement (absent/present) to be significant, F(1, 8) = 12.33, p < 0.01. The estimated marginal means of the hand movement and no hand movement conditions were 43 and 61 ms, respectively. This indicates that active control of the moving object helps to increase the sensitivity of the temporal discrimination required. The ANOVA also revealed the main effect of visual motion feedback to be significant, F(1, 8) = 18.91, p < 0.01. The estimated marginal means for the conditions with and without feedback were 37 and 67 ms, respectively. This means that additional information from visual feedback signals can also increase the sensitivity of temporal integration.
Finally, the interaction between hand movement and visual motion feedback was non-significant, F(1, 8) = 2.519, p = 0.151 -suggesting largely additive effects on perceptual temporal discrimination.
DISCUSSION
In this paper we investigated whether or not active hand movements and additional visual motion feedback can influence the crossmodal temporal integration. We quantitatively measured the effects of visual motion feedback and active hand movements on crossmodal temporal integration by estimating the points of subjective simultaneity (PSSs) and the just noticeable differences (JNDs). The first finding was that both factors, i.e. redundant visual signals (visual motion feedback) and hand movements, narrowed the synchrony-asynchrony thresholds. Redundant visual signals reduced the mean JND from 67 to 37 ms (a gain of 30 ms), while active hand movements reduced the mean JND from 61 to 43 ms (a gain of 18 ms). These effects are likely to be additive (as suggested by the non-significant interaction). Previous studies showed that participants may use redundant cues such as spatial locations to facilitate their performance on the multi-sensory TOJ task [10, 24] . Our study suggests that the additional visual motion cues can likewise improve the temporal synchrony-asynchrony discrimination. Some vision scientists have proposed that motion signals are usually processed faster than abrupt events, such as flashes and stimulus break-ups [21, 33] . Shorter processing times allow the visual system to compensate for part of the neural delay and to predict the position of moving object more precisely. As a consequence, it narrows the possible time range of forthcoming events. Furthermore, the distance between the moving object and the barrier can also provide a cue for judging whether or not the collision event has happened. In contrast to previous study by Vogels [31] , we found the simultaneity sensitivity in active movement was improved. We argued that the main differences were due to the different space configuration. In her experiments, the space of the hand movement was separated from the visual space and the final positions of the joystick in the condition of the active movement were randomly shifted. Thus, as she argued that "moving the arm did not provide the participant with extra information about the moment at which the object would collide" [31] . In the present study, however, the hand movement and visual representation were set in the same space. It simulated natural visuo-motor loop feedback. We demonstrated the reduction of JNDs by active hand movements, which indicates that active motor control also contributes to improving the temporal discrimination. Previous studies have also demonstrated that the central nervous system (CNS) can use the motor command, in conjunction with internal models of both hand and visual feedback, to anticipate the resulting load force and the position of the object [30, 35, 36] .
In our study, the PSS for pure visual-tactile events was around 20 ms, i.e. the visual stimulus has to appear 20 ms before the tactile stimulus in order to be perceived as simultaneous. This finding is consistent with previous studies of simple cross-modality com- parisons [10, 24, 26] . Interestingly, although additional visual motion information reduces the JNDs, it alone does not shift the PSS; rather, the PSS remains constant under 'no movement' conditions regardless of the additional visual motion feedback. This suggests that the passive force feedback or non-motor-related visual motion signals may not be able to influence the PSS. However, the PSS dramatically decreases in the condition with coherent visuo-motor feedback condition (21 ms vs. 4 ms). Moreover, hand movement alone without visually feedback does not influence the PSS (21 ms vs. 19ms). Taken together, these findings suggest that selfgenerated movement combined with coherent visual feedback is the key to shift the PSS. Previous studies on motor control have suggested that closed-loop visuo-motor processes allow for fine control of the movement [11] . On-line visual feedback lets the visuo-motor system rapidly develop good predictors to finely predict forthcoming events [35] . As a result, the visual-haptic PSS shifts towards zero. In the other two conditions, i.e. 'no movement' with visual motion feedback and active control without visual motion feedback, the closed-loop visuo-motor is not readily formed. Therefore, such a strategy may not be employed. The magnitude of the mean PSSs obtained in the current study were overall smaller than the values reported by Spence for the divided-attention condition (53ms), but similar to the value for the attend-to-vision condition (22ms). This may be due to the current experimental setting, where participants implicitly focused on the visual modality all the time and their index finger was invisible to them. Since all conditions were run under the same setting, the attentional bias to visual information would have been similar.
The current experimental setting with active manipulation and additional visual motion feedback is similar to the closed visuomotor loop in typical multi-modal telepresence systems. The present findings indicate a higher sensitivity to temporal synchrony with a closed visuo-motor loop than suggested by earlier studies without a closed visuo-motor loop.
These results have implications for the design of multi-modal communication protocols as well as the design of augmenting measures. The tighter timing requirements represent a challenge especially for the synchronization in multi-modal communication over the communication network where large differences exist in the bandwidth requirements and the associated time consumption for data compression. The PSS and JND values can be considered to provide design guidelines for such multi-modal data processing approaches.
CONCLUSION
In this study we investigated the perception of simultaneity for visuo-haptic events, motivated by the challenge of synchronizing multi-modal information in telepresence systems. Specifically, we examined the influence of active (self-generated) motor control and additional visual motion information on perceived simultaneity, a condition that is similar to the typical multi-modal telepresence scenario. We used a psychophysical method to measure the differences in points of subjective simultaneity (PSS) and just noticeable differences (JND) in visuo-haptic events. The result showed that the PSS decreased significantly under conditions of active motor control with concurrent visual feedback, and the JNDs were narrowed by either active motor control or visual feedback. The values provided may serve as a guideline for multi-modal telepresence system design. Ongoing research investigates the temporal integration window in the presence of a time delay between motor action and sensory perception, as is typical in most telepresence scenarios.
