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Abstract
Using the Johnson homomorphism and the representation theory of the symplectic group, we study
the third rational cohomology group of the Torelli group, which gives characteristic classes of surface
bundles whose holonomy groups act trivially on the homology groups of their fibers.
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1. Introduction
Let Σg be a closed oriented surface of genus g  3 and let Mg be its mapping class
group, namely it is the group of all isotopy classes of orientation preserving diffeomor-
phisms of Σg . Mg acts on the first homology group H := H1(Σg) of Σg and it gives the
classical representation
Mg → Sp(2g,Z)
with the kernel Ig called the Torelli group, which is the main subject of this paper.
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To study the structure of Ig , Johnson defined a surjective homomorphismτ :Ig →
( 3∧
H
)
/H
in [6] where H is considered to be a subgroup of ∧3 H as mentioned in Section 3. This
homomorphism is now called the (first) Johnson homomorphism and many properties of
Ig have been derived from this.
In this paper, we use this homomorphism to investigate the rational cohomology group
of Ig . In particular, we consider the induced homomorphism
τ ∗ :Hn
(( 3∧
H
)
/H,Q
)
→ Hn(Ig,Q).
The case of n = 1 was studied by Johnson in [7] where he showed that τ ∗ is an isomor-
phism. The case of n = 2 was settled by Hain in [5] where he showed that there exist
non-trivial elements of Ker τ ∗ and described them in terms of the representation theory of
the symplectic group. Now we treat the case of n = 3 by using the method similar to that of
Hain. Main results are described in Section 5. To each irreducible component, except one,
of H 3((
∧3
H)/H,Q)∼=∧3((∧3 H)/H)⊗ Q with respect to the action of Sp(2g,Q), we
determine whether it survives in H 3(Ig,Q) or not. Then we show that there exists a rela-
tionship between the non-triviality of the last one and that of certain characteristic classes
of surface bundles whose holonomy groups are contained in the Torelli group.
2. Homology and cohomology of groups
In this paper, we mainly use the homology and cohomology of groups. We refer to
Brown’s book [2] for the general theory of them. Here we briefly review their definitions
and some properties.
Let G be a group and A be Z or Q. We regard A as a G-module with the trivial G-action.
Then the homology and cohomology of G with coefficients in A are defined by
H∗(G,A) := H∗
(
K(G,1),A
)
,
H ∗(G,A) := H ∗(K(G,1),A),
where H∗ and H ∗ in the right-hand side are the ordinary homology and cohomology, and
K(G,1) is the Eilenberg–MacLane space of type (G,1). By definition, we have
H0(G,Z) ∼= H 0(G,Z) ∼= Z,
H1(G,Z) ∼= G/[G,G].
Moreover, we have
H∗(G,Q) ∼= H∗(G,Z) ⊗Z Q,
H ∗(G,Q) ∼= HomZ
(
H∗(G,Z),Q
)∼= HomQ(H∗(G,Q),Q)
in general.
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For later use, we observe the homology and cohomology of the finitely generated free
Abelian group Zn further. Since K(Zn,1) = T n, we have
H ∗
(
Zn,Z
)∼= H ∗(T n,Z)∼= ∗∧H 1(T n,Z)∼= ∗∧Zn
where the wedge product in
∧∗
Zn corresponds to the cup product in H ∗(Zn,Z). As for
the homology, we have
H∗
(
Zn,Z
)∼= H∗(T n,Z)∼= ∗∧H1(T n,Z)∼= ∗∧Zn
where the wedge product in
∧∗
Zn corresponds to the Pontryagin product in H∗(Zn,Z).
The Pontryagin product is defined for the homology of general Abelian groups and, in this
case, it is the composite of
Hk
(
Zn,Z
)⊗Hl(Zn,Z) ×−−−−→ Hk+l(Zn × Zn,Z ⊗ Z) −−−−→ Hk+l(Zn,Z)
where the first map is the cross product and the second one is induced by the multiplication
map ((g, g′) → g+g′, λ⊗λ′ → λλ′) for g,g′ ∈ Zn and λ,λ′ ∈ Z. The Pontryagin product
makes it easier to treat the homology of finitely generated free Abelian groups in higher
degrees. Let x1, x2, . . . , xn denote the standard basis elements of Zn. Then the homology
class 1 ∈ Z ∼= Hn(Zn,Z) which corresponds to the fundamental class of the torus T n is
given by
x1 ∧ x2 ∧ · · · ∧ xn ∈
n∧
Zn ∼= Hn
(
Zn,Z
)
.
We again call it the fundamental class. The following lemma is often used in later sections.
Lemma 2.1. Let A be a finitely generated free Abelian group and f : Zn → A be a group
homomorphism. Then the image of the fundamental class 1 ∈ Z ∼= Hn(Zn,Z) by f∗ is
f (x1)∧ f (x2)∧ · · · ∧ f (xn) ∈
n∧
A ∼= Hn(A).
Proof. The induced homomorphism f∗ :H1(Zn,Z) → H1(A,Z) is f itself. Then the
lemma follows from the fact that f∗ preserves the Pontryagin product. 
3. Background
Let Σg be a closed oriented surface of genus g  3 and H1(Σg) be its first homology
group with coefficients in Z. We fix a symplectic basis 〈a1, . . . , ag, b1, . . . , bg〉 of H1(Σg)
as in Fig. 1. The Poincaré duality supplies a canonical isomorphism of H1(Σg) with its dual
module Hom(H1(Σg),Z) = H 1(Σg), the first cohomology group of Σg with coefficients
in Z. In this isomorphism, ai (respectively bi ) ∈ H1(Σg) corresponds to −b∗i (respectively
a∗i ) ∈ H 1(Σg) where 〈a∗1 , . . . , a∗g, b∗1, . . . , b∗g〉 is the dual basis of H 1(Σg). We use the
same symbol H for these canonically isomorphic Abelian groups.
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Let Diff+Σg denote the topological group of all orientation preserving diffeomorphisms
of Σg with the C∞ topology. By a result of Earle and Eells [3], the identity component
of Diff+Σg is contractible so that Diff+Σg is homotopy equivalent to the mapping class
group Mg of Σg , which is the group of path components of Diff+Σg . Hence the clas-
sifying space BDiff+Σg is homotopy equivalent to BMg = K(Mg,1). This means that
cohomology classes ofMg give characteristic classes of oriented Σg-bundles and enables
us to treat the theory of oriented Σg-bundles from the algebraic point of view.
Our strategy to understand the structure ofMg is to approximate it by an object which
is easier to access. It is done by making homomorphisms from or toMg . The fundamental
one is given by the action ofMg on H . This action yields the classical representation
Mg → Sp(2g,Z)
which is known to be surjective. The kernel of this homomorphism is called the Torelli
group and denoted by Ig . From an argument similar to the above, cohomology classes of
Ig give characteristic classes of oriented Σg-bundles whose holonomy groups act trivially
on homology groups of their fibers.
In [6], Johnson defined a surjective homomorphism
τ :Ig →
( 3∧
H
)
/H
which is now called the (first) Johnson homomorphism. Here H is considered as a subgroup
of
∧3 H by the injection
H ↪→
3∧
H
(
x → x ∧
(
g∑
i=1
ai ∧ bi
))
which is Sp(2g,Z)-equivariant. From now on we denote (
∧3
H)/H by U , for short. It is
easy to see that U is a free Abelian group of rank
(2g
3
)−2g. Before reviewing the definition
of τ , we introduce the pointed mapping class group Mg,∗. It is the group of all isotopy
classes of orientation preserving diffeomorphisms of Σg relative to the base point ∗ ∈ Σg .
We denote the corresponding Torelli group by Ig,∗. Then we have the following diagram:
1 −−−−→ Ig,∗ −−−−→ Mg,∗ −−−−→ Sp(2g,Z) −−−−→ 1  ∥∥∥
1 −−−−→ Ig −−−−→ Mg −−−−→ Sp(2g,Z) −−−−→ 1
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where vertical arrows are surjective homomorphisms induced by forgetting the base point.
In the pointed case, the Johnson homomorphism has
∧3
H as its target group and is
given as follows. First, note that Ig,∗ is generated by all BP maps. A BP map of genus k
has the form of Tγ1T −1γ2 where Tγi denotes the Dehn twist along the simple closed curve γi
on Σg given as in Fig. 2. We define the genus of a BP map Tγ1T −1γ2 to be the genus of the
subsurface Sγ1γ2 of Σg bounded by γ1, γ2 and not containing the base point ∗.
For a given BP map Tγ1T −1γ2 of genus k with the subsurface Sγ1γ2 , choose a maximal
symplectic subspace V of H1(Sγ1γ2) with a symplectic basis xi , yi (i = 1, . . . , k). Then
H1(Sγ1γ2) is a free Abelian group generated by xi , yi (i = 1, . . . , k) and c where c is the
homology class of γ1 given by the orientation putting Sγ1γ2 on its left as we move around
γ1. The value of τ on Tγ1T −1γ2 by τ is defined to be
τ
(
Tγ1T
−1
γ2
)=( n∑
i=1
ai ∧ bi
)
∧ c
which does not depend on the choice of the symplectic basis. This correspondence deter-
mines a well-defined homomorphism τ :Ig,∗ →∧3 H . A direct computation shows that
the image of Ker(Ig,∗ → Ig) is contained in H ⊂∧3 H so that we can define the homo-
morphism τ :Ig → U to be the one which makes the following diagram:
Ig,∗ τ ∧3 H
Ig τ U
commutative where the right vertical map is the natural projection. That is, τ :Ig → U is
given by
τ (ϕ) = τ (ϕ˜) modH
for ϕ ∈ Ig where ϕ˜ ∈ Ig,∗ is any lift of ϕ. We use the same symbol τ for the above two
versions of Johnson homomorphisms but any confusion will not occur.
We mention two important properties of the Johnson homomorphism τ :Ig → U which
we effectively use later.
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Theorem 3.1 (Johnson [6,7]).(1) τ isMg-equivariant whereMg acts on Ig by the outer conjugation and acts on U by
the way induced from the action ofMg on H .
(2) The induced homomorphism τ∗ :H1(Ig,Z) → H1(U,Z) = U is an isomorphism mod-
ulo 2-torsion.
From this theorem, we see that τ gives a good approximation of the abelianization of Ig
by a free Abelian group U . In the pointed case, there exist properties similar to the above.
The Johnson homomorphism is extended from Ig to the whole ofMg by Morita in [13]
and has the following form:
Mg,∗ ρ1 12
∧3
H  Sp(2g,Z)
Ig,∗
⋃
τ ∧3
H
⋃ Mg ρ1 12 U  Sp(2g,Z)
Ig
⋃
τ
U
⋃
where 12
∧3 H is a submodule of∧3(H ⊗Z Q) and 12 U is similar. ρ1 is called the extended
Johnson homomorphism. When we consider ρ1 to be an approximation of Mg by 12 U 
Sp(2g,Z), our next task is to measure the gap between them. We will see it from the view
of the rational cohomology, namely, we consider induced homomorphisms
ρ∗1 :H ∗
(
1
2
3∧
H  Sp(2g,Z),Q
)
→ H ∗(Mg,∗,Q),
ρ∗1 :H ∗
(
1
2
U  Sp(2g,Z),Q
)
→ H ∗(Mg,Q).
In [9], Kawazumi and Morita determined Imageρ∗1 completely. To mention their results,
we recall the definitions of the Euler class and Morita–Mumford classes which are charac-
teristic classes of oriented Σg-bundles defined independently in [11,18]. We now follow the
conventions of [11]. Let π : EDiff+Σg → BDiff+Σg be the universal oriented Σg-bundle.
Then the Morita–Mumford class ei ∈ H 2i (BDiff+Σg,Z) is defined by ei = π∗(ei+1)
where e ∈ H 2(EDiff+Σg,Z) is the Euler class of the relative tangent bundle of π and
π∗ is the Gysin map. Since H ∗(EDiff+Σg,Z) = H ∗(Mg,∗,Z) and H ∗(BDiff+Σg,Z) =
H ∗(Mg,Z), we can consider that e ∈ H 2(Mg,∗,Z) and ei ∈ H 2i(Mg,Z). We write
ei ∈ H 2i(Mg,∗,Z) again for the pull-back of ei ∈ H 2i(Mg,Z) under the homomorphism
Mg,∗ →Mg . Using them, we mention the following theorem:
Theorem 3.2 (Kawazumi, Morita [9]).
Imageρ∗1 = Q[e, e1, e2, . . .]/(relations) ⊂ H ∗(Mg,∗,Q),
Imageρ∗1 = Q[e1, e2, . . .]/(relations) ⊂ H ∗(Mg,Q).
For the proof of this theorem, we refer to [9]. This theorem shows that the extended
Johnson homomorphism ρ1 captures an important part of H ∗(Mg,∗,Q) or H ∗(Mg,Q).
Then the following problem naturally occurs to us.
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Problem. Let τ :Ig → U be the Johnson homomorphism. Determine the image and the
kernel of the induced homomorphism
τ ∗ :H ∗(U,Q)→ H ∗(Ig,Q).
In later sections, we treat this problem in cases of degrees up to 3, starting from results
of Johnson and Hain. Note that this problem contains that of the non-triviality of powers
of the Euler class ek (k  2) and even Morita–Mumford classes e2i (i  1) on the Torelli
group. For the present, however, we have little information about it. As for odd Morita–
Mumford classes e2i−1 (i  1), it is known that they are trivial in H ∗(Ig,Q). See [11,15]
for details.
4. The cohomology of the Torelli group and the representation theory of the
symplectic group
In this section, we begin our study of the problem mentioned in the previous section,
namely we consider the homomorphism
τ ∗ :H ∗(U,Q)→ H ∗(Ig,Q)
and its kernel. The case of ∗ = 1 is settled by using Theorem 3.1(2) due to Johnson that
τ ∗ :H 1(U,Q)→ H 1(Ig,Q) is an isomorphism.
Before we proceed further, we give some remarks about our setting of the homomor-
phism τ ∗. As mentioned in Section 2, the source H ∗(U,Q) of τ ∗ is isomorphic to
∧∗
UQ
where we write UQ for U ⊗Z Q. The rational dimension of this vector space grows very
rapidly as ∗ and g increase. Hence we need some devices to treat it efficiently. We now
adopt the representation theory of the symplectic group Sp(2g,Q) for the following rea-
son.
The action of Sp(2g,Z) on H naturally extends to an action of Sp(2g,Q) on HQ :=
H ⊗Z Q. Then we can consider∧∗ UQ to be an Sp(2g,Q)-vector space. On the other hand,
since τ :Ig → U isMg-equivariant, τ ∗ :∧n UQ → Hn(Ig,Q) is alsoMg-equivariant. In
particular, Ker τ ∗ becomes an Sp(2g,Z)-subspace. Moreover, we can say the following:
Lemma 4.1. Ker τ ∗ is an Sp(2g,Q)-subspace.
Proof. For the proof of this lemma, we refer to the proof of Lemma 2.2.8 in [1], where
more general situations are treated. 
From this lemma, our problem becomes as follows: Determine the Sp(2g,Q)-subspace
Ker τ ∗ in the Sp(2g,Q)-vector space
∧∗
UQ. For such a situation, the representation the-
ory of Sp(2g,Q) plays an essential role. That is, for a given non-zero vector v which is
in some irreducible component of
∧∗
UQ with respect to the action of Sp(2g,Q), if v
is in Kerτ ∗, then all vectors in this irreducible component are in Ker τ ∗ because of the
irreducibility.
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Here we summarize the notation and general facts concerning the representation theory
of Sp(2g,Q) from [4,5,15,16]. First we consider the Lie group Sp(2g,C) and its Lie alge-
bra sp(2g,C). By the general theory of the representation, we see that finite dimensional
representations of Sp(2g,C) coincide with those of sp(2g,C). Their common irreducible
representations (up to isomorphisms) are parameterized by Young diagrams whose num-
bers of rows are less than or equal to g. We call such young diagrams admissible. These
representations are all rational representations defined over Q so that we can consider them
as irreducible representations of Sp(2g,Q) and sp(2g,Q). We follow the notation in [15]
to describe Young diagrams as in Fig. 3.
The correspondence between admissible Young diagrams and irreducible represen-
tations are explicitly given as follows. First we assign Q, which is the trivial irre-
ducible representation, to the Young diagram [0] and assign HQ, which is the funda-
mental representation of sp(2g,Q), to the Young diagram [1]. We fix a symplectic basis
〈a1, . . . , ag, b1, . . . , bg〉 of HQ = [1] with respect to the intersection form µ :HQ ⊗HQ →
Q, which is a non-degenerate skew symmetric bilinear form, namely ai, bi (i = 1, . . . , g)
satisfy the conditions
µ(ai, aj ) = 0, µ(bi, bj ) = 0, µ(ai, bj ) = δij
where δij is the Kronecker’s delta. In the general case, the Young diagram [n1n2 · · ·nl],
where ni are integers satisfying n1  n2  · · ·  nl  1 and l  g, corresponds to the
sp(2g,Q)-vector space V given as follows. Let [m1m2 · · ·mk] be the Young diagram
obtained by transposing [n1n2 · · ·nl]. Then V is defined to be the irreducible sp(2g,Q)-
subspace of(m1∧
HQ
)
⊗
(m2∧
HQ
)
⊗ · · · ⊗
(mk∧
HQ
)
containing the vector
(a1 ∧ a2 ∧ · · · ∧ am1)⊗ (a1 ∧ a2 ∧ · · · ∧ am2)⊗ · · · ⊗ (a1 ∧ a2 ∧ · · · ∧ amk )
which is called the highest weight vector of [n1n2 · · ·nl].
As an example, we consider UQ and
∧3
HQ in the present contexts. Let C3 :
∧3
HQ →
HQ be the contraction given by
C3(x ∧ y ∧ z) = µ(x, y)z+ µ(y, z)x + µ(z, x)y
and a natural injection HQ ↪→∧3 HQ given by
x → x ∧ω
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where ω :=∑g ai ∧ bi ∈∧2 HQ is the symplectic class. Then we can identify KerC3i=1
with UQ = (∧3 HQ)/HQ. In particular, UQ is isomorphic to the sp(2g,Q)-subspace of∧3
HQ containing a1 ∧a2 ∧a3 which is irreducible. Hence UQ is the irreducible represen-
tation which corresponds to the Young diagram [13] and the irreducible decomposition of∧3 HQ is given by
3∧
HQ = HQ ⊕UQ = [1] +
[
13
]
where we write + for the operation of direct sum. The above decomposition is explicitly
given as follows. Let q :
∧3
HQ →∧3 HQ be a homomorphism defined by
q(ξ) = ξ − 1
g − 1C3(ξ)∧ ω
(
ξ ∈
3∧
HQ
)
for ξ ∈∧3 HQ. Then we can see that Imageq = KerC3 = UQ and the direct sum decom-
position of
∧3
HQ = UQ⊕HQ is given by the correspondence ξ → (q(ξ), 1g−1C3(ξ)∧ω).
Now we define
pij = q(ai ∧ aj ∧ bj ) = ai ∧ aj ∧ bj − 1
g − 1ai ∧ω
qij = q(bi ∧ aj ∧ bj ) = bi ∧ aj ∧ bj − 1
g − 1bi ∧ω
(i = j).
It is easily checked that there are 2g relations∑
j =i
pij = 0,
∑
j =i
qij = 0 (i = 1, . . . , g).
Then we obtain an explicit description of UQ as follows:
Lemma 4.2 (Morita [16]). UQ is, as a Q-vector space, spanned by the following elements
ai ∧ aj ∧ ak, bi ∧ bj ∧ bk (i < j < k),
ai ∧ aj ∧ bk, bi ∧ bj ∧ ak (i < j, k = i, j),
pij , qij (i = j)
and 2g relations of ∑j =i pij = 0, ∑j =i qij = 0 (i = 1,2, . . . , g) represent a complete
system of linear relations among them.
Note that U can be considered as a lattice in UQ. That is, U is isomorphic to the
Sp(2g,Z)-submodule of UQ generated by above generators.
For later use, we define the following elements Xi,j , Yi,j (i = j) and Ui of sp(2g,Q)
characterized by their actions on HQ as follows:
Xi,j (ak) = δjkai, Xi,j (bk) = −δikbj ,
Yi,j (ak) = 0, Yi,j (bk) = δikaj + δjkai,
Ui(ak) = 0, Ui(bk) = δikai .
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We can check that Xi,j , Yi,j ,Ui are certainly elements of sp(2g,Q).
We also make use of following four types of sp(2g,Q)-equivariant homomorphisms
frequently. Recall that µ :HQ ⊗ HQ → Q is the intersection form on HQ.
(1) The contraction Ck :
∧k
HQ →∧k−2 HQ (k = 2,3, . . .) is given by
Ck(x1 ∧ · · · ∧ xk) =
∑
1i<jk
(−1)i+j+1µ(xi, xj )x1 ∧ · · ·
∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ xk
where x̂i means to exclude xi and we define
∧0
HQ to be the trivial representation Q. It
is known that the kernel of Ck is the irreducible sp(2g,Q)-vector space corresponding
to the Young diagram [1k]. (See [4, Theorem 17.5].)
Let V be some sp(2g,Q)-vector space and let vi be elements of V .
(2) The canonical inclusion inV :
∧n
V ↪→ ⊗nV is given by
inV (v1 ∧ v2 ∧ · · · ∧ vn) =
∑
σ∈Sn
sgn(σ )vσ(1) ⊗ vσ(2) ⊗ · · · ⊗ vσ(n)
where Sn is the symmetric group of degree n.
(3) The multiplication ϕm,nV : (
∧m V )⊗ (∧n V ) →∧m+n V is given by
(v1 ∧ v2 ∧ · · · ∧ vm)⊗ (vm+1 ∧ vm+2 ∧ · · · ∧ vm+n) → v1 ∧ v2 ∧ · · · ∧ vm+n.
We define the multiplication ψm,nV :
∧m
(
∧n
V ) →∧mn V similarly.
(4) Using (2) and the canonical projection ⊗2 V →∧2 V given by v1 ⊗ v2 → v1 ∧ v2,
we also define an inclusion jV :
∧3
V ↪→ V ⊗ (∧2 V ) by
jV (v1 ∧ v2 ∧ v3) = v1 ⊗ (v2 ∧ v3)+ v2 ⊗ (v3 ∧ v1) + v3 ⊗ (v1 ∧ v2).
For simplicity, we denote ai1 ∧ ai2 ∧ · · · ∧ ain by Ai1i2···in . As for indices which are
negative, we interpret them by changing a into b. For example, A1−2−34 stands for a1 ∧
b2 ∧ b3 ∧ a4.
Now we return to our problem of determining Ker(τ ∗ :
∧∗
UQ → H ∗(Ig,UQ)). The
case of ∗ = 2 was settled by Hain in [5]. We review his argument in Section 10 of [5] in
the present contexts as follows.
First, we see the irreducible decomposition of
∧2
UQ.
Lemma 4.3 (Hain [5]). If g  3, then the irreducible decomposition of ∧2 UQ is given by
2∧
UQ =

[0] + [22]+ [12]+ [2212]+ [14]+ [16] (g  6),
[0] + [22]+ [12]+ [2212]+ [14] (g = 5),
[0] + [22]+ [12]+ [2212] (g = 4),
[0] + [22] (g = 3).
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Note that the notation for describing irreducible representations in [5] is different from
ours. For example, V (λ1) corresponds to [1] and V (λ3) corresponds to [13]. As mentioned
in Remark 6.2 of [5], the irreducible decomposition stabilizes for sufficiently large g. In
this case the stability range is g  6.
We give some remarks about methods for obtaining the irreducible decomposition of
sp(2g,Q)-vector spaces. In [8,10], methods for decomposing the tensor product of two ir-
reducible representations are given. Using them, for example, we can obtain the irreducible
representation of
∧2
UQ = ∧[13] with fixed g as follows. Note that there exists a surjective
homomorphism
⊗2
UQ →∧2 UQ so that the components which appear in the irreducible
decomposition of
∧2
UQ are also contained in that of
⊗2
UQ. Hence by finding irreducible
components of
⊗2
UQ which are also contained in
∧2
UQ and taking the sum of dimen-
sions of irreducible representations, which are calculated by Weyl’s dimensional formula,
until the total dimension coincides with the dimension of
∧2
UQ, we obtain the irreducible
decomposition of
∧2
UQ. Another method is to use the computer program LiE. Once we
obtain the data of the irreducible decomposition, it is easy to check it by hand by using the
same method as above.
With respect to the above irreducible decomposition of
∧2
UQ, Hain showed the fol-
lowing theorem.
Theorem 4.4 (Hain [5]). For all g  3, Ker τ ∗ = [0] + [22].
This statement corresponds to [5, Theorem 10.1]. In [14], Morita explained this theorem
by using methods closer to those of this paper. Here we review the method of showing
that the other components except [0] and [22] are not contained in Ker τ ∗. Notice that an
irreducible component is not in Ker(τ ∗ :
∧2
UQ → H 2(Ig,Q)) if and only if it is contained
in Image(τ∗ :H2(Ig,Q) → H2(U,Q)∼=∧2 UQ). To obtain an element in H2(Ig,Q), Hain
used a fundamental class of an Abelian subgroup of Ig , so that he obtained an element of
H2(Ig,Q) whose image under τ∗ is given by
v = ((g − 1)a1 ∧ a2 ∧ b2 − a1 ∧ω)∧ ((g − 1)a3 ∧ a4 ∧ b4 − a3 ∧ω).
Lemma 2.1 is used to do the calculation involved here. Then he showed the result by
decomposing v to each irreducible component. For example, v goes to a non-trivial element
in [16] ⊂∧6 HQ by the map which is the composition of
2∧
UQ ↪→
2∧( 3∧
HQ
) ψ2,3HQ−→ 6∧HQ.
This shows that [16] are contained in Image(τ∗ :H2(Ig,Q) → H2(U,Q)∼=∧2 UQ).
As an immediate corollary of this theorem, we see that when g = 3, τ ∗ is trivial for all
degrees greater than 0.
5. Main results
In the rest of this paper, we treat the case of ∗ = 3. First, we need to know the irreducible
decomposition of
∧3 UQ. In this case the stability range is given by g  9.
94 T. Sakasai / Topology and its Applications 148 (2005) 83–111
Table 1g = 3 g = 4 g = 5 g = 6 g = 7 g = 8 g  9
[3213] 1 1 1 1 1
[321] 1 1 1 1 1 1
[323] 1 1 1 1 1 1
[3212] 1 1 1 1 1 1
[32] 1 1 1 1 1 1 1
[2313] 1 1 1 1
[231] 1 1 1 1 1
[2215] 1 1 1
[2213] 1 2 2 2 2
[221] 1 2 2 2 2 2
[215] 1 1 1 1
[213] 1 2 2 2 2 2
[21] 1 1 1 1 1 1
[19] 1
[17] 1 1
[15] 1 1 2 2 2
[13] 1 2 2 3 3 3 3
[1] 1 1 1 1 1
Lemma 5.1. The irreducible decomposition of ∧3 UQ is given by Table 1, where numbers
indicate multiplicities of the corresponding irredusible representation inside it for each g.
From the table, we see, for example, that
3∧
UQ =
[
321
]+ [323]+ [3212]+ [32] + [221]+ [213]+ [21] + 2[13]
when g = 4.
Proof. Once we obtain the data of the irreducible representation, it is a routine matter to
check it by hand as mentioned in the previous section. 
Now we mention the main results of this paper.
Theorem 5.2. For all g  9, Ker τ ∗ contains the direct sum[
321
]+ [3212]+ [32] + [2213]+ [221]+ [213]+ [21] + 2[13]
which is equal to Image(∪ :UQ ⊗ ([22] + [0])→∧3 UQ). Moreover, one of the following
two possibilities holds:
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(a) Ker τ ∗ = [321] + [3212] + [32] + [2213] + [221] + [213] + [21] + 2[13].
(b) Ker τ ∗ = ([321] + [3212] + [32] + [2213] + [221] + [213] + [21] + 2[13])+ [1].
In Section 6, we also treat the cases of lower genera but here we omit the details. We prove
it in Sections 6.1 and 6.2. As for the summand [1], we can relate it with the Euler class and
the Morita–Mumford class as follows.
Theorem 5.3. For all g  5,
τ ∗
([1])= {0} ⊂ H 3(Ig,Q) ⇐⇒ e2 − (2 − 2g)e2 = 0 ∈ H 4(Ig,∗,Q)
where e is the Euler class and e2 is the second Morita–Mumford class.
We prove this theorem in Section 6.3. The above condition is compatible with the pull-
back of the universal Σg-bundle. Therefore comparing the result of Morita in [12] that
the pull-back of e2 ∈ H 4(Mg,Z) on the amenable group vanishes, we obtain the next
corollary.
Corollary 5.4. For every amenable group G and every group homomorphism f :G → Ig ,
f ∗τ ∗
([1])= {0} ⊂ H 3(G,Q).
In the proof of Theorem 5.2, we construct some homology classes of H3(Ig,Q) which
come from fundamental classes of some Abelian subgroups of Ig to evaluate summands
which survive in H 3(Ig,Q). This corollary implies that on any Abelian group the sum-
mand τ ∗([1]) is equal to 0 since it is known that
(Abelian groups) ⊂ (nilpotent groups) ⊂ (solvable groups) ⊂ (amenable groups).
6. Proofs of the main results
Now we prove Theorems 5.2 and 5.3. In Sections 6.1 and 6.2, all vector spaces are
sp(2g,Q)-vector spaces and all homomorphisms are sp(2g,Q)-equivariant so that we omit
the symbol “sp(2g,Q)-” for simplicity.
6.1. Summands which are in the kernel
Due to Hain’s results, we can obtain some summands in Kerτ ∗ by considering the cup
product. That is, we calculate the image of the homomorphism
∪ :H 1(U ;Q)⊗ Ker(H 2(U ;Q) τ∗→ H 2(Ig;Q))→ H 3(U ;Q).
In terms of sp(2g,Q)-vector spaces, we determine the image of
∧ : [13]⊗ ([22]+ [0])→ 3∧[13]
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where [22] + [0] is in ∧2[13] and the homomorphism ∧ is given by taking the wedge
product.
Lemma 6.1. If g  3, the irreducible decomposition of [13] ⊗ ([22] + [0]) is given by
2
[
13
]+ [32] + [21] + [321]+ [312]+ [213]+ [221]+ [3212]+ [2213]
(g  5),
2
[
13
]+ [32] + [21] + [321]+ [312]+ [213]+ [221]+ [3212]
(g = 4),
2
[
13
]+ [32] + [21] + [321]+ [312]
(g = 3).
Proof. We can obtain the above result by applying the method in [8,10], or by using LiE
(with checking the result). Here we omit the detail of the proof. 
With respect to the above decomposition, we prove the following proposition (this fact
for the stable range is mentioned in [15, Proposition 6.3] without proof).
Proposition 6.2. For g  3, the irreducible decomposition of the image of the homomor-
phism ∧ : [13] ⊗ ([22] + [0])→∧3[13] is given by
2
[
13
]+ [32] + [21] + [321]+ [213]+ [221]+ [3212]+ [2213] (g  5),
2
[
13
]+ [32] + [21] + [321]+ [213]+ [221]+ [3212] (g = 4),[
13
]+ [32] (g = 3).
Proof. We can see that the highest weight vector v[22] of [22] ⊂
∧2
UQ is
g∑
i=3
A12i ∧ A12−i
and the highest weight vector v[0] of [0] ⊂∧2 UQ is∑
1i<j<kg
Aijk ∧ A−i−j−k −
∑
1i<jg
1kg, k =i,j
Aij−k ∧ A−i−jk +
∑
1i,jg
i =j
pij ∧ qij
by checking that they vanish when we apply Xi,j (i < j), Yi,j (i < j) and Ui . Us-
ing v[22] and v[0], we construct some vectors in Image∧ and decompose them to each
irreducible component. To do so, we need a lot of sp(2g,Q)-vector spaces and sp(2g,Q)-
homomorphisms. We summarize them in the following diagram:
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∧3[13] =∧3 UQ
ι∧3
(
∧3
HQ)
f1
g1
(
∧3
HQ)⊗ (∧2(∧3 HQ))
g2⊗3
(
∧3
HQ)
f2
(
∧3
HQ)⊗ (∧6 HQ)
g3
(
⊗3
HQ)⊗ (∧3 HQ)⊗ (∧3 HQ)
f3
(
∧3
HQ)⊗ (∧4 HQ)
g4
h1
HQ ⊗ (∧2 HQ)⊗ (∧4 HQ)
h2
HQ ⊗ (∧4 HQ)⊗ (∧4 HQ)
f4
(
∧3
HQ)⊗ (∧2 HQ)
g5
(
∧2
HQ)⊗ (∧5 HQ)
h3
HQ ⊗ (∧2 HQ)⊗ (∧4 HQ)
f5
HQ ⊗ (∧2 HQ)⊗ (∧2 HQ)
g6
(
∧2
HQ)⊗ (∧3 HQ)
h4
HQ ⊗ (∧2 HQ)⊗ (∧2 HQ) HQ ⊗ (∧4 HQ) (∧2 HQ)⊗HQ
where ι is the inclusion and homomorphisms fi, gi and hi are defined as follows.
f1 = i3∧3 HQ ,
f2 = i3HQ ⊗ 1 ⊗ 1,
f3(x1 ⊗ x2 ⊗ x3 ⊗Aijk ⊗ Almn) = x1 ⊗ (x2 ∧ Aijk)⊗ (x3 ∧Almn),
f4 = 1 ⊗C4 ⊗ 1,
f5 = 1 ⊗ 1 ⊗C2,
g1 = j∧3 HQ ,
g2 = 1 ⊗ ψ2,3HQ ,
g3 = 1 ⊗ C6,
g4 = 1 ⊗ C4,
g5 = jHQ ⊗ 1,
g6 = 1 ⊗ ϕ2,2HQ ,
h1 = jHQ ⊗ 1,
h2(x ⊗ Aij ⊗ Aklmn) = Aij ⊗ (x ∧ Aklmn),
h3 = 1 ⊗ C5,
h4 = 1 ⊗ C3.
[321]: Taking the wedge product of v[22] and A123, we obtain
g∑
i=3
A12i ∧ A12−i ∧A123 ∈
3∧
UQ.
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When g  4, this is the non-zero highest weight vector of [321]. Hence we see that Image∧
contains the summand [321].
[3212]: Take the wedge product of v[22] and A134. Then
v[22] ∧A134 =
g∑
i=3
A12i ∧A12−i ∧ A134
f1◦ι−→
g∑
i=3
A12i ⊗A12−i ⊗A134 −
g∑
i=3
A12i ⊗ A134 ⊗ A12−i
+
g∑
i=3
A12−i ⊗A134 ⊗A12i −
g∑
i=3
A12−i ⊗A12i ⊗A134
+
g∑
i=3
A134 ⊗A12i ⊗A12−i −
g∑
i=3
A134 ⊗ A12−i ⊗ A12i
f3◦f2−→ −
g∑
i=3
(a1 ⊗Ai12−i ⊗ A2134)−
g∑
i=3
(a1 ⊗ A2134 ⊗ Ai12−i)
+
g∑
i=3
(a1 ⊗ A2134 ⊗A−i12i )+
g∑
i=3
(a1 ⊗A−i12i ⊗A2134)
+
g∑
i=3
(a1 ⊗ A312i ⊗ A412−i − a1 ⊗ A412i ⊗A312−i)
−
g∑
i=3
(a1 ⊗ A312−i ⊗A412i − a1 ⊗ A412−i ⊗A312i)
f4−→ 2(g − 1)a1 ⊗ A12 ⊗ A1234.
Hence we obtain
f4 ◦ f3 ◦ f2 ◦ f1 ◦ ι(v[22] ∧A134) = 2(g − 1)a1 ⊗A12 ⊗ A1234.
This is the highest weight vector of [3212] so that Image∧ contains the summand [3212]
for g  4.
[32]: Take the wedge product of v[22] and p13 − p12 = A13−3 −A12−2. Then
v[22] ∧ (p13 − p12) =
g∑
i=3
A12i ∧A12−i ∧ (p13 −p12)
f1◦ι−→
g∑
i=3
A12i ⊗A12−i ⊗ (p13 − p12)−
g∑
i=3
A12i ⊗ (p13 −p12)⊗A12−i
+
g∑
i=3
A12−i ⊗ (p13 − p12)⊗ A12i −
g∑
i=3
A12−i ⊗ A12i ⊗ (p13 − p12)
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g∑ g∑
+
i=3
(p13 − p12)⊗A12i ⊗ A12−i −
i=3
(p13 − p12)⊗A12−i ⊗A12i
f3◦f2−→ −
g∑
i=3
a1 ⊗ Ai12−i ⊗
(
a2 ∧ (p13 − p12)
)
−
g∑
i=3
a1 ⊗
(
a2 ∧ (p13 − p12)
)⊗Ai12−i
+
g∑
i=3
a1 ⊗
(
a2 ∧ (p13 − p12)
)⊗A−i12i
+
g∑
i=3
a1 ⊗A−i12i ⊗
(
a2 ∧ (p13 − p12)
)
+
g∑
i=3
a1 ⊗A312i ⊗ A−312−i −
g∑
i=3
a1 ⊗ A−312i ⊗A312−i
−
g∑
i=3
a1 ⊗A312−i ⊗ A−312i +
g∑
i=3
a1 ⊗ A−312−i ⊗A312i
f5◦f4−→ −a1 ⊗ (g − 2)A12 ⊗ (−A12)− a1 ⊗ (−A12)⊗ (g − 2)A12
+ a1 ⊗ (−A12)⊗ (2 − g)A12 + a1 ⊗ (2 − g)A12 ⊗ (−A12)
− a1 ⊗ (−A12)⊗A12 − a1 ⊗A12 ⊗ (−A12)
= (4g − 6)a1 ⊗ A12 ⊗A12.
Hence we obtain
f5 ◦ f4 ◦ f3 ◦ f2 ◦ f1 ◦ ι
(
v[22] ∧ (p13 − p12)
)= (4g − 6)a1 ⊗A12 ⊗ A12.
This is the highest weight vector of [32] so that Image∧ contains the summand [32] for
g  3.
[2213]: Take the wedge product of v[22] and A345. By a similar calculation, we obtain
h2 ◦ h1 ◦ g3 ◦ g2 ◦ g1 ◦ ι(v[22] ∧A345) = −3A12 ⊗ A12345.
This is the highest weight vector of [2213] so that Image∧ contains the summand [2213]
for g  5.
[221]: Take the wedge product of v[22] and p34 −p32 = A34−4 −A32−2. Then we obtain
h3 ◦ h2 ◦ h1 ◦ g3 ◦ g2 ◦ g1 ◦ ι
(
v[22] ∧ (p34 − p32)
)= (2g − 9)A12 ⊗ A123.
This is the highest weight vector of [221] so that Image∧ contains the summand [221] for
g  4.
[21]: Take the wedge product of v[22] and q21 − q23 = A−21−1 − A−23−3. Then we
obtain
h4 ◦ h3 ◦ h2 ◦ h1 ◦ g3 ◦ g2 ◦ g1 ◦ ι
(
v[22] ∧ (q21 − q23)
)= −8(g − 3)A12 ⊗ a1.
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This is the highest weight vector of [21] so that Image∧ contains the summand [21] for
g  4.
[213]: Take the wedge product of v[22] and A−234. Then we obtain
g6 ◦ g5 ◦ g4 ◦ g3 ◦ g2 ◦ g1 ◦ ι(v[22] ∧A−234) = 4a1 ⊗A1234.
This is the highest weight vector of [213] so that Image∧ contains the summand [213] for
g  4.
[13]: We now claim that Image∧ has the summand [13] whose multiplicity is 2 for
g  4 and 1 for g = 3. To show it, consider following two homomorphisms
3∧
UQ
g4◦...◦g1◦ι−−−−−→
( 3∧
HQ
)
⊗
( 2∧
HQ
) 1⊗C2−−−−→ 3∧HQ,
3∧
UQ
g4◦...◦g1◦ι−−−−−→
( 3∧
HQ
)
⊗
( 2∧
HQ
) ϕ3,2HQ−−−−→ 5∧HQ C5−−−−→ 3∧HQ.
We denote the former map by F and the latter one by G. By a similar calculation, we
obtain
F(v[22] ∧A−1−23) = 6A123,
G(v[22] ∧ A−1−23) = −4(g − 3)A123.
On the other hand, we prepare another vector v[0] ∧A123. Then
v[0] ∧ A123
g1◦ι−→
∑
1i<j<kg
Aijk ⊗ A−i−j−k ∧A123 +
∑
1i<j<kg
A−i−j−k ⊗ A123 ∧Aijk
+
∑
1i<j<kg
A123 ⊗ Aijk ∧A−i−j−k
+
∑
1i<jg
1kg, k =i,j
Aij−k ⊗ A−i−jk ∧ A123
+
∑
1i<jg
1kg, k =i,j
A−i−jk ⊗A123 ∧Aij−k
+
∑
1i<jg
1kg, k =i,j
A123 ⊗ Aij−k ∧ A−i−jk
+
∑
1i,jg
i =j
(pij ⊗ qij ∧A123 + qij ⊗A123 ∧ pij + A123 ⊗ pij ∧ qij )
g2−→
∑
1i<j<kg
(Aijk ⊗ A−i−j−k123 + A−i−j−k ⊗A123ijk + A123 ⊗ Aijk−i−j−k)
+
∑
1i<jg
1kg, k =i,j
(Aij−k ⊗A−i−jk123
T. Sakasai / Topology and its Applications 148 (2005) 83–111 101
+ A−i−jk ⊗A123ij−k + A123 ⊗ Aij−k−i−jk)
+
∑
1i,jg
i =j
(pij ⊗ qij ∧A123 + qij ⊗A123 ∧ pij + A123 ⊗ pij ∧ qij )
g4◦g3−→ A123 ⊗ 2(A1−1 +A2−2 + A3−3)
+
g∑
k=4
{
A13k ⊗ (−2A2−k)+ A12k ⊗ 2A3−k + A23k ⊗ 2A1−k
}
+
∑
1i<j<kg
A123 ⊗
{−2(Ai−i + Aj−j + Ak−k)}
−
g∑
k=4
{
A12−k ⊗ 2A3k + A13−k ⊗ (−2A2k)+ A23−k ⊗ 2A1k
}
−
∑
1i<jg
1kg, k =i,j
A123 ⊗ 2(Ai−i +Aj−j + Ak−k)
+ 2(p12 + p13)⊗A23 − 2(p21 + p23) ⊗A13 + 2(p31 + p32)⊗ A12
− A123 ⊗ 6(g − 2)ω.
Hence, we obtain
F(v[0] ∧A123) = −2
(
2g3 − 3g2 − 2g − 3)A123,
G(v[0] ∧ A123) = −2(g − 3)(2g
3 − 5g2 + 7g + 2)
g − 1 A123.
Comparing images of v[22] ∧A−1−23 and v[0] ∧A123 under homomorphisms F and G, we
can see that v[22] ∧A−1−23 and v[0] ∧A123 have sp(2g,Q)-linearly independent images in
[13] when g  4. Therefore our claim follows.
From above computations, Proposition 6.2 follows. 
6.2. Summands which are not in the kernel
By considering the homomorphism
τ∗ :H3(Ig,Q) → H3(U,Q)∼=
3∧
UQ,
we can obtain summands which are not in Ker τ ∗ by decomposing the image of τ∗ into each
irreducible component as mentioned in the proof of Theorem 4.4. To obtain elements in
H3(Ig,Q), we construct some Abelian subgroups of Ig and take their fundamental classes.
We can find some Abelian groups by choosing simple closed curves on Σg along which
Dehn twists are done.
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Lemma 6.3. Following three elements
w1 = A123 ∧A124 ∧A345 (g  5),
w2 = p21 ∧
( 2∑
i=1
p3i
)
∧
( 3∑
i=1
p4i
)
(g  5),
w3 = p12 ∧ p34 ∧ p56 (g  6)
are in Image(τ∗ :H3(Ig) → H3(U) ∼=∧3 U).
Proof. Construct homomorphisms fi : Z3 → Ig as follows, where x1 = (1,0,0), x2 =
(0,1,0), x3 = (0,0,1) ∈ Z3 and Tc is the Dehn twist along a simple closed curve c.
f1: f1(x1) = [Tγ1, Tγ2], f1(x2) = [Tγ3, Tγ4], f1(x3) = [Tγ5, Tγ6] where γi (1 i  6) are
simple closed curves as depicted in Fig. 4.
f2: f2(x1) = Tδ1T −1δ2 , f2(x2) = Tδ3T −1δ4 , f2(x3) = Tδ5T −1δ6 where δi (1 i  6) are simple
closed curves as depicted in Fig. 5.
f3: f3(x1) = Tε1T −1ε2 , f3(x2) = Tε3T −1ε4 , f3(x3) = Tε5T −1ε6 where εi (1 i  6) are simple
closed curves as depicted in Fig. 6.
Since above curves are disjoint from each other, fi : Z3 → Ig are well-defined homomor-
phisms. By Lemma 2.1, we see that (τ ◦ fi)∗ :H3(Z3,Q) → H3(U,Q) =∧3 UQ map the
fundamental class of H3(Z3,Q) to homology classes w˜i ∈∧3 UQ given by
w˜1 = B123 ∧B124 ∧ B345,
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w˜2 = q21 ∧
( 2∑
i=1
q3i
)
∧
( 3∑
i=1
q4i
)
,
w˜3 = q12 ∧ q34 ∧ q56.
Since τ is Mg-equivariant, the lemma follows.
After the above preparation, we continue the proof of Theorem 5.2. We now as-
sume g  5. As in the previous subsection, we summarize sp(2g,Q)-vector spaces and
sp(2g,Q)-homomorphisms in the following diagram:∧3[13] =∧3 UQ
ι∧3(∧3 HQ)
g1
f1 ⊗3(∧3 HQ)
f6
f3◦f2
HQ ⊗ (
∧4 HQ) ⊗ (∧4 HQ)
(
∧3 HQ) ⊗ (∧2(∧3 HQ))
g2
⊗2(HQ ⊗ (∧2 HQ))⊗ (∧3 HQ) f7 (∧2 HQ)⊗ (∧2 HQ) ⊗ (∧5 HQ)
(
∧3 HQ)⊗ (∧6 HQ)
g3
g7
HQ ⊗ (
∧2 HQ)⊗ (∧6 HQ) g8 (∧2 HQ)⊗ (∧7 HQ)
(
∧3 HQ)⊗ (∧4 HQ)
g4
g9
HQ ⊗ (
∧2 HQ)⊗ (∧4 HQ)
g11
g10
(
∧2 HQ)⊗ (∧5 HQ)
(
∧3 HQ)⊗ (∧2 HQ)
g12
HQ ⊗ (
∧6 HQ)
(
∧3 HQ) ⊗HQ ⊗HQ
g14
g13 ∧5 HQ
(
∧4 HQ) ⊗HQ
where new homomorphisms are given by{
f6 = jHQ ⊗ jHQ ⊗ 1,
f7(x1 ⊗Akl ⊗ x2 ⊗ Amn ⊗Apqr) = Akl ⊗Amn ⊗ (x1 ∧ x2 ∧ Apqr),
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g8(x ⊗Akl ⊗Amnopqr ) = Akl ⊗ (x ∧Amnopqr),
g9 = jHQ ⊗ 1,
g10(x ⊗ Akl ⊗ Apqrs) = Akl ⊗ (x ∧ Apqrs),
g11 = 1 ⊗ ϕ2,4HQ ,
g12 = 1 ⊗ i2HQ ,
g13(Apqr ⊗ x1 ⊗ x2) = Apqr ∧ x1 ∧ x2,
g14 = ϕ3,1HQ ⊗ 1.
[323]: From a direct calculation, we have
X1,5w1 = A123 ∧A124 ∧A134
f1◦ι−→ A123 ⊗ A124 ⊗ A134 − A123 ⊗A134 ⊗ A124 + A124 ⊗A134 ⊗A123
− A124 ⊗A123 ⊗A134 + A134 ⊗ A123 ⊗A124 − A134 ⊗ A124 ⊗ A123
f3◦f2−→ 6a1 ⊗A1234 ⊗ A1234.
Hence we obtain
f3 ◦ f2 ◦ f1 ◦ ι(X1,5w1) = 6A12 ⊗ A1234 ⊗A1234.
This is the highest weight vector of [323] so that [323] is not in Ker τ ∗ for g  5.
[3213]: By a similar calculation, we have
f7 ◦ f6 ◦ f1 ◦ ι(X2,4X1,3w1) = 6A12 ⊗ A12 ⊗A12345.
This is the highest weight vector of [3213] so that [3213] is not in Ker τ ∗ for g  5.
As for [19], [17], [13] and [15], we calculate images of w3 by following maps
3∧
UQ
ι−→
3∧( 3∧
HQ
) ψ3,3HQ−→ 9∧HQ C9−→ 7∧HQ C7−→ 5∧HQ C5−→ 3∧HQ.
Then we obtain
w3
ψ
3,3
HQ
◦ι
−→ p12 ∧ p34 ∧ p56
C9−→ 6(g − 1)−1A135 ∧ (A2−24−4 + A2−26−6 + A4−46−6)
− 10(g − 1)−2A135 ∧ (A2−2 + A4−4 + A6−6)∧ ω
+ 12(g − 1)−3A135 ∧ω2
C7−→ 2(g + 19)(g − 1)−2A135 ∧ (A2−2 + A4−4 + A6−6)
− 6(g + 11)(g − 1)−3A135 ∧ω
C5−→ 12(5g + 7)(g − 1)−3A135.
[19]: From the above calculation, we have
ψ
3,3
HQ
◦ ι(Y6,9Y4,8Y2,7w3) = A123456789.
This is the highest weight vector of [19] so that [19] is not in Ker τ ∗ for g  9.
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[17]: Similarly we have
C9 ◦ ψ3,3HQ ◦ ι(X6,8Y4,7Y2,8w3) = 6(g − 1)−1A1234567.
This is the highest weight vector of [17] so that [17] is not in Ker τ ∗ for g  8.
[13]: We have
C5 ◦ C7 ◦ C9 ◦ ψ3,3HQ ◦ ι(X2,5w3) = −(60g + 84)(g − 1)−3A123.
This is the highest weight vector of [13] so that [13] is not in Ker τ ∗ for g  3.
Similar calculations can be applied to the other components except [1]. But we now
omit the details.
[2313]: We have
g2 ◦ g1 ◦ ι(X1,6Y1,6Y2,6Y3,5w2) = −A123 ⊗ A123456.
This is the highest weight vector of [2313] so that [2313] is not in Ker τ ∗ for g  6.
[231]: We have
g3 ◦ g2 ◦ g1 ◦ ι(X2,4X1,5X4,5Y1,5Y3,5w2) = −3(g − 1)−1(g − 3)A123 ⊗A1234.
This is the highest weight vector of [231] so that [231] is not in Ker τ ∗ for g  5.
[221]: We have
g4 ◦ g3 ◦ g2 ◦ g1 ◦ ι(X2,4X1,5X1,3Y3,5w2) = 2(g − 1)−1(g − 3)(g + 1)A123 ⊗ A12.
This is the highest weight vector of [221] so that [221] is not in Ker τ ∗ for g  5.
[2215]: We have
g8 ◦ g7 ◦ g2 ◦ g1 ◦ ι(X1,3Y1,7Y2,6Y3,5w2) = −A12 ⊗ A1234567.
This is the highest weight vector of [2215] so that [2215] is not in Ker τ ∗ for g  7.
[2213]: We have
g10 ◦ g9 ◦ g3 ◦ g2 ◦ g1 ◦ ι(X1,3X1,6Y2,6Y3,5w2) = 3(g − 1)−1A12 ⊗A12345.
This is the highest weight vector of [2213] so that [2213] is not in Ker τ ∗ for g  6.
[215]: We have
g11 ◦ g9 ◦ g3 ◦ g2 ◦ g1 ◦ ι(X1,3Y1,6Y3,5w2) = 3(g − 1)−1(g − 3)a1 ⊗ A123456.
This is the highest weight vector of [215] so that [215] is not in Ker τ ∗ for g  6.
[213]: We have
g14 ◦ g12 ◦ g4 ◦ g3 ◦ g2 ◦ g1 ◦ ι(X1,5X1,3Y3,5w2)
= 2(g − 1)−2(g − 3)(g + 1)A1234 ⊗ a1.
This is the highest weight vector of [213] so that [213] is not in Ker τ ∗ for g  5.
[15]: We now claim that Imageτ∗ ⊗ Q has [15] whose multiplicity is actually 2 when
g  7 and 1 when g = 5,6. We can see that
C7 ◦ C9 ◦ ψ3,3HQ ◦ ι(Y1,5w2) = −22(g − 1)−2(g − 5)(g − 6)A12345,
g13 ◦ g12 ◦ g4 ◦ g3 ◦ g2 ◦ g1 ◦ ι(Y1,5w2) = 4(g − 1)−2(g + 1)(4g − 15)A12345.
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On the other hand, we prepare another vector X4,7Y2,7w3 which is defined when g  7.
Then
C7 ◦ C9 ◦ ψ3,3HQ ◦ ι(X4,7Y2,7w3) = −2(g − 1)−2(g + 19)A12345,
g13 ◦ g12 ◦ g4 ◦ g3 ◦ g2 ◦ g1 ◦ ι(X4,7Y2,7w3) = −4(g − 1)−2(g + 1)A12345.
From these, we can check that Y1,5w2 and X4,7Y2,7w3 have sp(2g,Q)-linearly independent
images in [15] when g  7. Therefore our claim follows.
From above computations, we have determined the image of τ ∗ except the sum-
mand [1]. 
6.3. The summand [1] and characteristic classes of surface bundles on the pointed Torelli
group
In this subsection, we treat the summand [1]. As a result, we see that this summand
embodies one of characteristic classes of surface bundles.
Let v[1] be the highest weight vector of [1] in ∧3 UQ. Note that v[1] is in Ker τ ∗ if
and only if [1] is contained in Ker τ ∗. By the universal coefficient theorem, v[1] can be
considered as an element of Hom(H3(U),Q). Then this homomorphism factors through
HQ as follows:
v[1] :H3U ∼=
3∧
U −−−−→
3∧
UQ
p−−−−→ HQ
b∗1−−−−→ Q
where the first map is an injection and p is an Sp(2g,Q)-equivariant projection∧3 UQ →
[1] = HQ. Then
τ ∗(v[1]) = 0 ∈ H 3(Ig,Q) ⇐⇒ τ ∗(p) = p ◦ τ∗ = 0 ∈ Hom
(
H3(Ig),HQ
)
.
Since Ig acts on HQ trivially, we see that τ ∗(p) ∈ Hom(H3(Ig),HQ) ∼= H 3(Ig,HQ). The
following result admits us to consider τ ∗(p) to be an element of H 4(Ig,∗,Q).
Theorem 6.4 (Kawazumi, Morita [9]). The cohomology group H ∗(Ig,∗,Q) has a canoni-
cal decomposition of
H ∗(Ig,∗,Q) ∼= H ∗(Ig,Q)⊕ H ∗−1(Ig,HQ)⊕H ∗−2(Ig,Q).
Explicitly, the inclusion j :H ∗−1(Ig,HQ) ↪→ H ∗(Ig,∗,Q) is the composite of
H ∗−1(Ig,HQ) −→ H ∗−1(Ig,∗,HQ) ∪χ−→H ∗(Ig,∗,HQ ⊗HQ)
µ∗−→ H ∗(Ig,∗,Q)
where χ ∈ H 1(Ig,∗,HQ) ∼= Hom(H1(Ig,∗),HQ) is the Mg,∗-equivariant homomorphism
given by the composition of the Johnson homomorphism τ :H1(Ig,∗) →∧3 HQ and the
contraction C3 :
∧3
HQ → HQ, and the last map is applying the intersection form µ to
coefficients in HQ ⊗HQ.
We refer to Theorem 5.5 in [9] for the proof of this theorem. From this result, we show
T. Sakasai / Topology and its Applications 148 (2005) 83–111 107
Lemma 6.5. The following diagram commutes:Hom(
∧3
UQ,HQ)
τ∗ Hom(H3(Ig),HQ)
(
∧3
UQ)⊗ HQ
i
H 3(Ig,HQ)
j∧4
(
∧3
HQ)
τ∗
H 4(Ig,∗,Q)
where the left vertical map i : (∧3 UQ) ⊗ HQ →∧4(∧3 HQ) is the canonical inclusion
with respect to the decomposition
4∧( 3∧
HQ
)
=
( 4∧
UQ
)
⊕
(( 3∧
UQ
)
⊗ HQ
)
⊕
(( 2∧
UQ
)
⊗
( 2∧
HQ
))
⊕
(
UQ ⊗
( 3∧
HQ
))
⊕
( 4∧
HQ
)
.
Proof. First, we check that the following diagram
H 3(UQ,HQ)
τ∗
H 3(Ig,HQ)
H 3(
∧3
HQ,HQ)
∪ω0
τ∗
H 3(Ig,∗,HQ)
∪χ
H 4(
∧3
HQ,HQ ⊗HQ)
µ∗
τ∗
H 4(Ig,∗,HQ ⊗HQ)
µ∗
H 4(
∧3
HQ,Q)
τ∗
H 4(Ig,∗,Q)
commutes, where ω0 ∈ H 1(∧3 HQ,HQ) = Hom(∧3 HQ,HQ) is the contraction C3. In-
deed, the commutativity of top and bottom squares follows from properties of cohomology
of groups. As for the middle one, its commutativity follows from definitions of ω0 and χ .
Note that the composite of right vertical maps is j by definition. On the other hand, since
ω0 is Sp(2g,Q)-equivariant homomorphism, we see that
ω0 =
g∑
i=1
{
(ai ∧ ω)⊗ bi − (bi ∧ ω)⊗ ai
}
∈
( 3∧
HQ
)
⊗ HQ ∼= Hom
( 3∧
HQ,HQ
)
.
Then left vertical maps can be rewritten as follows:
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( 3∧
UQ
)
⊗ HQ −→
( 3∧( 3∧
HQ
))
⊗HQ
⊗ω0−→
( 3∧( 3∧
HQ
))
⊗HQ ⊗
( 3∧
HQ
)
⊗ HQ −→
4∧( 3∧
HQ
)
where the first map is the injection and the third map is applying the contraction C3 to
the second and fourth components of (
∧3
(
∧3
HQ)) ⊗ HQ ⊗ (∧3 HQ) ⊗ HQ. From this,
we can see that the composite of these maps coincides with the injection i . Therefore the
lemma follows.
The homomorphism p :
∧3
UQ → HQ is Sp(2g,Q)-equivariant so that it can be con-
sidered to be an Sp(2g,Q)-invariant vector as an element of the Sp(2g,Q)-vector space
Hom(
∧3
UQ,HQ). Now we use the following commutative diagram
Q[Γ ;Γ ∈ G](4) Φα (∧4(∧3 HQ))Sp k˜∗ H 4(Mg,∗,Q)
∧4
(
∧3
HQ)
τ∗
H 4(Ig,∗,Q)
constructed by Morita in [14] (see also Sections 2 and 3 in [9]). In the diagram, k˜∗ is a ho-
momorphism induced from the extended Johnson homomorphism ρ1 and Φα : Q[Γ ;Γ ∈
G](4) → (∧4(∧3 HQ))Sp is the degree 4 part of the algebra homomorphism
Φα : Q[Γ ;Γ ∈ G] →
( ∗∧( 3∧
HQ
))Sp
from the polynomial algebra Q[Γ ;Γ ∈ G] generated by the set G of isomorphism classes
of connected trivalent graphs to Sp(2g,Q)-invariant part of
∧∗
(
∧3
HQ). The degree of
a connected trivalent graph is given by its cardinality of vertices. Explicitly, the degree 4
part Q[Γ ;Γ ∈ G](4) is a Q-vector space with basis 〈Λi; 1 i  8〉 where Λi are trivalent
graphs as in Fig. 7 (as for Λ6, Λ7 and Λ8, they are products of two trivalent graphs of
degree 2). Then we see that p ∈∧4(∧3 HQ) comes from an element of the invariant part(( 3∧
UQ
)
⊗HQ
)Sp ⊂ ( 4∧( 3∧HQ))Sp
which is 1-dimensional for g  5. The top horizontal map k˜∗ ◦Φα in the above diagram is
completely determined by Kawazumi and Morita in [9] where they give αΛ := k˜∗ ◦Φα(Λ)
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for trivalent graphs Λ explicitly. Hence we need to write the unique invariant vector of
((
∧3
UQ)⊗ HQ)Sp by using them.
Lemma 6.6. Up to non-zero scalars, the equality
p = 4(g − 1)3aΛ3 + 12(g − 1)2aΛ4 + 2(g + 5)(g − 1)aΛ5 + 2(g − 1)2aΛ7
+ (7g − 1)aΛ8
holds where we write aΛ for the Sp(2g,Q)-invariant tensor which associates to the triva-
lent graph Λ; namely aΛ = Φα(Λ).
Proof. Since ((
∧3 UQ)⊗HQ)Sp ⊂ (∧4(∧3 HQ))Sp is 1-dimensional for g  5, we obtain
the result by decomposing some elements of (
∧4
(
∧3
HQ))
Sp with respect to the direct sum
decomposition( 4∧( 3∧
HQ
))Sp = ( 4∧UQ)Sp ⊕ (( 3∧UQ)⊗ HQ)Sp ⊕ (( 2∧UQ)
⊗
( 2∧
HQ
))Sp ⊕ (UQ ⊗ ( 3∧HQ))Sp ⊕ ( 4∧HQ)Sp
and seeing the component of ((
∧3
UQ)⊗HQ)Sp. We refer to Section 3 in [17] for a method
for obtaining such a decomposition. We now decompose Λ2. In the rest of the proof, we
use the notation of [17], while we omit their definitions. All we have to do is to calculate
a
3,1
Λ2
∈ ((∧3 UQ) ⊗HQ)Sp from aΛ2 . By Lemma 3.2 in [17], we see that
a
3,1
Λ2
= a(1)Λ2 − 2 a
(2)
Λ2
+ 3 a(3)Λ2 − 4 a
(4)
Λ2
where a(i)Λ2 are obtained from the formula in Proposition 3.6 in [17]. A somewhat long
calculation shows that
a
(1)
Λ2
= −12
2g − 2aΛ3,
a
(2)
Λ2
= 6
(2g − 2)2 (6aΛ4 + 2aΛ5 + aΛ7),
a
(3)
Λ2
= −4
(2g − 2)3
{
(14 − 2g)aΛ5 + 12aΛ8
}
,
a
(4)
Λ2
= 66 − 30g
(2g − 2)4 aΛ8 .
From this, we obtain
a
3,1
Λ2
= − 6
g − 1 aΛ3 −
18
(g − 1)2 aΛ4 −
3(g + 5)
(g − 1)3 aΛ5
− 3
(g − 1)2 aΛ7 −
3(7g − 1)
2(g − 1)4 aΛ8
and the lemma follows. 
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By results of Kawazumi and Morita, we have{
αΓ1 = −e1 − 4g(g − 1)e,
αΓ2 = −e1 + 6ge,
and 
αΛ1 = e2 + 6ee1 +
(
4g2 − 20g − 2)e2,
αΛ2 = e2 + 6ee1 − (22g + 2)e2,
αΛ3 = e2 − (2g − 5)ee1 +
(
16g2 − 14g − 2)e2,
αΛ4 = e2 − (4g − 4)ee1 −
(
8g3 − 20g2 + 10g + 2)e2,
αΛ5 = e2 − (6g − 3)ee1 −
(
16g3 − 24g2 + 6g + 2)e2,
αΛ6 = (αΓ2)2 = e21 − 12ee1 + 36g2e2,
αΛ7 = αΓ1 · αΓ2 = e21 +
(
4g2 − 10g)ee1 − 24g2(g − 1)e2,
αΛ8 = (αΓ1)2 = e21 + 8g(g − 1)ee1 + 16g2(g − 1)2e2,
which are obtained from Example 1.4 and Table 8.1 in [9]. From this,
ρ∗1 (p) = 2(g − 1)(2g + 1)(g + 1)e2 + 4(g − 1)2(2g + 1)(g + 1)e2
+ (2g + 1)(g + 1)e21 + (g − 1)(2g + 1)(g + 1)ee1.
Since e1 vanishes on H ∗(Ig,∗,Q), we obtain
τ ∗(p) = 2(g − 1)(2g + 1)(g + 1){e2 − (2 − 2g)e2}.
Therefore
τ ∗(v[1]) = 0 ∈ H 3(Ig,Q) ⇐⇒ e2 − (2 − 2g)e2 = 0 ∈ H 4(Ig,∗,Q).
This completes the proof of Theorem 5.3. 
Finally, we make some remarks. The same argument as above is valid for summands [1]
of higher degrees in
∧∗
UQ. Hence we see that summands [1] in ∧∗ UQ represent some
relations of the Euler class and Morita–Mumford classes on the Torelli group, although
we do not know whether they are trivial or not at the present. As for the degree 3, which
we treated above, using the well-known fact about the realization of homology classes, we
see that the problem is reduced to the case of three-dimensional manifold groups, which
are fundamental groups of some three-dimensional closed manifolds. Thus we have given
a new approach to the non-triviality problem of Morita–Mumford classes on the Torelli
group.
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