Learning the causal graph in a complex system is crucial for knowledge discovery and decision making, yet it remains a challenging problem because of the unknown nonlinear interaction among system components. Most of the existing methods either rely on predefined kernel or data distribution, or they focus simply on the causality between a single target and the remaining system. This work presents a deep neural network for scalable causal graph learning (SCGL) through low-rank approximation. The SCGL model can explore nonlinearity on both temporal and intervariable relationships without any predefined kernel or distribution assumptions. Through low-rank approximation, the noise influence is reduced, and better accuracy and high scalability are achieved. Experiments using synthetic and real-world datasets show that our SCGL algorithm outperforms existing state-of-the-art methods for causal graph learning.
: Example of data nonlinearity differentiating: the blue bounded parts are temporal nonlinearity defined on the univariate level, while intervariable nonlinearity defined on the multivariate level is surrounded in red. X (i, t j ) denotes the value of the i-th variable at time t j .
Specifically, we are interested in learning the causal graph, where each node represents a variable or component of the targeted system. The edges are directed and each describes the causality relationship between the two connected nodes. In many applications, this graph structure is unknown or partially known, and a first issue is to infer the unknown causal relationship between nodes from the data. However, it is an especially challenging task because of 1) the unknown and complex (usually nonlinear) relationship existing inside the system, 2) noise in the dataset, and 3) scalability problem stemming from the large number of nodes.
Traditional causal graph learning methods are based either on linear systems (VAR Granger analysis, Generalized Additive Models) [22] or certain pre-assumed regression models [29] . However, many interactions are nonlinear and with unknown distribution [9, 23] . Selecting the appropriate kernel or distribution model for each time series requires a deeper understanding of domain knowledge and, in many cases, is not even possible. Furthermore, the data noise, system diversity, and scales (i.e., number of nodes) all challenge their ability to derive a reliable causal graph [15, 28, 33] .
Deep learning techniques have become more and more popular in industrial and scientific applications. Yet, there is scant research about how deep learning can contribute to learning causal graphs on time series data. One problem is how to learn causal graphs given complex nonlinearity in the temporal data. In this research, we differentiate data nonlinearity into two types: temporal nonlinearity on the univariate level and intervariable nonlinearity on the multivariate level. Figure 1 shows an example, where blue rounded parts are temporal nonlinearity on the univariate level, while the red rounded ones represent intervariable nonlinearity involving more than two variables. We assume that any nonlinear causality can be represented by the combination of these two types of nonlinearity.
In our research, these two types of nonlinearity are learned in a deep neural network called Scalable Causal Graph Learning, or SCGL. Figure 2 shows the proposed model design. SCGL can discover nonlinear causality between any pair of nodes (input variables) without any knowledge of generalization rules (e.g., predefined kernel or distribution assumption). We approximate the causal graph through low-rank decomposition. Through such low-rank learning, our SCGL model is less sensitive to data noise and has higher scalability in time and space.
Contributions of this work include:
(1) Our SCGL model not only learns the causality associated to a single targeted variable, but the whole causal graph with relationships between each pair of variables. (2) By differentiating nonlinearity into two types, our SCGL model can discover complex causality without any predefined kernel or distribution assumption. (3) We propose a multi-chain framework to explore the relevance of different-level nonlinearity to the underlying causal graph. Relevance is designed to be learnable and adaptive to different datasets. (4) The underlying causal graph is learned in a low-rank setting, which provides model robustness against data noise and is scalable in time and space.
PRELIMINARIES
This section mathematically describes the problem setting, beginning with formally defining our notation.
Problem Definition
Our SCGL model input is the historical data of m time series with time length n, i.e., X = {X (1, * ), X (2, * ), ..., X (m, * )} ∈ R m×n , where each X (i, * ) ∈ R 1×n is a single time series associated to the i-th variable. We denote X (i, t j ) as the value of the i-th time series at time t j and X (i, t j − ℓ + 1 : t j ) ∈ R 1×ℓ as the values of the i-th time series from t j − ℓ + 1 to t j . X ( * , t j ) = {X (1, t j ), X (2, t j ), ..., X (m, t j )} ∈ R m×1 are the values of all time series at time t j , and X ( * , t j − ℓ + 1 :
Our goal is to learn the underlying causal graph A ∈ R m×m , which is a directed and non-negative matrix. When the value of A(i, j) is much larger than zero, it denotes that the i-th time series is among the factors (causes) of the j-th time series in time. We use A( * , j) ∈ R m×1 to represent the j-th column of A, which tells the influencing factors of the j-th time series.
Multivariate Granger Causality
Multivariate Granger causality analysis usually is performed by fitting a vector autoregressive model (VAR) to the time series input [22] . In particular, it is formulated as the following regression problem, which tries to predict X ( * , t j + 1) with X ( * , t j − ℓ + 1 : t j ):
where ϵ( * , t j +1) ∈ R m×1 is a white Gaussian random vector at time t j + 1, ℓ is the time order (involving time lags), and A r is the causal graph for each time lag r . Time series X (i, * ) is called a Granger cause of time series X (j, * ) if at least one of the elements A r (i, j) for r = 1, 2, ..., ℓ is significantly larger than zero (in absolute value). However, Equation (1) is purely linear and does not capture any nonlinear causal relationships [11] . In our research, we want to discover a more general and complex relationship by exploring the capability of deep neural networks, which do not involve any kernel assumption as found in the linear autoregression model for Equation (1) . Furthermore, this research involving our SCGL model focuses solely on learning one global causal graph A.
THE PROPOSED SCGL MODEL
We deconstruct data nonlinearity into two types: temporal and intervariable nonlinearity. Temporal nonlinearity is defined on the univariate level, which describes the nonlinearity between time Session: Long -Understanding and Interpretability II CIKM '19, November 3-7, 2019, Beijing, China lags in each time series. Intervariable nonlinearity is defined on multivariate level, which describes the nonlinearity between time series. By differentiating and integrating these two types of nonlinearity in the SCGL model, we approach the causal graph A through a regression setting: to predict X ( * , t j + 1) with X ( * , t j − ℓ + 1 : t j ). Figure 3 shows how to integrate the two types of nonlinearity along with the causal graph learning and regression module. The bottom blue layer denotes the raw input from each time series. The д( * ) function in Module 1 is a nonlinear function that represents all of the useful temporal nonlinearity on each time series (univariate level). In other words, G(i, * ) learns the nonlinear transformation involving different time lags in X (i, * ) that contribute to the final regression. In Module 2, the nonlinear variables relevant to regressing X (i, * ) are selected by a learned causal graph. Module 3 rolls all of the selected time seriesG Σ in a nonlinear way, which amounts to intervariable nonlinearity set H D between time series. The final nonlinearity set is used in Module 4 to approximate the regression target. Figure 2 shows the design of our deep neural network. It consists of four modules with the functionality shown in Figure 3 . The following subsections describe them individually. Section 3.1 focuses on Module 1 that explores the temporal nonlinearity. Section 3.2 introduces Module 2 that aims to discover the causal graph, while Section 3.3 explains Module 3 that prospects intervariable nonlinearity between time series. Section 3.4 details Module 4 and the model's loss function.
Module 1: Learning Temporal Nonlinearity
In the first module, we apply a residual neural network (ResNet) [14] with learnable relevance on each layer as shown in Figure 4 (b). Through this design, we will: (1) Learn the temporal nonlinearity on univariate level with deep yet easily trainable architecture while avoiding vanishing gradient. (2) Discover the relevance of different levels of temporal nonlinearity to the underlying causal graph. By setting G 0 = X ( * , t j − ℓ + 1 : t j ), a typical ResNet proposed in [14] is defined as:
where G q ∈ R m×p denotes the output of the q-th residual block, B q ∈ R p×p notes the weight matrix in the q-th block 1 , id is an identity mapping, and Q is the total number of residual blocks. The core idea of ResNet is to introduce an identity shortcut connection that skips one or more layers if they have no contribution to the final target. Therefore, the SCGL model goes deeper as it will not produce a training error greater than its shallower counterparts. In other words, if identity mappings are optimal, the solvers may simply drive the weights in B q toward zero to approach identity mappings [14] . To accelerate this learning speed, Huang et al. [16] proposed ResNet with stochastic depth:
where b q is a Bernoulli random variable that can be only 1 or 0 (indicating if the q-th block is active). The block becomes a normal residual block when b q = 1 and an identity layer otherwise. The authors in [16] drew an intuition that the earlier layers extract low-level variables used by later layers and, therefore, should be more reliably present, i.e., b q should more possibly be zero than b q−1 and so forth. In practice, they introduced:
where β q is the survival probability of layer q, which is a hyperparameter that can be predefined by:
where β Q is set as 0.5. Normally as the ResNet goes deeper, we have more opportunities to discover complicated nonlinearity on the temporal level. However, in practice it is difficult to know which layer (level of nonlinearity) is more relevant to the underlying causal graph. In fact, their relevance to the underlying causal graph varies on different datasets. Here, we design their relevance to be learnable variables. It remains the same as Equation (4), but all β q , q = 1, 2, ..., Q become variables. Figure 5 shows the learned relevance of different layers across epochs for two datasets (described in the Experiment section). It indicates that during training, the relevance converge fast to a stable status, and the underlying causal graph has different relevance to different level of temporal nonlinearity on different datasets. This demonstrates the rationality behind our design of Module 1.
Figure 5:
The learned relevance of different layers to the underlying causal graph of two datasets (described in the Experiment section) across epochs. Y axis is the layer index, and X axis is the epoch index. It is evident that: 1) the relevance vector converges to a stable status, and 2) different datasets may assign distinct relevance to each layer, which motivates us to make the relevance learnable.
Specifically, the input layer of Module 1 is X ( * , t j − ℓ + 1 : t j ) ∈ R m×ℓ , and the output of the q-th residual layer is G q ∈ R m×p . Each G q represents a certain level of temporal nonlinearity. Given Q is the total number of residual blocks, G 1:Q (i, * ) can approximate G(i, * ) in Figure 3 . So we use the output of all the blocks, i.e., G 1:Q ( * , * ), as the input to the next module.
Before we describe the rest of the SCGL model, please note:
(1) Each column in B 1 can be treated as a one-dimension convolution filter with size ℓ. Each filter performs on all of the m time series, respectively. (2) In this module, we focus only on the temporal nonlinearity on univariate level without rolling information between time series. The reason is that such rolling should only involve the factor variables of each time series, which should be controlled by the causal graph learned in Module 2. If we involve it too early, it will disrupt the causal graph learning. (3) Apart from traditional ResNet that only makes use of the last layer output, we feed the output from all layers to the causal learning module. The motivation is the same as for introducing layer relevance: causality also may exist on the shallow level of temporal nonlinearity. Therefore, in our model, we feed different levels of temporal nonlinearity into the next module to explore their effects on the underlying causal graph.
Module 2: Learning Causal Graph
The second module is the SCGL model's key component, which is to learn the causal graph. For each G q ∈ G 1:Q (i, * ) from Module 1, we want to select those variables, that only contribute to predict each X (i, t j + 1), i = 1, 2, ..., m. Given a causal graph A q , this can be done byG
Such an operation can be extended to the whole variable space. However, when the size of variables (m) is quite large, learning the full size of A ∈ R m×m would be unscalable. In practice, the number of factor variables usually is small, and the relationship between variables is low-rank in hidden space [10, 36, 37] . In our model, we approximate A through a k-rank matrix decomposition with k < m. Figure 6 illustrates the Module 2 design. For each of the nonlinear temporal embedding G q from Module 1, Module 2 projects them from the original m space into k-rank embeddings (latent factor space). This is done via nonlinear mapping with a weight matrix U q,k ∈ R m×k . Then, a scaling matrix (diagonal matrix S q,k ∈ R k ×k ) will be learned to scale each low dimension. Finally, the k-rank embeddings will be projected back to original m space with a weight matrix V q,k ∈ R k ×m . The following equation describes this process:
where U q,k contains factor mapping information, V q,k contains information from effect mapping, and S q,k are scaling factors. The causal graph A q can be approximated by
Session: Long -Understanding and Interpretability II CIKM '19, November 3-7, 2019, Beijing, China The number of parameters needed to learn through Equation (8) is 2mk + k 2 , which is much smaller than m 2 when k ≪ m. By experiment, we set the first and second activation functions as tanh and Relu, which give the best performance. Notably, we did not add any activation function on Equation (8) because our causal graph construction is not based on the input G T q but instead on the relative weights of factor, effector and scalar matrix, i.e., U q,k S q,k V q,k . Our empirical studies also confirm our choice.
Similar to traditional SVD, we force the U q,k and V q,k to be orthonormal, which is done by applying weight penalty |U T q,k U q,k − I | and |V T q,k V q,k − I | to loss function. Orthogonality regularization is discussed and popularly used [4, 6, 34] . By doing so, the weight matrix is maintained as a unitary matrix that preserves a vector's length. The constructed embedding also has theoretical connection to Stiefel manifolds and spectral theorem [30] .
For each G q from Module 1, we perform the preceding procedure and get A q , respectively. The global causal graph A is obtained by
where β q is the learned relevance of G q from Module 1.
Module 3: Learning Intervariable Nonlinearity
To learn the nonlinearity among the time series, we designed Module 3. The input is allG q ∈ R m×p , q = 1, 2, ...Q from Module 2 (Equation (7)). We concatenate them column-wisely and denote the whole matrix as:G Σ ∈ R m× p . Module 3 consists of a series of fully connected layers, and the j-th layer output is defined as:
where H j−1 ∈ R m×d j−1 is the output of layer j − 1, W j ∈ R d j−1 ×d j is a weight matrix, and b j is a bias vector. The activation function here is tanh. We set H 0 =G Σ . The final output of this module is 
Module 4: Regression
The final module predicts the regression targetX ( * , t i + 1) ∈ R m×1 using the output H D from Module 3. Here, the model learns a weight matrix R ∈ R m×d D . The regression is performed by a row-wise dot product (Figure 8(a) ):
The residual between the predictedX ( * , t i + 1) and the actual X ( * , t i + 1) is calculated by mean squared error (MSE) with regularization terms. Our loss function is defined as:
where n is the total number of samples and m is the number of variables. We pose two regularization terms. The first aims to avoid over-fitting on the causal graph, while the second one is used for imposing orthonormality to U and V (as described in Section 3.2). Then, the calculated error would be backpropagated through the model to update its parameters. Intuitively, the i-row of H D contains all of the possible contributing nonlinear forms from the factors of X (i, t j + 1), where i = 1, 2, ..., m. Module 4 constructs their optimal combination to approach X (i, t j + 1). In practice, we predict more than one future timestamp. Figure 8 (b) shows that we predict X ( * , t j + 1 : t j + 2) by learning two layers of R respectively. The motivation here is that by involving more timestamps as regression targets, we may be able to learn a more accurate causal graph A because we have more information in every training step. We will verify this intuition further in the Experiment Section. 
DISCUSSION
In this section, we examine our proposed SCGL method, including its connection with other causal graph learning theories and methods. We also justify the utility of our SCGL model by briefly discussing the connection and distinction with a few other existing methods.
Granger Causality. In [12] , Granger causality detects the temporal causal time-lag relationship of two time series. The proposed method in [5] first establishes a VAR model on two variables then performs F -statistics tests on the residuals of one variable with and without considering the other. This method can be performed m 2 times to learn the full causal graph. Among all the limitations of this method, the most notable one is its high false alarm rate because it only models two variables at a time without considering the effect from other variables. Later works such as [17, 35] are built on pairwise conditional Granger causality where all m variables are involved in VAR. However, such methods have three limitations. First, it requires performing F -tests to detect any causal relationship between two variables. It assumes normal distribution on the dataset, which is not always true in real applications. Second, the causal graphs are still constructed by a pairwise relationship, even though we can include other conditional variables. Therefore, any more than three joint relationships cannot be effectively reflected in the final causal graph. Third, the VAR model is still inherently linear. In contrast, our proposed approach does not rely on any distribution assumption or pairwise causal graph construction, and can detect nonlinear causality.
Transfer Entropy. It was firstly proposed in [27] for learning pairwise causality without distribution assumption and linear setting. One variable X is considered a cause of another variable Y if the past values of X significantly decrease the uncertainty, measured by Shannon entropy, in the future value of Y given its past. Such method is extended in the work [20] to be more robust and computationally efficient. However, this type of methods only detect pairwise causality and thus share similar limitations of Granger Causality in this aspect.
Graph Learning. Research such as [1, 2, 7] learn causality by adding lasso or ridge regularization to VAR. The causality between any two variables can be learned by detecting whether or not the sum of weights of these two variables across all timestamps is close to zero. These methods generate causal graph in the form of graph adjacency matrix in one shot. However, it can only learn linear temporal relationship. On the contrary, our SCGL method is designed to capture complicated nonlinear uni-and inter-variate relationships.
Kernel-based Methods. Work in [19, 24, 25, 28] proposed a series of conditional Granger causality analysis using kernel-based VAR model. Several types of kernels are used to capture the nonlinear temporal relationship. However, such methods come with a heavy computational cost. For example in [28] , it is claimed that their computational complexity is O(m 3 + n 3 ) , where m is the number of variable and n is the number of total timestamps. On the other hand, our model is more scalable. Please refer to Section 5.7 for scalability comparison.
Supervised Learning Methods. Works such as [8, 21] formulate the causal inference problem as a cause-effect classification problem. Concretely, the classification model request relationship labels: 1 (X causes Y ), -1 (Y causes X ), and 0 (no causal relationship) between certain number of variable pairs. Technically, this is achieved by mapping the conditional distribution of X with and without a previous state of Y to a point by kernel mean embeddings, then calculating the distance as a metric of causality classification in the reproducing kernel Hilbert space. However, such methods request labeled relationship for training, which is quite difficult to collect in many cases. Comparatively, our SCGL learns a full causal graph through time series regression without any label.
MLP and LSTM. Work in [31, 32] proposed multi-layer perception (MLP) and a long short-term memory (LSTM) deep learning framework to learn causal graph. They all try to learn causal graph through time series regression. The MLP-based method is considered as an extension of the VAR method with more hidden layers to capture nonlinear relationships, while LSTM is widely used in sequential data. Both methods learn causality by detecting if the sum of the weights in the first neural network layer is close to zero or not. However, this kind of method has worse performance than our SCGL method because they do not have a systematical way to learn different type of nonlinearity (please refer to Experiment Section).
Graphical Neural Network. Work in [18] use graph neural network to learn latent interaction in multi-variate dynamics system. It is a type of message passing neural network where node-edge message passing operations are defined through multi-layer perceptron (MLP) for encoder and LSTM or MLP as decoder. However, 1) the designed model is for a general relationship learning, not causal relationship learning, and 2) there is no low-rank approximation to learn causal relationship. Therefore, these models suffer from overfitting and are not scalable to large number of variables. On the other hand, our SCGL is designed for more general types of interaction graph, and have good scalability both in time and in memory.
EXPERIMENT
This section demonstrates the superior capability of our SCGL method via a thorough comparison with several popular baselines on both synthetic and real-world datasets 2 .
Experiment Setup

Construction of Synthetic Dataset
For simulation test, we constructed two datasets. We first construct the causal graphs to build the datasets and later use them as groundtruth to evaluate our result. Based on the constructed causal graph, we then generate the time series data with certain nonlinear relationships. Specifically, the underlying causal graph is generated by initially designing a three-layer hierarchical structure. Nodes in the top layer serve as the cause of nodes in the second layer. The second layer nodes then are the cause of the bottom layer nodes. To increase the complexity, we add random directed edges between nodes within the second layer. We call the nodes in the top layers as masters, and the remaining nodes as effectors. This causal structure is very common in biology science (e.g. gene regulatory network). We assign 5-15-45 nodes in the three layers of Synthetic Dataset A, while Synthetic Dataset B has a hierarchical structure of 10-30-90 nodes. Figure 9 illustrates the causal structure and causal graph of Synthetics Dataset A. Based on the causal graph, we design the temporal causal relationship as follows: Synthetic Dataset A. For masters, we pose a self-regulating relationship with time-lag 2:
where d(i) is the decay factor of node i that randomly selected from uniform distribution U(0.95, 1), and ϵ(i, t j ) is the random noise sampled from normal distribution N (0, 1). The expression value of effectors is generated by
with r (l ⇒ k) following U(−1, 1) if node l is among the factors of node k and 0 otherwise. Term p(l ⇒ k) represents the time lag of the temporal causal relationship from l to k and is randomly selected from {1, 2, 3}. The first three timestamp values of all nodes are randomly generated from N (0, 1). Thus, Synthetic Dataset A is designed to have the model order 3. Synthetic Dataset B. For masters, we constitute the following selfregulating relationship with time-lag 5:
The expression value of effectors is simulated in a more complicated way. Here we introduce an intermediate variable Z l (k, t j ) as
where r ( * ) and p( * ) are defined in the same manner as Synthetic Dataset A. Z l (k, t j ) then represents the contributing value of node l to node k at timestamp t j . We then let
As such, the entire time series dataset is designed to have model order 5. Here, the value of node k at timestamp t j is affected by the interaction of its previous value with its factor node l. It is also affected by the interaction of previous values of node l and node s if they both are node k's factors.
Evaluation Metrics and Baseline Methods
To evaluate the learned causal graph against ground truth, we use two metrics: area under precision and recall curve (AUPR) and area under receiver operating characteristics curve (AUROC). We compare our SCGL method with the following five popular baselines:
(1) VAR [1] . It is one of the most well-known methods, which applies the vector autoregressive model with ridge regularization to learn causal graph.
(2) PCKGC [25] . It stems from pairwise conditional kernel-based Granger causality analysis [24] and only considers the partial conditioning to a pre-selected variable subset with the highest mutual information scores to save the heavy computational cost in original methods. (3) Copula [3] . It transforms the marginal distribution of each variable to Gaussian domain and then apply VAR graph learning methods. Certain levels of high order temporal relationship can be captured. We used ridge regularization instead of original lasso for better performance in our experiments. (4) cLSTM [32] . It applies LSTM to past values of all variables to regress future value with group lasso regularization on the model parameters of the first neural network layer. The causal graph is then generated from the absolute sum of all the corresponding parameters. (5) pTE [20] . It calculates the phase transfer entropy by transforming temporal signals of each variable to discrete phases with certain histogram-based probability functions.
Comparison on Synthetic Datasets
For experiments on Synthetic Dataset A, we use the following hyperparameter setting: the input time series window is set to 3, and the prediction window size (pre-win) is set to 2. We set the number of temporal layers Q = 5 in Module 1, each with dimension p = 20 and low-rank embedding k = 30 in Module 2. We use a single fully connected layer with dimension d 1 = 50 in Module 3. For Synthetic Dataset B, we set the input time series window to be 5 and the prediction window size as 3. We set the number of temporal layers Q = 6 with dimension p = 20 and low-rank embedding k = 55. In Module 3, we use a single fully connected layer with dimension d 1 = 50. For both experiments, we use 80% of the data for training and the remaining data for validation. For more details please refer to our uploaded code. For the other baselines, we tune their hyperparameters to the best of our knowledge.
Session: Long -Understanding and Interpretability II CIKM '19, November 3-7, 2019, Beijing, China Figure 10 shows the comparison result on the two synthetic datasets. Apparently, our SCGL is superior to all the baselines, especially as the ground truth causal graph is quite sparse and AUPR is the more appropriate metric [26] . The AUPR by our SCGL is significantly larger than all the baselines (40%+ improvement at least). The AUROC of our SCGL is also the best. The pTE and Copula are the second and third best methods, since they do not require any statistical assumptions and can capture certain level of nonlinearity. Comparatively, cLSTM gives a little bit lower performance. It only uses parameters of the first layer to detect causality, which tends to provide a relatively lower recall rate with a given precision rate. PCKGC and VAR have the worst performance. It is because that PCKGC only detects the conditional Granger causality which is conditioned to a pre-selected subset of variables, while VAR suffers from its linear regression setting.
To show the convergence of our SCGL method, we plot the training loss, validation loss, and AUPR across training epochs in Figure 11 . First, it shows that both the training loss and validation loss converge well, proving that our SCGL model is reasonably stable. Second, it is evident that AUPR rises simultaneously as loss converges, which illustrates that the quality of the learned causal graph improves as the prediction error converges.
Comparison on a Real-world Dataset
This section details the causal learning test on real-world engine operating data. The dataset contains six months data collected from 50 different engines. The number of total training samples exceeds 180k. For privacy reason, we didn't include sensitive descriptions. In this test, we use the following setting in SCGL: input time series window = 10, pre-win= 2, Q = 3, p = 20, k = 10 and d 1 = 40. Figure 12 shows the comparison of the learned causal graphs. Due to space limitation, we only show 14 key variables by the SCGL and the best result from baselines (by qualitative study on this dataset). Based on knowledge from domain experts, our SCGL model successfully captures the following causal relationships:
(1) Corrected Altitude (BrCrtAlt) measures altitude based on a function of total pressure (TtlPrs) and total air temperature (TtlAirTmp). (2) Computed Airspeed (CmptAirSp) is subject to air-density changes, which is relevant to BrCrtAlt. (3) Adjustment of fan air flow rate, which is relevant to fan speed (N1ActEng), provides a desired cooling outlet temperature (PrCLOutTmp). Compared against our method, cLSTM and the other baselines fail to discover these physical relationships between sensors.
Robustness against Noise Levels
In Figure 13 , we evaluate the robustness of all models against various noise levels. We injected three noise levels 20%, 35%, and 50% into data, e.g., noise 20% is added in the following way:
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Effect of Number of Low-rank and Multiple Temporal Layers
Here, we discuss the effect of two important hyperparameters in SCGL. In Figure 14 , we test the AUPR by our SCGL model with various numbers of temporal layers (Q in Module 1). It can be observed that by increasing Q, AUPR increases in the beginning but gradually decreases after reaching its peak. This tells that a certain number of layers are already enough to capture the nonlinear relationship on univariate level. But adding more layers may lead to overfitting. In Figure 15 , we test various values of k for k-rank embeddings in causal graph learning in Module 2. It shows that our model can learn a more accurate causal graph with reasonably large k. However, AUPR gradually decreases as k is getting too large. This shows that the dimension of low-rank should be large enough to learn complicated causality, but small enough to exclude noise influence from data and modeling process. 
Robustness against Input Window and
Pre-win Size Figure 16 shows AUPR with different numbers of input time windows (denoted as window) and timestamps that we want to predict (noted as pre-win) on two synthetic datasets. We find that AUPR does not change much by increasing the time windows beyond the model order, which means that the temporal convolution in Module 1 correctly weights different time-lags during training. On the other hand, we found that for a given input window size, the AUPR decreases with too small or too large pre-win. One possible reason is that more than one predicting windows can involve more information that may contribute to learning better causal graph. But too many pre-wins will increase the difficulty in prediction, which causes more and more instability and leads to poor quality of the learned causal graph.
Scalability Comparison
In Figure 17 , we evaluate the scalability of all methods with increasing number of variable (m). All of the experiments are performed with Intel Xeon E5-2670 processors with 128G memory. Figure 17 shows that the computing time of VAR, Copula, PCKGC and pTE are in the order of O(m 3 ), while SCGL and cLSTM are in relatively lower order. However, SCGL has much better accuracy than cLSTM in learning causal graph. This confirms that our SCGL is both scalable and effective. PCKGC consumes too much time when the number of variable reaches 10 3 or greater, whereupon we stopped measuring its computing time.
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CONCLUSION
In this work, we present a scalable causal graph learning method, or SCGL, for multivariate time series data by deep neural network. This method can discover complex causality without any predefined kernel or distribution assumptions. Specifically, it learns the underlying causal graph through low-rank approximation, which makes the model more scalable and robust against noise. Using both synthetic and real-life datasets, we show that our proposed SCGL method outperforms other baselines by a significant margin.
