In some applications, the variance of additive measurement noise depends on the signal that we aim to measure. For instance, additive signal-dependent Gaussian noise (ASDGN) channel models are used in molecular and optical communication. Herein, we provide lower and upper bounds on the capacity of additive signal-dependent noise (ASDN) channels. The first lower bound is based on an extension of majorization inequalities, and the second lower bound utilizes the properties of the differential entropy. The lower bounds are valid for arbitrary ASDN channels. The upper bound is based on a previous idea of the authors ("symmetric relative entropy") and is applied to the ASDGN channels. These bounds indicate that in the ASDN channels (unlike the classical additive white Gaussian noise channels), the capacity does not necessarily become larger by reducing the noise variance function. We also provide sufficient conditions under which the capacity becomes infinite. This is complemented by some conditions implying that the capacity is finite, and a unique capacity achieving measure exists (in the sense of the output measure).
On the Capacity of a Class of Signal-Dependent Noise Channels
I. INTRODUCTION
A N ADDITIVE signal-dependent Gaussian noise (ASDGN) channel with input x and output y is defined by
where ρ : R → [0, ∞) is a given function. Alternatively, we may describe the ASDGN channel by Y = X + ρ (X) · Z where Z ∼ N (0, 1) is a standard Gaussian random variable and independent of the input X. For a constant function ρ (x) = c, the ASDGN channel reduces to a pure additive Gaussian channel. More generally, we may relax the Gaussian assumption on Z and consider an additive signal-dependent noise (ASDN) channel defined by
where the noise Z is assumed to be a continuous random variable 1 with a given pdf f Z (z), and be independent of the input X. For instance, one can consider an ASDN with Z being a truncated version of the Gaussian distribution as a better model in an application if we know that the output Y has minimum and maximum values.
Below we provide some applications in which the ASDN channel arises. 1) Optical communication includes free space and fiber optical communication. In a free-space optical intensity channel, the noise is commonly modeled as additive Gaussian or Poisson [1] . The additive Gaussian model for noise in a free-space optical communication relates to the ASDN channel model. Moser [2] proposed an ASDGN model for the shot noise or the optical amplification noise by ρ (x) = c 2 0 + c 2 1 x where 0 ≤ x ≤ A and c 0 , c 1 > 0. 2) In molecular communication, the ASDGN channel with ρ (x) = c √ x arises in the ligand-receptor model, the particle sampling noise, the particle counting noise and the Poisson model for an absorbing receiver [3] - [5] . In all cases, the reason for the appearance of Gaussian signal-dependent noise is the approximation of a binomial or Poisson distribution with a Gaussian distribution. Observe that the mean and variance of a binomial distribution with parameters (n, p) relate to each other: the mean is np, and the variance is np(1 − p) respectively. As a result, the mean and variance of the approximated Gaussian distribution also relate to each other (see [6, Sec. II.B] for a detailed overview).
3) Besides the above applications of ASDN in molecular communications we shall provide two other cases where this channel model is helpful: Consider the Brownian motion of a particle with no drift over a nonhomogeneous medium with ρ (x) denoting the diffusion coefficient of 1 See Definition 3 for the definition of continuous random variables.
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the medium at location x. The diffusion coefficient ρ (x) describes the movement variance of a particle when in location x. More specifically, the motion of the particle is described by the stochastic differential equation
where B t is the standard Wiener process (standard Brownian motion). Alternatively, we can express the above equation using the following Itô integral
Let us denote the position of the particle at time 0 by X = X 0 , and its position after t seconds by Y = X t . If t is a small and fixed number, (1) reduces to
where Z ∼ N (0, 1). Thus, the movement of the particle follows an ASDGN channel law if t is small. 4) As another example, consider the molecular timing channel in a time-varying medium. In a molecular timing channel, information is encoded in the release time of molecules. A molecule released at time X hits the receiver after a delay Z at time Y = X + Z . Molecules are absorbed once they hit the receiver. As such, the distribution of Z is that of the first arrival time. The existing literature only studies this problem when the medium is time-invariant (see [7] - [10] ): if the medium is uniform, time-invariant and one-dimensional, Z is distributed according to the inverse Gaussian distribution (if there is a flow in the medium) or the Lévy distribution (if there is no flow in the medium). As a result, the channel is called the additive inverse Gaussian noise additive channel, or the additive Lévy noise in the literature. However, in a time-varying medium (or when the distance between the transmitter and receiver varies over time), the distribution of Z depends on the release time X. As a result, we obtain a signal-dependent noise additive component. For instance, the additive noise can have a Lévy distribution with a scale parameter that depends on input X. Using the scaling property of the Lévy distribution, we can express this as ρ (X) · Z where Z is the standard Lévy distribution, and ρ (X) is the scale parameter. This would be an ASDN channel. 5) In the third item, we discussed Brownian motion after a small time elapse. Brownian motion with no drift is an example of a martingale. Now let us consider a martingale after a substantial time elapse. Here, the ASDGN channel also arises as a conditional distribution in any process that can be modeled by a discrete time martingale with bounded increments. Assume that X 0 , X 1 , X 2 , . . . is such a martingale. Then E [X n ] = E [X 0 ]. Furthermore, by the martingale central limit theorem, the conditional distribution of X n given X 0 = x for large values of n can be approximated by a Gaussian distribution with mean X 0 = x and a variance ρ n (x) that depends on X 0 = x. 6) Finally, we relate the ASDN channel to real fading channels with a direct line of sight. Consider a scalar Gaussian fading channel
where X is the input, H ∼ N (0, c 1 ) is the Gaussian fading coefficient and N ∼ N (0, c 0 ) is the additive environment noise. The first X term on the right-hand side of (2) corresponds to the direct line of sight, while the H X term is the fading term. The distribution of Y given
A fast fading setting in which H varies independently over each channel use corresponds to a memoryless ASDN channel. The purpose of this paper is to study the capacity of a memoryless additive signal-dependent noise (ASDN) channel defined via
where the noise variable Z is a continuous random variable (See Definition 3) and ρ : X → [0, ∞) is a given function. The memoryless assumption implies that Z is drawn independently from f Z (z) in each channel use, independent of the input X. The input X takes values in a set X ⊆ R and satisfies the cost constraints E[g i (X)] ≤ 0, ∀i = 1, 2, . . . , k for some functions g i : X → R.
A. Related Works
In [11] , vector ASDGN channels subject cost constraints are studied. It is shown that under some assumptions, the capacity achieving distribution is a discrete distribution. The ASDGN channel with ρ (x) = c 2 0 + c 2 1 x is investigated in [2] (as a model for optical intensity channel) wherein capacity upper and lower bounds are derived considering peak and average constraints. Also in [12] an upper bound is proposed for the similar ASDGN channel model at [2] . ElMoslimany and Duman [13] prove the discreteness of the capacity achieving distribution of the channel with ρ (x) = ρ 2 0 + ρ 2 1 (x) and Z being normal under some constraints on the support of X and the function ρ 1 (x).
Note that the memoryless ASDGN includes the additive white Gaussian noise (AWGN) channel as its particular case. The capacity of the AWGN channel under a power constraint is classical and is obtained by an input of Gaussian random variable. Its capacity under both average and peak power constraints is entirely different, as the capacity achieving input distribution is discrete with a finite number of mass points [14] . See [15] and [16] for further results on the capacity of the AWGN channel with both average and peak power constraints.
Moreover, Koch et al. [17] consider a channel with memory whose form is similar to the one considered in this paper:
is a random linear function of the past inputs X 1 , X 2 , · · · , X n . The cost constraint on the channel is that SNR must be less than some given parameters. A characterization of when the channel capacity is infinite as SNR tends to infinity regarding the tail behavior of the coefficients of the system impulse response is given.
Further, in [18] , the following channels has been studied:
where α k 's are positive parameters. Likewise, the previous case, the cost constraint on the channel is that SNR must be less than some given parameters. It has been proved that the channel capacity tends to infinity as SNR tends to infinity if the tail behavior of the system impulse response has some specific features. In this paper, we study when the capacity of an ASDN channel becomes infinite. The ASDN channel is a memoryless channel but allows for non-Gaussian noise distributions. We also allow the ASDN channel to have multiple cost different constraints apart from the SNR constraint.
B. Our Contributions
Our contributions in this work can be summarized as follows:
• We provide a new tool for bounding the capacity of continuous input/output channels. Note that
We provide two sufficient conditions under which h (Y ) ≥ h (X), which results in
so leads to lower bounds on the channel capacity of an ASDN channel. This lower bound slightly outperforms the lower bound in [2] . • It is known that increasing the noise variance of an AWGN channel decreases its capacity. However, we show that this is no longer the case for signal-dependent noise channels: the constraint ρ 1 (x) ≥ ρ 2 (x) for all x does not necessarily imply that the capacity of an ASDGN channel with ρ 1 (x) is less than or equal to the capacity of an ASDGN with ρ 2 (x). We remark that the phenomenon of decrease of capacity with the increase of SNR has also been observed in other contexts. For instance, in fiber optical communication, channel nonlinearity causes this phenomenon [19] . • We identify conditions under which the capacity of the ASDN channel becomes infinite. In particular, this implies that the capacity of an ASDGN channel with
tends to infinity as c 0 tends to zero. Thus, the capacity of the real Gaussian fast fading channel given earlier in this section tends to infinity as c 0 tends to zero. This parallels a similar result given in [20] for complex Gaussian fading channels. • We provide a new upper bound for the ASDGN channel based on the KL symmetrized upper bound of [21] .
This upper bound is suitable for the low SNR regime, when ρ (x) is large. This is in contrast with the upper bound of [2, Ths. 4 and 5] for ASDGN channels with ρ (x) = c 2 0 + c 2 1 x which is suitable for large values of peak and average constraints. Furthermore, we give our upper bound for a large class of functions ρ (x) while the technique of [2] is tuned for ρ (x) = c 2 0 + c 2 1 x. However, this upper bound is greatly outperformed by the asymptotic upper bound in [2] whenever the latter is applicable. This paper is organized as follows. Section II includes some of primary definitions and notations. In Section III, our main results are given. This includes two lower bounds and one upper bound on the capacity of the ASDN channel. There are some useful lemmas in Section IV used in the paper. The numerical results and plots are given in Section V. The proofs of our results are given in Section VI.
II. DEFINITIONS AND NOTATIONS
In this section, we review the definitions of continuous and discrete random variables, as well as entropy and differential entropy, relative entropy and mutual information.
Throughout this paper, all the logarithms are in base e. Random variables are denoted by capital letters, and probability measure functions are denoted by letter μ. The collection of Borel measurable sets in R is denoted by B(R). We sometimes use a.e. and μ-a.e. as a short-hand for "almost everywhere" and "μ-almost everywhere", respectively. The set A is μ-a.e. when A dμ = 0.
The set A is a.e. if it is μ-a.e. when μ is the Lebesgue measure.
Definition 1 (Relative Entropy [22, Sec. 1.4] ): For random variables X and Y with probability measures μ X and μ Y , the relative entropy between X and Y is defined as follows:
Definition 2 (Mutual Information [22, Sec. 1.6] ): For random variables X, Y with joint probability measure μ X,Y , the mutual information between X and Y is defined as follows:
where μ X μ Y is the product measure defined as
where A ∈ B X the Borel ρ -field of the space over which μ X is defined, and C ∈ B Y the Borel ρ -field of the space over which μ Y is defined. Similarly, for three random variables X, Y, Z with joint measure μ X,Y,Z , conditional mutual information [11] ): Let X be a real-valued random variable that is measurable with respect to B(R). We call X a continuous random variable if its probability measure μ X , induced on (R, B), is absolutely continuous with respect to the Lebesgue measure for B(R) (i.e., μ(A) = 0 for all A ∈ B with zero Lebesgue measure). We denote the set of all absolutely continuous probability measures by AC . Note that the Radon-Nikodym theorem implies that for each random variable X with measure μ X ∈ AC there exists a
Definition 3 (Continuous Random Variable
The function f X is called the probability density function (pdf) of X [22, p. 21] . We denote pdf of absolutely continuous probability measures by letter f . Definition 4 (Discrete Random Variable [11] ): A random variable X is discrete if it takes values in a countable alphabet set X ⊂ R.
The probability mass function (pmf) for a discrete random variable X with probability measure μ X is denoted by p X and defined as follows:
Definition 5 (Entropy and Differential Entropy [23, Ch. 2] ): We define entropy H (X) for a discrete random variable X with measure μ X and pmf p X as
if the summation converges. Observe that
For a continuous random variable X with measure μ X and pdf f X , we define differential entropy h (X) as
if the integral converges. Similarly, the differential entropy is the same as
Similarly, for two random variables X, Y , with measure
.
Likewise, for two random variables X, Y , with measure μ X,Y , if for all x, μ Y |X (· | x) is absolutely continuous with pdf f Y |X (· | x), the conditional differential entropy h (Y | X) is defined as
We allow for differential entropy to be +∞ or −∞ if the integral is convergent to +∞ or −∞, i.e., we say that
dx converges to a finite number where
Similarly, we define h (X) = −∞. When we write that h (X) > −∞, we mean that the differential entropy of X exists and is not equal to −∞. The following example, from [20] , demonstrates the differential entropy can be +∞ or −∞. Example 1: Differential entropy becomes plus infinity for the following pdf defined over R [20] :
x ≤ e.
On the other hand, as shown in [20] , differential entropy is minus infinity for is well-defined. By the fundamental theorem of calculus, h(·) is continuous on (, u) (but not necessarily differentiable unless g is continuous); as a result h(x) is finite at any x ∈ (, u), but might tend to infinity when x tends to or u.
As an example, consider the function g(x) = 1/x for x = 0, and g(0) = 0 otherwise. This function is (improper) Riemann integrable on the restricted domain (0, ∞), but not integrable on (−1, 1). Note that in Definition 5, we allowed the integral defining the entropy function to become infinity, while here h(x) is finite for any x ∈ (, u).
III. MAIN RESULTS
We are interested in the capacity of an ASDN channel with the input X taking values in a set X ⊆ R and satisfying the cost constraints E[g i (X)] ≤ 0, ∀i = 1, 2, . . . , k for some functions g i (·). The common power constraint corresponds to g i (x) = x 2 − p for some p ≥ 0, but we allow for more general constraints. Then, given a density function f Z (z) for the noise Z and function ρ (·), we consider the following optimization problem:
where X and Y are related via (3) and
We sometimes use supp(X) to denote the support of measure μ X , supp(μ X ), when the probability measure on X is clear from the context. As an example, if, in an application, input X satisfies ≤ X ≤ u, the set X can be taken to be [, u] to reflect this fact; similarly, the constraint 0 < X ≤ u reduces to X = (0, u],
The rest of this section is organized as follows: in Section III-A, we provide conditions that imply finiteness of the capacity of an ASDN channel. In Section III-B, we review the ideas used for obtaining lower bounds in previous works and also in this work. Then, based on the new ideas introduced in this work, we provide two different lower bounds in Sections III-C and III-D. Finally, in Section III-E, we provide an upper bound for ASDGN channels.
A. Existence and Finiteness of Channel Capacity
Theorem 1: Assume that an ASDN channel satisfies the following properties:
, and E [|Z | γ ] = α for some α < ∞; • The cost constraint functions g i (·) are bounded over X . Then, the capacity of the ASDN channel is finite. Furthermore there is a capacity-achieving probability measure; in other words, the capacity C can be expressed as a maximum rather than a supremum:
Moreover, the capacity-achieving output distribution is unique, i.e., if μ X 1 and μ X 2 both achieve the capacity, then
where f Y 1 and f Y 2 are the pdfs of the output of the channel when the input probability measures are μ X 1 and μ X 2 , respectively. Remark 1: The above theorem is a generalization of that given in [11, Th. 1] for the special case of Gaussian noise Z .
The proof can be found in Section VI-E. To give a partial converse of the above theorem, consider the case that the second assumption of the above theorem fails, i.e., when there is a sequence {x i } of elements in X such that ρ (x i ) converges to zero or infinity. The following theorem shows that input/output mutual information can be infinite in such cases.
Theorem 2: Consider an ASDN channel with ρ : X → [0, +∞) where X ⊆ R is not necessarily a closed set. Suppose one can find a sequence {x i } of elements in X such that ρ (x i ) converges to 0 or +∞ such that the following holds:
• As a sequence on real numbers, {x i } has a limit (possibly outside X ), which we denote by c. The limit c can be plus or minus infinity. • One can find another real number c = c such that the open interval E = (c, c ) (or E = (c , c) depending on whether c > c or c < c) belongs to X . Furthermore, x i ∈ E, and ρ (·) is monotone 2 and continuous over E, • Random variabe Z is a continuous random variable and satisfies the following regularity conditions:
Then one can find a measure μ X defined on E such that I (X; Y ) = ∞. Furthermore, there is more than one measure μ X that makes I (X; Y ) = ∞. In fact, input X can be both a continuous or discrete random variable, i.e., one can find both an absolutely continuous measure with pdf f X and discrete pmf p X such that I (X; Y ) is infinite when the measure on the input is either f X or p X . The proof can be found in Section VI-H and uses some of the results that we prove later in the paper.
Remark 2: As an example, consider an ASDGN channel with X = (0, u) for an arbitrary u > 0, and ρ (x) = x α for α = 0. For this channel, we have C = +∞ if we have no input cost constraints. Setting α = 1, this shows that the capacity of the fast-fading channel given in (2) is infinite if c 0 = 0; that is when there is no additive noise. This parallels a similar result given in [20] for complex Gaussian fading channels.
Remark 3: It is known that increasing the noise variance of an AWGN channel decreases its capacity. However, we show that this is no longer the case for signal-dependent noise channels: Consider two ASDGN channels with parameters ρ 1 (x) and ρ 2 (x), respectively, which are defined over X = (0, 1) with the following formulas:
No input cost constraints are imposed. It is clear that ρ 2 (x) > ρ 1 (x) for all x ∈ X . However, by considering the constraint 0 < X < 1, from Theorem 1 we obtain that the capacity of the first channel is finite, while from Theorem 2, we obtain that the capacity of the second channel is ∞. Therefore, the constraint
for all x ∈ X does not necessarily imply that the capacity of an ASDGN channel with ρ 2 (x) is less than or equal to the capacity of an ASDGN with ρ 1 (x).
B. Lower Bounds on Capacity
To compute capacity from (5) , one has to take maximum over probability measures in a potentially large class F . Practically speaking, one can only find a finite number of measures μ 1 , μ 2 , . . . , μ k in F and evaluate input/output mutual information for them. Ideally, {μ i } should form an -covering of the entire F (with an appropriate distance metric) so that mutual information at every arbitrary measure in F can be approximated with one of the measures μ i . This can be computationally cumbersome, even for measures defined on a finite interval. As a result, it is desirable to find explicit lower bounds on the capacity. Observe that I (X;
The term h (Y ) is more challenging to handle. Moser [2] considers an ASDGN channel with ρ :
is nontrivial; we review it here to motivate our techniques in this paper. First consider the special case of c 1 = 0. In this case, we get ρ (x) = c 0 , and the AGDSN reduces to the AWGN channel Y = X + Z . In this special case, one obtains the desired equation by writing
However, the above argument does not extend for the case of
As argued in [2] , without loss of generality, one may assume that c 0 = 0; this is because one can express a signal-dependent noise
where Z 0 and Z 1 are independent standard normal variables.
. This is the special case of the problem for c 0 = 0 and corresponds to
√ X Z, more advanced ideas are utilized in [2] . The key observation is the following: assume that
Then, for any arbitrary input distribution f X , from the data processing property of the relative entropy, we have
where f Y is the output density for input density f X . Once simplified, this equation
The above argument crucially depends on the particular form of the output distribution corresponding to the exponential input distribution. It is a specific argument that works for the specific choice of ρ (x) = c 2 0 + c 2 1 x and normal distribution for Z , and cannot be readily extended to other choices of ρ (·) and f Z (z). In this paper, we propose two approaches to handle more general settings:
• (Idea 1:) We provide the following novel general lemma that establishes h (Y ) ≥ h (X) for a large class of ASDN channels. Proposition 1: Take an arbitrary channel characterized by the conditional pdf
where X ⊆ R and Y are the support of the channel input X and the channel output Y , respectively. Take an
As an example, Proposition 1 yields an alternative proof for the result of [2] for an ASDGN channel. Note that, as we mentioned before, in order to prove that h
where x = v 2 , and v ≥ 0. The proof for (9) is given in Appendix . • (Idea 2:) We provide a variation of the type of argument given in (7) by introducing some new steps. This would adapt the argument to ASDN channels. In the following sections, we discuss the above two ideas separately.
C. First Idea for Lower Bound
Then, if X is a continuous random variable with pdf f X (x) supported over (, u),
provided that the integrals defining h (ϕ(X)) and h (Z ) converge to a real number or ±∞. The function ϕ(x) is an increasing function of x defined by
where c ∈ (, u) is arbitrary. Remark 4: Note that for any c ∈ (, u), ϕ(x) is well defined (see Definition 6) . By selecting a different c ∈ (, u) we obtain a different function ϕ (x) such that
However, h (ϕ(X)) is invariant with respect to adding constant terms, and thus invariant with respect to different choices of c ∈ (, u).
The above theorem is proved in Section VI-F.
where F is defined in (6) , and W ∼ f W belongs to
Here
In order to find the maximum of h (W ) over f W ∈ G, we can use known results on maximum entropy probability distributions, e.g., see [22, Ch. 3.1]. Corollary 2: Consider an ASDN channel satisfying (10) and (11) . Assume that the only input constraint is X = (, u), i.e., < X < u. Then, from Corollary 1, we obtain the lower bound
by taking a uniform distribution for f W (w) over ϕ(X ) if this set is bounded [22, Sec. 3.1] . Else, if ϕ(X ) has an infinite length, the capacity is infinite by choosing a pdf for W whose differential entropy is infinite (see Example 1) . The equivalent pdf f X (x) for X is the pdf of ϕ −1 (W ).
For more insight, we provide the following example. Example 2: Consider an AWGN channel (namely, an ASDGN channel with ρ (x) = ρ 0 ) with X = R and Z ∼ N (0, 1). Let us restrict to measures that satisfy the power constraint E X 2 ≤ P; that is g 1 (x) = x 2 . Since
we can apply Corollary 1. Here W = ϕ(X) = x/ρ 0 ; thus, the lower bound is
where it is achieved by Gaussian distribution W ∼ N (0, √ P/ρ 0 ) [23, Sec. 12.1] . It is well-known that the capacity of AWGN channel is
Comparing (14) and (13), we see that the lower bound is very close to the capacity in the high SNR regime. As another example, consider the constraints X ≥ 0, and E [X] ≤ α on admissible input measures. Here, we obtain the lower bound
where we used the fact that the maximum is achieved by the exponential distribution f W (w) = ρ 0 /α exp(−wρ 0 /α) for w ≥ 0 and f W (w) = 0 for w < 0 [23, Sec. 12.1]. Unlike the first example above, an exact capacity formula for this channel is not known.
D. Second Idea for Lower Bound
Now, we are going to provide another lower bound which is more appropriate in the channels for which Z is either nonnegative or nonpositive, and ρ (x) is a monotonic function. An example of such channels is the molecular timing channel discussed in the introduction. 
then
provided that α, β given below are well-defined, and α > 0.
In order to define the variables α, β, and the function ψ(x), take some arbitrary δ > 0 and proceed as follows:
where c ∈ (, u) is arbitrary, and
. Remark 5: Observe that in both cases, ψ(x) is an strictly increasing function of x defined over (, u) , as ρ (x) > 0 and log(x) is increasing. Similar to Remark 4, the choice of c ∈ (, u) does not affect the value of h (ψ(X)), and hence the lower bound. However, the choice of δ > 0 affects the lower bound.
The above theorem is proved in Section VI-G. Corollary 3: Similar to Corollary 1, let V = ψ(X). Since ψ(·) is a one-to-one (strictly increasing) function, we obtain
Hence, from Theorem 4 we obtain that
where α and β are constants defined in Theorem 4.
As mentioned earlier, to maximize h (V ) over f V ∈ G, we can use known results on maximum entropy probability distributions, e.g., see [22, Ch. 3.1].
Corollary 4: Consider an ASDN channel satisfying (15) and (16) . Assume that the only input constraint is X = (, u), i.e., < X < u. Then, from Corollary 3, we obtain the lower bound
where α and β are defined in Theorem 4, and
The lower bound is achieved by taking a uniform distribution for f V (w) over ψ(X ) if this set is bounded [22, Sec. 3.1] . Else, if ψ(X ) has an infinite length, the capacity is infinite by choosing a pdf f V (v) such that h (V ) = +∞ (see Example 1) .
The equivalent pdf f X (x) for X is the pdf of ψ −1 (V ). Remark 6: Assume an ASDGN channel with ρ (x) = ρ 1 + ζ 2 x and X = (0, u) with 0 < u < ∞. Based on Corollary 4, observe that by increasingρ , for a fixed ζ , the expression u 0 1 ρ (x) dx decreases while the other terms are constant. Therefore, the lower bound on the capacity decreases by increasing ρ .
On the other hand, for a fixed positiveρ , by increasing ζ , the expression log
ρ (x) dx > 0 is bounded and 1 2 log(1 + ζ 2 u) is unbounded with respect to ζ , by increasing ζ , up to some point, the lower bound decreases, and by increasing it further, the lower bound increases. When ζ tends to infinity, the lower bound (and hence the capacity) tends to infinity.
E. An Upper Bound
We continue by reviewing the upper bound given in [2] to motivate our own upper bound. The upper bound in [2] works by utilizing Topsoe's inequality [24] to bound mutual information I (X; Y ) from above as follows:
for any arbitrary pdf q(y) on output Y . The distribution q(y) is chosen carefully to allow for calculation of the above KL divergence. The particular form of ρ (x) = √ c 0 + c 1 x makes explicit calculations possible. The second difficulty in calculating the above expression is that we need to take expected value over input measure μ X . However, the capacity-achieving input measure is not known. This difficulty is addressed by the technique of "input distributions that escape to infinity", under some assumptions about the peak constraint.
In this part, we give an upper bound based on the KL symmetrized upper bound of [21] . The idea is that
Our upper bound has the advantage of being applicable to a large class of ρ (x). To state this upper bound, let
be the covariance function between two random variables X and Y .
Theorem 5: For any ASDGN channel defined in (3), we have
provided that the covariance terms on the right-hand side are finite.
The proof can be found in Section VI-I. Corollary 5: For an ASDGN channel with parameters ρ (x), Z ∼ N (0, 1), and X = [0, u], if functions ρ (x) and x/ρ 2 (x) are increasing over X , ρ (0) > 0, and
The corollary is proved in Section VI-J. Remark 7: Even though Corollary 5 is with the assumption ρ (0) > 0, if we formally set ρ (0) = 0, we see that F and the upper bound on capacity becomes infinite. This is consistent with Theorem 2 when ρ (0) = 0.
Corollary 6: The particular choice of ρ (x) = c 2 0 + c 2 1 x that was motivated by applications discussed in the introduction has the property that ρ (x), x/ρ 2 (x) are increasing and Theorem 5 can be applied.
IV. SOME USEFUL LEMMAS
In this section, we provide three lemmas used in the proofs of theorems in this paper.
Lemma 1: In an ASDN channel defined in (3), with continuous random variable noise Z with pdf f Z (·), input random variable X with measure μ X such that supp{μ X } ⊆ R, and noise coefficient ρ (x) > 0 (μ X -a.e.), the conditional measure μ Y |X (· | x) has the following pdf:
Moreover, Y is a continuous random variable with the pdf
. The lemma is proved in Section VI-B.
Lemma 2: Let X be a continuous random variable with pdf f X (x). For any function
where
where c ∈ (, u) is an arbitrary constant. Note that if the left-hand side does not exist, or becomes ±∞, the same occurs for the right-hand side and vice versa.
The lemma is proved in Section VI-C. Lemma 3: Let X be a random variable on X = [, u], −∞ < < u < +∞, with probability measure μ X , and let the functions w(x) and v(x) be increasing over X , and v(x) be convex over X . Then, for some α,
Furthermore, for the case α ≥ ( + u)/2, a maximizer of (19) is the pmf
For the case α < ( + u)/2, if v(x) is linear, a maximizer of (19) is the pmf
The proof is given in Section VI-D. 
V. NUMERICAL RESULTS
In this section, some numerical results are given for ρ (x) = ρ 0 1 + ζ 2 x and Z ∼ N (0, 1) . The lower bound of Corollary 2, the upper bound of Corollary 6, and the lower and asymptotic upper bounds presented in [2] are shown in Fig.  1 for a channel with ρ (x) = √ 1 + x, X = [0, A], and Z ∼ N (0, 1). This figure indicates that the upper bound is not tight for large values of A, while the lower bound outperforms the previously best known lower bound. A similar plot is given in Fig. 2 , for an ASDGN channel with ρ (x) = ρ 2 0 + x where we have both peak and average constraint X = [0, 5], E [X] = 2.5, respectively. In this case, the upper and lower bounds vanish as ρ 0 increases. Since A is kept constant here, the asymptotic upper bound (when A tends to infinity) of [2] is not applicable to this figure because A is fixed here. However, our numerical results indicate that for A tending to infinity, our upper bound is generally worse than the asymptotic upper bound of [2] but our bound has the advantage of being applicable for all values of A.
It can be seen that the lower bounds are only positive for small values of ρ 0 , but the upper bound of Corollary 6 is non-trivial for almost all values of ρ 0 despite not being tight. The reason that we only show one of the lower bounds is that in these cases the first lower bound is better than the second one mainly because of the multiplicative coefficient α of the second lower bound. Since the second lower bound is for a more general class of channels, we should consider the positive (or negative) part of the support of Z , causing a multiplicative of coefficient 1/2 for the Gaussian noise. However, if the support of Z is positive (or negative) reals, the two lower bounds do not differ much.
VI. PROOFS

A. Proof of Proposition 1
From Definition 5, we obtain that
To this end, we can write
where the last inequality holds because of the assumption of the proposition. Therefore, the proposition is proved.
B. Proof of Lemma 1
The conditional pdf f Y |X (y | x) can be easily obtained from the definition of channel in (3). To calculate h (Y | X ), using the Definition 5 we can write
Exploiting the fact that
It only remains to prove that Y is continuous. To this end, from the definition of the channel in (3), we obtain that
where F Y (y) and F Z (z) are the cdfs of the random variables Y and Z , defined by F Y (y) = Pr {Y ≤ y} and F Z (z) = Pr {Z ≤ z}, respectively. In order to prove the claim about f Y (y), we must show that y
for all y ∈ R. Because of the Fubini's theorem [25, Ch. 2.3] , this is equivalent to
Equivalently, we need to show that for any > 0, there exists m such that
Since lim z→−∞ F Z (z) = 0, there exists ∈ R such that
Therefore, since F Z (z) ≤ 1 for all z, we can write
We can write
Since the support of X, X , is a subset of R and ρ : X → [0, +∞), we obtain that the support of X + ρ (X) is also a subset of R. Therefore, we can take m large enough such that,
As a result, (20) is proved.
C. Proof of Lemma 2
Since ρ (x) is (improper) Riemann integrable, ϕ(x) is continuous and since ρ (x) > 0 (a.e.), ϕ(x) is a strictly increasing function over the support of X. This means that ϕ(x) is an injective function and there exists an inverse function ϕ −1 (·) for ϕ(·). Now, define random variable W = ϕ(X). Assume that the pdf of X is f X (x). Since X is a continuous random variable and ϕ(x) is a bijection, W is also a continuous random variable with the following pdf:
Now, we can calculate the differential entropy of W as follows:
Therefore, the lemma is proved.
D. Proof of Lemma 3
First, assume that v(x) = ax +b, with a > 0. We will prove the general case later. In this case, we claim that the support of the optimal solution only needs to have two members. To this end, note that the following problem is equivalent to the original problem defined in (19) :
Cov (w(X), v(X)) .
Since v(x) = ax +b, for a given γ , we would like to maximize
which is a linear function of μ X , subject to E [X] = γ which is also a linear function of μ X . By the standard cardinality reduction technique (Fenchel's extension of the Caratheodory theorem), we can reduce the support of μ X to at most two members (see [26, Appendix C] for a discussion of the technique). Assume that the support of μ X is {x 1 ,
where the last equality can be obtained by expanding the sums. Thus, the problem defined in (19) equals the following:
We claim that the optimal choice for x 1 is x 1 = . To see this, observe that w(x) and v(x) are increasing functions, and hence
Hence, x 1 = is optimal. Substituting v(x) = ax + b, we obtain that the problem is equivalent with the following:
Utilizing KKT conditions, one obtains that the optimal solution is
Now, we consider the general case of v(x) is a convex function (but not necessarily linear). Since v(x) is convex, we obtain that
The right hand side is the line that connects the two points (, v()) and (u, v(u)); this line lies above the curve x → v(x) for any x ∈ [, u]. Therefore,
Now, we relax the optimization problem and consider
The solution of the above optimization problem is an upper bound for the original problem because the feasible set of the original problem is a subset of the feasible set of the relaxed optimization problem. Now, using similar ideas as in the linear case, we conclude that the support of the optimal μ X has at most two members. Moreover, the optimal solution is
Note that in the case α > ( + u)/2, we obtain that E X * = ( + u)/2 < α, where X * distributed with the optimal probability measure. As a result, the constraint E [X] ≤ α is redundant. Therefore, the support of the optimal μ X has two members, which shows that the upper bound is tight in this case.
E. Proof of Theorem 1 1) Finiteness of Capacity:
The first step is to show that the capacity is finite:
To prove this, it suffices to show that the supremum of both h (Y ) and h (Y | X) over μ X ∈ F are finite, i.e.,
Utilizing Lemma 1, the existence and boundedness of h (Y | X ) is obtained as follows:
uniformly on F . From Lemma 1, we obtain that Y is continuous with a pdf f Y (y). To prove that the integral defining h (Y ) is convergent to a finite value (existence of entropy), and furthermore the integral is convergent to a value that is bounded uniformly on F , it is sufficient to show that there are some positive real γ ,m and v such that for any μ X ∈ F , we have [27] :
Also, from Lemma 1, we obtain that for any
Thus, (23) holds withm = m/ρ . In order to prove (24) , note that
uniformly on F . Thus, h (Y ) is well-defined and uniformly bounded on F .
Hence, from the definition of mutual information we obtain that
is bounded uniformly for μ X ∈ F .
2) Existence of a Maximizer: Let
We would like to prove that the above supremum is a maximum. Equation (26) implies existence of a sequence of
Y is the output of the channel when the input is X k . Furthermore, without loss of generality, we can assume that & μ (k) X ' ∞ k=1 is convergent (in the Lévy measure) to a measure μ * X ∈ F . The reason is that since X is compact, the set F is also compact with respect to the Lévy measure [11, Proposition 2] . Thus, any sequence of measures in F has a convergent subsequence. With no loss of generality we can take the subsequence as & μ
Thus, from convergence in Lévy measure, we know that there is
for all g : R → C such that sup x∈R |g(x)| < +∞. We would like to prove that
where Y * ∼ μ * Y is the output measure of the channel when the input measure is μ * X . This will complete the proof.
From the argument given in the first part of the proof on "Finiteness of capacity", h (Y * | X * ) and h (Y * ) are welldefined and finite. As a result to show (28), we only need to prove that
Since −∞ < ρ < ρ u < +∞, (29) is obtained from (27) and Lemma 1.
In order to prove (30), we proceed as follows:
is a Cauchy sequence with respect to total variation, i.e.,
where for any two arbitrary probability measure μ A and μ B , the total variation distance is defined by [22, p. 31 ]
is the collection of all the available finite partitions. • Step 2: Having established step 1 above, we utilize the fact that the space of probability measures is complete with respect to the total variation metric. To show this, note that by Lemma 1, all the Y k 's have a pdf, and hence the total variation can be expressed in terms of the · L 1 norm between pdfs [22, Lemma 1.5.3]. From [25, p. 276] we obtain that this space of pdfs is complete with respect to · L 1 norm. As a result, μ (k) Y converges to some measure ) Y ∼ ) μ Y with respect to the total variation metric. We further claim that this convergence implies that
The reason is that from (23) and (24), we see that
Y } and fŶ are uniformly bounded and have finite γ -moments. Therefore, (32) follows from [27, Th. 1] . Thus, in step 2, we obtain that the sequence h (Y k ) has a limit. • Step 3: We show that the limit found in Step 2 is equal to h (Y * ), i.e.,
This completes the proof of (30). Hence, it only remains to prove (31) and (33). Proof of (31): Since {I (X k ; Y k )} ∞ k=1 is convergent to C, for any > 0, there exists N such that:
Now, consider m, n ≥ N. Let Q be a uniform Bernoulli random variable, independent of all previously defined variables. When Q = 0, we sample from measure μ (m) X and when Q = 1, we sample from measure μ (n) X . This induces the measure * X ∼ μ * X defined as follows:
Let * Y ∼ μ * Y be the output of the channel when the input is * X. We have a Markov chain Q − * X − * Y . Note that
From concavity of mutual information in input measure, we obtain that:
Since F is an intersection of half spaces, it is convex and as a result μ * X ∈ F . Thus, I( * X; * Y ) ≤ C, and we obtain that
Because of the Markov chain Q − * X − * Y , we obtain I * Y ; Q * X = 0 and as a result:
From the Pinsker's inequality we obtain that
Therefore from (34) and (35), we obtain that
As a result,
Hence, by taking ≤ 2 /32, we obtain that
Proof of (33): It suffices to prove that
is the characteristic function of the random variable X.
Since Y k converge to ) Y in total variation, and the fact that convergence in total variation is stronger than weakly convergence [22, p. 31] , from (27) we obtain that their characteristic functions, Y k (ω), also converge to ) Y (ω) pointwise.
Hence, it suffices to prove that Y k (ω) converge to Y * (ω) pointwise. From (3), we obtain that
Similarly,
Since {X k } converges to X * in Lévy measure and the function g(x) = e jωx Z (ρ (x)ω) is bounded:
3) Uniqueness of the Output pdf: The proof is the same as the first part of the proof of [11, Th. 1] .
This completes the proof.
F. Proof of Theorem 3
From Lemma 1 we obtain that h (Y | X ) exists. Hence, utilizing Proposition 1, we can write
where the last inequality comes from the assumption of the theorem. From Lemma 1, we have that
Therefore, (36) can be written as
Exploiting Lemma 2 we obtain that
where ϕ(X) is defined in (12) . Hence, the proof is complete.
G. Proof of Theorem 4
We only prove the case that ρ (x) is an increasing function over (, u) . The proof of the theorem for decreasing functions is similar to the increasing case, and we only need to substitute Z ≥ δ with Z ≤ −δ. We claim that
Consider random variable E as follows:
From the definition of mutual information, we have that
Therefore, since
we conclude (37). Now, we find a lower bound for I (X; Y | Z ≥ δ). From Lemma 1 we obtain that Y is a continuous random variable. We claim that
where (38) is obtained from Lemma 1, and the fact that the random variable Z conditioned to Z ≥ δ is also continuous when Pr {Z ≥ δ} > 0. Moreover, (39) is obtained by adding and subtracting the term E log(1 + Z ρ (X)) | Z ≥ δ . Note that we do not assume that ρ (x) needs to be differentiable. We only assume that ρ : (, u) → (0, ∞) is continuous and monotonic over (, u) . However, every monotonic function is differentiable almost everywhere, i.e., the set of points in which ρ (x) is not differentiable has Lebesgue measure zero. We define ρ (x) to be equal to zero wherever ρ (x) is not differentiable; and we take ρ (x) to be the derivative of ρ (x) wherever it is differentiable. With this definition of ρ (x) and from the continuity of ρ (x), we have that the integral of ρ (x)/ρ (x) gives us back the function log(ρ (x)).
Since ρ (x) is an increasing positive function, and Z ≥ δ > 0, we conclude that
From Lemma 2 and the fact that the integral of ρ (x)/ρ (x) gives us back the function log(ρ (x)), we obtain that
where ψ(x) is defined in Theorem 4. As a result from (39), we obtain that
Using this inequality in conjunction with (37), we obtain a lower bound on I (X; Y ). The lower bound that we would like to prove in the statement of the theorem is that
As a result, it suffices to prove that for all continuous random variables X with pdf f X (x) we have
the proof is complete. We can write that
where Z is Z conditioned to Z ≥ δ, and the pdf of Z is denoted by f Z (z). By defining the function r z (x) := x + zρ (x), we obtain that
where Y z is Y which is conditioned to Z = z ≥ δ. Since, ρ (x) is a continuous increasing function, r z (x) is a bijection for all z ≥ δ, and so its inverse function, r −1 z (y), exists. Moreover, since X is continuous and r z (·) is a bijection, Y z is also continuous random variable with pdf f Y (y) defined as follows:
where 3 x = r −1 z (y). Thus, we have that zρ (X) ) .
By taking expected value over Z ≥ δ from both sides, (42) is achieved. Therefore, the theorem is proved.
H. Proof of Theorem 2
For a continuous input measure, we utilize Corollary 4 by choosing = c, u = c when c > c, or = c , u = c when c < c. To use Corollary 4, we need to show that the image of E under ψ(·) has infinite length, where ψ(x) is the bijective function of x defined in the statement of Theorem 4. This claim holds because the sequence {x i } in E was such that the monotone function ρ (·) converged to zero or infinity on that sequence. Then, based on Corollary 4, it is obtained that any pdf f X (·) such that h (ψ(X)) = +∞, makes I (X; Y ) infinite if |h (Z | Z > δ)| < ∞ (which leads to |β| < ∞).
In order to prove that |h (Z | Z > δ)| < ∞, let the random variableZ be Z conditioned to Z > δ. Due to the continuity of Z and the fact that Pr {Z > δ} > 0, we obtain thatZ has a valid pdf fZ (z) defined by
where θ := Pr {Z > δ} > 0. Since h (Z ) exists and |h (Z )| < ∞, we obtain that
Hence,
It remains to construct a discrete pmf with infinite mutual information. The statement of the theorem assumes the existence of a sequence = (c , c) if c < c) such that 1) c is the limit of the sequence {x i }, 2) ρ (x i ) converges to 0 or +∞, 3) ρ (·) is monotone and continuous over E. We now make the following claim about the existence of another sequence {x i } ∞ i=1 ⊆ E with certain nice properties: Claim: Suppose that one cannot find a non-empty interval
Then, there exists 0 < a < b and a sequence {x i } ∞ i=1 ⊆ E, such that the following holds:
• If ρ (x) is increasing,
• If ρ (x) is decreasing,
We continue with the proof assuming that this claim is correct; we give the proof of this claim later. To show how this claim can be used to construct a discrete pmf with infinite mutual information, consider the possibility that the assumption of the claim fails: ρ (x) = 0 for all x ∈ [x , x ], then Y = X in that interval when X ∈ [x , x ]. Therefore, we can provide any discrete distribution in that interval such that H (X) = ∞; as a result, I (X; Y ) = I (X; X) = H (X) = ∞.
Thus, we should only consider the case that the assumption of the claim holds. Assume that ρ (x) is increasing. The construction when ρ (x) is decreasing is similar. Fix a given a, b, {x i } ∞ i=1 satisfying (43) and (44). Take an arbitrary pmf
Then, we define a discrete random variable X, taking values in
To this end, it suffices to show
(48)
Proof of (47): Define random variable E as follows: ∈ (a, b) .
we conclude (47). Proof of (48): Since
it suffices to show that
The equality H (X) := − + p i log p i = +∞ follows from (46). To prove the other equality, note that Y belongs to the interval (x i + aρ (x i ), x i + bρ (x i )) when X = x i . Therefore, since the intervals (x i +aρ (x i ), x i +bρ (x i )) are disjoint, X can be found from Y . Thus, X is a function of Y when a < Z < b. As a result, the second equality of (49) is proved. Now, it only remains to prove our Claim on the existence of a, b, and {x i } ∞ i=1 . We assume that ρ (x) is increasing. The proof when ρ (x) is decreasing is similar. From the assumptions on Z that Pr {Z ≥ δ} > 0, we obtain there exists δ < b < ∞ such that Pr {δ < Z < b} > 0. As a result, we select a = δ.
Since ρ (x) is monotone, we cannot have ρ (x ) = ρ (x ) = 0 for two arbitrary distinct x and x in E since this implies that ρ (x) = 0 for all x in between x and x . As a result, we shall not worry about the constraint (45) on {x i } because ρ (x i ) = 0 can occur for at most one index i and we can delete that element from the sequence to ensure (45).
To show the existence of {x i } ∞ i=1 , we provide a method to find x i+1 with respect to x i . The method is described below and illustrated in Fig. 3 . Take x 1 an arbitrary element of E. Observe that since ρ (x) is continuous and increasing over E, the functions x + aρ (x) and x + bρ (x) are continuous and strictly increasing over E, as well as Hence, for a given x i ∈ E, due to the intermediate value theorem, there exists unique x i+1 satisfying c < x i+1 < x i < c such that
Similarly, for the case c < c (happening when ρ (x i ) converge to +∞), if x i ∈ E, there exists unique x i+1 satisfying c > x i+1 > x i > c such that
It can be easily obtained that the intervals created this way are disjoint, and the process will not stop after a finite number of steps. Therefore, the theorem is proved.
I. Proof of Theorem 5
Based on [21] we obtain that
Utilizing Lemma 1, we obtain that the pdfs f Y (y) and f Y |X (y|x) exist and are well-defined. Therefore,
Again, from Lemma 1, since Z ∼ N (0, 1), we obtain that
Therefore, since Z = (Y − X)/ρ (X), we obtain that
In addition, 
