Abstract. Consider two exchangeable sequences X k k2N and X k k2N with the property that Sn P n k=1 X k andŜn P n k=1Xk have the same distribution for all n 2 N. D a vid Aldous posed the following question. Does this imply that the two exchangeable sequences have the same joint distributions? We g i v e an example that shows the answer to Aldous' question is, in general, in the negative. On the other hand, we s h o w that the joint distributions o f a n exchangeable sequence can be recovered from the distributions of its partial sums if the sequence is a countable mixture of i.i.d. sequences that are either nonnegative o r h a ve nite moment generating functions in some common neighbourhood of zero.
Introduction
In his survey AIJ83 o f e x c hangeability, D a vid Aldous posed the following question. Consider S n P n k=1 X k andŜ n P n k=1X k , where X k k2N and X k k2N are exchangeable sequences of real valued random variables. Suppose that S n and S n have the same distribution for all n 2 N. Does this imply that the sequences X k k2N and X k k2N have the same joint distributions?
By de Finetti's theorem, exchangeable sequences are just mixtures of i.i.d. sequences, and so Aldous' question becomes one of whether or not we can identify the mixing probability measure associated with an exchangeable sequence given the distribution of each of its partial sums. In this paper, we rst construct an example showing such an identi cation is not possible in general. We then prove that it is possible to identify the mixing measure if we k n o w that it is purely atomic and concentrated either on the set of nonnegative i.i.d.sequences or the set of i.i.d. sequences with nite moment generating functions in some common neighbourhood of the origin. 2.4
The values of i t and^ i t, i = 1 ; 2, t 0 are plotted in Figure 1 . By P olya's criterion, these four functions are characteristic functions of symmetric probability distributions. For i = 1 ; 2, let X i;k k2N resp. X i;k k2N be an i.i.d. sequence with X i;k resp.X i;k h a ving characteristic function i resp.^ i . Now let be a random variable independent of the four sequences X i;k k2N
and X i;k k2N , i = 1 ; 2, such t h a t Pf = 1 g = Pf = 2 g = 1 2 . P u t X k = X ;k and X k =X ;k and, as above, set S n = P n k=1 X k andŜ n = P n k=1X k .
It is easy to check t h a t E expitS n = 1 2 n 1 t + 1 2 n 2 t = 1 2^ n 1 t + 1 2^ n 2 t = E expitŜ n 2.5 for all t 2 R and integers n 2 N, s o t h a t S n andŜ n have the same distribution for all n. H o wever, E expit 1 X 1 +it 2 X 2 6 = E expit 1X1 +it 2X2 for some t 1 ; t 2 , say 1; 2. Therefore the sequences X k k2N and X k k2N do not have the same joint distributions. Throughout this section, let X i;k k2N , i 2 N, be nonnegative i.i.d sequences with distinct distributions and hence distinct Laplace transforms i , i 2 N. Let be an N valued random variable independent of the sequences X i;k k2N . P u t X k = X ;k and S n = P n k=1 X ;k . W rite F Y for the distribution of a random variable Y .
Note that for each t 0, F t the push-forward of the distribution of by the map i 7 ! i t from N into 0; 1 is determined by its sequence of moments Z x n dF t x = X i2N n i tPf = ig = E exp,tS n ; n 2 N:
3.1
We therefore have the following result.
Lemma 3.1. The collection F t; t 0 of distributions on 0; 1 is uniquely determined b y t h e s e quence of distributions F Sn n2N .
The next result, which is essentially due to M untz Fel68 , p l a ys a central role in the succeeding proofs.
Theorem 3.2. Let and be L aplace t r ansforms of probability measures and on R + . T h e n = if and only if there exist 0 t 1 t 2 : : : such that t n " 1 , P n t ,1 n = 1 and t n = t n for all n 2 N. Lemma 3.3 and Lemma 3.4 are corollaries of Theorem 3.2.
Lemma 3.3. Let and be L aplace t r ansforms of distinct probability measures on R + . Then for T su ciently large, ft T : t = tg is a discrete set.
Proof. If the assertion is not true, we could nd sequence 0 a 1 a 1 + 1 a 2 a 2 + 1 : : : such that ft 2 a n ; a n + 1 : t = tg = 1 for all n. T h e n choose t n;i 2 a n ; a n + 1 ; i = 1 ; : : : ; ba n + 1 c + 1 s u c h that t n;i = t n;i . Since P 1 n=1 P ban+1c+1 i=1 t ,1 n;i = 1, w e g e t a c o n tradiction to Theorem 3.2. Proof. Suppose that 1 ; : : : ; n are distinct Laplace transforms such that the set S 1im f i tg coincides with the set S 1jn j tg for all t t 0 but f 1 ; : : : ; m g 6 = f 1 ; : : : ; n g.
By interchanging the roles of the two sets of functions and renumbering, we m a y suppose without loss of generality t h a t 1 = 2 f 1 ; : : : ; m g. By assumption, 1 t 2 S 1im f i tg for all t t 0 so that S 1im ft t 0 : 1 t = i tg = t 0 ; 1, contradicting Lemma 3.3.
The next theorem shows that if X i i2N is another countable mixture of nonnegative i.i.d. sequences with partial sumsŜ n such t h a t S n andŜ n have the same distribution for each n 2 N, t h e n X i i2N and X i i2N have i d e n tical joint distributions.
Theorem 3.5. The set of pairs f i ; Pf = igg is uniquely determined b y t h e sequence of distributions F Sn n2N .
Proof. For t 0 p u t , t S 1 i=1 ft; i tg f tg 0; 1 , so that fx : t; x 2 ,tg is the set of atoms of F t . Recall from Lemma 3.1 that F t is determined by F Sn n2N .
Given a 0, de ne , a t f t; x 2 ,t : F t fxg ag. Write , a S t0 , a t. Construct a set , a t b y r e m o ving from , a t all the points t; x f o r which there is no continuous function f : R + ! 0; 1 such t h a t x = ft a n d fs; fs : s 0g , a .
Write p i Pf = ig, i 2 N. W e can suppose that p 1 p 2 : : : . It is clear that for all t 0, S pia ft; i tg , a t. We claim that, in fact, pia ft; i tg = , a t for all t su ciently large:
Otherwise, there exist two sequences t j j2N and x j j2N such t h a t t 1 t 2 : : : , t j " 1 , and t j ; x j 2 , a t j n S pia ft j ; i t j g for all j 2 N. I t f o l l o ws from the de nition of , a t that there are disjoint i n tervals t 0 j ; t 00 j and continuous functions f j : R + ! 0; 1 , j 2 N, such that for all j we h a ve t j 2 t 0 j ; t 00 j , t; f j t 2 , a t for all t 0, and ft; f j t : t 2 t 0 j ; t 00 j g S t0 S pia ft; i tg = ;. Set I a+ maxfi : p i ag and I a, minfn : P 1 i=n p i a , maxfp i : p i a gg. T h e n for any j 2 N and any t 2 t 0 j ; t 00 j , there must exist two indices I a+ i 1 i 2 I a, such t h a t i1 t = i2 t = f j t and hence S Ia+ i1 i2 Ia, ft : i1 t = i2 tg = S j t 0 j ; t 00 j , contradicting Lemma 3.3. Thus the claim 3.2 holds. This combined with Lemma 3.4 implies that the set of functions f i : p i ag can be identi ed for any a 0 and hence the set f i g can also be identi ed. It follows from Lemma 3.3 that p i = i n f t0 F t f i tg.
4. Countable mixtures of sequences with m.g.f.'s We can use ideas similar to those in the previous section to show t h a t t wo countable mixtures X k k2N and X k k2N of real valued i.i.d. sequences have t h e same joint distributions if their partial sums S n andŜ n have the same distribution for all n 2 N and also for some 0 w e h a ve E exptX 1 = E exptX 1 1 for all t 2 , ; . The key ingredient is the following counterpart of Lemma 3.3.
This result follows from the uniqueness of characteristic functions, the fact that a moment generating function which is nite in the interval , ; can be uniquely extended to an analytic function in the strip fz 2 C : z 2 , ; g, and the fact that the zeroes of analytic functions de ned in some region have no points of accumulation in the region.
Lemma 4.1. Let and be distinct probability measures on R. S u p p ose for some 0 that t R exptxdx 1 and t R exptxdx 1 for all t 2 , ; . Then the set ft 2 , 0 ; 0 : t = tg is nite for all 0 .
