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Given an undirected graph with edge costs and a subset of k nodes called
terminals, a multiway cut is a subset of edges whose removal disconnects each
terminal from the rest. Multiway Cut is the problem of finding a multiway
cut of minimum cost. Previously, a very simple combinatorial algorithm due
to Dahlhaus, Johnson, Papadimitriou, Seymour, and Yannakakis gave a per-
formance guarantee of 2(1& 1k). In this paper, we present a new linear
programming relaxation for Multiway Cut and a new approximation algo-
rithm based on it. The algorithm breaks the threshold of 2 for approximating
Multiway Cut, achieving a performance ratio of at most 1.5& 1k . This
improves the previous result for every value of k. In particular, for k=3 we
get a ratio of 76<
4
3 .  2000 Academic Press
1. INTRODUCTION
We consider the problem Multiway Cut: Given an undirected graph with non-
negative edge costs and a set of k specified nodes in the graph (called terminals),
find a cheapest multiway cut, i.e., subset of the edges whose removal disconnects
each terminal from the rest. This is one of several generalizations of the classical
undirected s-t cut problem, and it has applications in parallel and distributed
computing [24], as well as in chip design.
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Dahlhaus et al. [8] initiated the study of Multiway Cut. In the published ver-
sion of their paper [9], they prove that Multiway Cut is MAX SNP-hard even
when restricted to instances with three terminals and unit edge costs. Therefore,
unless P=NP, there is no polynomial-time approximation scheme for Multiway
Cut [3]. For k=2, the problem is identical to the undirected version of the exten-
sively studied s-t min-cut problem of Ford and Fulkerson [11] and thus has poly-
nomial-time algorithms (see, e.g., [21, 1]). Prior to this paper, the best (and essen-
tially the only) approximation algorithm for k3 was due to the above-mentioned
paper of Dahlhaus et al. They give a very simple combinatorial isolation heuristic
that achieves an approximation ratio of 2(1& 1k). Specifically, for each terminal i,
find a minimum-cost cut separating i from the remaining terminals and then output
the union of the k&1 cheapest of the k cuts. For k=4 and for k=8, Alon (see
[9]) observed that the isolation heuristic can be modified to give improved ratios
of 43 and
12
7 , respectively.
In special cases, far better results are known. For fixed k in planar graphs, the
problem is solvable in polynomial time [9]. For trees and 2-trees, there are linear-
time algorithms [6]. For dense unweighted graphs, there is a polynomial-time
approximation scheme [2, 12].
Chopra and Rao [6] and Cunningham [7] develop a polyhedral approach to
Multiway Cut, further extended by Chopra and Owen [5]. These provide useful
tips to the implementation of branch-and-cut type heuristics that are reported by
the authors to work well in practice. Bertsimas et al. [4] propose a nonlinear for-
mulation of Multiway Cut and related problems. They suggest several polynomial
time-solvable relaxations and give a simple randomized rounding argument yielding
the same bounds as in [9] (and for essentially the same reasons). Their approach
appears incapable of producing better bounds.
In this paper, we present a new approximation algorithm for Multiway Cut.
The algorithm is based on a new linear programming relaxation for Multiway
Cut, which is derived from a straightforward system of inequalities similar to those
of Bertsimas et al., to which we add two sets of valid inequalities. In contrast to pre-
vious work on a polyhedral approach, our relaxation provably gives better
approximation guarantees. Our algorithm gives a ratio substantially below 2 for all
k. We present an algorithm with a performance ratio of at most 1.5& 1k . Note that
this algorithm improves upon the approximation guarantee of Dahlhaus et al. for
every value of k (including the better bounds for k=4 and k=8 of Alon). In par-
ticular, for k=3 the ratio we get is 76 , whereas the best previous bound was
4
3 .
From a broader perspective, there are several problems of related interest. Erdo s
and Sze kely [10] consider a problem of extending a partial k-coloring of a graph,
which is equivalent to Multiway Cut (see [9] for further discussion). In Minimum
k-Way Cut, there are no specified terminals, and we are expected to cut the graph
into k components. Hochbaum and Shmoys [17] give an algorithm for a special
case and Goldschmidt and Hochbaum [15] and Karger and Stein [19] give poly-
nomial-time algorithms for the case of fixed k. Saran and Vazirani [22] give a
2(1& 1k)-approximation algorithm for Minimum k-Way Cut.
Garg et al. [13] study a variation of Multiway Cut in which nodes have costs
and the goal is to remove a minimum cost set of nodes so as to disconnect each
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terminal from the others. They give a 2(1& 1k)-approximation algorithm for this
problem. For the multiway cut problem in directed graphs, Naor and Zosin [20],
significantly improving upon previous results of Garg et al. [13], give a
2-approximation algorithm. Garg et al. [13] show that for unbounded k, the
approximation guarantees for the node multiway cut and the directed multiway cut
problems are at least as large as those for Vertex Cover. As obtaining a ratio
better than two for Vertex Cover remains a challenging open problem [23], it
appears that Multiway Cut in undirected graphs is easier than its node or
directed variations.
Finally, Hu [18] proposes Minimum Multicut as an integral dual to maximum
multicommodity flow. In this problem, we have to disconnect a list of pairs of ter-
minals. Multiway Cut is a special case in which the list of pairs forms a clique.
Garg et al. [14] give a O(log k)-approximation algorithm for Minimum Multicut.
As noted in [9], a multiway cut algorithm can be used to approximate minimum
multicut by the same ratio with running time polynomial in n and 2k. Therefore,
our algorithm gives better approximation guarantees for Minimum Multicut when
k is O(log n).
The rest of this paper is organized as follows. In Section 2 we present the
necessary notation, define the relaxation, and prove some basic properties, and in
Section 3 we describe and analyze the algorithm.
2. PRELIMINARIES
Let G=(V, E ) be an undirected graph on V=[1, 2, ..., n] in which each edge
uv # E has a non-negative cost c(u, v)=c(v, u), and let T=[1, 2, ..., k]V be a set
of terminals. Multiway Cut is the problem of finding a minimum cost set CE
such that in (V, E"C) each of the terminals 1, 2, ..., k is in a different component.
Let MWC=MWC(G ) be the value of the optimal solution to Multiway Cut.
Notation. 2k denotes the (k&1)-simplex, i.e., the (k&1)-dimensional convex
polytope in Rk given by [x # Rk | (x0) 7 (i xi=1)].
For x # Rk, &x& is its L1 norm: &x&=i |xi |. For j=1, 2, ..., k, e j # Rk denotes
the unit vector given by (e j) j=1 and (e j) i=0 for all i{ j.
A semimetric is a pair (V, d ) where V is a set and d is a function d: V_V  R
such that d(u, v)=d(v, u)0 for all u, v; d(u, u)=0 for all u and d(u, w)d(u, v)+
d(v, w) for all u, v, w. We sometimes refer to the elements of V as points and to
d(u, v) as the distance between u and v.
We denote by uv an (undirected) edge with endpoints u and v.
The relaxation. Multiway Cut with edge costs can be formulated as the
following integer program. The variables in the program are d(u, v) for all u, v # V.
Minimize :
uv # E
c(u, v) d(u, v) subject to
(V, d) is a semimetric (1)
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d(t1 , t2)=1
\t1 , t2 # T,
t1 {t2 ,
(2)
d(u, v) # [0, 1] \u, v # V. (3)
By relaxing the integrality constraints (3) to
0d(u, v)1 \u, v # V,
we obtain a linear programming relaxation for Multiway Cut with edge costs,
which we denote by LP1. The integrality ratio for LP1 is precisely the Dahlhaus
et al. guarantee. To see this, consider a k-leaf star, with the leaves as the terminals
(all edge costs are 1). The optimal integral solution places k&1 edges in the multi-
way cut, but a feasible (and optimal) fractional solution assigns length 12 to each of
the k edges. A simple rounding argument gives an algorithm with identical perfor-
mance guarantee: for each terminal t # T, pick \t # (0, 12) such that the cost of edges
crossing the boundary of Bd (t, \t) (the ball around t having radius \t in metric d )
is minimized. Note that by removing these edges, we isolate t from the other
terminals. Take the k&1 smallest such cuts as the multiway cut.
In order to do better, we strengthen the relaxation. We add the following valid
inequalities:
:
t # T
d(u, t)=k&1 \u # V, (4)
d(u, v) :
t # S
[d(u, t)&d(v, t)]
\u, v # V,
\ST.
(5)
We denote this stronger relaxation by LP2. Note that constraint (5) implies that
d(u, v)|t # S [d(u, t)&d(v, t)]|, because d(u, v)=d(v, u). In this formulation,
there is an exponential number of constraints (5). However, t # S [d(u, t)&d(v, t)]
is maximized at the set S of all terminals t for which d(u, t)&d(v, t)>0. Therefore,
we have a polynomial time separation oracle for LP2. This implies that we can find
the optimum to LP2 in polynomial time [16]. In fact, this observation leads to a
polynomial size formulation: For every u, v # V and t # T, add the pair of con-
straints d $(u, v, t)d(u, t)&d(v, t) and d $(u, v, t)0. Replace the constraints (5) by
d(u, v)t d $(u, v, t). Thus we can use interior-point algorithms to solve LP2.
Another possible relaxation for Multiway Cut with edge costs is the following:
Minimize 12 :
uv # E
c(u, v) } &xu&xv& subject to
xu # 2k \u # V (6)
xt=et \t # T. (7)
In other words, we place the terminals at the vertices of the (k&1)-simplex, and the
other nodes anywhere in the simplex, and measure an edge’s length by the total
variation distance between its endpoints. Clearly, placing all nodes at simplex ver-
tices gives an integral solution: the lengths of edges are either 0 (if both endpoints
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are at the same vertex) or 1 (if the endpoints are at different vertices), and the
removal of all unit length edges disconnects the graph into at least k components,
each containing at most one terminal. We denote this relaxation by SLP.
Proposition 1. LP2 and SLP are equivalent.
Proof. Given a feasible solution d to LP2 we compute a feasible solution x to
SLP with no greater value as follows. For all t # T, set xt=et. For all u # V"T, for
all i # T, set xui =1&d(u, i ). As i # T d(u, i )=k&1, we have  i # T x
u
i =1. Since
d(u, i )1, xui 0. Thus, x
u # 2k . Furthermore, for all u, v # V, 12 &xu&xv&=
i max[0, xui &x
v
i ]. Put S=[i | x
u
i &x
v
i >0]. We get
1
2 &x
u&xv&=i max[0, xui &x
v
i ]
=i # S (xui &x
v
i )= i # S (d(v, i )&d(u, i ))d(u, v).
Conversely, given a feasible solution x to SLP, we compute a feasible solution d
to LP2 with the same value as follows. For all u, v # V, set d(u, v)= 12 &xu&xv&.
Feasibility and equality of the objective function value are obvious. K
Subdivisions. Let uv # E. Let G$ be the graph obtained from G by subdividing
the edge uv at a point w. Formally, let w  V, and define V$=V _ [w] and
E$=(E"[uv]) _ [uw, wv]; w is a nonterminal of G$. The new edges uw and wv have
c(u, w)=c(w, v)=c(u, v), while the edge uv disappears.
Proposition 2. Given a multiway cut C$E$ in G$ of cost Z, one can construct
a multiway cut CE in G of cost at most Z.
Proof. If C$E then let C=C$, and otherwise let C=(C$"[uw, wv]) _ [uv].
K
We need some special properties of solutions to SLP. We obtain these properties
using subdivisions.
Lemma 3. Let x be a feasible solution to SLP for a weighted graph G=(V, E).
We can construct a graph G =(V , E ), derived from G by a sequence of at most k |E |
subdivisions, and a corresponding feasible solution x~ , such that
(i) the value of x~ is at most the value of x, and
(ii) for all edges uv # E , the k-vectors xu and xv differ in at most two coor-
dinates.
Proof. We exploit the additivity of the L1 norm. Let uv be an edge in E such
that the k-dimensional vectors xu and xv differ in more than two coordinates. Let
i be a terminal such that xui <x
v
i . As 
k
l=1 x
u
l =1=
k
l=1 x
v
l , there is a terminal j{i
such that xuj >x
v
j . Put :=min[x
v
i &x
u
i , x
u
j &x
v
j ]. Let w  V and define x
w
l =x
u
l for
l # [1, 2, ..., k]"[i, j ], xwi =x
u
i +: and x
w
j =x
u
j &:. It is immediate that 
k
l=1 x
w
l =1
and that 0xwi 1. We have
1
2 &xu&xw&=: and that xu and xw differ in only two
coordinates. Also, it is easy to verify that 12 &x
v&xw&= 12 &x
u&xv&&: and that the
number of coordinates in which xv and xw differ is smaller than the number of coor-
dinates in which xu and xv differ. As described above, we subdivide the edge uv into
uw and wv, and extend the solution to SLP to include the new node. The value of
the extended solution does not increase. We continue, if necessary, to subdivide the
new edge wv. We need to do this at most k&2 times, since each time the number
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of coordinates in which the new node differs from xv decreases. We stop when all
edges yz obtained from subdividing uv have the property that x y and xz differ in
at most two coordinates.
We repeat the process described above for all edges of G. In this process we
create at most k |E | new nodes and associated k-vectors. At the end, we have a
graph G with at most n+k |E | nodes. We also have a feasible solution x~ , which
extends x to all the new nodes of G and has the same cost as x. K
3. THE ALGORITHM
Here we present our algorithm which finds a multiway cut with cost within a fac-
tor of 1.5&1k of optimal. After presenting a randomized algorithm, we provide a
simple derandomization.
We begin by computing an optimal solution to SLP, for instance by solving the
linear program LP2 and then transforming the solution. Clearly, the value Z* of
this solution is a lower bound on the cost of the minimum multiway cut MWC. In
fact, assume that we have a feasible (optimal) solution x to SLP of value Z, such
that for all uv # E, xu and xv differ in at most two coordinates. The rounding
proceedure will construct a multiway cut CE of expected cost at most
(1.5&1k) Z. Then, using Lemma 3 and Proposition 2, one can (trivially) extend
the multiway cut construction to the general case.
We then apply a rounding algorithm to get an integral solution in which all the
nodes are at the vertices of 2k . The rounding algorithm iteratively assigns some
nodes to terminal 1, then some of the remaining nodes to terminal 2, then some of
the remaining ones to terminal 3, and so on, and then some to terminal k&1. Any
nodes left over are assigned to terminal k, which acts as an overflow bin. (In fact,
the algorithm does this only with probability 12. In the complementary case, the
algorithm first assigns some nodes to terminal k&1, then some of the others to ter-
minal k&2, then some of the rest to terminal k&3, ..., and then some to terminal
1. Terminal k again acts as an overflow bin, taking any nodes that remain at the
end.) An edge [u, v] ends up in the multiway cut if and only if u and v are assigned
to different terminals.
Rounding. Set B(i, \)=[u # V | xui >1&\], the set of nodes suitably close to
terminal i in the simplex. Choose a permutation _=(_1 , _2 , ..., _k) to be either
(1, 2, 3, ..., k&1, k) or (k&1, k&2, k&3, ..., 1, k) with probability 12 each. Inde-
pendently, choose \ # (0, 1) uniformly at random. Then, process the terminals in the
order _(1), _(2), _(3), ..., _(k). For each j from 1 to k&1, place the nodes that
remain in B(_j , \) at e_j. Place whatever nodes remain at the end at ek. The follow-
ing code specifies the rounding procedure more formally. We use x to denote the
rounded solution.
The Rounding Procedure.
1 Let _=(1, ..., k&3, k&2, k&1, k) or (k&1, k&2, k&3, ..., 1, k) , each with
probability 12
2 Let \ be a random real in (0, 1) *See note below.*
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3 for j=1 to k&1 do
4 for all u such that xu # B(_ j , \)"i : i<j B(_ i , \) do
5 x u:=e_j *assign node u to terminal _j*
6 endfor
7 endfor
8 for all u such that xu  i : i<k B(_i , \) do
9 x u:=ek
10 endfor
We can implement this algorithm to run in random polynomial time, as follows.
(Because the algorithm can easily be derandomized (see Section 3.2), we ignore the
fact that in reality one cannot choose \ uniformly from (0, 1).) After choosing _ and
\, we maintain k lists of nodes, list i eventually containing the nodes assigned to
terminal i. Initially, the kth list contains all the nodes, and the other lists are empty.
For each terminal we scan each node in the kth list and check if it is close enough
to the terminal. If so, we move it to that terminal’s list. Otherwise, it remains in the
kth list.
Let C be the set of edges whose endpoints are at different vertices of 2k in the
rounded solution x . Clearly, the value of this solution is exactly the sum of costs
of the edges in C. Furthermore, these edges form a multiway cut. In what follows
we relate the expected total cost of edges in C to the value Z of the fractional
solution x.
3.1. Analysis
We are assuming that for every edge uv # E, the k-vectors xu and xv differ in at
most two coordinates. Let uv # E. It is impossible for xu and xv to differ in exactly
one coordinate. Therefore, we can partition the edges of G into E=(i< j Eij) _ E0 ,
where
Eij=Eji=[uv # E | (xui {x
v
i ) 7 (x
u
j {x
v
j )]
for i{ j, and
E0=[uv # E | xu=xv].
Let uv be an edge in E. If uv  E0 , then there are two terminals i, j such that
uv # Eij . Assume, without loss of generality, that xui =max[x
u
i , x
u
j , x
v
i , x
v
j ], i.e., the
smallest distance between one of the terminals i, j and one of the nodes u, v is
achieved between i and u. (The smallest distance is not necessarily unique.)
Proposition 4. For any edge uv # Eij , either xui x
v
i x
v
j x
u
j or x
u
i x
v
j x
v
i x
u
j .
Proof. t xut =1=t x
v
t . As x
u
t =x
v
t for all t  [i, j ], we have x
u
i +x
u
j =
xvi +x
v
j . As x
u
i is the largest among these four coordinates, it follows that x
v
i x
u
j
and xvj x
u
j . K
Define d(u, v)= 12 &x
u&xv&.
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Lemma 5. For any edge uv # E"t: t<k Etk ,
Pr[uv # C]1.5 d(u, v).
Proof. For i{ j, by iO j denote the fact that i precedes j in _.
If xu=xv, then regardless of _ and \, x u=x v (i.e., the two nodes get assigned to
the same terminal). Therefore, Pr[uv # C]=0.
So we may assume that uv # Eij for a pair of terminals i{ j. Assume, without loss
of generality, that xui =max[x
u
i , x
u
j , x
v
i , x
v
j ].
For any l # [1, 2, ..., k]"[i, j ], xul =x
v
l , and therefore either both u, v # B(l, \) or
both u, v  B(l, \). So uv is cut only if one of its endpoints is assigned to either i or
j. Thus the only way we can possibly put uv in C is to have either
\ # IL=(1&xui , 1&x
v
i ] or \ # IR=(1&x
v
j , 1&x
u
j ] (each interval is open on the
left and closed on the right). IL and IR are not necessarily disjoint (see Proposi-
tion 4). We have 1&xvi 1&x
u
j . Both intervals IL and IR have the same length
d(u, v). Clearly IL _ IR=IL _ (IR"IL), so that for uv to be in C, either \ # IL or
\ # IR"IL .
Now suppose that iO j and that by the time i is processed, neither u nor v has
been assigned to a vertex. For uv to be cut, we must have \ # IL _ (IR"IL). The crux
of the whole proof is that, if \ # IR "IL , then in both cases of Proposition 4,
\>1&xvi 1&x
u
i . Therefore, when i is processed, both u and v are assigned to
terminal i, ensuring that uv is not in C. Using this crucial fact and the independence
of \ and _, we have
Pr[uv # C]Pr[( jO i ) 7 (\ # IL _ IR)]+Pr[(iO j ) 7 (\ # IL)]
 12 2d(u, v)+
1
2 d(u, v)
=1.5 d(u, v). K (8)
Lemma 6. For any edge uv # t: t<k Etk , Pr[uv # C]d(u, v).
Proof. Similar to the previous lemma. The difference is that terminal k is always
processed last, so that for uv # E ik , the only way that u and v are placed at different
terminals is if one of them, but not the other, is placed at i when i is processed.
Thus
Pr[uv # C]=Pr[\ # (1&xui , 1&x
v
i ]]=d(u, v). K
Theorem 7. The expected weight of the multiway cut found by the algorithm is
at most (1.5&1k) Z*.
Proof. Let x* be an optimal solution to SLP for the graph G, and let Z* be its
value. By Lemma 3, we can construct in polynomial time a graph G =(V , E ) and
a feasible solution x~ to SLP for G with the following properties: (i) G is derived
from G through a sequence of subdivisions (so it has the same set of terminals); (ii)
the value of x~ is Z*; and (iii) x~ satisfies our simplifying assumption (i.e., for every
edge uv, x~ u and x~ v differ in at most two coordinates).
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Rename the terminals so that for
Zi= :
uv # t : t{i Eti
c(u, v) d(u, v),
i # [1, 2, ..., k], Zi is maximized at i=k. Let
Z$= :
uv # E"E0
c(u, v) d(u, v)Z*.
As Z$=i 12 Zi , we have Zk
2
k Z$. Let x be the (random) solution output by the
rounding procedure given x~ . Combining Lemmas 5 and 6, and using linearity of
expectation, the expected value of x is at most 1.5Z$&0.5Zk(1.5& 1k) Z$, and we
are done, since Z$Z*. K
3.2. Derandomization
Instead of choosing \ from a continuous distribution in line 2, we show in
Theorem 8 that it is sufficient to choose \ from a small finite sample space.
Therefore, we can enumerate over all possible choices of _ and \.
Theorem 8. There is a deterministic polynomial time algorithm that finds a
multiway cut of cost at most (1.5&1k) Z*.
Proof. By the proof of Theorem 7, there exists a choice of _, \ that gives an
integral solution of value at most the expectation. There are two possible choices
for _. For a given permutation _, two different values of \, \1<\2 , produce com-
binatorially distinct solutions only if there is a terminal i and a node u such that
xui # (1&\2 , 1&\1]. Thus we may enumerate over at most k |V | ‘‘interesting’’
values of \. We can determine these values easily, by sorting the nodes according
to each coordinate separately. The resulting discrete sample space for (_, \) has size
at most 2k |V |, so we can search it exhaustively to find a point that produces a
solution of cost at most the expectation. Thus we can construct, in polynomial time,
a multiway cut for G of cost at most (1.5& 1k) Z$. By Proposition 2, we can use this
multiway cut to construct a multiway cut for G in polynomial time.
4. CONCLUDING REMARKS
We do not know the integrality ratio for the relaxation we proposed. It is
possible that a better rounding procedure can be discovered. Here are the worst
examples of which we are aware. For k=3, the following example (which also
appeared in [7]) satisfies all the new constraints and shows that the integrality
ratio is at least 1615 . Consider the graph G=(V, E ). V=[S[1, 2, 3] | 1|S|2],
where [1], [2], [3] are the terminals. E=[[S, T ]| S{T, |S & T |=1]. The edges
[S, T ] with S or T of size 1 (between a terminal and a nonterminal) have cost 2,
and the edges with |S|=|T |=2 (between two nonterminals) have cost 1. It is not
hard to see that the optimum multiway cut has cost 8 (by enumerating over all dis-
tinct assignments of the nonterminals to terminals). On the other hand, assigning
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length 12 to all the edges is a feasible (optimal) solution to the relaxation (i.e., place
nonterminal [i, j ] midway between terminals [i] and [ j ] in the 2-simplex). This
solution has value 7.5. Thus, the ratio of the integral optimum to the fractional
optimum for this example is at least 1615 .
The example can be generalized to k=4. The graph has node set V=[S
[1, 2, 3, 4] | 1|S|2], where [1], [2], [3], [4] are the terminals. The edge set
is defined as in the previous example: E=[[S, T ] | S{T, |S & T |=1]. The 12
edges [S, T ] such that |S|=1 or |T |=1 (between a terminal and a nonterminal)
have cost 3, and the 12 edges [S, T ] such that |S|=|T |=2 (between two nonter-
minals) have cost 1. By exhaustive search, one can verify that the optimum multi-
way cut has cost 26. There is a feasible fractional solution in which all edges have
length 12 . Its cost is 24, so the integrality ratio in this case is at least
13
12 .
We also do not know the exact performance ratio (as opposed to integrality
ratio) for the algorithm we presented. For k=3, the following example (based
on the gadget used in [9] for proving the NP-hardness of the problem) shows
that the performance ratio of the algorithm is at least 1615 . Consider the complete
graph with vertex set V=[1, 2, 3]_[1, 2, 3], where (1, 1), (2, 2), (3, 3) are the
terminals. For pairwise distinct i, j, k # [1, 2, 3], the edges of type [(i, i ), (i, j )] and
[(i, i ), ( j, i )] have cost 2, the edges of type [(i, k), (i, j )] and [(k, i ), ( j, i )] have
cost 1, and the remaining edges have cost 0. Using the dual, one can verify that
x(i, j )=(12)(ei+ej) # R3 for all i, j is an optimal solution to SLP. If the rounding
procedure starts with this optimal solution to SLP, then all the multiway cuts it
produces have cost 16. However, a multiway cut of cost 15 exists: the nodes that
get assigned to terminal i are (i, 1), (i, 2), (i, 3).
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