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ABSTRACT
Recent discussions on alternative facts, fake news, and post truth
politics have motivated research on creating technologies that al-
low people not only to access information, but also to assess the
credibility of the information presented to them by information
retrieval systems. Whereas technology is in place for filtering in-
formation according to relevance and/or credibility [15], no sin-
gle measure currently exists for evaluating the accuracy or preci-
sion (and more generally effectiveness) of both the relevance and
the credibility of retrieved results. One obvious way of doing so is
to measure relevance and credibility effectiveness separately, and
then consolidate the two measures into one. There at least two
problems with such an approach: (I) it is not certain that the same
criteria are applied to the evaluation of both relevance and credi-
bility (and applying different criteria introduces bias to the eval-
uation); (II) many more and richer measures exist for assessing
relevance effectiveness than for assessing credibility effectiveness
(hence risking further bias).
Motivated by the above, we present two novel types of evalu-
ation measures that are designed to measure the effectiveness of
both relevance and credibility in ranked lists of retrieval results.
Experimental evaluation on a small human-annotated dataset (that
we make freely available to the research community) shows that
our measures are expressive and intuitive in their interpretation.
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1 INTRODUCTION
Recent discussions on alternative facts, fake news, and post truth
politics have motivated research on creating technologies that al-
low people, not only to access information, but also to assess the
credibility of the information presented to them [8, 14]. In the
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broader area of information retrieval (IR), various methods for ap-
proximating [10, 23] or visualising [11, 17, 18, 21] information cred-
ibility have been presented, both stand-alone and in relation to rel-
evance [15]. Collectively, these approaches can be seen as steps
in the direction of building IR systems that retrieve information
that is both relevant and credible. Given such a list of IR results,
which are ranked decreasingly by both relevance and credibility,
the question arises: how can we evaluate the quality of this ranked
list?
One could measure retrieval effectiveness first, using any suit-
able existing relevance measure, such as NDCG or AP, and then
measure separately credibility accuracy similarly, e.g. using the F-
1 or the G-measure. This approach would output scores by two
separate metrics1, which would need to somehow be consolidated
or considered together when optimising system performance. In
such a case, and depending on the choice of relevance and credibil-
ity measures, it would not be always certain that the same criteria
are applied to the evaluation of both relevance and credibility. For
instance, whereas the state of the art metrics in relevance evalu-
ation treat relevance as graded and consider it in relation to the
rank position of the retrieved documents (we discuss these in Sec-
tion 2), nometrics exist that consider graded credibility accuracy in
relation to rank position. Hence, using two separate metrics for rel-
evance and credibility may, in practice, bias the overall evaluation
process in favour of relevance, for which more thorough evalua-
tion metrics exist.
To provide a more principled approach that obviates this bias,
we present two new types of evaluationmeasures that are designed
to measure the effectiveness of both relevance and credibility in
ranked lists of retrieval results simultaneously and without bias in
favour of either relevance or credibility. Our measures take as in-
put a ranked list of documents, and assume that assessments (or
their approximations) exist both for the relevance and for the cred-
ibility of each document. Given this information, our Type I mea-
sures define different ways of measuring the effectiveness of both
relevance and credibility based on differences in the rank position
of the retrieved documents with respect to their ideal rank posi-
tion (when ranked only by relevance or credibility). Unlike Type
I, our Type II measures operate directly on document scores of rel-
evance and credibility, instead of rank positions. We evaluate our
1In this paper, we use metric and measure interchangeably, as is common in the IR
community, even though the terms are not synonymous. Strictly speaking, measure
should be used for more concrete or objective attributes, andmetric should be used for
more abstract, higher-level, or somewhat subjective attributes [2]. When discussing
effectiveness, which is generally hard to define objectively, but for which we have
some consistent feel, Black et al. argue that the term metric should be used [2].
measures both axiomatically (in terms of their properties) and em-
pirically on a small human-annotated dataset that we build specif-
ically for the purposes of this work. We find that our measures are
expressive and intuitive in their interpretation.
2 RELATED WORK
The aim of evaluation is tomeasure howwell somemethod achieves
its intended purpose. This allows to discover weaknesses in the
given method, potentially leading to the development of improved
approaches and generally more informed deployment decisions.
For this reason, evaluation has been a strong driving force in IR,
where, for instance, the literature of IR evaluation measures is rich
and voluminous, spanning several decades. Generally speaking, rel-
evance metrics for IR can be split into three high-level categories:
(i) earlier metrics, assuming binary relevance assessments;
(ii) later metrics, considering graded relevance assessments,
and
(iii) more recent metrics, approximating relevance assessments
from user clicks.
We overview some among the main developments in each of
these categories next.
2.1 Binary relevance measures
Binary relevance metrics are numerous and widely used. Examples
include:
Precision @ k (P@k): the proportionof retrieved documents
that are relevant, up to and including position k in the
ranking;
Average Precision (AP): the average of (un-interpolated) pre-
cision values (proportion of retrieved documents that are
relevant) at all ranks where relevant documents are found;
Binary Preference (bPref): this is identical to AP except
that bPref ignores non-assessed documents (whereas AP
treats non-assessed documents as non-relevant). Because
of this, bPref does not violate the completeness assumption,
according to which “all relevant documents within a test
collection have been identified and are present in the col-
lection”) [5];
Mean Reciprocal Rank (MRR): the reciprocal of the posi-
tion in the ranking of the first relevant document only;
Recall: the proportionof relevant documents that are retrieved;
F-score: the equally weighted harmonic mean of precision
and recall.
2.2 Graded relevance measures
There exist noticeably fewer graded relevance metrics than binary
ones. The two main graded relevance metrics are NDCG and ERR:
Normalised Discounted Cumulative Gain (NDCG): the
cumulative gain a user obtains by examining the retrieval
result up to a rank position, where the relevance scores of
the retrieved documents are:
• accumulated over all the rank positions that are con-
sidered,
• discounted in order to devaluate late-retrieved docu-
ments, and
• normalised in relation to the maximum score that this
metric can possibly yield on an ideal reranking of the
same documents.
Two useful properties ofNDCGare that it rewards retrieved
documents according to both (i) their degree (or grade)
of relevance, and (ii) their rank position. Put simply, this
means that the more relevant a document is and the closer
to the top it is ranked, the higher the NDCG score will be
[12].
Expected Reciprocal Rank (ERR): ERR operates on the
same high-level idea as NDCG but differs from it in that it
penalises documents that are shown below very relevant
documents. That is, whereas NDCG makes the indepen-
dence assumption that “a document in a given position has
always the same gain and discount independently of the
documents shown above it”, ERR does not make this as-
sumption, and, instead, considers (implicitly) the immedi-
ate context of each document in the ranking. In addition,
instead of the discounting of NDCG, ERR approximates
the expected reciprocal length of time that a user will take
to find a relevant document. Thus, ERR can be seen as an
extension of (the binary) MRR for graded relevance assess-
ments [6].
2.3 User click measures
The most recent type of evaluation measures are designed to op-
erate, not on traditionally-constructed relevance assessments (de-
fined by human assessors), but on approximations of relevance as-
sessments from user clicks (actual or simulated). Most of these met-
rics have underlying user models, which capture how users inter-
act with retrieval results. In this case, the quality of the evaluation
measure is a direct function of the quality of its underlying user
model [24].
The main advances in this area include the following:
Expected Browsing Utility (EBU): an evaluation measure
whose underlying user click model has been tuned by ob-
servations over many thousands of real search sessions
[24];
Converting click models to evaluation measures: a gen-
eral method for converting any click model into an evalu-
ation metric [7]; and
Online evaluation: various different algorithms for inter-
leaving [19] ormultileaving [3, 4, 20]multiple initial ranked
lists into a single combined ranking, and by approximating
clicks (through user click models) on the resulting com-
bined ranking, assigning credit (hence evaluating) themeth-
ods that produced each initial ranked list [9].
In addition to the above three types of IR evaluation measures,
there also exists further literature on IR measures that consider ad-
ditional dimensions on top of relevance, such as query difficulty
for instance [16]. To the best of our knowledge, none of these mea-
sures consider credibility. The closest to a credibility measure we
could find is the work by Balakrishnan et al. [1] on source selection
for deep web databases: their method considers the agreement be-
tween different sources in answering a query as an indication of
the credibility of the sources. An adjusted version of this agree-
ment is modeled as a graph with vertices representing sources.
Given such a graph, the credibility (or quality) of each source is
calculated as the stationary visit probability of a random walk on
this graph.
The evaluation measures we present in Sections 4 - 5 are the
only ones, to our knowledge, that are designed to operate both on
relevance and credibility. Beyond these two particular dimensions,
reasoning more generally about different dimensions of effective-
ness, the F-score, and its predecessor, van Rijsbergen’s E-score [22],
are early examples of a single evaluation measure combining two
different aspects, namely precision and recall. We return to this
discussion in Section 5, where we present a variant of the F-score
for aggregating relevance and credibility.
3 EVALUATION DESIDERATA
Given a ranked list of documents, the aim is to produce a measure
that reflects how effective this ranking is with respect to both the
relevance of these documents to some query and also the credibil-
ity of these documents (irrespective of a query).
There are at least two basic ways to produce such a metric:
Either
(I) gauge the difference in rank position(s) between an input
ranking and “ideal” relevance and credibility rankings,
or
(II) employ relevance and credibility scores to gauge how well
the input ranking reflects high versus low scores.
Note that while (II) is reminiscent of existing measures for rele-
vance ranking, the fact that two distinct kinds of scores (relevance
and credibility) – perhaps having different ranges and behaviour –
must be combined may lead to further complications.
Accordingly, in the remainder of the paper, we call measures
Type I if they are based primarily on differences in rank position,
and Type II if they are based primarily on relevance and credibility
scores.
Regardless of whether it is Type I or Type II, we reason that
any measure must be easily interpretable. Hence, its scores should
be normalised between 0 and 1, where low scores should indicate
poor rankings, and high scores should indicate good rankings. The
extreme points (0 and 1) of the scale should preferably be attainable
by particularly bad or particularly good rankings; as a minimum,
if the ranking can be measured against an “ideal” ranking (as in,
e.g. NDCG), the value 1 should be attainable by the ideal ranking.
In addition to the above, there also exist desiderata for eval-
uation measures that are more debatable (e.g., how the measure
should act in case of identical ranking scores for distinct docu-
ments). Below, we list what we believe to be the most pertinent
desiderata. The list encompasses desiderata tailored to evaluate
measures that gauge ranking based on either rank position or on
(relevance or credibility) scores. For the desiderata pertaining to
rank position, we need the following ancillary definition:
Let Di be a document at rank i . We then define an error as any
instance where
• either (a) the relevance of a document at rank i is greater
than the relevance of a document at rank i − 1,
• or (b) the credibility of a document at rank i is greater than
the credibility of a document at rank i − 1.
This assumes that documents are ranked decreasingly by relevance
and credibility, i.e. that the “best” document occurs at the lowest
(i.e. first) rank.
We define the following eight desiderata (referred to as D1-D8
henceforth):
D1 Larger errors should be penalised more than smaller er-
rors;
D2 Errors high in the ranking should be penalised more than
errors low in ranking;
D3 Let δ r be the difference in relevance score between Di
and Di−1 when Di−1 is more relevant than Di . Similarly,
let δc be the difference in credibility score betweenDi and
Di−1 when Di−1 is more credible than Di . Then, larger δ
r
and δc values should imply larger error;
D4 Ceteris paribus, a credibility error on documents of high
relevance should be penalisedmore than a credibility error
on documents of low relevance;
D5 The metric should be well-defined even if all documents
have identical ranking/credibility scores;
D6 Scaling the document scores used to produce the ranking
by some constant should not affect the metric;
D7 If all documents have the same relevance score, the met-
ric should function as a credibility metric; and vice versa;
D8 We should be able to adjust (by some easily interpretable
parameter) how much we wish to penalise low credibility
with respect to low relevance, if at all.
Next, we present two types of evaluation measures of relevance
and credibility that satisfy (wholly or partially) the above desider-
ata: Type I measures (Section 4) operate solely on the rank positions
of documents; Type II measures (Section 5) operate solely on doc-
ument scores.
4 TYPE I: RANK POSITION MEASURES
Given a ranking of documents that we want to evaluate (let us
call this input ranking), we reason in terms of two additional ideal
rankings: one by relevance only, and one by credibility only (the
two ideal rankings are entirely independent of each other). So, for
each document, we have:
(1) its rank position in the input ranking;
(2) its rank position in the ideal relevance ranking; and
(3) its rank position in the ideal credibility ranking.
The basic idea is then to take each adjacent pair of documents in
the input ranking, check for errors in the input ranking compared
to the ideal relevance and separately the ideal credibility ranking,
and aggregate those errors. We explain next how we do this.
Let Di be the rank position of document D in the input rank-
ing. We then denote by Rr
Di
the rank position of Di in the ideal
relevance ranking, and by Rc
Di
the rank position of Di in the ideal
credibility ranking. Note that subscript i refers to the rank position
of D in the input ranking at all times. That is, Rr
Di
should be read
as: the position in the ideal relevance ranking of the document that
is at position i in the input ranking; similarly for Rc
Di
.
Let the monus operator ·− be defined on non-negative real num-
bers by:
a ·− b =
{
0 if a ≤ b
a − b if a > b
(1)
That is, a ·− b is simply subtraction as long as a > b and otherwise
just returns 0. Then, using the monus operator and the notation
introduced above, we define a “relevance error” (ϵr ) and a “credi-
bility error” (ϵc ) as:
ϵr = RrDi
·− RrDi+1
(2)
ϵc = RcDi
·− RcDi+1
(3)
In the above, i and i +1 are the rank positions of two documents in
the input ranking. Given two such documents, a “relevance error”
occurs iff the document that is ranked lower (at rank i) in the input
ranking is ranked after the other document in the ideal relevance
ranking. Otherwise, the error is zero. Similarly for the “credibility
error”.
For example, if three documentsA, B andC are ranked asC,A,B
in the input ranking (i.e., D1 = C , D2 = A, D3 = B), but ranked as
Rr = [A,B,C] in an ideal relevance ranking, there are two rele-
vance errors, namely
(i) Rr
D1
·− Rr
D2
= Rr
C
·− Rr
A
= 3 ·− 1 = 2, and
(ii) Rr
D2
·− Rr
D3
= Rr
A
·− Rr
B
= 1 ·− 2 = 0.
We use the above “relevance error” and “credibility error” to define
the two evaluation measures, presented next.
4.1 Normalised Local Rank Error (NLRE)
Letn be the total number of documents in the ranked list.We define
the Local Rank Error (LRE) evaluation measure as LRE = 0 if n = 1,
and otherwise:
LRE =
n−1∑
i=1
1
log2(1 + i)
( (
µ + ϵr
) (
ν + ϵc
)
− µν
)
(4)
where ϵr , ϵc are the relevance error and credibility error defined
in Equations 2 – 3, and µ, ν are non-negative real numbers (with
µ+ν > 0) controlling howmuchwe wish to penalise low relevance
with respect to low credibility. For instance, a high ν weighs cred-
ibility more, whereas a high µ weighs relevance more. The reason
for the term −µν inside the summation at the end is to ensure that
the value of the LRE measure is zero if no error occurs.
Because Equation 4 is large for bad rankings and small for good
rankings, we invert and normalise it (Normalised LRE or NLRE) as
follows:
NLRE = 1 −
LRE
CLRE
(5)
where CLRE is the normalisation constant, defined as:
CLRE =
⌊ n2 −1⌋∑
j=0
(n − 2j − 1)2 + (µ + ν )(n − 2j − 1)
1 + log2(1 + j)
(6)
ensuring that LRE/CLRE ≤ 1. Note the “floor” function of the an-
gular brackets above
∑
in Equation 6, which rounds the contents
of the brackets down to the next (lowest) integer.
The somewhat involved definition of CLRE is due to the fact
that we wish the maximal possible error attainable (i.e., rankings
that produce the largest possibly credibility and relevance errors)
to correspond to a value of 1 for LRE/CLRE . Observe that NLRE is
1 if no errors of any kind occur (because, in that case, LRE is 0).
Our NLRE measure satisfies the desiderata presented in Section
3 as follows:
• D1 holds if we interpret error size as the size of the rank
differences;
• D2 holds due to the discount factor of 1/log2(1 + i);
• D3 is satisfied in the sense that larger differences in credi-
bility or relevance ranks mean larger error;
• D4: The credibility error is scaled by the relevance error,
if there is any (i.e., they are multiplied). If there is no rel-
evance error, the credibility error is still strictly greater
than zero;
• D5: The measure is well-defined in all cases;
• D6: No scores occur explicitly, only rankings, so scaling
makes no difference;
• D7 is satisfied because if all documents have equal rele-
vance, the relevance error will be zero. The resulting score
will measure only credibility error. And vice versa;
• D8 is satisfied through µ and ν .
We call NLRE a local measure because it is affected by differ-
ences in credibility and relevance between documents at each rank
position in the input ranking. We present next a global evaluation
metric that does not take such “local” effects at each rank into ac-
count (i.e., any differences in credibility and relevance between
documents at rank i in the input ranking do not affect the global
metric; only the total difference of credibility and relevance of the
entire input ranking affects the global metric).
4.2 Normalised Global Rank Error (NGRE)
Wedefine theGlobal Rank Error (GRE) evaluationmeasure asGRE =
0 if n = 1, and otherwise:
GRE =
(
1 + µ
n−1∑
i=1
1
log2(1 + i)
ϵ r
) (
1 + ν
n−1∑
i=1
1
log2(1 + i)
ϵc
)
− 1 (7)
The notation is the same as for LRE. Similarly to LRE, we invert
and normalise GRE, to produce its normalised version (NGRE) as
follows:
NGRE = 1 −
GRE
CGRE
(8)
where CGRE is the normalisation constant, defined as:
CGRE = µν
©­­«
⌊ n2 −1⌋∑
j=0
n − 2j − 1
1 + log2(1 + j)
ª®®¬
2
+ (µ + ν )
⌊ n2 −1⌋∑
j=0
n − 2j − 1
1 + log2(1 + j)
(9)
CGRE is chosen to ensure thatGRE/CGRE ≤ 1 and thatGRE/CGRE =
1 is possible iff the ranking has the maximal possible errors com-
pared to both the ideal relevance and ideal credibility rankings. The
square brackets above both
∑
s in Equation 9 also use the floor func-
tion, exactly like in Equation 6.
As with NLRE, NGRE is 1 if no errors of any kind occur. In spite
of the differences in computation, NGRE satisfies all eight desider-
ata for the same reasons given for NLRE.
The main intuitive difference between NLRE and NGRE is that
in NGRE the credibility errors and relevance errors are cumulated
separately, and then multiplied at the end. Thus, there is no imme-
diate connection between credibility and relevance errors at the
same rank (locally), hence we say that the metric is global.
The advantage of such a global versus local measure is that, in
the global case, it is more straightforward to perform mathemati-
cal manipulations to achieve, e.g., normalisation, and easier to in-
tuitively grasp what the measure means. The disadvantage is that
local information is lost, and this may, in theory, lead to poorly
performing measures. As the notion of “error” defined earlier is in-
herently a local phenomenon, the desiderata concerning errors are
harder to satisfy formally for global measures.
5 TYPE II: DOCUMENT SCORE MEASURES
The two evaluation measures presented above (NLRE and NGRE)
operate on the rank positions of documents. We now present three
evaluation measures that operate, not on the rank positions of doc-
uments, but directly on document scores.
5.1 Normalised Weighted Cumulative Score
(NWCS)
Given a ranking of documents that we wish to evaluate, let Zr (i)
denote the relevance score with respect to some query of the docu-
ment ranked at position i , and let Zc (i) denote the credibility score
of the document ranked at position i . Then, we define theWeighted
Cumulative Score (WCS) measure as:
WCS =
n∑
i=1
1
log2(1 + i)
(λZr (i) + (1 − λ)Zc (i)) (10)
where n is the total number of documents in the ranking list, and λ
is a real number in [0, 1] controlling the impact of relevance versus
credibility in the computation.We normaliseWCS by dividing it by
the value obtained by an “ideal” ranking maximizing the value of
WCS (this is inspired by the normalisation of the NDCG evaluation
measure [12]):
NWCS =
WCS
IWCS
(11)
where IWCS is the ideal WCS, i.e. the maximum WCS that can be
obtained on an ideal ranking of the same documents.
NWCS uses a simple weighted combination of relevance or cred-
ibility scores in the same manner as the metric NGRE, but is appli-
cable directly to relevance or credibility scores (instead of ranking
positions).
Our NWCSmeasure satisfies the following of the desiderata pre-
sented in Section 3:
• D1 is satisfied as both Zr and Zc occur linearly in WCS;
• D2 is satisfied due to the logarithmic discounting for in-
creasing rank positions;
• D3 is satisfied by design as both Zr and Zc occur directly
in the formula for WCS;
• D5 is satisfied as the measure is well-defined in all cases;
• D6 is satisfied due to normalization;
• D7 is satisfied because the contribution of the credibility
scores (if all are equal) is just a constant in each term (and
vice versa if relevance scores are all equal);
• D8 is satisfied due to the presence of λ.
Of all desiderata, only D4 is not satisfied: there is no scaling of
credibility errors based on relevance. Despite this, the advantage
of NWCS is that it is interpretable in much the same way as NDCG.
The main idea of the next two measures is that any two sepa-
rate measures of either relevance or credibility, but not both, can
be combined into a single aggregating measure of relevance and
credibility. We next present two such aggregating measures.
5.2 Convex aggregating measure (CAM)
We define the convex aggregating measure (CAM) of relevance and
credibility as:
CAM = λMr + (1 − λ)Mc (12)
where Mr and Mc denote respectively any valid relevance and
credibility evaluation measure, and λ is a real number in [0, 1] con-
trolling the impact of the individual relevance or credibility mea-
sure in the overall computation. CAM is normalized if bothMr and
Mc are normalised.
Our CAM measure satisfies the following desiderata:
• D1 is satisfied for the same reasons as NWCS;
• D2 is not satisfied in general;
• D3 is satisfied for the same reasons as NWCS;
• D4 is not satisfied in general;
• D5 is satisfied for the same reasons as NWCS;
• D6 is not satisfied in general; it is satisfied if bothMr and
Mc are scale-free;
• D7 is satisfied because the contribution of the credibility
scores (if all are equal) is just a constant in each term (and
vice versa if relevance scores are all equal);
• D8 is satisfied for the same reasons as NWCS.
With respect to D2, D4, and D6 not being satisfied in general:
The tradeoff in this case is that as CAM is just a convex combina-
tion of existing measures, the scores are readily interpretable by
anyone able to interpret Mr and Mc scores.
5.3 Weighted harmonic mean aggregating
measure ( (WHAM) or “F -score for
credibility and ranking”)
Wedefine theweighted harmonicmean aggregating measure (WHAM)
as zero if either Mr orMc is zero, and otherwise:
WHAM =
1
λ 1Mr + (1 − λ)
1
Mc
(13)
where the notation is the same as for CAM in Equation 12 above.
WHAM is the weighted harmonic mean of Mr and Mc . Observe
that if λ = 0.5,WHAM is simply the F-1 scores ofMr andMc . Note
that WHAM is normalized if bothMr and M
c are normalised.
Similar definitions of metrics can be made that use other aver-
ages. For example, one can use the weighted arithmetic and geo-
metric means instead of the harmonic mean.
Our WHAM measure satisfies the following desiderata:
• D1 is satisfied for the same reasons as CAM;
• D2 is not satisfied in general;
• D3 is satisfied for the same reasons as CAM;
• D4 is not satisfied in general;
• D5 is satisfied for the same reasons as CAM;
• D6 is not satisfied in general; it is satisfied if bothMr and
Mc are scale-free;
• D7 is satisfied for the same reasons as CAM;
• D8 is satisfied for the same reasons as CAM.
The primary advantage of CAM and WHAM is that their defini-
tions appeal to simple concepts already known to larger audiences
(convex combinations and averages), and hence the measures are
simple to state and interpret. The consequent disadvantage is that
this simplicity comes at the cost of not satisfying all desiderata.
We next present an empirical evaluation of all our measures.
6 EVALUATION
There are twomain approaches for evaluating evaluationmeasures:
Axiomatic Define some general fundamental properties that
a measure should adhere to, and then reflect on howmany
of these properties are satisfied by a new measure, and to
what extent.
Empirical Present a drawback of existing standard and ac-
cepted measures, and illustrate how a new measure ad-
dresses this. Ideally, the new measure should generally
correlate well with the existing measures, except for the
problematic cases, where it should perform better [13].
We have already conducted the axiomatic evaluation of ourmea-
sures, having presented 8 fundamental properties they should ad-
here to (Desiderata in Section 3), and having subsequently discussed
each of our measures in relation to these fundamental properties
in Sections 4 - 5. We now present the empirical evaluation. We first
present our in-house dataset and experimental setup, and then our
findings.
6.1 Empirical Evaluation
The goal is to determine how good our measures are at evaluat-
ing both relevance and credibility in ranked lists. We do this by
comparing the scores of our measures to the scores of well-known
relevance and separately credibility measures. This comparison is
done on a small dataset that we create for the purposes of this
work as follows2. We formulated 10 queries that we thought were
likely to fetch results of various levels of credibility if submitted to
a web search engine. These queries are shown in Table 1. We then
recruited 10 assessors (1 MSc student, 5 PhD students, 3 postdocs,
and 1 assistant professor, all within Computer Science, but none
working on this project; 1 female, 9 males). Assessors were asked
to submit each query to Google, and to assign separately a score of
relevance and a score of credibility to each of the top 5 results. As-
sessors were instructed to use the same graded scale of relevance
and credibility shown in the first column of Table 2.
Assessors were asked to use their own understanding of rele-
vance and credibility, and not to let relevance affect their assess-
ment of credibility, or vice versa (relevance and credibility were
2Our dataset is freely available here: https://github.com/diku-irlab/A66
Table 1: The 10 queries used in our experiments.
Query no. Query
1 Smoking not bad for health
2 Princess Diana alive
3 Trump scientologist
4 UFO sightings
5 Loch Ness monster sightings
6 Vaccines bad for children
7 Time travel proof
8 Brexit illuminati
9 Climate change not dangerous
10 Digital tv surveillance
Table 2: Conversion of graded assessments to binary. The
same conversion is applied to both relevance and credibility
assessments.
Graded Binary
1 (not at all) 0 (not at all)
2 (marginally) 0 (not at all)
3 (medium) 1 (completely)
4 (completely) 1 (completely)
to be treated as unrelated aspects). Assessors were instructed that,
if they did not understand a query, or if they were unsure about
the credibility of a result, they should open a separate browser and
try to gather more information on the topic. Assessors received a
nominal reward for their effort.
Even though assessors used the same queries, the top 5 results
retrieved from Google per query were not always identical. Con-
sequently, we compute our measures separately on each assessed
ranking, andwe report the arithmetic average. ForNLRE and NGRE,
we set µ = ν = 0.5, meaning that relevance and credibility are
weighted equally. Similarly, for NWCS, CAM, and WHAM, we set
λ = 0.5.
As no measures of both relevance and credibility exist, we com-
pare the score of our measures on the above dataset to the scores
of:
• NDCG (for graded relevance), AP (for binary relevance);
• F-1, G-measure (for binary credibility).
F-1 was introduced in Section 2 for relevance. We use it here to
assess credibility, by defining its constituent precision and recall
in terms of true/false positives/negatives (as is standard in classifi-
cation evaluation). The G-measure is the geometric mean of preci-
sion and recall, which are defined as for F-1.
To render our graded assessments binary (forAP, F-1, G-measure),
we use the conversion shown in Table 2.
6.2 Findings
Table 3 displays the scores of all evaluationmeasures on our dataset.
We see that relevance-only measures (NDCG, AP) give overall higher
scores than credibility-only measures (F-1, G). It is not surprising
to see such high NDCG and AP scores, considering that we assess
Table 3: Our evaluationmeasures compared to NDCG, AP, F-
1 and G. For NDCG we see our graded assessments. For the
rest, we convert our graded assessments to binary as follows:
1 or 2 = not relevant/credible; 3 or 4 = relevant or credible.
All measures are computed on the top 5 results returned for
each query shown in Table 1. We report the average across
all assessors.
RELEVANCE
NDCG 0.9329
AP 0.7842
CREDIBILITY
F-1 0.4786
G 0.5475
RELEVANCE and CREDIBILITY
NLRE 0.8262
NGRE 0.6919
NWCS 0.9413
CAMNDCG,F−1 0.7058
CAMNDCG,G 0.7402
CAMAP,F−1 0.6311
CAMAP,G 0.6659
WHAMNDCG,F−1 0.6326
WHAMNDCG,G 0.6900
WHAMAP,F−1 0.6089
WHAMAP,G 0.6448
only the top 5 ranks of Google. What is however interesting, is the
comparatively lower scores of credibility (F-1 and G). This practi-
cally means that even the top ranks of a high-traffic web search
engine like Google can be occupied by information that is not en-
tirely credible (at least for this specially selected set of queries).
Looking at our measures of evaluation and credibility, we see
that they range from roughly 0.6 to 0.9. This coincides with the
range between the score of credibility-onlymeasures and relevance-
only measures. All of our measures are strongly and positively cor-
related to NDCG, AP, F-1, and G (from Spearman’s ρ = 0.79 for
NDCG and F-1, up to ρ = 0.97 for NDCG and NLRE).
Table 4 shows examples of high divergence between the rele-
vance and credibility of the retrieved documents, for three of our
measures (the scores of our remaining metrics can be easily de-
duced from the respective relevance-only and credibility-only scores,
as our omitted measures – CAM and WHAM – aggregate the ex-
isting relevance-only and credibility-only metrics shown in Table
4). Note that, whereas we found several examples of max relevance
and min credibility in our data, there were (understandably) signif-
icantly fewer examples of max credibility and min relevance (this
distribution is reflected in Table 4). We see that NWCS gives higher
scores for queries 2 and 4-10 than NLRE and NGRE. For the first
five examples (of max relevance and min credibility), this is likely
because NWCS does not satisfy D4, namely that credibility errors
should be penalised more on high relevance versus low relevance
documents. We also see that NGRE gives consistently lower scores
than NLRE and NWCS. This is due to its global aspect discussed
earlier: NGRE accumulates credibility and relevance errors sepa-
rately and then multiplies them at the end, meaning that local er-
rors in each rank do not impact as much the final score (unlike
NLRE and NWCS, which are both local in that sense, the first us-
ing document ranks, the second using document scores).
7 CONCLUSIONS
The credibility of search results is important in many retrieval
tasks, and should be, we reason, integrated into IR evaluation mea-
sures that are, as of now, targetting mostly relevance. We have pre-
sented several measures and types of measures that can be used
to gauge the effectiveness of a ranking, taking into account both
credibility and relevance. The measures are both axiomatically and
empirically sound, the latter illustrated in a small user study.
There are at least two natural extensions of our approach: First,
the combination of rankings based on different criteria goes be-
yond the combination of relevance and credibility, and several such
combinations are used in practice based on different criteria (e.g.,
combinations of relevance and upvotes on social media sites); we
believe that much of ourwork can be encompassed inmore general
approaches, suitably axiomatised, that do not necessarily have to
satisfy the same desiderata as those of this paper (e.g., do not have
to scale credibility error by relevance errors as in our D4). Second,
while we have chosen to devise measures that are both theoreti-
cally principled and conceptually simple using simple criteria (sat-
isfaction of desiderata, local versus global, amenable to principled
interpretation), there are many more measures that can be defined
within the same limits. For example, our Type II measures are pri-
marily built on simple combinations of scores or pre-existing mea-
sures that can easily be understood by the community, but at the
price that some desiderata are hard or impossible to satisfy; how-
ever, there is no theoretical reason why one could not create Type
II measures that incorporate some of the ideas from Type I metrics.
We intend to investigate these two extensions in the future, and
invite the community to do so as well.
Lastly, while the notion of credibility, in particular in news me-
dia, is subject to intense public discussion, very few empirical stud-
ies exist that contain user preferences, credibility rankings, or in-
formation needs related to credibility. The small study included
in this paper, while informative, is a very small step in this direc-
tion.We believe that future substantial discussion of practically rel-
evant research involving credibility in information retrieval would
greatly benefit from having access to larger-scale empirical user
studies.
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