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Povzetek. Nerekurzivna digitalna sita v porazdeljeni aritmetiki in aritmetiki s fiksno decimalno vejico se upora-
bljajo v hitrih sistemih za digitalno obdelavo podatkov, kjer se zahteva stabilnost odzivov in linearne fazne poteke
pri zahtevanem velikem dusˇenju ali veliki strmini bokov. Med razlicˇnimi realizacijskimi oblikami smo primerjali
kaskadno, vzporedno in kombinirano realizacijsko obliko. Primerjali smo frekvencˇne lastnosti, kvantizacijski sˇum
in aparaturno kompleksnost.
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Selection of an optimal substructure in the distributed arithmetic
FIR Digital Filter
Extended abstract. For digital signal processing in high-speed
systems FIR digital filters are used, especially in applications
where linear time-invariant stable response and linear phase are
needed. A fixed point arithmetic is applied in such systems. The
hardware main problem in the design of high-speed FIR digital
filters is the complexity. In practical realizations of FIR digital
filters, the circuits containe many adders, inverters, registers and
multipliers. Among these basic digital elements, the multiplier
has most of the hardware complexity and its time response is the
greatest. A distributed arithmetic was developed for this reason
by some authors. In the hardware realization the multiplier is
substituted with a memory, adder and register. The partial sum
of coefficients is written in the memory. The partial sum from
memory with the previous result from the adder divided by two
in the adder is calculated. The previous result from the adder
is written in the register on b−iteration of the summed partial
results is needed for the calculation of one entire product in the
case of the distributed arithmetic. b is the number of bits in
the input word. The complexity of the hardware realization of
all FIR digital filters in the distributed arithmetic is determined
with the word length in all substructures, with ripple in passband
and stopband and with the width of transition band on the fre-
quency response. With an increase in the word length, sharpness
of the frequency response in transition band and reduction of rip-
ple in passband and stopband the number of basic elements and
the time response are increased. The capacity of the memory is
determined with 2N , N is the number of impulse response coef-
ficients. In modern digital filter designs the sampling frequency
is limited to 20MHz and the number of impulse response coef-
ficients to 200. With the new technology of digital circuits this
limit will be increased.
Our paper deals with the possibility of reducing the mem-
ory capacity by using a combined realization form. The com-
bined realization form contains a cascade-connected structure
built with a parallel subsection. We present two FIR digital fil-
ters in the distributed arithmetic realization form. The first one
is realized with digital elements such as logic gates, adders, in-
verters and registers, and the other one with digital elements and
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read-write memory. Both forms are suitable for realization in
custom-design integrated circuits or in PLD. Another advantage
of our contribution is an optimal word length in all subsections
with consideration of the roundoff noise and expected ripple in
passband and stopband. As a result, an optimal lowpass FIR dig-
ital filter in the distributed arithmetic with 61 coefficients of the
impulse response usefulness of the combined realization form is
presented and analysed.
For the combined realization form of the FIR digital filter
design impulse response coefficients are needed. These coeffi-
cients can be calculated with software such as MATLAB. The
impulse response coefficients h(k) are the coefficients of trans-
fer function H(z) =
∑N−1
k=0
h(k)z−k and N is the filter length.
From the zeros of the transfer function of the FIR digital fil-
ter the zeros of the cascade structure are selected. This selec-
tion requires approximately an equal number of zeros in all cas-
caded structures, and a similar frequency response in all cas-
caded structures with the frequency response of the whole FIR
digital filter. With this selection, the hardware complexity of the
cascaded structure is almost the same and the magnitude of the
output signal from all the cascaded structures is suitably high.
The output signal as a response to the input white noise sig-
nal is calculated with our program package for simulation of an
FIR digital filter structure. Depending on quantization errors,
an optimal word length in all sections is chosen. The simu-
lated results and the theoretically calculated quantization errors
with linear quantization error models are compared. A simpli-
fied method for determination of the optimal word length was
searched for by using theoretically calculated quantization er-
rors.
Key words: finite impulse response digital filters, distributed
arithmetic, optimal substructure, quantization error analysis
1 Uvod
Nerekurzivna digitalna sita v porazdeljeni aritmetiki so
zanimiva za obdelavo signalov pri visokih frekvencah, ker
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so absolutno stabilna in ker so strukture v digitalnem situ
preproste: sesˇtevalnik, odsˇtevalnik, pomnilnik, zaporedni
registri in vzporedni registri [1, 21, 13].
Narejena bo primerjava simulacijskih rezultatov za
nerekurzivna digitalna sita, izvedena v porazdeljeni ar-
itmetiki v osnovni, vzporedni, kaskadni in kombinirani
realizacijski obliki. Kot kriterij za iskanje optimalnih
dolzˇin besed pri uporabi aritmetike s fiksno decimalno
vejico bo izbrano podobno veliko razmerje PBGsba med
povprecˇno velikostjo izhodnega signala v pasovno pre-
pustnem frekvencˇnem podrocˇju PBG proti maksimalni
vrednosti signala v zapornem frekvencˇnem podrocˇju sba,
kot ga ima nekvantizirano digitalno sito.
2 Porazdeljena aritmetika v nerekurzivnem
situ
Izhodna vrednost signala iz digitalnega sita je dolocˇena
s konvolucijsko vsoto med nizom vhodnih vrednosti
{x(k)} in nizom koeficientov digitalnega sita {h(k)} :
y(n) =
N−1∑
k=0
h(k) · x(n− k) . (1)
Mnozˇenje se nadomesti s sesˇtevanjem delnih vsot [1].
Pri zapisu podatkov s fiksno decimalno vejico zapisˇemo
vhodne podatke v dvojisˇkem komplementu:
x(k) = −b0(k) +
Bx−1∑
i=1
bi(k) · 2−i , (2)
bi(k) je binarna vrednost 0 ali 1, b0(k) pa pomeni pred-
znak. Najmanj utezˇni bit v vhodni besedi je bBx−1(k).
V izracˇunu trenutnega odziva digitalnega sita
uposˇtevamo enacˇbo 2 in dobimo:
y(n) = −
N−1∑
k=0
h(k) · b0(n−k)
+
N−1∑
k=0
[
Bx−1∑
i=1
h(k) · bi(n−k) · 2−i
]
. (3)
Ob zamenjavi vrstnega reda sesˇtevanja dobimo v enacˇbi
4 podobne delne vsote koeficientov dvi(n)
dvi(n) =
N−1∑
k=0
h(k) · bi(n− k) , (4)
ki jih lahko v primeru konstantnih koeficientov im-
pulznega odziva vnaprej izracˇunamo in vpisˇemo v pom-
nilnik. Zmogljivost pomnilnika znasˇa 2 · 2N besed
oziroma 2N besed pri negiranju delne vsote dv0(n) pred
sesˇtevanjem [2]. Druge postopke za zmanjsˇanje delnih
vsot najdemo v [3, 20]. Tako je trenutni odziv nerekur-
zivnega digitalnega sita podan z delnimi vsotami:
y(n) = −dv0(n) + dv1(n) · 2−1 + . . .
+dvBx−1(n) · 2−(Bx−1) . (5)
3 Analiza kvantizacijskih pogresˇkov za
nerekurzivno digitalno sito v porazdeljeni
aritmetiki
Pri realizaciji digitalnega sita v aparaturni izvedbi smo
omejeni z dolzˇinami besed registrov, pomnilnikov in arit-
meticˇne enote. Pri kvantizaciji uporabimo preprostejsˇe
rezanje ostanka ali zaokrozˇevanje [11, 12, 18, 5, 9, 22].
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Slika 1. Struktura nerekurzivnega digitalnega sita s porazdeljeno
aritmetiko z dodanimi izvori pogresˇkov
Figure 1. The FIR digital filter structure in distributed arithmetic
with sources of quantization errors
Na sliki 1 so prikazani izvori pogresˇkov za
nerekurzivno digitalno sito v porazdeljeni aritmetiki.
Z ∆x(n), ∆dvi(n), ∆tvi(n) in ∆yy(n) smo oznacˇili
pogresˇek vhodne besede, delnih vsot, trenutne vsote in
izhodne besede.
Pri kvantiziranju zaokrozˇimo vrednosti vhodnega sig-
nala x(n) na x˜(n) in absolutni pogresˇek ∆x(n) je:
∆x(n) = x(n)− x˜(n) . (6)
Ker uporabimo zaokrozˇevanje, so vrednosti ∆x(n) ena-
komerno porazdeljene na intervalu (−Qx2 ,+Qx2 ). Pri
predpostavki, da so posamezni pogresˇki nekorelirani med
seboj in z vhodnim signalom, jih obravnavamo kot beli
sˇum [14, 16, 2] s srednjo vrednostjo mx=0 in z disperz-
ijo σ2x=Q
2
x
12 . S Qx je oznacˇena stopnja kvantizacije, ki jo
izracˇunamo iz dolzˇine vhodne besede Qx = 12Bx−1 .
Zaradi kvantizacije vhodnega signala dobimo v izhod-
nem signalu yx(n) trenutni pogresˇek, podan s konvolu-
cijsko vsoto koeficientov impulznega odziva sita {h(k)}
in trenutnega ∆x(n) in (N−1) predhodnih kvantizacijskih
pogresˇkov ∆x(n−1), . . .∆x(n−(N−1)):
∆yx(n) =
N−1∑
k=0
h(k) ·∆x(n− k) . (7)
Z uposˇtevanjem lastnosti vhodnih pogresˇkov je srednja
vrednost izhodnega pogresˇka [6] enaka nicˇ in disperzija:
σ2x =
Q2x
12
N−1∑
i=0
h(i)2 . (8)
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Z uporabo Parsevalovega teorema je disperzija dana z:
σ2x =
Q2x
12
 1
2π
2π∫
i=0
|H(ejω)|2dω
 = P∆yx . (9)
Ne glede na izbran nacˇin normiranja koeficientov im-
pulznega odziva digitalnega sita (∑N−1i=0 |h(n)| = 1 ali
( 12π
2π∫
i=0
|H(ejω)|2dω)≤1) dobimo disperzijo kvantizaci-
jskega sˇuma σ2x≤ Q
2
x
12 [6]. S tem je mocˇ kvantizacijskega
sˇuma na izhodu pri zaokrozˇevanju vrednosti vhodnega
signala P∆yx dana z disperzijo izhodnega pogresˇka σ2x:
P∆yx = σ
2
x =
Q2x
12
. (10)
Zaokrozˇevanje delnih vsot ∆dvi(n) se izvede pred vpi-
som v pomnilnik. Z dolzˇino besede v pomnilniku Bv
je dolocˇen korak kvantizacije Qv = 12Bv−1 . Za novo
izhodno vrednost y(n) se najprej k zacˇetni vrednosti nicˇ
prisˇteje delna vsota, ki jo naslovijo najmanj utezˇni biti
b
Bx−1 vhodnih besed x(n), x(n−1), . . . x(n−(N−1)).
Nato se vrednost deli z dve in prisˇteje k novi delni
vsoti naslovljeni z biti b
Bx−2 . Postopek se ponavlja do
nastopa zadnje delne vsote naslovljene z biti b
Bx−0 , ki
se od trenutne vrednosti odsˇteje. Podobno je izhodni
kvantizacijski pogresˇek ∆yv(n) podan z zaokrozˇevalnim
pogresˇkom utezˇenih delnih vsot:
∆yv(n) = −∆dv0(n) + ∆dv1(n) · 2−1 + . . .
+∆dvBx−1(n) · 2−(Bx−1) . (11)
Naj bodo posamezni kvantizacijski pogresˇki ∆dvi(n), i =
0, 1, . . . Bx−1 enako verjetni na intervalu (−Qv2 , Qv2 )
in nekorelirani med seboj. Potem je srednja vre-
dnost pogresˇka enaka nicˇ in disperzija σ2v = Q
2
v
12 .
Kvadratno vrednost posameznega pogresˇka izhodne vred-
nosti (∆yv(n))2 podamo z utezˇno vsoto delnih vsot:
(∆yv(n))
2 = (∆dv0(n))2 + (∆dv1(n))2 · 2−2 + . . .
+ (∆dvBx−1(n))
2 · 2−2(Bx−1), (12)
pri tem smo uposˇtevali, da so zaradi nekoreliranih
pogresˇkov pri kvadriranju od nicˇ razlicˇni samo kvadrati
pogresˇkov [2, 17]. Izhodna sˇumna mocˇ P∆yv :
P∆yv = σ
2
dv = (∆y2v) =
1
K
K∑
n=1
(∆yv(n))
2
=
Q2v
12
Bx−1∑
j=0
2−2j =
Q2v
12
· 4
3
=
Q2v
9
. (13)
V aritmeticˇni enoti se trenutna izracˇunana vrednost kvan-
tizira samo tedaj, ko ima sesˇtevalnik manjsˇe sˇtevilo bitov
Ba od vsote dolzˇin vhodne besede Bx in delne vsote Bv
zmanjsˇane za ena Ba < Bx + Bv − 1 = Bamax.
Najkrajsˇa dolzˇina besede v aritmeticˇni enoti Bamin je
enaka dolzˇini besede delnih vsot v pomnilniku: Bamin =
Bv . Pogresˇki nastanejo v aritmeticˇni enoti pri del-
jenju trenutnih vsot v izracˇunu trenutne izhodne vrednosti
ya(n). Tako dobimo za trenutne vrednosti:
tvBx−1(n) = 0 + dvBx−1(n),
tvBx−2(n) =
tvBx−1(n)
2
+ dvBx−2(n), . . . ,
tv0(n) =
tv1(n)
2
− dv0(n) in
ya(n) = tv0(n) . (14)
Prva in zadnja trenutna vrednost sta tocˇni ∆tvBx−1(n)=
0 in ∆tv0(n) = 0, drugi pogresˇki trenutnih vrednosti
∆tvj(n) = tvj(n)−t˜vj(n), j = 1, . . . (Bx−2) pa so pri
rezanju ostanka enaki vrednosti 0 < ∆tvj(n) < Qa2 .
Trenutni pogresˇek izhodne vrednosti ∆ya(n) ima vre-
dnost z obmocˇja 0 < ∆ya(n) < Qa. V primeru nekore-
liranih pogresˇkov je srednja vrednost izhodnega pogresˇka
enakam∆ya =
Qa
2 in disperzija σ2a= Q
2
a
12 . Pri izracˇunu dis-
perzije izhodnih pogresˇkov uposˇtevamo deljenje trenutnih
vrednosti in dobimo:
∆y2a =
Q2a
12
Bx−1∑
j=1
2−2j =
Q2a
12
· 1
3
(
1− 2−2(Bx−2)
)
. (15)
Limita vsote v enacˇbi 15 je 13 zˇe pri Bx>8, zato dobimo
za disperzijo izhodnega pogresˇka vrednost:
∆y2a =
Q2a
36
. (16)
Mocˇ izhodnega kvantizacijskega sˇuma pri rezanju ostanka
v aritmeticˇni enoti je:
P∆ya = m
2
∆ya + ∆y
2
a =
Q2a
3
. (17)
Pri kvantizaciji izhodne besede je izhodna sˇumna mocˇ pri
zaokrozˇevanju ostanka podana z disperzijo:
P∆yy = σ
2
i (n) =
Q2y
12
, (18)
in pri rezanju ostanka z vsoto disperzije in kvadrata sred-
nje vrednosti pogresˇka:
P∆yy = m
2
∆yi + σ
2
i (n) =
Q2y
4
+
Q2y
12
=
Q2y
3
. (19)
Skupna izhodna sˇumna mocˇ v strukturi porazdeljene arit-
metike je pri predpostavki, da so posamezni izvori sˇuma
med seboj nekorelirani in da so nekorelirani z vhod-
nim signalom in jih modeliramo z belosˇumnim procesom,
enaka vsoti posameznih prispevkov mocˇi:
P∆y = P∆yx + P∆yv + P∆ya + P∆yy
=
Q2x
12
N−1∑
k=0
|h(k)|2 + Q
2
v
9
+
Q2a
3
+
Q2y
3
. (20)
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V enacˇbi 20 ima najvecˇji vpliv na izhodni kvantizaci-
jski sˇum kvantizacija izhodnih vrednosti, aritmetike in
delnih vsot, manj pa kvantizacija vhodne besede, ker je∑n−1
k=1 |h(k)|2 < 1 . Koeficienti h(k) so pri uporabi ar-
itmetike s stalno decimalno vejico po normiranju manjsˇi
od ena s tem pa so |h(k)|2  1.
Z modelom za dolocˇitev sˇumne mocˇi izbiramo optimalne
dolzˇine besed za zapis delnih vsot, sesˇtevalnika in izhodne
vrednosti, cˇe poznamo vhodno dolzˇino besede Bx.
4 Kombinirana realizacijska oblika
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Slika 2. Prva kombinirana struktura digitalnega sita v porazdel-
jeni aritmetiki
Figure 2. The first combined realization form of the FIR digital
filter in distributed arithmetic
Kombinirano realizacijsko obliko [17] dobimo z
razdelitvijo posamezne kaskade na vzporedne podstruk-
ture. Oglejmo si dva znacˇilna primera zgradbe digital-
nega sita s tremi kaskadami. V prvem primeru izbi-
ramo med vzporednimi podstrukturami visˇjih stopenj,
kot prikazuje slika 2. Z x1j , j = 1, . . . P1, . . . N1 so
oznacˇeni pomikalni registri vhodnega polja prve kaskade,
z x2k, k=1, . . . P2, . . . N2 druge in z x3l, l=1, . . . P3, . . . N3
tretje kaskade ter z fi1, fi2, fi3 mnozˇilniki s konstanto,
ki so izvedeni kar s premikom vsebine izhodne besede
(mnozˇenje z 2k, k = 0, 1 ali 2). Skupno sˇtevilo
pomikalnih registrov v kaskadni izvedbi je N1 +N2 +N3
in je za sˇtevilo kaskad zmanjsˇano za ena vecˇje od sˇtevila
registrov v osnovni izvedbi: N = N1 + N2 + N3 − 2.
Zmogljivost pomnilnikov v kombinirani izvedbi z dvema
vzporedno vezanima podstrukturama v vsaki kaskadi je
2P1 + 2N1−P1 + 2P2 + 2N2−P2 + 2P3 + 2N3−P3 .
V drugem primeru imamo zgradbo sita s tremi
kaskadami in z osnovnimi vzporednimi podstrukturami,
kot prikazuje slika 3. V tej realizacijski obliki pom-
nilnik nadomestimo z N = N1 +N2 +N3 registri z
vpisanimi koeficienti sita, v vsaki kaskadi pa potrebujemo
dodatne sesˇtevalnike za izracˇun delne vsote. Pri Ni reg-
istrih imamo Ni−1 dodatnih sesˇtevalnikov.
Na sliki 3 so oznacˇeni z x11, . . . x1N1 in x31, . . . x3N3
vhodni pomikalni registri prve in tretje kaskade ter z
P11, . . . P1N1 in P31, . . . P3N3 vzporedni registri s koefi-
cienti sita prve in tretje kaskade. Posebej je oznacˇeno sˇe
optimalno sˇtevilo linij med vhodom, registri, sesˇtevalniki
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Slika 3. Druga kombinirana struktura sita stopnje 60 s vzpored-
nimi podstrukturami z minimalnim pomnilnikom
Figure 3. The second combined realization form of the FIR dig-
ital filter with minimal memory
in izhodom. Oblika je zanimiva za sita s sprotnim sprem-
injanjem koeficientov, kot na primer v adaptivnih sitih.
Pri obravnavi kvantizacijskega sˇuma v kaskadni in
kombinirani realizacijski obliki sita uporabimo model,
ki ga je predstavil Jackson [9, 10]. Prenosne funkcije
posameznih kaskad so H1, H2, . . . HKs . Z njimi
lahko dolocˇimo prenosne funkcije od izhoda posamezne
kaskade proti izhodu celotnega sita: - od prve kaskade
do izhoda G1 =H2 · H3 in - od druge kaskade do izhoda
G2=H3. Izhodno sˇumno mocˇ ocenimo s povprecˇnimi vre-
dnostmi posameznih izhodnih pogresˇkov:
P∆y = P∆yx + P∆yG1 + P∆yG2 + . . . + P∆yGKs
=
Q2x
12
N−1∑
k=0
h(k)2 +
(
Q2v1
9
+
Q2a1
3
+
Q2y1
12
)N1−1∑
k=0
g1(k)
2
+
(
Q2v2
9
+
Q2a2
3
+
Q2y2
12
)N2−1∑
k=0
g2(k)
2 + . . . +
(
Q2v
Ks
9
+
Q2a
Ks
3
+
Q2y
Ks
12
)N
Ks
−1∑
k=0
gKs (k)
2. (21)
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✲
H
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Slika 4. Prenosne funkcije Gi od vhoda in od izhodov posamez-
nih kaskad do izhoda FIR digitalnega sita
Figure 4. The Gi transfer functions from input and from partic-
ular cascade outputs to output of the FIR digital filter
Z g1(k) smo oznacˇili koeficiente sita od prve kaskade
do izhoda, z g2(k) od druge kaskade do izhoda sita in
z g
Ks
(k) koeficiente zadnje kaskade, kot prikazuje slika
4. Najvecˇji vpliv na izhodni kvantizacijski sˇum ima zad-
nja kaskada, zato bodo v njej dolzˇine besed najvecˇje.
Velikost izhodne sˇumne mocˇi je zelo odvisna od sˇtevila
kaskad in njihove razporeditve [15, 4]. Tako je razmerje
med minimalno in maksimalno vrednostjo variance za
nerekurzivno digitalno sito stopnje 12 podano z 1, 1Q2 :
192, 9Q2. Pri kaskadah visˇjih stopenj je to razmerje
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med minimalno in maksimalno vrednostjo izhodne sˇumne
mocˇi pri razlicˇnem vrstnem redu kaskad mnogo manjsˇa,
ker so frekvencˇni odzivi kaskad visˇjih stopenj podobni
frekvencˇnemu odzivu celotnega digitalnega sita.
Pri vzporedni realizacijski obliki nerekurzivnega
digitalnega sita se kvantizacijski pogresˇki vecˇajo linearno
s sˇtevilom dodatnih sesˇtevanj Np:
P∆y =
Q2x
12
N−1∑
k=0
|h(k)|2 +Np · Q
2
v
9
+
Q2a
3
+
Q2y
12
. (22)
V kombinirani strukturi je skupna kvantizacijska izhodna
sˇumna mocˇ dana z izrazom:
P∆y = P∆yx + P∆yG1 + P∆yG2 + . . . + P∆yGKs
=
Q2x
12
N−1∑
k=0
h(k)2+
(
Np1
Q2vp1
9
+
Q2a1
3
+
Q2y1
12
)N1−1∑
k=0
g1(k)
2
+
(
Np2
Q2vp2
9
+
Q2a2
3
+
Q2y2
12
)N2−1∑
k=0
g2(k)
2+. . .
+
(
NpKs
Q2vp
Ks
9
+
Q2a
Ks
3
+
Q2y
Ks
12
)N
Ks
−1∑
k=0
gKs(k)
2, (23)
kjer so Np1, Np2, . . . NpKs sˇtevila vzporednih podstruk-
tur v posameznih kaskadah.
V primeru dveh podstruktur izberemo dolzˇino besede
za zapis delne vsote za bit vecˇjo, kot jo ima kaskada v os-
novni strukturi. S tem smo dosegli sˇumno mocˇ 2·Q
2
vp
9
. Ker
je Qvp = Qv2 , se je sˇumna mocˇ zaradi kvantizacije delnih
vsot v vzporednih podstrukturah zmanjsˇala za dvakrat.
5 Rezultati
Na primeru nizkoprepustno nerekurzivnega digitalnega
sita z N = 61 koeficienti sita smo v prvem delu
rezultatov izracˇunali sˇumne mocˇi s teoreticˇnima mode-
loma, podanima v enacˇbah 22 in 23 in v drugem delu
sˇe z racˇunalnisˇko simulacijo primerjali kvantizacijske
pogresˇke in frekvencˇne parametre digitalnih sit v osnovni,
kaskadni in obeh kombiniraniranih realizacijskih oblikah.
Normirani koeficienti optimalnega nizkoprepustnega
digitalnega sita z N = 61 s prepustno mejno frekvenco
Fp=0, 2 ffv in z zaporno mejno frekvenco Fz=0, 3 ffv [19]
so podani v tabeli 1. Za dolocˇitev koeficientov kombini-
rane realizacijske oblike smo najprej izracˇunali nicˇle poli-
noma osnovne prenosne funkcije, jih razdelili v zˇeleno
sˇtevilo kaskad in dolocˇili polinome posameznih kaskad
ter jih razdelili na posamezne vzporedne podstrukture.
Pri osnovni (S1) in 2, 4, 8, 16 in 32 (S32) vzporednih
strukturah so sˇumne mocˇi iz modela v enacˇbi 22 pred-
stavljene na sliki 5. Vidimo, da je skupna sˇumna mocˇ na-
jbolj odvisna od kvantizacij v aritmeticˇni enoti, s sˇtevilom
vzporednih struktur pa raste tudi sˇum zaradi kvantizacij
delnih vsot. Pri izbiranju dolzˇin besede poisˇcˇemo tiste, ki
prispevajo podobno vrednost sˇuma na izhodu.
KOEFICIENTI DIGITALNEGA SITA
h(1) = h(61) = - 7,287414E-08 h(2) = h(60) = +5,521158E-05 h(3) = h(59) = +2,606399E-07
h(4) = h(58) = - 1,914193E-04 h(5) = h(57) = - 6,370964E-07 h(6) = h(56) = +4,998029E-04
h(7) = h(55) = +1,306554E-06 h(8) = h(54) = - 1,100417E-03 h(9) = h(53) = - 2,368284E-06
h(10)=h(52) = +2,162206E-03 h(11)=h(51) = +3,922890E-06 h(12)=h(50) = - 3,908995E-03
h(13)=h(49) = - 6,016591E-06 h(14)=h(48) = +6,629582E-03 h(15)=h(47) = +8,648671E-06
h(16)=h(46) = - 1,069784E-02 h(17)=h(45) = - 1,177190E-05 h(18)=h(44) = +1,661982E-02
h(19)=h(43) = +1,524624E-05 h(20)=h(42) = - 2,514851E-02 h(21)=h(41) = - 1,885747E-05
h(22)=h(40) = +3,757638E-02 h(23)=h(39) = +2,236696E-05 h(24)=h(38) = - 5,656147E-02
h(25)=h(37) = - 2,547569E-05 h(26)=h(36) = +8,897182E-02 h(27)=h(35) = +2,791587E-05
h(28)=h(34) = - 1,601389E-01 h(29)=h(33) = - 2,948341E-05 h(30)=h(32) = +4,991331E-01
h(31) = +7,878128E-01
Tabela 1. 61 koeficientov impulznega odziva optimalnega nere-
kurzivnega digitalnega sita v osnovni izvedbi
Table 1. The optimal FIR digital filter in basic structure with 61
coefficients of impulse response
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Slika 5. Izhodni kvantizacijski sˇum pri kvantizaciji vhodne
besede V (◦), aritmetike A (/), delnih vsot (⊗) in izhodne
besede I () v osnovni strukturi S1, 2, 4, 8, 16 in 32 S32 vz-
poredno vezanih strukturah
Figure 5. The output noise power concerning on quantization an
input world length V (◦), world length in an arithmetic unit A
(/), world length the partial sums (⊗) and output world length I
() on the basic structure S1 and parallel structure in 2, 4, 8, 16
and 32 substructure S32
Za tri zaporedno vezane strukture (kaskadna struk-
tura) so kvantizacijske sˇumne mocˇi podane na sliki 6.
Vidimo, da je posebej pomembna kvantizacija v zadnji
kaskadi, ponovno pa je najvecˇji vpliv kvantizacij v ar-
itmeticˇni enoti. Iz obeh diagramov vidimo, da bo tudi
za kombinirane strukture najpomembnejsˇa kvantizacija
v zadnji kaskadi z najvecˇjim vplivom kvantizacij v arit-
metiki.
V drugem delu rezultatov predstavljamo odziv
digitalnega sita na testne vzorce iz generatorja belega
sˇuma s srednjo vrednostjo, enako m = 1, 7 10−13, in
standardnim odklonom σ pa 0, 33. Obmocˇje amplitud
iz generatorja belega sˇuma je od −1 do +1. Velikosti
amplitud v amplitudnem spektru so 5, 22 v celotnem
frekvencˇnem podrocˇju na intervalu 0 < ffv < 0, 5.
ˇCasovni odzivi digitalnih sit so izracˇunani s krozˇno
232 Solar, Babicˇ, Stiglic
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Skupno
Slika 6. Izhodna sˇumna mocˇ pri kvantiziranju vhodne besede
(◦), aritmetike (/), delnih vsot (⊗) in izhodne besede () v za-
poredno vezanih strukturah 1., 2. in 3. kaskade
Figure 6. The output noise power concerning on quantization an
input world length (◦), world length in the arithmetic units (/),
world length the partial sums (⊗) and output world length I ()
of the three cascade structure
konvolucijo med vhodnim signalom in koeficienti sita,
frekvencˇni odzivi sita pa z diskretno Fourierjevo trans-
formacijo cˇasovnih odzivov. Kvantizacijske pogresˇke
smo iskali kot razliko odzivov referencˇnega digitalnega
sita z 32-bitnimi dolzˇinami besed v vseh enotah sita in
kvantiziranimi siti. Najprej smo opazovali posamicˇne
vplive kvantizacij in pri tem izbirali med 10-, 12-, 16-,
20- in 24-bitnimi besedami. Nato smo vecˇ vplivov
kvantizacij zdruzˇili. Iz nabora vseh simulacij smo izbrali
po en primer, ki pomeni za podani primer sita optimalno
izbiro dolzˇin besed.
Pri modeliranju digitalnega sita smo uporabili krozˇno
konvolucijo. Programski modul za digitalno sito v PA
je narejen tako, da ga je mogocˇe uporabljati vecˇ iteracij
zaporedno, pri tem pa se delne vsote spremenijo za
vsak modul. Tako smo isti modul uporabili za osnovno
realizacijsko obliko in prav tako za posamezno kaskado
v kaskadni in kombinirani realizacijski obliki. Izhodne
cˇasovne vrednosti so predstavljale vhodne vrednosti za
naslednjo kaskado.
Na sliki 7 je prikazan amplitudno-frekvencˇna karak-
teristika digitalnega sita z uporabljenimi koeficienti.
Vidimo, da je amplituda v prepustnem podrocˇju frekvenc
0< f
fv
<0, 2 enaka PBG=17, 9 dB, v zapornem podrocˇju
frekvenc 0, 3< f
fv
<0, 5 pa je sba=−80, 5 dB. Dusˇenje
nekvantiziranega sita je A=98, 4 dB.
V tabeli 2 so podane aparaturne kompleksnosti po-
sameznih struktur v situ. Sito v osnovni izvedbi
vsebuje v vhodnem polju pomikalnih registrov
61×10=610 bistabilnih elementov, pomnilnik velikosti
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-120
-100
-80
-60
-40
-20
0
20 f
fv|H(ejω)|
[dB]
PBG
sba
..............................................................................................................................................
..
..
..
..
.
....
..
..............................
..
..
..
..
..
..
..
..
.........
..
..
..
.
..........
..
..
..
........
..
..
........
..
..
..........
..
..
..........
..
..
..........
..
..
.........
..
..
..........
..
..
..
............
..
..
..
.....................
..
..
..
..
..
Slika 7. Frekvencˇni odziv optimalnega FIR digitalnega sita z 61
koeficienti
Figure 7. Frequency response of optimal FIR digital filter with
61 coefficients
Vhodno polje Pomnilnik Arit. Dodatni
Izvedba registrov enota sesˇtev.
Osnovna 61 261 1
21 221 1
Tri kaskadna 21 221 1
21 221 1
11 + 10 211, 210 1 1
1. kombinirana 11 + 10 211, 210 1 1
11 + 10 211, 210 1 1
21 21× 1 1 21
2. kombinirana 21 21× 1 1 21
21 21× 1 1 21
Tabela 2. Aparaturna kompleksnost FIR digitalnega sita z 61 ko-
eficienti v osnovni, trikaskadni in dveh kombiniranih realizaci-
jskih oblikah
Table 2. The hardware complexity of FIR digital filter with 61
coeficients in the basic and three cascade in two different com-
bined realization form
261 =2, 3 1018 24-bitnih besed, aritmeticˇno enoto s 24
dvovhodnimi ekskluzivnimi-ali vrati, 24-bitnim
sesˇtevalnikom in 24-bitnim vzporedno-vzporednim reg-
istrom. V trikaskadni izvedbi ima sito 21 ·(8+8+14)=630
bistabilnih elementov v vhodnem polju pomikalnih reg-
istrov, pomnilnike z 221 10-bitnimi besedami, 221
16-bitnimi besedami in 221 24-bitnimi besedami ter tri
aritmeticˇne enote z 8-, 14- in 24-bitno dolzˇino besed. V
1. kombinirani strukturi zmanjsˇamo pomnilnike, pri tem
pa dodamo v vsaki kaskadi dodatni sesˇtevalnik. V 2.
kombinirani strukturi nadomestimo pomnilnik z delnimi
vsotami z registri, ki imajo vpisane koeficiente sita. Za
izracˇun delne vsote ima sito 21 dodatnih sesˇtevalnikov v
vsaki kaskadi.
Na podlagi dusˇenja sita trikaskadne strukture in
teoreticˇno izracˇunanih sˇumnih mocˇi izbiramo ustrezne
dolzˇine besed tudi za obe kombinirani strukturi. V tabeli 3
so za izbrano kombinacijo dolzˇin besed v posamezni enoti
digitalnega sita podani parametri frekvencˇnega odziva,
kvantizacijske sˇumne mocˇi in razmerje PsPsˇ .
KVANTIZACIJA A pbg pbr sba Psˇ PsPsˇ
Izvedba vh dv ar iz [dB] [dB] [dB] [dB] ×10−5 ×103
Osnovna 8 24 24 22 98,1 11,9 -14,3 -86,2 0,4 7,9
10 24 24 22 98,4 11,9 -15,4 -86,4 0,25 120
Tri- 8 10 10 8
kaskadna 8 16 16 14 98,0 15,4 -6,5 -82,5 1,9 3,7
14 24 24 22
8 11 10 8
1.komb. 8 17 16 14 96,0 15,4 -8,9 -80,6 4,5 0,92
14 25 24 22
vh ko dv ar iz
8 8 10 10 8
2.komb. 8 14 16 16 16 95,3 15,4 -4,8 -79,9 2,3 1,8
16 19 24 24 22
Tabela 3. Lastnosti digitalnih sit v osnovni, trikaskadni in kom-
binirani realizacijski obliki stopnje 60 v PA pri izbranih optimal-
nih dolzˇinah besed
Table 3. Characteristic of FIR digital filter on basic, three cas-
cades and two different combined realization form with optimal
world length in all sections
6 Sklepi
Obravnavali smo nerekurzivna digitalna sita, ki so izve-
dena v porazdeljeni aritmetiki in so primerna za obdelavo
podatkov v realnem cˇasu. Pokazali smo, kako izbiramo
optimalne dolzˇine besed, ki zagotovijo zˇeleno dusˇenje
sita, in pri tem zmanjsˇamo aparaturno kompleksnost sita.
Primerjali smo parametre frekvencˇnih odzivov, kvanti-
zacijske sˇumne mocˇi in razmerje signal-sˇum PsPsˇ za nizko-
prepustno optimalno digitalno sito stopnje 60. Na podlagi
teh primerjav smo pokazali, da je treba pri nacˇrtovanju ne-
rekurzivnega digitalnega sita nameniti posebno pozornost
optimalni izbiri dolzˇin besed v posameznih enotah sita,
saj nam le taksˇna izbira zagotovi manjsˇo aparaturno kom-
pleksnost, vcˇasih pa tudi prakticˇno izvedljivost sita.
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