In this paper, we first consider a general N-species nonautonomous Lotka-Volterra system. We show that certain average conditions involving the respective averages of the growth rates and the interaction coefficients imply the total persistence of all species. Using this result, we then give computable conditions on the coefficients which imply the ultimate extinction of certain species in a N -dimensional Lotka-Volterra system.
Introduction and preliminaries
We consider the following general non-autonomous Lotka-Volterra N-species competitive system: u k (t) = u k (t) a k (t) − (H 4 ) the system (1.1) satisfies the (I, J ) conditions (see [6] ), i.e., whenever I is a proper subset of {1, 2, . . . , N } for which there exists a solution of the linear system
For convenience, we will introduce the following notations. Let f be a continuous and bounded function on [t 0 , ∞). We define
Proof. From (H 1 ), for any small enough > 0, there exist positive constants T 0 and A k such that for t ≥ T 0 , we have
On the other hand, for any T , we can choose a positive integer n and a constant q ∈ (0, ω) such that T = nω + q. Then there exists a N 0 such that t 0 + nω ≥ T 0 for n ≥ N 0 . Hence
From (1.2) and (1.3), we can deduce that
With the same proof, we can deduce that M[b kl ] > 0 holds. This completes the proof of Lemma 1.1.
The following lemmas are modifications of [3, Lemmas 2.1, 2.2 and 2.3], respectively. Their proofs are similar to those in [3] and will be omitted. Lemma 1.2. Assume that (H 1 ) and (H 3 ) hold and suppose that for each i ∈ I , where I is a subset of {1, 2, . . . , N }, there exists x i ≥ 0 such that
Then x l > 0 for l ∈ I . Lemma 1.3. Assume that (H 1 ), (H 3 ) and (H 4 ) hold, and Q is a proper subset of {1, 2, . . . , N }. Then the (I, J ) conditions hold for the subsystem
Then B is invertible. For the logistic equation Lemma 1.6. Assume that (H 1 ) with a k (t) = a(t) and b kk (t) = b(t) holds. Then there exist positive constants r and r such that
where v(t, t 0 , x 0 ) is a solution of (1.5) with initial condition
where θ 1 and θ 2 (θ 1 ≤ θ 2 ) are given constants.
Proof. By (1.5) and (1.6), we can deduce that
, then h(t 0 ) < 0 and h(t * ) > 0. By the mean value theorem, there exists at * ∈ (t 0 , t * ) such that h(t * ) = 0, which contradicts with the fact (1.5) with initial condition v(t * ) = v(t * , t 0 , θ 1 )(= v(t * , t 0 , x 0 )) has a unique solution. So (1.7) is true. From Lemma 1.5, there exist positive constants T 1 , m and M such that
This completes the proof of Lemma 1.6.
Main theorems
We consider the more general system
where a k (t) and b kl (t) (k, l = 1, 2, . . . , N ) are defined in (1.1), λ ≥ 0 is a constant and g k (t)(k = 1, 2, . . . , N ) are bounded continuous functions on [0, ∞).
hold, and there exist positive constants γ , λ * , δ and η such that
3)
Proof. Let S(t 0 , δ, η, g, λ) be the set of solutions of ((2.1)(g, λ)) satisfying (2.3). From ((2.1)(g, λ)) we have
By Lemma 1.6 and the comparison theorem, there exists a R such that
Then from ((2.1)(g, λ)), we have
where u is a solution of ((2.1)(g, λ)) with positive initial conditions. Therefore, if
Similar to the derivation of (2.6) from ((2.1)(g, λ)), we can deduce that there exist a β such that V (t) ≥ β for t ≥ t 0 and u ∈ S(t 0 , δ, η, g, λ). Hence
In order to prove the theorem, we shall assume that the assertion is false, and show that one of the (I, J ) condition does not hold. If (2.4) is not true, then (i) there exists a sequence of numbers {λ p } ∞ 1 such that for p ≥ 1, 0 < λ p < λ * and λ p → 0 as p → ∞.
We take J to be a maximal subset, i.e., if J ⊆ J * ⊆ {1, 2, . . . , N } and J * has this property, then J = J * . From (2.8) we have J = {1, 2, . . . , N }. So if I = {1, 2, . . . , N } − J , then I is a proper subset of {1, 2, . . . , N }.
From (2.
where α * = min{α m , 0} and α(t), b(t) are defined in (2.
and for someĵ(m) ∈ J we have
We now estimate τ m − s m for m ≥ 1. Fixing m(≥ 1) and lettingĵ =ĵ(m), from ((2.1)(g, λ)) we have
This, together with (2.10) and (2.12), implies
Hence, for m ≥ 1, we have
Similar to the analysis of [3, p. 826-827], we can deduce that for i ∈ I and m ≥ 1, there exists ν > 0 such that
Since from (2.11), we can deduce that 0 < u m j (t) ≤ According to (2.6), (2.13) and (2.14), we have 
(2.20)
Integrating (2.21) from t =s n to t =τ n and dividing byτ n −s n , for n ≥ 1 and i ∈ I , we have
By the mean value theorem and (2.18), there existsξ n ∈ (s n ,τ n ) such that 
Since x i ≥ 0 for i ∈ I , by Lemma 1.2, we have x i > 0 for i ∈ I .
To obtain a contradiction with the assumption that the (I, J ) conditions hold, we note that sinceĵ(m n ) ∈ J for n ≥ 1, there exists j * ∈ J such thatĵ(m n ) = j * for infinitely many n. By considering a subsequence, we may assume thatĵ(m n ) = j * for n ≥ 1.
From (2.10) and (2.12), we havē
Consequently,
Similar to the derivation of (2.22) from ((2. 1)(g, λ) ), for n ≥ 1 we can derive
(2.25)
Letting n → ∞ in (2.25) and using (2.20), (2.23) and (2.24), we see that
But this contradicts our assumption that the (I, J ) conditions hold. For the (I, J ) conditions imply that
as long as x l > 0 for all l ∈ I and j * ∈ {1, 2, . . . , N } − I = J . This contradiction proves Theorem 2.1.
Remark 2.1. It is easy to see that Lemma 1.3 also applies to the system ((2.1)(g, λ)). Hence this system is totally persistent.
Remark 2.2. It is easy to see that Theorem 2.1 does not require that a i (t) ≥ 0 and b m ii > 0 in ((2.1)(g, λ)) for 1 ≤ i ≤ N . Hence, Theorem 2.1 improves the main results given by Ahmad and Stamova in [3] . 
Then u i (t) is permanent for i = 1, 2, . . . , m and u j (t) is extinct for j = m + 1, . . . , N .
Proof. Let
We consider the system
where λ > 0 is a constant. Standard arguments, similar to those given in the proof of Theorem 2.1, show that if u = (u 1 , . . . , u N ) is any solution of (2.28) with u k (t 0 ) > 0 for k = 1, . . . , N , then u is defined on [t 0 , ∞) and u k (t) > 0 for t ≥ t 0 and k = 1, 2, . . . , N . Now, let A be as in the statement of the theorem. Then there exist constants δ > 0 and η > 0 such that if
Since the system (2.26) satisfies the (I, J ) conditions, Theorem 2.1 implies the existence of numbers > 0, R > 0 and λ * > 0 such that if g 1 (t), . . . , g m (t) are continuous and 0
with (u 1 (t 0 ), . . . , u m (t 0 )) ∈ A satisfies the inequalities
where
Let u = (u 1 , . . . , u m , u m+1 , . . . , u N ) be a solution of (2.28) such that
Then (u 1 , . . . , u m ) is a solution of (2.29) on [t 0 , ∞). So any solution of (2.29) which satisfies (2.31) will also satisfy (2.30). It follows that
Since (2.27) holds, there exists a constant α 1 > 0 such that
Let α 2 > 0 be chosen so that
Now, we choose λ 1 , 0 < λ 1 < λ * so small that λ 1 γ < α 3 3 , then for 0 < λ ≤ λ 1 , we have
From (2.36) and the definition of limit, it follows that for large enough T *
The following examples show that (H * 4 ) and (H * 5 ) hold, but (H 0 1 ) is not satisfied. So the main results in [3] and other related references are invalid. Consequently, (H * 4 ) and (H * 5 ) hold. So u 1 (t) and u 2 (t) are permanent and u 3 (t) is extinct. Since a i (t) (i = 1, 2, 3) can change sign, (H 0 1 ) is not satisfied. Consequently, (H * 4 ) and (H * 5 ) hold. So u 1 (t) and u 2 (t) are permanent and u 3 (t) is extinct.
