In this paper we present a stable hybrid scheme for viscous problems. The hybrid method combines the unstructured finite volume method with high-order finite difference methods in complex geometries. The coupling procedure between the two numerical methods is based on energy estimates and stable interface conditions are constructed. Numerical calculations show that the hybrid method is efficient and accurate.
Introduction
High order finite difference methods (HOFDM) provide an efficient approach when high resolution is essential in a calculation. It is also clear that the unstructured finite volume method (UFVM) is widely used for problems with complex geometries and nonlinear phenomena. In computational physics, the computational domain is often for efficiency and mesh generation reasons divided into multiple blocks, where either HOFDM or UFVM can be used. If a stable and accurate coupling at the block interfaces is achieved we can construct a very flexible and efficient computational method.
In [2] , [11] , [12] stable interface treatment between multiple domains was presented. However only finite difference methods was used for all blocks. In [14] a hybrid method which combines HOFDM and UFVM for hyperbolic problems on a rather simple geometry was introduced. In [4] , various versions of interface procedures for viscous problems in one dimension were investigated. All these methods employ so called summation-by-parts (SBP) operators and impose the boundary conditions weakly, see [1] and [13] .
In [15] , it was shown how to couple the UFVM and HOFDM in a stable way for hyperbolic problems. The energy method and a modification of the dual mesh in the UFVM lead to stability. The present paper continues the study of stable interface treatment by considering hybrid schemes for viscous problems. We also add the additional complexity of a curvilinear mesh in the HOFDM region. The technique derived in this paper makes it straight forward to apply the hybrid technique to the full Navier-Stokes equation.
The rest of the paper is organized as follows. In the next section we derive stable boundary conditions for the continuous problem. Section 3 presents the two numerical methods on a single domain. In Section 4 we derive the stable coupling procedure. In Section 5 numerical experiments are performed. Conclusions are drawn in Section 6.
The continuous problem
Consider the model problem
The coefficients , and are constants. In general, the coefficients « and ¬ depend on Ü, Ý, and Ø. 
This leads to immediately to
Proposition 2.1 The continuous problem (1) is strongly well posed if
Remark When the solution can be estimated in terms of all types of data, the problem (1) is called strongly well posed, see [5] for more details.
3 The discrete single domain problem
The finite volume method
The so-called edge-based finite volume method is used in this paper (see [3] , [6] , [8] - [9] , [13] , and [18] for more details). The computational domain consists of non-overlapping elements and the variables are stored at the nodes of the mesh. For each node, the control volume that constitutes the dual grid is defined as a polygon with its vertices at the centers of gravity of the surrounding triangles (or quadrilaterals) and at the midpoints of the sides, see Figure 1 .
In the finite volume method the unknown variable Ù in equation (1) is discretized by the vector u = [Ù 0 Ù 1 Ù AE ]. u Ü , u ÜÜ , u Ý , and u ÝÝ denote the approximations of Ù Ü , Ù ÜÜ , Ù Ý and Ù ÝÝ , respectively. We define
where È is a positive diagonal matrix with the control volumes Ω on the diagonal. In [13] , [15] it was shown that the matrices É Ü and É Ý have the components,
For the definition of Ü and Ý , see Figure 1 . Moreover, equations (5) and (6) imply that É Ü and É Ý satisfy
where the non-zero elements in and are ∆Ý , ∆Ü and correspond to the boundary points. Formulas (5)- (6) show that Ü and Ý are Summation-By-Parts (SBP) operators, since
See [13] and [15] for more details.
On a grid point at the boundary Ω, let ( Ò u) denote an approximation of Ù Ò, (8) whereÒ is the outward pointing normal defined by,
when proceeding counter-clockwise around the domain, see Figure 1 (b). A semi-discrete approximation of Equation (1a) can be written,
where u represents u on the boundary Ω.
is a projection matrix which maps the values on the computational domain Ω to the outer boundary Ω, that is, u = u and ( Ò u) = ( Ò u).« and¬ are diagonal matrices where the discrete value of the coefficients « and ¬ are injected on the diagonal, respectively. Γ is a penalty matrix that will be determined below by stability requirements (see [13] and [15] ).
By multiplying (10) with u Ì È we obtain,
In equation (11) we note that
and
In (12) and (13) we have introduced (see equations (8) and (9)
We finally obtain,
In order to obtain an estimate, the term (IL) in (14) must be removed, that is,
Applying the conditions (15) to (14) yields
We have the following proposition.
Proposition 3.1 If condition (15) and
¾ Ω (17) are satisfied, The problem (10) is strongly stable.
Remark:
When the solution can be estimated in terms of all types of data, the problem is called strongly stable, see [5] for more details.
The estimate (16) is completely similar to the continuous estimate (3).
The finite difference method
For the finite difference approximations, the physical domain must be possible to smoothly transform to a rectangular computational domain. (see Figure 2 ) . We start by transforming equation (1) For simplicity we also introduce the notations,
since˜ +˜ = 0. Equation (1) transforms into
For reasons that will become obvious later, we split the terms (˜ Ù) and (˜ Ù) in (19) as (see [10] ) 
In matrix formulation we havẽ
In the curvilinear coordinate system, the finite difference approximation of Ù at the grid point ( ) is a vector denoted u . We organize the solution in the global vector
are approximated using the high-order accurate SBP operators for the first derivative that were constructed in [2] and [7] . Moreover, on the boundary we define Ò u to be the approximation of
By using the notation above, a semi-discrete approximation of (1) can be written,
Here is a projection matrix which maps the values on the computational domain to the outer boundary, that is, u = u and ( Ò u) = ( Ò u). The boundary conditions have been introduced by using the penalty technique SAT, see [1] , [13] , and [15] .
The energy method leads to
Remark: Notice that (È ªÈ )Ẫ is a norm if È and È are diagonal, see Lemma 1 in [12] .
Now we can make use of the splitting technique to obtain, 1 2
The viscous terms becomes,
As was shown above we have,
The following Lemma is proved in the Appendix.
Lemma 3.2 The term (Diss) in equations (25) and (27) is positive semi-definite.
Via the previous analysis, equation (24) is rewritten as
Note that = const. at the West and East boundaries and that = const. at the South and North boundaries (see Figure 2) . We havẽ
Consequently, the right-hand-side of (27) can be rewritten as
where
The relations (28)-(31) inserted in (27) yields
To cancel the term (IR) in equation (32), we require
By employing the same technique as in Section 3.1, we prove the following proposition.
Proposition 3.3 If condition (33) and
are satisfied, The problem (23) is strongly stable.
Remark: By inserting (33) and (34) into (32), we obtain an estimate that is completely similar to (3) and (16).
Multiple Domains and Interface Conditions
Without loss of generality, we consider a computational domain which consists of two subdomains. The unknown on the left subdomain is denoted by Ù and on the right subdomain by Ú, respectively. The same technique described in the previous section is used here to discretize both Ù and Ú. The corresponding notations are also modified by adding superscripts Ä and Ê in order to identify the left and right subdomains. Since the outer boundary treatment has been already discussed, we will only focus on the interface treatment. The coupling of u and v as well as the first derivatives Ä 1 u and Ê 1 v at the interface will be treated by using the various forms of the SAT technique.
The finite volume method
A semi-discrete approximation of (1) on the left part of the computational domain can be written,
where Pen Ä 1 is the penalty term that imposes the outer boundary conditions weakly. The other three penalty terms on the right hand side will be used to couple the left subdomain calculation to the right subdomain calculation. Note that ( Ä Ò u) Á + ( Ê Ò v) Á is small and proportional to the truncation error. u Á and v Á are vectors which represent u and v (v is the discrete finite difference solution that will be presented below) on the interface, respectively. Ä Á is a projection matrix which maps the values on the left computational domain to the interface, that is,
are penalty matrices that will be determined below by stability requirements. Ê Ò v is an approximation of Ú Ò which will be derived in the next section. By multiplying (35) with u Ì È Ä we obtain,
where BT Ä collects the outer boundary terms (see section 3.1) and
The finite difference method
A semi-discrete approximation of (1) on the right subdomain can be written,
Here Pen Ê is the penalty term for the outer boundary conditions on the right part of the computational domain.
Ê Á is a projection matrix which maps the values on the right computational domain to the interface, that is,
where BT Ê collects the outer boundary terms (for details see section 3.2) and
Stable interface treatment
Combining (36) and (38) we have
A sufficient condition for Å Á to be a negative semi-definite matrix is that Å ¼ Á is a negative semi-definite matrix and Å ¼¼ Á = 0. If the conditions
are satisfied, Å ¼ Á is a negative semi-definite matrix. Moreover, the relations
lead to Å ¼¼ Á = 0. We have now proved the main proposition of this paper
Proposition 4.1 The hybrid method (35) and (37) have a stable interface treatment if the conditions (41) and (42) hold.
Recall that for ¾ Interface,
Remark The specific SBP operators that are based on diagonal norms are given in [7] , [16] . The standard second-order diagonal norm is È Ê = ¡ diag (1 2 1 1 1 2)). And the fourth-and sixth-order diagonal norm are, 
respectively.
When the second-order diagonal norm is used on the right subdomain Ü = const. on the interface, we do not need to change the control volume since the conditions Λ Ä Á = Λ Ê Á in (41) and Ë Ä Á = Ë Ê Á in (42) will be satisfied automatically (see [15] for more details). However, the vertices of each old dual grid close to the interface consist of the center of the triangles and the midpoint of the edge at the interface. This implies that the relations Λ Ä Á = Λ Ê Á and Ë Ä Á = Ë Ê Á are not satisfied automatically when curvilinear interfaces or high order SBP operators are used. We need to modify the control volume for the UFVM to guarantee the conditions (41) and (42). To do this, we must move the position of the vertex ¾ interface at the interface, which is determined by the following relations
Relation (46) should be understood as follows: adjust the left hand side (that produces the dual grid) to the given value of the right hand side. Notice that if (46) is satisfied, (43) and (44) follow. We take the following example and show how to deal with the interface. Let us choose a curved interface (see Figure 3) of the form
The interface is discretized using 11 points and each line segment has equal length. If we use a fourth-order accurate SBP operator to approximate the first derivative in equation (46), the new modified dual grid points will be located as in Figure 3 . Instead of the original control volumes (see Figure 4(a) ), the new control volumes (see Figure 4 (b)) should be used in order to guarantee the stability of the hybrid scheme. 
Numerical Calculations
The model problem tested below is written
with suitable initial data and boundary data.
is the forcing function. In the test we use = 1, = 1, and = 0 1. In order to estimate the accuracy of the schemes, an exact solution Ù = sin(2 (Ü + Ý 2Ø)) has been chosen. The initial data, boundary data and the forcing function are adjusted to fit the exact solution.
To test the efficiency and accuracy of these schemes, we define the rate of convergence, Õ, on the computational domain as
where Ù is the exact solution. Ú (1) and Ú (2) are the corresponding numerical solutions on meshes with AE (1) and AE (2) nodes (including boundary nodes), respectively. We use the classical fourth-order Runge-Kutta method for the time integration. A small time-step is used to minimize the temporal error.
Single domains and basic accuracy
We start by using the UFVM on unstructured triangle meshes (see Figure 5(a) ). The convergence rates are presented in Table 1 . Due to symmetry of the triangle meshes, second order accuracy is obtained.182  1 09  704  1 70  2 06  1607  2 07  2 07  2807  2 32  2 06  4357  2 52  2 09  11139 2 94 2 07 Table 2 shows the convergence rates for both UFVM and HOFDM on Cartesian meshes in one computational domain. The nodes of the Cartesian meshes (see Figure 5 (b)) are refined from 81 to 66049. The convergence rates for the schemes with interior accuracy of order 2, 4, 6 and boundary accuracy of order 1, 2, 3 are 2, 3, 4th order as shown in [17] . Note that the same error are obtained by using the UFVM and the second order HOFDM. This shows that the UFVM and the second order HOFDM are identical schemes on Cartesian meshes. Two more cases for the HOFDM have been tested. Table 3 displays the convergence rate for the HOFDM on stretched meshes (see Figure 6(a) ). The stretching coefficients
Ü and Ý are the mesh sizes in Ü-, and Ý-directions, respectively. From Table 3 we find that correct convergence rates are obtained.
Next, the HOFDM is tested on a sector of an annulus that is given by (see Figure 6 Table 4 shows the convergence rate for all second-, third-and fourth-order HOFDM.
Points HOFDM (2nd) HOFDM (3rd) HOFDM (4th) Table 4 : Convergence rates of approximations to Ù Ø + Ù Ü + Ù Ý = Ù ÜÜ + Ù ÝÝ on a single domain by using the HOFDM. Curvilinear meshes are used.
Multiple domains
In this section we will illustrate the stability and efficiency of the hybrid scheme on multiple domains. The testing is processed as follows,
1. Applying the UFVM on an unstructured mesh in all subdomains;
2. Using the UFVM on the same mesh in a subdomain and the HOFDM on structured mesh(es) in the other subdomain(s);
3. Adjusting the number of grid points in the subdomain until we obtain a similar Ä 2 -error in all subdomains.
First we calculate on two subdomains with a linear interface at Ü = 0 (see Figure   7 (a)). Table 5 shows the convergence rate of UFVM and second and fourth order accurate HOFDM. The convergence rate for the UFVM is 2 on unstructured symmetrical meshes.
The log 10 Ä 2 -error is 3 30 for the UFVM on the finest mesh with 50138 points. We only need a mesh with 28852 points for the hybrid method (UFVM+HOFDM(4th)) to obtain the same error level. Next, we test the hybrid method on two subdomains with a smooth curved interface (see Figure 7(b) ). In the result shown in Table 6 , we see that in the fourth order case the hybrid scheme is efficient since only one fifth of the nodes are required for the HOFDM. The error levels are almost same as with a linear interface. The solution and the error are presented in Figure 8 . The wave propagates from left to the right via the curved interface without reflection. We conclude that the curved interface does not introduce more error and reflections compared with the linear interface. the UFVM was used. On the three other subdomains, the HOFDM was used. The finite difference and the finite volume solutions are co-located at the interfaces Ý = 0 and Ü = 0. Table 7 shows the convergence rate by using the hybrid scheme. The solution and error are shown in Figure 10 . The efficiency of the hybrid scheme with the 4th order HOFDM is clearly seen. 
Application to heat distribution around rods
Finally we will exemplify our technique by computing the steady heat distribution around a set of rods. Consider the problem, solution is presented in Figure 11 . One can clearly see the advantage with this technique. The near-field around the rods is captured and the far-field part is efficiently handled.
Conclusions and future work
A stable and efficient hybrid method for viscous problems that combines the unstructured finite volume method with the high-order finite difference method has been developed. The hybrid method can be applied to complex geometries with any type of interfaces. The calculations verify that the hybrid method is efficient, accurate and truly stable. The technique developed in this paper makes it straight forward to apply the hybrid technique to the full Navier-Stokes equations. It also makes it possible to use two existing separate Navier-Stokes solver (one based on UFVM and one on HOFDM) and construct a significantly more efficient hybrid code suitable for aerodynamic and aeroacoustic source to signal type problems. 
The eigenvalues of an arbitrary 2 ¢ 2 matrix on the right-hand-side of (51) is 
1 2 is non-negative, which imply that À is a positive semi-definite matrix.
We have proved the lemma. ¤
