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Abstract
We investigate the global character of solutions of the equation in the title with positive parameters
and with arbitrary nonnegative initial conditions. In particular we show that every solution of the equation
is bounded. We find necessary and sufficient conditions for the global asymptotic stability of the zero
equilibrium. We also investigate the positive equilibrium and find regions of parameters where the positive
equilibrium is a global attractor of all positive solutions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We investigate the global character of solutions of the fourth-order rational difference equation
xn+1 = δxn−2 + xn−3
A + xn−3 , n = 0,1, . . . , (1.1)
with positive parameters δ, A, and with arbitrary nonnegative initial conditions x−3, x−2,
x−1, x0.
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E. Camouzis et al. / J. Math. Anal. Appl. 331 (2007) 230–239 231In the notation which was introduced in [6] this is equation #834. See also [1] where we
established the boundedness of solutions of a similar equation, namely #832. For some related
work see [1–11].
In Section 2 we show that when
δ A − 1
the zero equilibrium of Eq. (1.1) is globally asymptotically stable.
In Section 3 we investigate the global attractivity of the positive equilibrium of Eq. (1.1) which
exists provided that
δ > A − 1.
In Section 4 we give a detailed proof that every solution of Eq. (1.1) is bounded.
In Section 5 we pose some open problems and conjectures.
2. Global stability of the zero equilibrium
The following lemma will be used throughout this paper.
Lemma 2.1.
(i) When
δ < A
every solution {xn} of Eq. (1.1) is eventually bounded from above by the constant Aδ .(ii) When
A < δ
every positive solution {xn} of Eq. (1.1) is eventually bounded from below by the constant Aδ .
Proof. (i) Suppose for the sake of contradiction that there exists N sufficiently large, such that
xN+1 = δxN−2 + xN−3
A + xN−3 
A
δ
.
Then clearly,
xN−2 >
(
A
δ
)2
and similarly
xN−5 >
(
A
δ
)3
which eventually leads to a contradiction.
(ii) Suppose for the sake of contradiction that there exists N sufficiently large, such that
xN+1 = δxN−2 + xn−3  A.
A + xN−3 δ
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xN−2 <
(
A
δ
)2
and similarly
xN−5 <
(
A
δ
)3
.
This eventually leads to a contradiction and completes the proof. 
Zero is always an equilibrium point of Eq. (1.1). The characteristic equation of the linearized
equation of Eq. (1.1) about the zero equilibrium is
λ4 − δ
A
λ − 1
A
= 0.
From this it follows that the zero equilibrium is locally asymptotically stable when
δ < A − 1 (2.1)
and unstable when
δ > A − 1.
The main result in this section is the following theorem:
Theorem 2.1. Assume that
δ A − 1.
Then the zero equilibrium of Eq. (1.1) is globally asymptotically stable.
Proof. When (2.1) holds the zero equilibrium of Eq. (1.1) is locally asymptotically stable. When
δ = A − 1
observe that
xn+1 < max(xn−2, xn−3) for all n 0.
From this it follows that the zero equilibrium is locally stable.
It remains to show that the zero equilibrium is a global attractor of all solutions of Eq. (1.1).
By Lemma 2.1(i) we know that eventually,
xn <
A
δ
.
Observe that the function
f (x, y) = δx + y
A + y
increases in x for all y ∈ [0,∞), and increases in y for all x ∈ [0, A
δ
].
Set
S = lim supxn.
n→∞
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S  (δ + 1)S
A + S
from which it follows that
S = 0.
The proof is complete. 
3. Global stability of the positive equilibrium
When
δ > A − 1,
in addition to the zero equilibrium, Eq. (1.1) has the positive equilibrium
x¯ = δ + 1 − A.
The characteristic equation of the linearized equation of Eq. (1.1) about the positive equilibrium
is
λ4 − δ
δ + 1λ +
δ − A
δ + 1 = 0. (3.1)
From this it follows that the positive equilibrium is locally asymptotically stable when
δ3 + δ2 − (2A2 + 4A + 2)δ + A3 + A2 − A − 1 < 0 (3.2)
and unstable (saddle point) when
δ3 + δ2 − (2A2 + 4A + 2)δ + A3 + A2 − A − 1 > 0.
The main result in this section is the following theorem:
Theorem 3.1. Assume that
A − 1 < δ A + 1.
Then every positive solution of Eq. (1.1) converges to the positive equilibrium.
Proof. Let {xn} be a positive solution of Eq. (1.1). Observe that the function
f (x, y) = δx + y
A + y
increases in x for all y ∈ (0,∞), increases in y for all x ∈ (0, A
δ
], and decreases in y for all
x ∈ (A
δ
,∞).
We divide the proof into the following four cases:
Case 1: A − 1 < δ < A.
By Lemma 2.1(i) it follows that there exists N  0, such that
xn <
A
for all nN.
δ
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m < min(xN , xN+1, xN+2, xN+3, δ + 1 − A).
Then
xN+4 = δxN+1 + xN
A + xN >
(δ + 1)m
A + m > m
and similarly by induction
xn > m for all nN + 4.
Set
S = lim sup
n→∞
xn and I = lim inf
n→∞ xn.
Then
S  (δ + 1)S
A + S and I 
(δ + 1)I
A + I
and so
S = δ + 1 − A = I.
Case 2: δ = A > 0.
Observe that for all n 0,
0 xn+1 − 1 xn−2 − 1 or 0 xn+1 − 1 xn−2 − 1
which implies that the three subsequences {x3n}, {x3n+1}, and {x3n+2} converge to three finite
limits L0, L1, and L2, respectively. Therefore the sequence
. . . ,L0,L1,L2,L0,L1,L2, . . .
is a period-three solution of Eq. (1.1). But Eq. (1.1) has no prime period-three solutions and so
L0 = L1 = L2 = 1.
Case 3: A < δ < A + 1.
By Lemma 2.1(ii), we know that eventually,
xn >
A
δ
.
Also from the identity
xn+1 − 1 = δ · xn−2 −
A
δ
A + xn−3 , n = 0,1, . . . ,
we see that eventually,
xn > 1.
Hence eventually,
xn+1 = δxn−2 + xn−3 < δxn−2 + 1
A + xn−3 A + 1
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lim sup
n→
xn 
1
A + 1 − δ .
Therefore the solution {xn} is bounded from above and from below by positive constants. Set
S = lim sup
n→∞
xn and I = lim inf
n→∞ xn.
Then clearly,
S  δS + I
A + I and I 
δI + S
A + S
from which it follows that
(δ − A)I + S  SI  (δ − A)S + I
and so
S = I.
Case 4: δ = A + 1.
In the next section we will show that every positive solution of Eq. (1.1) is bounded. With this
in mind let
S = lim sup
n→∞
xn and I = lim inf
n→∞ xn.
Then clearly,
S  (A + 1)S + I
A + I and I 
(A + 1)I + S
A + S
from which it follows that
S = I
I − 1 .
There exist subsequences {xni+1} and {xni−j }, and positive numbers L−j , j ∈ {0, . . . ,12}, such
that
S = lim→∞xni+1
and
L−j = lim→∞xni−j .
Then
S = δL−2 + L−3
A + L−3
from which it follows that
L−2 = S and L−3 = I
for otherwise,
S <
II − 1
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L−5 = S and L−6 = I,
L−6 = I and L−7 = S,
L−8 = S and L−9 = I,
L−9 = I and L−10 = S,
L−10 = S and L−11 = I,
and
L−11 = S and L−12 = I.
Hence
S = L−11 = I
and the proof is complete. 
4. Boundedness of solutions
The main result in this section is the following theorem.
Theorem 4.1. Every solution of Eq. (1.1) is bounded.
Proof. When
δ < A + 1
the proof follows from Theorems 2.1 and 3.1. Therefore assume that
δ A + 1
and also assume for the sake of contradiction that {xn}∞n=−3 is a positive unbounded solution of
Eq. (1.1). Then there exists a sequence of indices {ni} such that
ni → ∞,
xni+1 → ∞
and for each i = 1,2, . . . ,
xni+1 > xj for all j < ni. (4.1)
Also
xni+1−3m → ∞ for m = 0,1, . . . . (4.2)
We now claim that for all s  0,
{xni−10−3s} is a bounded sequence. (4.3)
We will give the proof for the case where s = 0. The proof for s > 0 follows by induction.
Otherwise there exists a subsequence of {ni}, which for economy in symbols we still denote
by {ni}, such that
xni−10 → ∞, xni−13 → ∞, xni−16 → ∞. (4.4)
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xni−10 =
δxni−13 + xni−14
A + xni−14
we see that eventually,
xni−13 > xni−14.
Now
xni+1 =
δxni−2 + xni−3
A + xni−3
< 1 + δ
A
xni−2 = 1 +
δ
A
(
δxni−5 + xni−6
A + xni−6
)
< 1 + δ
A
+
(
δ
A
)2
xni−5
· · ·
< 1 + δ
A
+
(
δ
A
)2
+
(
δ
A
)3
+
(
δ
A
)4
+
(
δ
A
)5
xni−14
< 1 + δ
A
+
(
δ
A
)2
+
(
δ
A
)3
+
(
δ
A
)4
+
(
δ
A
)5
xni−13
= 1 + δ
A
+
(
δ
A
)2
+
(
δ
A
)3
+
(
δ
A
)4
+
(
δ
A
)5(
δxni−16 + xni−17
A + xni−17
)
.
Then in view of (4.2), we see that eventually,
xni+1 < xni−16
which contradicts (4.1) and establishes (4.3). Hence,
xni−7−3s =
δxni−10−3s + xni−11−3s
A + xni−11−3s
→ 1. (4.5)
We now divide the proof into the following two cases:
Case 1: δ = A + 1.
In this case we claim that
lim inf
n→∞ xni−3 > 1.
Otherwise from
xni−3 =
(A + 1)xni−6 + xni−7
A + xni−7
and from (4.5) it follows that there exists a subsequence of {xni−6}, which for the sake of econ-
omy we still denote by {xni−6}, for which we have
1 lim
n→∞xni−6 
A
A + 1
which is a contradiction. Therefore eventually,
xni−3 > 1 + m
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m ∈ (0,∞)
and so eventually,
xni+1 =
(A + 1)xni−2 + xni−3
A + xni−3
<
(A + 1)xni−2
A + 1 + m + 1 < xni−2
which contradicts (4.1).
Case 2: δ > A + 1.
Let  > 0 be such that
δ > A + 1 + .
Choose a positive integer s, sufficiently large, such that
(
δ
A + 1 + 
)s
· A
δ
> δ − A + m
for some m > 0. Also from (4.5), there exists N sufficiently large such that for all j ∈
{0,1, . . . , s},
xni−7−3j < 1 +  for all i N.
Hence
xni−3 =
δxni−6 + xni−7
A + xni−7
>
δ
A + 1 +  · xni−6
= δ
A + 1 +  ·
δxni−9 + xni−10
A + xni−10
>
(
δ
A + 1 + 
)2
xni−9
· · ·
>
(
δ
A + 1 + 
)s
xni−3−3s .
By Lemma 2.1(ii) we know that eventually,
xni−3−3s >
A
δ
and so
xni−3 >
(
δ
A + 1 + 
)s
· A
δ
> δ − A + m.
Hence eventually,
xni+1 =
δxni−2 + xni−3
A + xni−3
<
δ
δ + m · xni−2 + 1 < xni−2
which contradicts (4.1). The proof is complete. 
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Conjecture 5.1. Assume that (3.2) holds. Show that every positive solution of Eq. (1.1) converges
to the positive equilibrium.
Open Problem 5.1. Assume that
δ3 + δ2 − (2A2 + 4A + 2)δ + A3 + A2 − A − 1 0.
Determine the set of the initial conditions x−2, x−1, x0 for which the solutions of Eq. (1.1)
converge to the positive equilibrium.
Open Problem 5.2. Determine all possible periodic solutions of Eq. (1.1).
Conjecture 5.2. Show that there exist δ∗ and A∗ such that, when
δ > δ∗ and A < A∗
every solution of Eq. (1.1) converges to a period-twenty solution.
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