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This thesis presents a series of theoretical studies of ultra cold atomic
systems which model and propose experiments, and develop new computa-
tional techniques in order to elucidate aspects of many-body physics and non-
equilibrium dynamics. In the first two studies I model the dynamics of non-
linear solitonic excitations in ultracold fermionic superfluids: the first simu-
lates recent experiments and supports the hypothesis that the solitons generated
in those experiments are unstable to the formation of vortex rings; the second
demonstrates how population imbalance between up and down spin fermions
can be used to prevent this instability. In the next study I discuss a method for
generating and probing topologically protected edge states using periodically
driven optical lattices potentials. Next I use a perturbative approach to study
the spectral density of fermions with strong attractive interactions in the nor-
mal phase. After that I develop a novel cluster expansion technique to model
the dynamics of interacting fermions in a disordered optical lattice. Finally I ap-
ply a Ginzurg-Landau theory to model experimental studies of superfluid 3He
embedded in nematically ordered aerogel, finding evidence for a new phase of
matter –the “polar phase”– which is not seen in bulk 3He.
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CHAPTER 1
INTRODUCTION AND OUTLINE
1.1 Introduction
Since the first experimental realization of Bose-Einstein condensation in 1995
[9, 44], the study of ultracold atomic systems has proven to be among the
most fruitful avenues for furthering our understanding of quantum many-body
physics. In these systems, gases of fermionic or bosonic atoms are confined
in optical potentials and cooled to nano-kelvin temperatures where quantum
statistics and the wave-like nature of the atoms become crucial for describing
their behavior. The utility of these systems for exploring quantum mechanics
comes from the wide plethora of “knobs” – the density, the shape of the con-
finement, the strength and nature of interactions, the degree of disorder – which
experimentalists can tune to precisely control and manipulate the atoms.
This control makes these ultracold systems a veritable playground for theo-
rists like me to develop and apply new mathematical and computational tools,
and to dream up schemes for observing novel quantum phenomena. One of
the joys of being a theorist in this field is the ability to explore a wide breadth
of physics and work on many different projects, either analyzing and modeling
previously performed experiments, or envisioning new ones. Unfortunately
this aspect of the field also makes for a generally disjointed thesis. Rather
than focusing on one specific subtopic, this thesis presents a series of sepa-
rate projects studying cold atomic systems which are loosely connected by the
themes of many-body physics and non-equilibrium dynamics. An outline and
description of each chapter is listed below.
1
1.2 Outline
In Chapter 2, we use the time-dependent Gross-Pitaevskii equation to study the
motion of a vortex ring produced by phase imprinting on an elongated cloud of
cold atoms. Our approach models the experiments of Yefsah et al. [176] on 6Li
in the Bose-Einstein-condensate regime where the fermions are tightly bound
into bosonic dimers. We find ring oscillation periods which are much larger
than the period of the axial harmonic trap. Our results lend further strength to
Bulgac et al.’s arguments [29] that the heavy solitons seen in those experiments
are actually vortex rings. We numerically calculate the periods of oscillation
for the vortex rings as a function of interaction strength, trap aspect ratio, and
minimum vortex ring radius. In the presence of axial anisotropies the rings
undergo complicated internal dynamics where they break into sets of vortex
lines, then later combine into rings. These structures oscillate with a similar
frequency to simple axially symmetric rings.
In Chapter 3, we use the time-dependent Bogoliubov de Gennes equations
to study dark solitons in three- dimensional spin-imbalanced superfluid Fermi
gases. We explore how the shape and dynamics of dark solitons are altered by
the presence of excess unpaired spins which fill their low-density core. The un-
paired particles broaden the solitons and suppress the transverse snake instabil-
ity. We discuss ways of observing these phenomena in cold atom experiments.
In Chapter 4, we describe an experimental setup for imaging topologically
protected Floquet edge states using ultracold bosons in an optical lattice. Our
setup involves a deep two dimensional optical lattice with a time dependent
superlattice that modulates the hopping between neighboring sites. The finite
2
waist of the superlattice beam yields regions with different topological num-
bers. One can observe chiral edge states by imaging the real-space density of a
bosonic packet launched from the boundary between two topologically distinct
regions.
In Chapter 5, we compute the spectral density in the normal phase of an
interacting homogenous Fermi gas using a T-matrix approximation. We fit the
quasiparticle peaks of the spectral density to BCS-like dispersion relations, and
extract estimates of a pseudo-gap energy scale and an effective Fermi- wavevec-
tor as a function of interaction strength. We find that the effective Fermi-
wavevector of the quasiparticles vanishes when the inverse scattering length
exceeds some positive threshold. We also find that near unitarity the quasipar-
ticle lifetimes, estimated from the widths of the peaks in the spectral density,
approach values on the order of the inverse Fermi-energy. These results are
consistent with the breakdown of Fermi liquid theory observed in recent exper-
iments.
In Chapter 6, motivated by experiments in Munich [147], we study the
dynamics of interacting fermions initially prepared in charge density wave
states in one-dimensional bichromatic optical lattices. The experiment sees a
marked lack of thermalization, which has been taken as evidence for an inter-
acting generalization of Anderson localization, dubbed many-body localization.
We model the experiments using an interacting Aubry-Andre model and de-
velop a computationally efficient low-density cluster expansion to calculate the
even-odd density imbalance as a function of interaction strength and potential
strength. Our calculations agree with the experimental results and shed light on
the phenomena. We also explore a two-dimensional generalization. The clus-
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ter expansion method we develop should have broad applicability to similar
problems in non-equilibrium quantum physics.
Finally in Chapter 7, we discuss and analyze the results from an experiment
performed by collaborators at Cornell which used a torsion pendulum to mea-
sure the superfluid density of 3He confined in an extremely anisotropic, nemat-
ically ordered aerogel. Kinks in the development of the superfluid fraction (at
various pressures) as the temperature is varied correspond to phase transitions.
Two such transitions are seen in the superfluid state, and we use Ginzburg-
Landau theory to help identify the superfluid phase closest to the critical tem-
perature at low pressure as the polar state, a phase that is not seen in bulk 3He.
4
CHAPTER 2
VORTEX RING DYNAMICS IN TRAPPED BOSE EINSTEIN
CONDENSATES
The work discussed in this chapter was originally published as Vortex ring
dynamics in trapped Bose-Einstein condensates by M. D. Reichl and E. J. Mueller,
Physical Review A 88 053626 (2013).
Yefsah et. al. [176] recently observed anomalously slow oscillations of a
nominal soliton in a harmonically trapped fermonic superfluid. By illuminat-
ing half the cloud with light, they generated a phase profile with a large jump.
This phase jump evolved into a localized density depletion that oscillated with
a period many times larger than the period associated with the harmonic trap.
This slow motion is remarkable, as it exceeds the best theoretical calculations of
the oscillation frequency of a soliton [104, 148] by an order of magnitude. Re-
cently, Bulgac et. al. [29] hypothesized that the experimental protocol produces
a vortex ring instead of a soliton. Through integrating time dependent equa-
tions based upon a superfluid density functional theory, Bulgac et. al. showed
that near unitarity the experimental observations are consistent with this vor-
tex ring hypothesis. Here we extend this analysis to the BEC regime, where the
fermions are tightly bound into dimers.
To study this problem, we numerically evolve the time-dependent Gross-
Pitaevskii (GP) equation to simulate the dynamics of vortex rings. We model
the phase imprinting process and measure the period of oscillations of the vor-
tex ring as a function of interaction strength, trap aspect ratio, and initial ring
radius. We find that the period of oscillation for the vortex ring is quantitatively
consistent with the experimental observations in the BEC regime.
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In our simulations, the phase imprinting produces a soliton [64] which de-
cays into a vortex ring through a “snake instability”. This instability has been
explored in the past [100, 119, 61, 64, 34], as has the structure and motion of indi-
vidual vortex rings [152, 20, 136, 7, 141, 86, 54, 96, 83, 73, 79, 1, 32]. Despite these
precedents, our exploration of this full process, in this particular geometry, is
novel. An excellent review of the theory of solitons and vortices in BEC’s can be
found in Ref. [33].
Experimentally, vortex rings have been observed in the decay of dark soli-
tons [8], in complex vortex ring/soliton oscillations [66, 154], and in binary con-
densates [114].
2.1 Physics of Vortex Rings
The flow in a Bose condensate is irrotational (∇ × v = 0, where v = ~m∇φ is the
local velocity and φ is the phase of the order parameter) except at line singulari-
ties. The superfluid phase winds by 2pin, for integer n, when one moves around
one of these vortex lines. Here we study configurations where these vortex lines
form loops. In particular, consider a cigar shaped cloud, elongated along the zˆ
axis, with a vortex ring in a perpendicular plane, concentric with the cloud. In
Sec. 2.2 we numerically solved the time-dependent GP equation to analyze such
a ring, but its basic properties can be understood from a semiclassical argument
given by Jackson et. al. [83] for a vortex ring in a spherically symmetric con-
densate. They find that each element of the vortex ring moves with a velocity
v:
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v = vin(R)zˆ + ωpκˆ × r (2.1)
where κˆ defines the direction of the circulation at the element.
The first term in Eq. 2.1 describes the induced velocity vin(R) resulting from
the sum of the velocity contributions from each element on the ring. For a ring
in a uniform condensate, this induced velocity is a function of the ring radius
R and is given by vin(R) = ~2mR [log(8R/ξ) − 0.615] [141], where ξ is the coherence
length. Thus the ring has an inherent tendency to propagate along the z-axis.
A cartoon of this physics comes from the two-dimensional analog of a vortex
ring: a vortex dipole consisting of two point vortices–one with circulation +κ,
the other with −κ. If these are separated by a distance 2R, they move with a
velocity v = κ4piR [128].
The second term in Eq. 2.1 describes the Magnus force on the ring caused
by the harmonic trap. In the case of a straight vortex line, this forces leads to
precession with frequency ωp. Note that wp is not equal to any trap frequency;
for instance, in the Thomas-Fermi limit, a single vortex in a two-dimensional
condensate will precess with a frequency given by [62]
ωp =
3~ω2
4µ
log(
R⊥
ξ
) (2.2)
where ω is the trap frequency, µ = ~2/2mξ2 and R2⊥ = 2µ/mω2.
A small ring (R << R⊥) beginning at z = 0 will have a large velocity compo-
nent in the positive z direction. As it moves in the z direction the Magnus term,
κˆ × r, causes the ring to grow. Once the ring radius is sufficiently large the Mag-
nus force pushes the ring in the negative z direction. In this manner the ring
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moves periodically. The two dimensional analog of this motion was observed
in experiments by Neely et. al. [123].
While this model is too simple to produce a quantitative prediction for the
period of these vortex ring oscillations, it captures the qualitative behavior of
the vortex ring seen in the numerical simulations discussed in Sec. 2.2.3. More-
over, it predicts that the period should increase roughly as Tring ∼ 1ξ2 log(1/ξ) ∼
gn/ log gn ∼ g2/5/ log g where g is the interaction strength and n is the density.
This scaling is seen in our simulations (see Fig. 2.3). We note that the period of
dark soliton oscillations, Tsol =
√
2Tz [31, 95, 23] where Tz is the trap period in
the z direction, is independent of g. For sufficiently large g we expect slower
oscillations for the vortex ring than the dark soliton.
We also note that the vortex ring dynamics are highly nonlinear, and that the
ring’s oscillation period is strongly dependent on the minimum ring radius. As
in Bulgac et. al.’s work [29], we find that smaller radii lead to shorter periods
(see Fig. 2.5). We also find that the oscillations are non-sinusoidal, with a slight
asymmetry between the motion to the left and to the right.
2.2 Numerical Results
2.2.1 Simulation Details
In this section we present results from numerical simulations of the time-
dependent GP equation:
i~∂tψ = − ~
2
2m
∇2ψ + Vt(r, z)ψ + 4pi~
2aN
m
|ψ|2ψ + Vi(t, r, z)ψ (2.3)
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where N is the total number of particles, a is the scattering length and ψ is nor-
malized such that ∫
|ψ(~r)|2d3r = 1 (2.4)
Vt(r, z) = m2 (ω
2
rr
2 + ω2zz
2) is a harmonic trapping potential and Vi(t, r, z) is a time
dependent phase-imprinting potential which we’ll describe below.
After rescaling the variables t → ωzt, ~r → 1az~r where az =
√
~
mωz
, and rescaling
ψ→ a3/2z ψ, we can rewrite the GP equation in the dimensionless form:
i∂tψ = −12∇
2ψ + g|ψ|2ψ + 1
2
(λ2r2 + z2)ψ + Vi(t, r, z)ψ (2.5)
where λ = ωr
ωz
is the trap aspect ratio and g = 4piaNaz parametrizes the interaction
strength. As discussed in Sec. 2.2.3, an experimentally relevant set of parameters
are λ = 6 and g = 3 × 104.
In Secs. 2.2.2 and 2.2.3 we assume axial symmetry while in Sec. 2.2.4 we
carry out full 3D simulations, including slight trap asymmetries. We numeri-
cally solve Eq. 2.5 using a split-step method. We use a square grid, choosing our
grid spacing sufficiently small that the dynamics are independent of the grid.
We find for our parameter range that it suffices to take δr = δz = 0.1. Smaller
grids are necessary for larger interactions. Similarly we find a time step δt = 10−3
suffices for preventing large phase jumps between time steps, ensuring numer-
ical stability. We set Vi(t, r, z) = piδtΘ(t)Θ(δt − t) f (z) so that a sharp φ phase jump
is imprinted about the line z = 0 after the first time step. Each simulation be-
gins after first relaxing the system into the ground state of the trapping potential
using imaginary time propagation.
The resulting dynamics after phase-imprinting can depend sensitively on
the precise shape of f (z). However, away from the quasi-one dimensional
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regime (λ << ng), we find from our simulations that f (z) generically creates a
soliton that quickly decays into one (as in Fig. 2.1) or more vortex rings via a
snake instability. For simplicity, and in keeping with the experimental obser-
vations in Ref. [176] where there is only one discernible density depletion, we
choose f (z) = 12 (1 + tanh(z/δz)) where δz is our numerical grid spacing. This
protocol consistently results in only one long lasting vortex ring.
It is difficult to control the minimum radius Rmin of the vortex ring using this
phase printing technique. Therefore, to study the behavior of the vortex ring as
function of Rmin, we do not use phase imprinting but instead relax the gas to a
state with the following ansatz for its phase:
ψ(r, z)
|ψ(r, z)| =
(r − Rmin) + iz√
(r − Rmin)2 + z2
(2.6)
This ansatz closely approximates the phase of the vortex rings created after
phase imprinting and allows us to easily investigate the ring behavior as a func-
tion of Rmin.
2.2.2 Example of Snake Instability and Vortex Ring Dynamics
Fig. 2.1 shows an example of the dynamics of the condensate following phase
imprinting. A soliton, seen as a density dip extending axially through the con-
densate, travels in the positive z direction and almost immediately begins bow-
ing outward near the center of the gas (see t/Tz = 0.04 in Fig. 2.1). By time
t/Tz = 0.16 the soliton has decayed via this snake instability leaving a vortex
ring which is seen as two zero density cores in the y = 0 slice shown in Fig. 2.1.
Fig. 2.2 shows an example of the vortex ring oscillations that follow the decay
of a soliton. At t/Tz ≈ 1.2 the vortex ring is positioned at z = 0 and is traveling in
10
-4
0
4
tTz=0.01
-4
0
4
tTz=0.02
-4
0
4
x
a
z
tTz=0.04
-4
0
4
tTz=0.08
-10 0 10
-4
0
4
zaz
tTz=0.16
Figure 2.1: Condensate dynamics following phase imprinting with g = 4000, λ =
4. Each graph shows the density |ψ(x, y = 0, z)|2, where darker colors represent
higher density. The dark soliton is unstable and forms a vortex ring (seen as two
zero density cores) at time t/Tz ≈ 0.16.
the negative z direction. The ring continues to travel in this direction until t/Tz ≈
1.8. After this time the ring radius expands to the edge of condensate while the
ring begins traveling back in the positive z direction. The ring completes half of
an oscillation and returns to z = 0 at t/Tz ≈ 2.4. In the following subsection we
calculate the frequency of vortex ring oscillations as a function of g, λ, and Rmin.
2.2.3 Period of Vortex Ring Oscillations
Fig. 2.3 shows a plot of the vortex ring oscillation period as a function of inter-
action strength g with a trap aspect ratio of λ = 4 Each point is computed by
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Figure 2.2: Half of a vortex ring oscillation with g = 4000, λ = 4. Each graph
shows the density |ψ(x, y = 0, z)|2, where darker colors represent higher density.
An arrow is shown pointing to the vortex ring.
first preparing the vortex ring with the phase imprinting method discussed in
Sec. 4.2, and then calculating the number of time steps for a vortex core starting
at z = 0 to complete an oscillation and return to z = 0. As predicted above, the
oscillation period increases as gn/ log gn for large gn. Moreover, for g & 500, the
vortex ring oscillates at a period larger than the period for a dark soliton in a
BEC T =
√
2Tz [31, 95, 23].
In Fig. 2.4 we plot the oscillation period of the ring as function of trap as-
pect ratio λ, at constant interaction strength g = 4000. The period decreases at
larger aspect ratios which is consistent with observations in Ref. [176]. The ex-
planation for this trend is that our phase imprinting method yields vortex rings
with smaller minimum radii at larger λ. As discussed in Sec. 2.1, the rings with
12
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Figure 2.3: Vortex ring oscillation period T (normalized by the trap period Tz)
versus interaction strength times the density gn with a trap aspect ratio of λ = 4
after phase imprinting. As predicted in Sec. 2.1, T ∼ gn/ log gn; the thick red
curve shows a fit of the data to this scaling.
smaller Rmin have smaller periods.
To explore the radius dependence of the ring dynamics, we find the ring os-
cillation period as function of Rmin (see Eq. 2.6) with g = 4000 and λ = 4 using the
relaxation procedure discussed in the last paragraph of Sec. 4.2. The results are
shown in Fig. 2.5 which clearly demonstrates that rings with smaller Rmin have
smaller periods; this is consistent with a similar finding reported in Ref. [29].
Finally, we compare our simulations to the experiment in Ref. [176]. Typical
experimental parameters in the BEC regime are: Tr ≈ 14ms, Tz ≈ 87ms, total
number of bosonic Feshbach molecules N ≈ 1.1 × 105, Thomas-Fermi radius
RTF = (RTFxRTFyRTFz)
1/3 = 135µm, and 1kFaF ≈ 2.6 where kF ≈ 0.86(µm)−1 is the
Fermi wave vector and aF ≈ 0.448µm is the fermionic scattering length at B =
700G. Noting that a = 0.6aF [131], these parameters give λ = 6.2 and g = 3.08 ×
104 in our dimensionless units.
We find that with these parameters the soliton created after phase imprinting
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Figure 2.4: Vortex ring oscillation period T (normalized by the trap period Tz)
versus trap aspect ratio λ = ωr
ωz
after phase imprinting with g = 4000. The thick
red curve is an interpolation to guide the eye.
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Figure 2.5: Vortex ring oscillation period T (normalized by the trap period Tz)
versus the minimum vortex ring radius Rmin with g = 4000 and λ = 4. The thick
red curve is an interpolation to guide the eye.
quickly decays into a vortex ring. The period depends sensitively on the mini-
mum ring radius (as in Fig. 2.5), which in turn depends on the phase imprinting
protocol. We can reproduce (within the reported error bars) the experimentally
measured period of T = 4.4 ± 0.5Tz by relaxing to a vortex ring state using the
ansatz in Eq. 2.6 with Rmin = 1.2az. It is plausible that the particular phase im-
printing procedure used in the experiment yields a vortex ring with a similar
minimum ring radius.
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Figure 2.6: Vortex ring dynamics in the presence of a small perturbation to axial
symmetry (Vt(x, y, z) = 12 [λ
2(0.99x2 + y2) + z2]). Here λ = 4, g = 4000, and the
system is initialized with a vortex ring of radius R = 1.0az located at z = 0. (a)
The locations of non-zero vorticity at different times projected into the x-y plane.
(b) The density of the condensate at different times integrated over the x and y
directions, n(z) =
∫
dxdyρ(x, y, z).
2.2.4 Ring Dynamics with Axial Asymmetry
To give a more complete picture, we relaxed our assumption of axial asymmetry
and performed fully three dimensional simulations with a trap potential given
by Vt(x, y, z) = 12 [λ
2(0.99x2 + y2) + z2]. We again find the vortex structure moves
periodically in the z-direction (with roughly the same period), but we find addi-
tional internal dynamics, some of which is related to previous studies[78, 132].
This evolution is illustrated by Fig. 2.6a which shows the locations of non-
zero vorticity at different times projected into the x-y plane (here λ = 4, g =
4000). Figure 2.6b shows the density of the condensate integrated over the x
and y directions. The system at time t = 0 contains a vortex ring of radius
R = 1.0az located at z = 0. After one half of an oscillation (at t/Tz ≈ 1.4) the
15
vortex ring breaks apart into two lines of opposite vorticity extending along the
x axis, which continue to move together along the z axis. After reaching the edge
of the condensate, the vortex lines recombine into a ring which then moves in
the opposite direction along the z-axis. Similar behavior is seen over the range
of parameters explored in Sec. 2.2.3. From the axial density profiles in Fig. 2.6b,
however, none of this internal dynamics is apparent. In fact Fig. 2.6b looks like
an oscillating grey soliton.
2.3 Conclusion
Using numerical simulations, we have found that dark solitons created through
phase imprinting in three dimensional BECs are unstable to becoming vortex
rings, and that these vortex rings oscillate with much larger periods than soli-
tons. We numerically computed the period of these vortex ring oscillations as a
function of interaction strength, trap aspect ratio, and minimum vortex ring ra-
dius. We found that our results are qualitatively consistent with Jackson et. al.’s
[83] semiclassical model of vortex rings for axially symmetric potential traps.
Slight perturbations to axial symmetry produce negligible changes to the oscil-
lation period of the ring, but cause the ring to break apart and recombine during
oscillations. Finally, we simulate the BEC regime of a recent experiment claim-
ing to have observed oscillations of “heavy” dark solitons in cold Fermi gases
[176]. The oscillation periods of vortex rings in our simulations are quantita-
tively consistent with the periods of the supposed solitons, and we therefore
conclude that these solitons are likely to be vortex rings, or more complicated
objects as shown in Fig. 2.6.
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A key distinction between vortex rings and solitons, besides their dynam-
ics, is their density profile: a vortex ring appears as two density dips in a two-
dimensional profile, while a soliton appears as a solid line of density depletion
extending across the condensate. In fermionic superfluids away from the BEC
regime, the density depletion associated with vortices and solitons is small, as
the cores are filled by normal fluid. For superfluids initially away from the BEC
regime, Yefsah et. al. [176] were forced to ramp the magnetic field to the deep
BEC regime in order to clearly observe any density depletion in their gas after re-
leasing it from the trap. We recommend further experiments in the BEC regime
where such ramps are unnecessary. We note that previous experiments with
BECs have successfully distinguished vortex rings from dark solitons using ex-
pansion imaging [8], and in situ imaging [154]. We also note that several of the
images in Ref. [176] are suggestive of vortex rings or tangles. This is particularly
true of the images in the supplementary information section.
A less direct distinguishing feature of a vortex ring’s dynamics is the asym-
metry of its motion. For example if the ring is smaller when moving left to right,
it will move faster during that interval than on the return. In Fourier analysis
of the existing experimental data, this asymmetry would show up as odd har-
monics. We calculated the first odd harmonic for the experimental parameters,
and unfortunately found it too small to readily measure. Devising techniques
to generate vortex rings with a smaller minimum radii would improve this sit-
uation.
Finally, we should mention one shortcoming of our modeling. We find that
for our axially symmetric simulations the period of the vortex ring is sensitive to
the imprinting protocol,while the experiment finds very reproducible periods.
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Perhaps the more complicated structures in Sec. 2.2.4 yield more reproducibil-
ity. The computational cost of the full 3D simulations have prevented us from
studying this in detail.
2.3.1 New Experiments
Following the publication of the work discussed in this chapter, a series of ex-
periments [97, 98] were performed using new imaging techniques designed to
correctly identify the collective excitations described in Ref. [176]. Consistent
with our simulations, these new experiments found that planar solitons created
through phase imprinting undergo snaking instabilities and break apart to form
vortex rings. Because of the axially asymmetry in the harmonic trap used in the
experiments, these vortex rings in turn break apart to form stable vortex lines
which oscillate within the trap.
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CHAPTER 3
CORE FILLING AND SNAKING INSTABILITY OF DARK SOLITONS IN
SPIN-IMBALANCED SUPERFLUID FERMI GASES
The work discussed in this chapter was originally archived online as Core fill-
ing and snaking instability of dark solitons in spin-imbalanced superfluid Fermi gases
by M. D. Reichl and E. J. Mueller arXiv:1703.04808, and submitted for publica-
tion in Physical Review A.
Ultracold atoms have become the best platform for studying collective non-
linear phenomena such as dark solitons. Dark solitons are persistent nonlin-
ear collective excitations in which the density is reduced in a plane. They
have been studied in a number of physical settings including atomic Bose-
Einstein Condensates (BECs) [64] and superfluid Fermi gases of spin-1/2 atoms
[11, 104, 148, 176]. They are ubiquitous in quenches [101, 53] and can be engi-
neered through phase imprinting protocols [30, 47, 8, 23, 176, 97, 98]. Previous
experimental [163, 8, 57, 53, 97, 98] and theoretical work [177, 85, 99, 111, 119, 61,
120, 27, 87, 28, 34, 112, 29, 139, 108] has discovered that these dark solitons are
dynamically unstable to a “snaking” instability transverse to the plane of the
soliton in both BECs and Fermi gases. In this chapter, we theoretically study the
dynamics of dark solitons in superfluid Fermi gases in which there is an imbal-
ance between the number of up and down spins in the system. We find that the
snaking instability is suppressed by the presence of excess spins which reside
within the density depleted plane–or core–of the soliton.
Previous work [34] has studied the snaking instability in spin-balanced
Fermi gases using similar approaches as this chapter. More recently, the authors
of Refs. [107, 108] applied an effective field theoretic approach [92] to studying
19
core filling and snaking instabilities of dark solitons in imbalanced Fermi gases.
In this chapter, we take a more microscopic approach and model the Fermi gas
using the Bogoliubov de Gennes (BdG) equations. Our work also extends recent
simulations of the stability of one-dimensional soliton trains [56] which suggest
that excess spin can stabilize dynamical instabilities of dark solitons.
The BdG theory captures the phenomenology of the BEC-BCS crossover
[180]: at strong attractive interactions the fermions form tightly bound bosonic
pairs which condense into a BEC, while at weak interactions the fermions form
Cooper pairs which form a neutral analog to a BCS superconductor. Here we
study the unitary gas which lies between these two limits. We caution that the
BdG theory is a mean-field theory which only approximately models strong
correlation physics in the unitary gas. However, the BdG equations has been
successfully utilized in previous studies of dark soliton profiles and dynamics
in the unitary gas [11, 104, 148, 157, 149] and appears to be semi-quantitative.
In Sec. 3.1 we discuss the BdG model and find stationary dark solitons in the
presence of imbalance. In Sec. 3.2 we apply time-dependent BdG equations to
simulate the snaking instability. In Sec. 3.3 we discuss how our results might be
observed in cold atom experiments.
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3.1 Stationary Dark Solitons
3.1.1 Model
We consider the following Hamiltonian which describes spin-imbalanced spin-
1/2 fermions with short-range attractive interactions
Hˆ =
∫
d3~x
[ ∑
σ=↑,↓
Ψ†σ(~x)(−
~2∇2
2m
− µσ)Ψσ(~x) − gΨ†↑(~x)Ψ†↓(~x)Ψ↓(~x)Ψ↑(~x)
]
(3.1)
Here µσ is the chemical potential for spin component σ and g is the bare in-
teraction strength. g is related to the s-wave scattering length as by 1/g =
−m/(4pi~2as) + 1V
∑
k 1/(2k) where V is the volume of the system and k = ~
2k2
2m .
The sum over momenta comes with a cutoff determined by the grid spacing of
our numerics. In this chapter we focus our attention on the unitary limit as → ∞.
At zero temperature, up and down spin atoms combine into Cooper pairs
and condense to form a superfluid. We rewrite Hˆ in terms of the Cooper pair
field ∆(~x) = g〈Ψ↑(~x)Ψ↓(~x)〉 and neglect quadratic fluctuations. This gives the
following mean-field BdG Hamiltonian [45]
HˆBdG =
∫
d3~x
 Ψ↑(~x)Ψ†↓(~x)

† −
~2∇2
2m − µ↑ ∆(~x)
∆∗(~x) ~
2∇2
2m + µ↓

 Ψ↑(~x)Ψ†↓(~x)

(3.2)
HBdG is diagonalized through a Bogoliubov transformation Ψ↑(~x)Ψ†↓(~x)
 = ∑n
 un(~x) −v
∗
n(~x)
vn(~x) u∗n(~x)

 γ↑,nγ†↓,n
 (3.3)
where γ†σ,n is the creation operator for a Bogoliobov excitation of energy Eσ,n =
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En ± h where En are the positive eigenvalues of the equation −
~2∇2
2m − µ ∆(~x)
∆∗(~x) ~
2∇2
2m + µ

 un(~x)vn(~x)
 = En
 un(~x)vn(~x)
 (3.4)
and where h and µ are given by h = 12 (µ↑ − µ↓) and µ = 12 (µ↑ + µ↓). At zero
temperature, ∆(~x) is expressed in terms of u’s and v’s as
∆(~x) = g
∑
En>0
un(~x)v∗n(~x)(1 − Θ(−E↑,n) − Θ(−E↓,n)) (3.5)
where Θ(x) is the unit step function. The density nσ(~x) of fermions with spin σ
is given by
nσ = 〈Ψ†σ(~x)Ψσ(~x)〉
=
∑
En>0
[|un(~x)|2Θ(−Eσ,n) + |vn(~x)|2(1 − Θ(−E−σ,n))] (3.6)
3.1.2 Numerical results
We numerically solve the coupled equations (3.4) and (3.5) using an iterative
procedure. We first choose an ansatz pair field ∆(~x) = ∆ tanh(x/ξ) corresponding
to a planar dark soliton fixed at x = 0. ξ parametrizes the width of the soliton
core and is generally chosen in the ansatz to be ξ ≈ kF , where kF ≡ (3pi2no)1/3 is
the Fermi wavevector and no is the density far from the core of the soliton. We
then solve Eq. (3.4) and calculate a new ∆ from Eq.(3.5). This process is repeated
until ∆ converges to a stationary solution. In all the calculations presented in
this chapter we check that ∆ converges to same stationary solution after small
changes to the initial ansatz.
For simplicity we consider a system in a rectangular box geometry with
dimensions Lx × L⊥ × L⊥. We impose periodic boundary conditions in the y
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and z (perpendicular) directions, and in the x-direction we impose the condi-
tions: un(x + Lx) = un(x) and vn(x + Lx) = −vn(x). This boundary condition
in the x-direction ensures that ∆(x + Lx) = −∆(x), which is consistent with
the profile of a single dark soliton in a finite size box. Because of the ho-
mogeneity of the stationary soliton in the perpendicular directions, the solu-
tion to Eq. (3.4) can be expressed in the form un(~x) = um,ky,kz(x) exp(ikyy + ikzz),
vn(~x) = vm,ky,kz(x) exp(ikyy + ikzz). This effectively reduces the three dimensional
problem to a series of one-dimensional problems for each ky and kz, and sub-
stantially speeds up the calculation.
Fig. 3.1 shows the total density n↑ + n↓ (solid blue curve) and density differ-
ence n↑ − n↓ (dashed orange curve) for stationary dark soliton solutions in the
presence of spin imbalance. The densities are plotted as functions of x after in-
tegrating over the y and z directions. In these calculations the dimensions of the
box are set to Lxk f ≈ 28 and L⊥k f ≈ 23, and we use 60 grid points along the
x-direction and 50 k-space points in both perpendicular directions. Our results
are unchanged by using more grid points.
We characterize the spin imbalance using the relative spin imbalance nI :
nI =
n↑(x = 0) − n↓(x = 0)
no
(3.7)
where as before no is the total density far from the core. Fig. 3.1 shows a range
of imbalances from nI = 0 to nI = 0.33. As the imbalance is increased, the soliton
core (visually represented in the figure as the dip in the total density at x = 0)
fills with excess up spins and widens. This is consistent with previous calcula-
tions using different methods [107, 108] and is expected given simple energetic
considerations: the most energetically favorable place to store excess unpaired
spins is at the core of the soliton where ∆ = 0 and hence no Cooper pairs need to
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Figure 3.1: Density profiles of a dark soliton at different relative spin imbalances
nI = 0, 0.15, 0.33 (Eq. 3.7) . The solid blue curves show the total density n↑ + n↓
and the dashed orange curves show the density difference n↑ − n↓. The densities
are plotted as a function of x after integrating over the y and z directions and
normalizing by the asymptotic density no
be broken. On a more microscopic level, the soliton supports a band of midgap
Andreev states which are bound to the core of the soliton [11] which are filled
by excess spins after tuning the chemical potential bias h away from 0.
3.2 Snaking Instability
In this section we discuss time dependent simulations of the snaking instability
of dark solitons in the presence of spin imbalance. We find that the instability
proceeds slower or, for sufficiently high imbalance, is completely suppressed by
the presence of excess spins in the core of the soliton.
We numerically solve the following time-dependent BdG equations: −
~2∇2
2m − µ ∆(~x, t)
∆∗(~x, t) ~
2∇2
2m + µ

 un(~x, t)vn(~x, t)
 = i~ ∂∂t
 un(~x, t)vn(~x, t)
 (3.8)
where
∆(~x, t) = g
∑
En>0
un(~x, t)v∗n(~x, t)(1 − Θ(−E↑,n) − Θ(−E↓,n)) (3.9)
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Figure 3.2: Dynamics of the snaking instability of dark solitons in the presence
of excess spins. Dark colors are regions of low density. The relative spin imbal-
ances nI at the core of the soliton (Eq. 3.7) are nI = 0, 0.18, 0.40 for columns (a),
(b), (c), respectively. The transverse length is L⊥kF ≈ 18.
The initial set of un(~x, 0) and vn(~x, 0) and the En’s in Eq. (3.9) are stationary
solutions of Eqs. (3.4) and (3.5). For simplicity we again consider a system at
unitarity (as = ∞) in a rectangular box geometry of dimensions Lx × L⊥ × L⊥,
and we use the same boundary conditions as in Sec. 5.2. We assume homo-
geneity along the z-direction and express the un’s and vn’s in the form un(~x, t) =
um,kz(x, y, t) exp(ikzz) and vn(~x, t) = vm,kz(x, y, t) exp(ikzz). We use approximately 1000
grid points in the x − y plane and 25 kz points.
In all the simulations described here, we first perturb the stationary ∆(x) by
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adding a small term which seeds a snaking instability along the y-direction:
∆(~x, 0) = ∆(~x) +  sech(x) sin
2pi
Ly
(y − Ly/4) (3.10)
where  ≈ 0.1∆o and ∆o is the value of ∆ far from the soliton core. We then
discretize time and evolve the set of un’s and vn’s forward by one time step using
a split step method with ∆ calculated from the current time-step. After finding
the new un’s and vn’s, we calculate ∆(t) at the next time-step using Eq. (3.9).
Figure 3.2 shows the dynamics of a dark soliton for three different relative
imbalances nI = 0, 0.18, 0.4 (columns (a), (b), (c), respectively). The figures show
graphs of the density as a function of x and y after integrating over the z di-
mension; darker colors correspond to regions of low density. In these graphs
we have LxkF ≈ 28 and L⊥kF ≈ 18. At zero imbalance there is clearly a snaking
instability whose rate is consistent with similar calculations in other work [34].
The plane of the soliton buckles and eventually breaks leaving behind two vor-
tex cores. However at nI = 0.18, the instability occurs at a slower rate and finally
at nI = 0.4 the instability is completely suppressed. We have run these simula-
tions up to times of t = 150/EF , finding no sign of a snaking instability for large
imbalances.
Figure 3.3 shows time scales for the snaking instability at different imbal-
ances and different transverse dimensions L⊥. Each time scale τ was calculated
by first extracting the position of the core xcore(t) along the y = 0 line, and fit-
ting it to a exponential function xcore(t) ∼ exp(t/τ). At zero imbalance the time
scale gets larger as L⊥ increases. This trend is somewhat counter-intuitive, but
can be understood by noting that the unstable mode’s wavelength grows as L⊥
increases. The instability connects with the Goldstone mode, and hence its fre-
quency ω = i~/τ vanishes as L⊥ → ∞. Similar results were seen in Ref. [34]. For
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Figure 3.3: Time scale τ for the decay of a dark soliton via a transverse snaking
instability as a function of the relative spin imbalance nI (Eq. (3.7)) at the core
of the soliton . The different colors and shapes represent different transverse
lengths L⊥. The dashed curves show guides for the eye.
larger L⊥ (beyond those shown in this figure) additional decay modes appear.
For sufficiently small L⊥ ( ~
2
mL2⊥
∼ µ) the rate will again decrease as the system
becomes quasi-one dimensional. For small enough L⊥ the soliton is stable, even
without imbalance.
Once the soliton core is filled with excess spins the rate of the snaking insta-
bility becomes slower and is eventually suppressed altogether (up to times of at
least tEF = 150). At smaller L⊥ the snaking instability is suppressed for smaller
values of spin imbalance.
3.3 Discussion
In this chapter we have studied the dynamics of a dark soliton in an imbalanced
Fermionic superfluid. We have found that the snaking instability of the soliton
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is suppressed by the presence of excess spins which reside at the low density
core of the soliton.
We feel that observing this physics experimentally is feasible given existing
tools. In a trapped imbalanced Fermi gas at equilibrium, excess spins reside
along the edge of the trap [125]. One naive idea is therefore to phase imprint a
soliton onto the system and allow for the excess spins to diffuse from the edge
of the trap into the core of the soliton. Unfortunately, the time scales for this
process are prohibitively long. Instead we suggest first using a laser to create
a potential barrier across the center of the trap and separating the imbalanced
superfluid into two disjoint regions. This geometry was produced in Ref. [167].
Excess spins will then reside at the center of the trap between the two superfluid
halves. Phase imprinting should then result in a soliton whose core is at the
location of the excess spins. Varying the shape and dynamics of the applied
potential barrier should allow experimentalists to control the relative imbalance
nI . One can image the soliton in time of flight after a ramp to the BEC limit as
done in Refs. [176, 97, 98].
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CHAPTER 4
FLOQUET EDGE STATES WITH ULTRACOLD ATOMS
The work discussed in this chapter was originally published as Floquet edge
states with ultracold atoms by M. D. Reichl and E. J. Mueller, Physical Review A
89 063628 (2014).
One of the most exciting prospects in ultracold atomic physics is the abil-
ity to experimentally engineer and probe quantum states with topological or-
der. Many of the theoretical proposals in this direction involve synthetic gauge
fields [105, 41] which require complicated experimental setups in which Raman
lasers couple internal atomic degrees of freedom. More recently there have been
proposals to generate topological order in Floquet systems with periodically
driven optical lattices [74, 93, 178, 179, 21, 40]. While every technique brings its
own technical challenges, the Floquet approaches appear to be simpler. Similar
proposals appear in the solid state and photonics literature [106, 164, 70, 77].
Recent cold atoms experiments have successfully demonstrated uniform 1D
gauge fields [159] and band hybridization [127] using shaken optical lattices.
Time-periodic Hamiltonians with effective magnetic fields have also been im-
plemented with Raman techniques [4, 116].
In this chapter we propose an experiment that simulates an especially simple
square-lattice Floquet Hamiltonian [143] that nonetheless displays edge state
physics and topological order. We discuss an implementation using bosons in
an optical lattice, and demonstrate using numerical simulations how edge states
can be directly imaged in the system.
Our proposal for probing edge states in this system involves initializing and
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releasing a wave packet of bosons at the spatial boundary between two topo-
logical phases and directly observing chiral edge states by watching how this
packet evolves. This proposal can be thought of as the cold atom analogue to
a recent quantum optics experiment [137] where wave packets of light were
directly observed propagating along the edge of a topological Floquet system.
Here bosonic atoms play the role of the photons. Our imaging scheme is similar
to the proposal in Ref. [69] where propagating edge states are also directly ob-
served in the density of atoms following the initialization and release of a wave
packet. In that study, the authors considered non-driven topological systems.
Our work extends this basic imaging idea to Floquet topological insulators.
There are also connections between this approach and ideas of directly measur-
ing Chern numbers by following wave-packet dynamics [135, 90, 43, 16, 171].
4.1 Model
The simplest description of our proposed experiment is in terms of a two-
dimensional tight binding model given by a Hamiltonian H(t)
H(t) =
∑
i j
J1(t)[c
†
Bi,2 j−1cAi+1,2 j−1 + c
†
Bi,2 j
cAi,2 j + h.c.] + J2(t)[c
†
Bi, j+1
cAi, j + h.c.]
+ J3(t)[c
†
Bi,2 j−1cAi,2 j−1 + c
†
Bi+1,2 j
cAi,2 j + h.c.] + J4(t)[c
†
Bi, j
cAi, j+1 + h.c.]
(4.1)
where
Jm(t) =

J, if (m−1)5 T < t mod T <
m
5 T
0, otherwise
(4.2)
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Figure 4.1: Snapshots of the potentials used to produce the tight binding model
for trapped atoms studied in this chapter (Eq. 4.1). Each potential is applied se-
quentially for a fixed period of time. As shown in the key, blue and red respec-
tively correspond to low and high potential. As depicted by the white arrows,
during time-steps 1, 2, 3, and 4, hopping only occurs between closely spaced
“dimers”. No hopping occurs during time-step 5. The labeling of sites Ai j and
Bi j are illustrated in panel 5. For the protocol described here, step 5 plays no
role, but is convenient for generalizations that include a potential bias between
A sites and B sites [143].
are the time dependent hopping parameters, and T is the period of H(t). Fig. 4.1
gives a pictorial representation of this model. The fifth time interval, where
H(t) = 0, is unnecessary for our proposal but is included here in order to connect
with prior literature [143]. Section 4.3 describes how this model can be realized.
The sudden jumps between different hoppings are unnecessary, but make
the analysis simpler. This model is readily generalized to the case where the
hoppings Jm(t) vary continuously with time. In an experiment the jumps can
be quite sharp: For a tight binding model to be applicable, all time dependence
need only be slow compared to the band spacing.
This same model is discussed in detail in Ref. [143]. Here we review some of
31
0 Π
2
Π
Π
0
Π
2
-Π
Ε
T
JT=0.5Π
W=0
HaL
0 Π
2
Π
ky a
JT=1.0Π
W=0
HbL
0 Π
2
Π
JT=2.0Π
W=1
HcL
Figure 4.2: Floquet band structure of the model in Eq. 4.1 with open bound-
ary conditions in the x-direction and periodic boundary conditions in the y-
direction. For weak hopping (JT < JcT = 54pi: panels (a) and (b)) there are two
overlapping bulk bands and the winding number W = 0 (see Eq. 4.6). For larger
J, two edge modes are apparent (shown in red), and W = 1. [cf. Ref. [143]].
its essential features.
Because of the periodicity of the Hamiltonian H(t + T ) = H(t), we can
use Floquet’s theorem to express solutions of the time-dependent Schrodinger
equation in the form |ψ(t)〉 = exp(−it)|φ(t)〉 where |φ(t + T )〉 = |φ(t)〉. These
states are eigenstates of the time evolution operator U(t) evaluated at t = T :
U(T )|ψ(0)〉 ≡ |ψ(T )〉 = exp(−iT )|ψ(0)〉. Often U(T ) is calculated using perturba-
tion theory in T , but here we find U(T ) exactly.
We can then define an effective time-independent “Floquet Hamiltonian”
Heff = i log(U(T ))/T . The branches of the log are chosen so that the eigenvalues
of Heff, the quasi-energy spectrum , fall within −pi/T <  ≤ pi/T . One can take
energy-space to be periodic, identifying  with  + 2pinT for any integer n. If we
impose periodic boundary conditions on Eq. 4.1, H(t) has the following form in
momentum space:
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H(t) =
∑
k
(c†k,Ac
†
k,B)H(k, t)
ck,Ack,B

H(k, t) = −J
4∑
n=1
(eibn·kσ+ + e−ibn·kσ−)
(4.3)
where σ± = (σx ± iσy)/2, b1 = −b3 = (a, 0), b2 = −b4 = (0, a), and a is the nearest-
neighbor lattice spacing. We can then label the quasi-energies (k),where k is the
quasi-momentum. Of particular importance is the structure of Heff near k = 0
which is given by
HeffT ≈ pi + (pi − 4JT5 )σx + f (J)
[
k− sin
(
JT
5
)
σy + k+cos
(
JT
5
)
σz
]
(4.4)
where k− = a(kx − ky), k+ = a(kx + ky) and
f (J) ≡ 4
 pi − 4JT5sin ( 4JT5 )
 sin2 ( JT5
)
cos
( JT
5
)
(4.5)
When 4JT5 = pi, the function f (JT ) → 1, and this has the structure of the 2D
massless Dirac equation: (HeffT − pi) ≈ a(kx − ky)σx + a(kx + ky)σy.
Boundaries, or spatial inhomogeneities can be accommodated in the real-
space formalism of Eq. (4.1), and can lead to edge modes [91, 143].
In Fig. 4.2, we plot the band structure (ky) for the system in a strip-geometry
(open boundary conditions in the x-direction and periodic in the y-direction) for
JT = 0.5pi, 1.0pi, 2.0pi. We will later consider more realistic experimental geome-
tries. The phase at JT = 0.5pi and JT = 1.0pi is topologically trivial and there
are no edge modes in the system. However, as one would expect from Eq. 4.4,
at JT = JcT = 54pi the gap at  = pi/T closes. The gap then reopens for J > Jc,
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leaving edge modes connecting the top of the band to the bottom as seen in
Fig. 4.2(c). As argued by Rudner et. al. [143] the topological invariant in this
case is a “winding number” W calculated from the full time evolution operator
U(t, kx, ky):
W[U] =
1
8pi2
∫
dtdkxdky · Tr(U˜−1∂tU˜ · [U˜−1∂kxU˜, U˜−1∂kyU˜]) (4.6)
where
U˜(t) = U(2t)Θ(T/2 − t) + Ueff(2T − 2t)Θ(t − T/2) (4.7)
In the topologically trivial phase W = 0, meaning one can continuously deform
U(t) into Ueff(t) ≡ e−iHeff t. In the topologically nontrivial phase (for instance at
JT = 2.0pi) W = 1 and there is no continuous path between them. Interestingly,
the Chern numbers for the bulk bands of Heff are zero for all J [143].
4.2 Imaging Edge States
In this section we discuss an experimental method for imaging edge states in
the Floquet model discussed in the previous section.
4.2.1 Edge State Physics
Edge states can appear at the boundary between topologically distinct phases.
In solid state models, this could be a boundary between “vacuum” and a topo-
logical insulator or a domain boundary in a system with spatially modulated
parameters [89]. In the model considered here, the simplest interface to en-
gineer is between the states in Fig. 4.2(a) and Fig. 4.2(c). As such we envi-
sion a spatially dependent hopping generated by the spatial profile of the laser
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beams creating the lattice (see Sec. 4.3). Such spatially dependent hopping has
precedence in cold atom experiments: Mathy et. al. recently proposed using
a similar approach to help attain magnetic order in the Fermi-Hubbard model
[113]. Fig. 4.3(a) shows a typical hopping profile J(x)T = 2pi exp [− (x−L/2)22σ2 ]. Also
shown are the local values of the winding number W as predicted by a local
density approximation. Here we take periodic boundary conditions in the y-
direction. This geometry is purely for theoretical convenience. In Sec. 4.2B
we consider the more experimentally relevant geometry where J varies with
r =
√
(x − L2 )2 + (y − L2 )2. One expects an edge mode at the interface where
JT = JcT = 54pi. In our strip geometry we label this location as xo. For the
graph in Fig. 4.3(a), σ = L
2
√
6
, L = 40a, and xo ≈ 7.5a where L is the system size.
Fig. 4.3 (b) through (d) shows slices of the single-particle local density of
states ρ(, x),
ρ(, x) =
∑
n
∫
dy|ψn(x, y)|2δ( − n) (4.8)
where ψn and n are the eigenstates and eigenenergies of the Floquet Hamilto-
nian Heff ; we have broadened the delta function in Eq. 4.8 to a Lorentzian of
width 0.05/T . As expected, we find a density of mid gap edge states at the
spatial locations where the hopping parameter J(x, y) crosses between distinct
topological regions. As is clear from Fig. 4.2, these mid-gap states should be
visible at T = pi (see Fig. 4.3(b)). There are proposals to spectroscopically detect
such edge states [67, 68].
The structure of the states near the boundary is elucidated by expanding Heff
about kx = ky = 0 (Eq. 4.4) and x = xo . Linearizing J(x) at x = xo and squaring
both sides of Eq. 4.4 gives
(HeffT − pi)2 = (4T5 J
′(xo)(x − xo))2 + 2a2(k2x + k2y) (4.9)
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Figure 4.3: (a) Spatially dependent hopping J(x). (b,c,d) The corresponding local
density of states ρ(, x) at T = pi, pi/2, 0 (see Eq. 4.8). The red dashed lines in the
top graph separate spatial regions that are in different topological phases. Mid-
gap edge states at T = pi are spatially localized at the boundary ±xo between
the different phases. Dashed horizontal lines are drawn to help visualize the
strongest features.
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Figure 4.4: Dispersion relation (ky) for a system with spatially dependent hop-
ping J(x) (see Fig. 4.3). The red points specify the energies of “massless” edge
states with dispersion ((ky) − piT ) ∝ ky. These lie at the boundary between the
W = 1 and W = 0 regions in Fig. 4.3(a). The edge-state group velocity Vg is given
by slope of these lines Vg = ∂∂ky ≈ 1.34a/T . The blue points specify the energies
of “massive” states with dispersion (n(ky) − piT ) ∝
√
m˜n
2
+ V2gk2y (see Eq. 4.10).
In the strip geometry considered in this section, ky is a good quantum number
while kx should be interpreted as a differential operator kx = 1i ∂x. This is just an
harmonic oscillator Hamiltonian in the x-direction plus a constant proportional
to k2y . The energy spectrum of Heff for the  > 0 branch is then given by
n(ky) =
pi
T
−
√
m2n + V2gk2y (4.10)
where mn =
√
n × 2√2a(4T5 J′(xo)), Vg =
√
2 aT , and n ≥ 0 is an integer. There is
one linearly dispersing “massless” edge mode (n = 0) and ladder of “massive”
modes localized near xo with effective mass mn ∝ √n. These analytic results
match the numerical results shown in Fig. 4.4 (red and blue points correspond-
ing to n = 0 and 4 ≥ n > 0, respectively) within ∼ 10% error. The approximations
we have used here improve for smaller J′(xo).
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4.2.2 Imaging Protocol
To experimentally observe the edge states in this setup, we suggest watching
the motion of a wave-packet of bosons. Fig. 4.5 shows the time evolution
of the boson density in a simulation with spatial dependent hopping given
by J(x, y)T = 2pi exp [− (x−L/2)2+(y−L/2)22σ2 ]. When the system is initialized with a
gaussian wave packet localized at the boundary, we find a clearly identifiable
wave packet propagating in the clockwise-direction along a circle of radius 7.5a
(Fig. 4.5(a)). The time it takes for the wave packet to propagate around the circle
once, t′ ≈ 35T , is consistent with the group velocity Vg we calculated in Fig. 4.4:
t′ = circumferenceVg ≈ 2pi×7.5a1.34a/T ≈ 35T . The packet does spread somewhat, as several
modes are occupied.
Fig. 4.5(b) shows the result of running the steps of the model (Fig. 4.1) in
reverse. Here one finds that the edge state wave packet moves with the oppo-
site chirality. By contrast, if the packet is initialized away from the boundary
(Fig. 4.5(c)) it undergoes dynamics in which it sequentially expands and con-
tracts.
For these calculations we used a large grid extending in both the x and y
directions with open boundary conditions. We verified that the edge of our grid
did not affect our results.
4.3 Experimental Implementation
One can implement this model experimentally using an optical lattice driven
with time-dependent phases and amplitudes. In particular, we envision a po-
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Figure 4.5: Real space density showing chiral edge modes. Darker colors rep-
resent higher density. Column (a) shows the dynamics resulting from the ex-
perimental protocol described in Sec. 4.2-B with spatially dependent hopping
J(x, y)T = 2pi exp [−12 (x−L/2)2+(y−L/2)2L2 ] where L = 40a. At time t = 0 a condensate
is placed in the lattice. A wavepacket moves in the clockwise direction along
the circular boundary separating two topologically distinct regions (dashed red
line). Column (b) shows the dynamics resulting from running the steps shown
in Fig. 4.1 in reverse. The edge state wave packet now moves in the counter-
clockwise direction. Column (c) shows the dynamics resulting after initializing
a wave packet away from the circular boundary. In this case there is no observ-
able edge-state propagation.
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tential of the form
V(x, y, t) = A(sin2(kL1 x) + sin
2(kL1y))
−C(x, y, t)×(sin2[kL1
2
(x + y + φ1(t))] + sin2[
kL1
2
(x − y + φ2(t))])
(4.11)
where C(x, y, t) = C(x, y) for steps 1 − 4 and C(x, y, t) = 0 for step 5. This fifth
step can be omitted, if desired. φ1(t) = +pi/2 for steps 1 and 2 and φ1(t) = −pi/2
for steps 3 and 4; φ2(t) = +pi/2 for steps 1 and 4 and φ2(t) = −pi/2 for steps 2
and 3. This potential is illustrated in Fig. 4.1 for spatially uniform C. If A is
sufficiently large, hopping only occurs between neighboring pairs of sites. The
spatially dependent C(x, y, t)–which generically decreases away from the center
as described below– implies that the hopping is stronger at the center than the
edge as in Fig. 4.3(a). Additionally, a deep lattice along the z-direction restricts
motion to two dimensions.
One can create the first term of Eq. 4.11 with two independent sets of counter
propagating lasers. The second term in Eq. 4.11 is created with two sets of red-
detuned lasers with wave-vectors ~kL2 = (
kL1
2 ,±
kL1
2 , q). The resulting potential in
the x-y plane does not depend on q, but allowing such a term gives additional
design flexibility. By modulating the amplitudes and phases of the lasers one
would control the the time-dependence of C, φ1, and φ2. The finite beam waists
of these lasers naturally yield a profile C(x, y) ≈ exp(−(x2 + y2)/2σ2). With this
spatial dependence the barrier between neighboring lattice points is maximally
reduced at (x, y) = (0, 0) but grows as x and y increase, similar to Fig. 4.3(a). The
spatial variation of the hopping parameter can further be controlled by chang-
ing the profile of the laser [72].
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4.4 Conclusions
We have proposed an experiment that realizes a Floquet topological insulator
in an optical lattice, and we have demonstrated an experimental protocol that
allows for the direct observation of topologically protected edge states. Us-
ing numerical simulations, we have shown that by imaging the evolution of
a wavepacket, chiral edge states can be observed at the boundary between two
distinct topological phases. Our proposal provides a simple and direct way to
realize and probe topologically ordered quantum states using ultracold atoms.
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CHAPTER 5
QUASIPARTICLE DISPERSIONS AND LIFETIMES IN THE NORMAL
STATE OF THE BCS-BEC CROSSOVER
The work discussed in this chapter was originally published as Quasiparticle
dispersions and lifetimes in the normal state of the BCS-BEC crossover by M. D. Reichl
and E. J. Mueller, Physical Review A 91 043627 (2015).
Interacting degenerate Fermi gases have attracted continued interest since
their experimental realization over a decade ago [46]. Below a critical temper-
ature Tc these gases exhibit a superfluid state which can be continuously tuned
via Feshbach resonances [38] from a BCS state of Cooper pairs, to a BEC state
of tightly bound bosonic molecules [138]. While the physics of the superfluid
phase in this BCS-BEC crossover is well established [180], much less is known
about the normal phase at temperatures above Tc.
One theme that has emerged from theoretical and experimental investiga-
tions at T > Tc is the idea of a “pseudogap” phase in the middle of the crossover,
where the density of states at the Fermi energy is suppressed due to strong
many-body pairing effects. If and how this phase emerges in the BEC-BCS
crossover has long been a source of experimental and theoretical investigation
(see Ref. [36] for a comprehensive review). More recently, there has been inter-
est [65, 122, 129, 144, 52] in a related question: How does Fermi-liquid theory
[22], which is expected to be valid in in the BCS regime, break down when
crossing over to the BEC regime where the normal phase is a gas of weakly in-
teracting bosons? There has been some disagreement in the conclusions drawn
from experiments which use radio-frequency (RF) spectroscopy to probe the
single particle spectral density in harmonically trapped systems. The observed
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RF spectrum in the crossover region seems to be well described by both Fermi-
liquid theory [122] and theories displaying a pseudogap phase [65, 129]. A more
recent experiment [144] probed the spectral density in a nearly homogenous sys-
tem which avoids the density inhomogeneity of the trapped systems that can
obscure features in the RF spectrum [6]. This experiment found evidence that
the well defined quasi-particles one expects from Fermi-liquid theory become
absent as the interactions are tuned from the BCS to the BEC side.
In this chapter we address this problem theoretically by computing the sin-
gle particle spectral density within a T-matrix approximation as a function of
interaction strength. We find near unitarity that the quasiparticles represented
by peaks in the spectral density have short lifetimes at the Fermi-wavevector.
We also find that an effective Fermi-wavevector extracted from the shape of the
quasiparticle dispersions vanishes when one moves sufficiently deep into the
BEC regime. Both of these observations point toward a breakdown in the Fermi-
liquid description of the normal phase in which there is a well-defined Fermi
surface and long-lived quasiparticles at the Fermi-wavevector. Previous theo-
retical works using related T-matrix approximations have similarly discussed
the shape and widths of peaks in the spectral density [130, 165, 126]. Much
of that work focused on the BEC regime [130] or on the temperature depen-
dence of the spectral density at a few discrete values of the interaction strength
[165, 126]. We extend these results and systematically explore the dependence
of the spectral density on interaction strength.
This chapter is organized as follows. In Sec. 5.1 we discuss the T-matrix
approximation in detail. In Sec. 5.2 we show numerical results for the spectral
densities and describe our procedure for analyzing the quasiparticle dispersions
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Figure 5.1: Diagrammatic representation of the T-matrix approximation used in
this chapter (Eq. (5.1)).
and lifetimes. In Sec. 5.3 we discuss our results and conclude.
5.1 T-Matrix Approximation
We use a non-self-consistent T-matrix approximation [130, 158], to calculate the
single-particle self energy Σ:
Σ(q, iωn) =
T
V
∑
k
∑
m
Γ(k, iΩm)G0(q − k, iΩm − iωn)
Γ(q, iΩm)−1 =
m
4pia
− 1
V
∑
k
m
k2
+
T
V
∑
k
∑
n
G0(q − k, iΩm − iωn)G0(k, iωn) (5.1)
where ωn = (2n + 1)piT and Ωm = 2mpiT (with integers m and n) are fermionic
and bosonic Matsubara frequencies at temperature T . G0(k, iωn) = 1/(iωn − k)
denotes the bare single particle propagator. The density is given by
n ≡ k
3
F
3pi2
= 2
T
V
∑
k
∑
n
G(k, iωn) (5.2)
where G−1 = G−10 − Σ. The critical temperature is set by a pairing instability
condition (the Thouless criterion)
Γ−1(q = 0, iΩm = 0)|T=Tc = 0 (5.3)
The expressions in Eq. (5.1) are derived by summing the infinite subset of
Feynman diagrams that include scattering processes occurring in the vacuum
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two-body problem (this shown in Fig. 5.1). This approximation, which ne-
glects interactions between pairs of fermions, nevertheless accurately models
the physics in the weakly interacting BCS regime ( 1kFa << −1, where the normal
phase is a Fermi-liquid) and in the strongly interacting BEC regime ( 1kFa >> 1,
where the normal phase near Tc is a gas of free bosonic molecules of mass 2m).
In particular in the deep BCS regime, the Thouless criterion is equivalent to the
expression for Tc from BCS theory; in the deep BEC regime, the Thouless crite-
rion together with Eq. (5.2) yield the correct condensation temperature for a gas
of non-interacting bosons [124].
In the crossover regime (−1 < 1kFa < 1) this approximation is less well-
controlled and there is no a priori reason to expect it to be accurate. However
previous studies using ab initio techniques [110] and self-consistent T-matrix
theories [75] (where the bare propagators in Eq. (5.1) are replaced by the fully
dressed propagator G) produce results with similar qualitative features. Since
we are mainly concerned with discussing the qualitative physics within this
regime, we use the relatively simple approximation described by Eq. (5.1).
After performing the Matsubara sums in Eq. (5.1) and taking iωn →
limδ→0 ω + iδ we arrive at the following expressions for the imaginary part of
the self energy:
ImΣ(q, ω) =
∫
d3k
(2pi)3
B(k + q, ω + k)[ fB(ω + k) + fF(k)] (5.4)
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where fF() = (exp(/T ) + 1)−1, fB() = (exp(/T ) − 1)−1, and
B(q, ω) = ImΓ(q, ω) = (5.5)
Im
[
m
4pia
+
∫
d3k
(2pi)3
fF(k) + fF(q−k) − 1
(ω + iδ) − k − q−k −
m
k2
]−1
with δ → 0. We numerically evaluate the integrals in Eqs. (5.4) and (5.5) and
extract the real part of the retarded self energy using a Kramers-Kronig relation.
The single particle spectral density A(k, ω) is then given by
A(k, ω) = −2ImG(k, ω) = −2ImΣ(k, ω)
[ω − k − ReΣ(k, ω)]2 + [ImΣ(k, ω)]2 (5.6)
5.2 Results
5.2.1 Spectral Density
Fig. 5.2 shows the spectral density A(k, E) calculated for interaction strengths
−0.5 . 1kFa . 0.5 at temperatures T = 1.1Tc. This choice of temperature was mo-
tivated by recent experiments performed slightly above Tc [144]. In the weakly
interacting BCS limit (for instance, the bottom right panel in Fig, 5.2) we observe
a strong quadratically dispersing quasiparticle peak along with a faint peak at
E > 0, k < kF .
As the interactions become stronger we see two clearly identifiable quasipar-
ticle dispersions, one with E > 0 and another with E < 0. These two branches are
separated in energy by a depression (or “pseudogap” [165, 160, 37]) in the den-
sity of states centered at E = 0, k = kF . Finally, for very strong interactions (the
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Figure 5.2: Spectral density in the normal phase for various interaction strengths
at temperature T = 1.1Tc. Lighter colors correspond to higher spectral density.
top panels in Fig. 5.2) the two quasiparticle branches become further separated
in energy and the spectral density is nearly fully suppressed near E = 0, k = kF .
Similar results calculated from various T-matrix approximations are shown in
Refs. [165, 37, 126].
In the BCS regime there is a simple cartoon picture [118] of these results: One
can add a fermion by either occupying a “normal” fermion particle state with
dispersion E ≈ k or by creating a “pair” of energy Epair(p) and annihilating a
fermion with energy p−k. The latter excitations are broad as the pairs will be
created with a range of p. In this regime, the pair has vanishingly small energy
Epair(0) ≈ 0, so we expect the “pair” peak to roughly track E ≈ −k. As the
interactions are increased, there is hybridization between these two branches
that produces a psuedogap analogous to the gap that is produced by the hy-
bridization of particle and hole states in the superfluid phase. Finally in the
BEC regime, Epair < 0, which shifts the branch associated with pairs entirely
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Figure 5.3: Peak locations of the spectral density at 1/kFa = 0.18 (T = 1.1Tc).
The solid lines show least-squares fits to the dispersion relation in Eq. (5.7). The
board and asymmetric nature of the peaks prevents us from determining the
lower branch dispersion in the range 1.0kF . k . 1.25kF .
to negative energies; the positive energy branch in this regime corresponds to
adding one “normal” fermion to a sea of paired fermions for all k.
5.2.2 Quasiparticle Dispersions and Lifetimes
To describe the qualitative features of the quasiparticle dispersions, we fit the
peaks in the spectral density to a phenomenological model obtained from the
dispersion relations expected in the superfluid phase:
Epeak(k)± = ±
√
1
2m
(k − kL±)2 + ∆2± (5.7)
where Epeak(k)± are the peak locations as a function of momentum for the pos-
itive and negative energy branches. ∆± parametrizes the magnitude of the
psuedo-gap energy scale, and kL± parametrizes the location of the effective
Fermi-wavevector. Note that kL (called the “Luttinger-wavevector” in Refs.
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[129, 126]) may not equal kF as defined in Eq. (5.2). An example of such a fit
is shown in Fig. 5.3 (where 1/kFa = 0.18, ∆− = 0.95EF , ∆+ = 0.94EF , kL− = 1.01kF ,
and kL+ = 0.34kF).
Fits like these have been performed in previous work in the BEC regime
[130] and for a few select values of the interaction strength at different temper-
atures [126]. Here we focus on the dependence of the fit parameters on interac-
tion strength and perform fits for a number of different values of 1/kFa in the
crossover regime. Similar strategies have been used to capture the qualitative
features of experimental data for harmonically trapped fermions [129, 166].
Figs. 5.4 and 5.5 show the fitting parameters ∆± and kL± , respectively, as a
function of interaction strength. Each point was exacted by performing a least
squares minimization of the difference between Eq. (5.7) and the location of the
quasiparticle peaks in the spectral densities in Fig. 5.2. The psuedogap scale is
maximal on the BEC side of resonance, smoothly dropping as one approaches
the BCS side. These parameters are determined by a global fit, so they are sensi-
tive not only to features near the Fermi wave-vector, but to all k. While kL+ and
kL− are generically quite different, we find ∆+ ≈ ∆−.
To estimate the lifetimes of the quasiparticles we extract the widths of the
spectral peaks at k = kF by fitting the peaks in the function A(k = kF , E) to
Lorentzian functions. Fig. 5.7 shows an example of such a fit for 1kFa = 0.18.
Fig. 5.6 shows the quasiparticle widths τ−1 as a function of interaction strength.
We note that for 1kFa < 0 the negative energy branch cannot clearly be separated
from the positive energy branch at k = kF ; for these interaction strengths we
only plot one value of the quasiparticle lifetime.
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Figure 5.4: Pseudogap energy scale ∆− (orange) and ∆+ (blue) extracted from fits
of Eq. (5.7) to the peak locations in the spectral density (T = 1.1Tc).
Figure 5.5: Effective Fermi-wave vectors kL− (orange) and kL+ (blue) extracted
from fits of Eq. (5.7) to the peak locations in the spectral density (T = 1.1Tc).
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Figure 5.6: Inverse quasi particle lifetimes τ−1 as a function of interaction
strength (T = 1.1Tc). The orange (blue) points are the spectral widths of the
negative (positive) energy branch of the quasiparticle spectral peak at k = kF .
Figure 5.7: A(k = kF , E) at 1kFa = 0.18 (T = 1.1Tc). The solid red line is a fit of
the data to the sum of two Lorenzians. The two widths extracted from these
fits provide estimates of the inverse quasi-particle lifetimes τ−1. τ−1 at other
interaction strengths are plotted in Fig. 5.6.
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5.3 Discussion and Conclusions
Our results demonstrate a breakdown of Fermi-liquid theory in two key re-
spects. First, as shown in Fig. 5.6, the inverse lifetimes of the quasi-particles at kF
increase as one approaches unitarity from the BCS-side and eventually reaches
a maximum of value on the order of EF . Fermi-liquid theory is predicated on a
vanishingly small inverse lifetime at the Fermi-surface. This breakdown is due
to both the high temperature and the strong interactions.
Second, the effective Fermi-wavevector kL, which helps identify the pres-
ence of a remnant Fermi surface [129, 126], vanishes for the upper branch at
1
kFa
≈ 0.3 (see Fig. 5.5). We note that the effective Fermi-wavevector for the
bottom branch (kL−) remains fixed at kF for the range of interaction strengths
shown in Fig. 5.5). However, other studies have shown that at higher interac-
tion strengths ( 1kFa ≈ 0.7), kL− vanishes as well [129]. kL− and kL+ are associated
with different branches of excitations and therefore have distinct physical inter-
pretations. kL+ is associated with particle excitations, while kL− is associated with
holes. On the BEC side of resonance, one can add a fermion without disturbing
the pairs, but adding a hole requires breaking pairs. Thus many-body effects
are less important for particles, and kL+ vanishes in a regime where kL− is still
essentially equal to kF .
A recent experiment [144] used RF spectroscopy to probe the spectral den-
sity of a nearly homogenous Fermi gas in the normal phase as a function of
interaction strength. The RF signal reported in this work came primarily from
the negative energy branch of the single particle excitations since any signal
from positive energy excitations is suppressed by a Fermi factor. The authors
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fit their data to a two-mode model with a narrow quadratically dispersing peak
expected from a Fermi-liquid theory (with weight Z ≤ 1) and a broad “incoher-
ent background” (with weight (1 − Z)) corresponding to the spectral weight of
weakly interacting bosonic molecules in the normal phase. They find that the
best fit to their data at interaction strengths 1k f a & 0.3 has Z ≈ 0. The authors
conclude that this is a signal of a breakdown in the Fermi-liquid description of
their data.
We caution however that because their two mode fit was performed on a
single broad dispersing peak (coming from the negative energy branch of ex-
citations), it is somewhat difficult to interpret the meaning of this vanishing
Fermi-liquid contribution. Moreover, good fits to the data came at the expense
of some unrealistic values of the fitting parameters. In particular, the parameter
corresponding to the temperature of the incoherent bosonic contribution had
best fit values nearly four times greater than the estimated temperature of the
gas.
One possible interpretation of this two-mode fitting procedure is that Z
roughly measures the weight of the component of the RF signal which dis-
perses as E ∼ k2. Assuming that the peaks of the RF data are well described
by the BCS-like dispersion Epeak(k)− given in Eq. (5.7), the quadratically dispers-
ing component vanishes when kL− → 0. The vanishing of Z in the two-mode
model then seems to roughly correspond to the vanishing of kL− that occurs as
one approaches the BEC regime. We recommend fitting the peaks of the RF data
to the BCS dispersion relations in Eq. (5.7) to directly extract kL− and to compare
the experimental results with our T-matrix calculations.
Given the high temperatures and strong interactions in the normal state near
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unitarity, it is not surprising that many of the features expected of a Fermi liquid
are absent. It appears that the T-matrix approximation captures this physics. It
remains to be seen if an alternative framework can replace these Fermi-liquid
ideas. The most tantalizing steps in that direction come from exploring univer-
sal bounds on transport coefficients [3].
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CHAPTER 6
DYNAMICS OF PATTERN-LOADED FERMIONS IN BICHROMATIC
OPTICAL LATTICES
The work discussed in this chapter was originally published as Dynamics
of pattern-loaded fermions in bichromatic optical lattices by M. D. Reichl and E. J.
Mueller, Physical Review A 93 031601(R) (2016).
An important challenge in many-body physics is to understand how inter-
actions and disorder influence the transport properties of an electron gas. The
non-interacting disordered problem was largely solved by Anderson [10, 2]. By
studying the expansion dynamics of wave packets of weakly interacting atoms,
cold atom experiments have found evidence for Anderson localization in 1D
[25] and 3D [94, 84] random speckled potentials and in 1D quasi random optical
superlattices [140]. More recently, attention has turned to the interacting prob-
lem [153, 18, 58, 71, 19, 55, 161, 82, 150, 151, 80, 170, 5, 103, 117, 172, 121, 59, 48].
Schreiber et. al [147] devised an ingenious experiment to test these ideas. Here
we model that experiment.
The experiment in Ref. [147] uses lasers to create a one-dimensional lattice
with a weak periodic superlattice that is incommensurate with the main lattice
(see the inset in Fig. 6.1). The resulting quasi-periodic potential shares features
with a disordered one. For example, when the potential is sufficiently strong, all
single particle states are localized. The experimentalists load interacting spin-
1/2 fermions into some of the odd sites of the lattice, leaving the even sites
empty. Some odd sites are doubly occupied. The atoms hop and interact for
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time t. The experimentalists measure the sublattice imbalance I(t)
I(t) =
Nodd − Neven
Nodd + Neven
(6.1)
where Nodd/even is the number of fermions on odd/even sites at time t. In a lo-
calized phase, the atoms do not travel far from their initial position, and have a
relatively high probability of being found at their starting point. Consequently
in such a phase, one expects I(t) to be non-zero at long times. Conversely, in
a delocalized phase, one might expect I(t) to decay to zero at long times. The
experiment explores the long time behavior of I as a function of superlattice
strength and the interaction strength. The initial configuration of fermions on
odd sites is random and the measurements are the result of ensemble averages
over initial states. The experimentalists find two phases: one in which I decays
to zero, the other in which it is finite. The boundary appears to depend on the
interactions in a non-monotonic manner.
In this chapter we model the experiment, addressing the fundamental ques-
tion of the interplay of incommensurate potentials and interactions. We develop
a low-density cluster expansion which expresses the ensemble averaged imbal-
ance as the sum of terms which involve only single-particle and two-particle
dynamics. Using this computationally efficient approximation, we numerically
calculate the long time imbalance as a function of interaction strength and su-
perlattice strength. Our calculations reproduce the experimental results and
provide insight into localization in the interacting system. We also extend our
method to the case of a two dimensional lattice with an incommensurate su-
perlattice in only one direction. The extra transverse degrees of freedom give
kinetic pathways for equilibration; we calculate the consequences.
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Figure 6.1: Imbalance I = Nodd−NevenNodd+Neven vs time t, measured in units of the nearest-
neighbor hopping strength J for fermions in an incommensurate superlattice
of strength ∆. Nodd/even is the number of fermions on odd/even sites. The inset
shows the geometry. At time t = 0, I = 1. The dark (blue) curves show the result
of keeping the first two terms in the cluster expansion in Eq. (6.6) for 20 sites.
The light (orange) curve shows the result of including three-particle terms in the
cluster expansion. Red dots correspond to a time-dependent DMRG simulation.
Here ∆ = 3J, U = 3J, the superlattice period β−1 = (0.721)−1 and the superlattice
phase φ = 0. The density is  = 0.2 in the top graph and  = 0.5 in the bottom
graph.
6.1 Model and Methods
We model the atomic dynamics via the interacting Aubry-Andre model, given
by the Hamiltonian [17, 82]
H = −J
∑
i,σ
(
c†i,σci+1,σ + h.c
)
+ ∆
∑
i,σ
cos(2piβi + φ)c†i,σci,σ + U
∑
i
ni,↑ni,↓ (6.2)
The first term describes nearest neighbor tunneling with strength J while the
second term describes a periodic superlattice potential of strength ∆. For
nearly all irrational values of β, this potential functions as quasi-random dis-
order which localizes all single particle states for sufficiently large superlattice
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strength (∆/J > 2) [17]. In this regime, and for infinitely large systems, the single
particle states are localized with a localization length λ = (2 log ∆2J )
−1, indepen-
dent of β [17, 155]. If β = p/q is rational, the eigenstates are extended Bloch
waves with period q. For large ∆ and large q, the wavefunction in each unit cell
is sharply peaked, and locally the eigenstates are similar to the irrational case.
The localization transition is reflected in the observable I(t), which for typical
irrational β and U = 0 relaxes to 0 for ∆/J < 2 but remains finite at long times for
∆/J > 2 (see the inset in Fig. 6.2). We define I∞ = I(t → ∞). Although I∞ → 0 as
∆/J → 2, the way it vanishes depends strongly on β and is inconsistent with the
naive estimate from structureless exponentially localized states Iest ∼ 1/λ2 (see
Ref. [147], supplementary material). The graph of I∞ vs. β and ∆/J is fractal (see
Fig. A1 in Appendix A), as it has different behaviors for rational and irrational
β. Despite this complexity, the long time behavior of I is distinct in the localized
and delocalized phase: I(t) captures the localization transition, but also probes
features of the single-particle wave functions beyond the localization length.
The third term in Eq. (6.2) describes on-site interactions of strength U. Here
we develop a low-density expansion to calculate the imbalance in the presence
of interactions.
We define 〈I(t)〉 to be the expectation value of the imbalance, averaged over
the ensemble of initial states,
〈I(t)〉 = 1
Z
Ns∑
n=1
∑
{n}
W({n}) × 1
n
〈{n}|nˆI(t)|{n}〉 (6.3)
Here {n} = {i1σ1, i2σ2, ..., inσn} labels an n-particle initial state with particles at
sites i with spin σ,
∑
{n} denotes a sum over the i j’s and σ j’s, W({n}) is the weight
of a given n particle state, Z =
∑
{n}W({n}), and nˆI(t) = eiHt(Nˆodd − Nˆeven)e−iHt where
Nˆodd/even are the number operators (for both spins) on odd/even sites.
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To model the experiment, we take W({n}) = 0 if any of the particles are on
even sites. We take the initial occupation of each odd site to be an independent
random variable, and hence W({n}) = n(1 − )Ns−n, where Ns is the number of
sites. Our method is readily generalized to more sophisticated weights. For in-
stance, as shown in Eq. (A.12) in Appendix A, we can weight the initial states
with separate probabilities for sites with two atoms (doublons) or one atom (sin-
glons) (see also Fig. 6.3).
With this choice of W, the normalization is Z = 1− (1− )Ns which approaches
1 in the Ns → ∞ limit. In that same limit, the mean density (the number of
particles per site averaged over the ensemble of initial states) is  .
Substituting our weight function into Eq. (6.3) yields an expression for the
imbalance as a sum of terms involving different numbers of particles:
〈I(t)〉 = 1
Z
[
(1 − )Ns−1
∑
{1}
′
C{1}(t) +
2
2
(1 − )Ns−2
∑
{2}
′
C{2}(t)+
3
3
(1 − )Ns−3
∑
{3}
′
C{3}(t) + ... +
Ns
Ns
∑
{Ns}
′
C{Ns}(t)
] (6.4)
where C{n}(t) = 〈{n}|nˆI(t)|{n}〉, and the primes on the sums mean they only include
odd sites.
We wish to resum this series, taking advantage of the fact that well-separated
particles will move independently. Somewhat analogous to cumulants, we de-
fine functions C˜{n}(t) via
C{n}(t) = C˜{n}(t) +
∑
〈{1}∈{n}〉
C{1}(t) +
∑
〈{2}∈{n}〉
C˜{2}(t) +
∑
〈{3}∈{n}〉
C˜{3}(t) + ... +
∑
〈{n−1}∈{n}〉
C˜{n−1}(t)
(6.5)
where
∑
〈{k}∈{n}〉 denotes a sum over all
(
n
k
)
combinations of k site and spin labels
in {n}. We set C˜{1}(t) = C{1}(t). These new functions C˜{k}(t) extract the k-body
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dynamics from the original functions C{k}(t). First instance, the two particle term
C˜{i1σ1,i2σ2}(t) = C{i1σ1,i2σ2}(t) − C{i1σ1}(t) − C{i2σ2}(t) is the difference between a term
representing the exact dynamics of two particles with initial positions and spins
i1σ1 and i2σ2 and the single particle dynamics of a particle initialized at site i1
and another particle initialized at site i2. In the non-interacting limit U = 0, we
only have single particle dynamics and C˜{k}(t) = 0 for all k > 1. In a diagrammatic
formulation, C˜ involves only connected diagrams.
Substituting Eq. (6.5) into Eq. (6.4), and using the arguments in Appendix A
gives
〈I(t)〉 = 1
Ns
∑
{1}
′
C˜{1}(t) +

Ns
∑
{2}
′
C˜{2}(t) + O(2) (6.6)
in the Ns → ∞ limit. For our numerical calculations we include the finite size
corrections in Eq. (A.7) in Appendix A.
Equation (6.6) expresses the n-particle time dependent observable 〈I(t)〉 ex-
plicitly as the sum of 1-particle terms (C˜{1}(t)), 2-particle terms (C˜{2}(t)), etc. The
first sum in Eq. (6.6) contains Ns terms. The second sum contains O(N2s ) terms,
but when the two particles are farther apart than some length scale ξ, where ξ is
the smaller of the one-particle localization length λ and the ballistic length l = Jt,
the particles are effectively non-interacting and C˜{2} will vanish. Therefore only
ξNs terms contribute to the sum. Similarly, there are only O(ξ2Ns) which con-
tribute in the sum over C˜{3} terms.
Each subsequent term in Eq. (6.6) is intensive and is weighted by a coeffi-
cient of the order n−1 (the density exponentiated to the number of particles in
the cluster minus 1). This cluster expansion is a non-equilibrium analogue to
the virial expansion in statistical physics [88]. When the localization length is
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greater than the system size (λ > Ns) the series is only guaranteed to converge
for short times l = Jt . 1/. Therefore, for calculations of the long-time behavior
of the imbalance, we focus our attention on the localized regime ∆/J > 2.
For most of the results in this chapter we only keep the first two terms in
Eq. (6.6). Remarkably, this approximation, which only involves calculating the
dynamics of one or two particles, shows all the features seen in the experiments
of Ref. [147].
6.2 Numerical Results
Figure 6.1 shows typical 〈I(t)〉 for interacting fermions in the localized regime.
The solid blue curves show calculations using the first two terms in the cluster
expansion in Eq. (6.6). The imbalance initially has a value I(t = 0) = 1, reflect-
ing the fact that the initial states have particles localized only on odd sites. At
long times, the imbalance saturates to a non-zero value with small fluctuations
about the mean. For comparison, the red dots show calculations using time-
dependent density matrix renormalization group (t-DMRG) [173, 174]. For the
DMRG calculations, we average over 100 initial states drawn from the probabil-
ity distribution W({n}). The cluster expansion and the t-DMRG show excellent
agreement at the smaller density  = 0.2. At the larger density  = 0.5 there
is some small quantitative disagreement, but the average long-time imbalance
is nearly identical for the two approaches. As a test of the convergence of the
cluster expansion, we have also computed the contribution from three-particle
terms (orange curve in Fig. 6.1). Including these terms gives small corrections
to the two-particle calculation and yields better agreement with t-DMRG.
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Figure 6.2 shows the long time imbalance I∞ as a function of interaction
strength for a series of superlattice strengths. We compute 〈I(t)〉init by numer-
ically evaluating the first two terms of Eq. (6.6) at a density  = 0.2. Each data
point in Fig. 6.2 represents 〈I(t)〉 averaged over the times 200 < tJ < 500 and av-
eraged over twelve values of the superlattice potential phase φ evenly spaced in
the range [0, pi]. All simulations were performed on a lattice with 20 sites using
open boundary conditions. We have explicitly verified that finite size effects are
negligible; the system size was chosen for numerical convenience.
Each curve is symmetric under U → −U. As pointed out in Ref. [146] this
symmetry is expected for time-reversal invariant operators such as I(t), as long
as the initial states are localized in space. For |U/J| . 2∆, interactions cause some
2-particle scattering states to become less localized than 1-particle states, and the
long time imbalance decreases with increasing interaction strength. For larger
interactions, the imbalance begins to increase again and produces a “W” shape
consistent with the re-entrant behavior predicted for similar systems [115]. The
“W” is most pronounced for ∆/J ≈ 3.
At large interaction strengths, up-spin and down-spin particles initially lo-
calized at the same site (doublons) become bound and have a reduced effective
tunneling rate Jeff ≈ J2/U [18, 55]. The contribution to I∞ from these doublons
causes the long time imbalance at large interaction strengths to become greater
than the long-time imbalance at U = 0.
We further explore the contribution of doublons to I∞ by giving doublons
and singlons separate weights in our average over initial states (see Eq. (A.12)
in Appendix A). We let  be the total density of particles and η the density of
doublons. Fig. 6.3 shows I∞ as a function of U/J at ∆/J = 3 for three different
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Figure 6.2: Long time density imbalance I∞ as a function of interaction strength
U/J for a one-dimensional lattice with 20 sites at density  = 0.2. The superlat-
tice period is β−1 = (0.721)−1 in units of the lattice spacing. The different curves
correspond to different superlattice strengths: ∆/J = 2, 3, 4, 5 (from bottom to
top). The inset shows I as a function of superlattice strength for U/J = 0.
values of η/ in the initial states of the system: 0 ( = 0.5), 0.23 ( = 0.57),
and 0.5 ( = 0.67) for the bottom (blue), middle (orange), top (green) graphs,
respectively. All other parameters are the same as in Figure 6.2. In the case
where there are no doublons I∞(U/J = 0) = I∞(U/J → ∞). This is a reflection of
the fact that the dynamics of singlons in the hard core U/J → ∞ limit is identical
to the dynamics of free spinless fermions [147]. As more doublons are added to
the system, I∞ at large U/J increases, as expected from the reduced tunneling
rate of bound pairs. The blue and orange points in Fig. 6.3 show corresponding
experimental results from Ref. [147], where the doublon density was controlled
by varying the loading protocol.
We chose η and  to best match the experimental data, finding excellent
agreement. Our best-fit value of η is somewhat smaller than estimates in
Ref. [147]. Similar discrepancies were seen in DMRG calculations [147].
Motivated by more recent experiments [26], and as a further demonstration
63
Figure 6.3: Long time density imbalance I∞ as a function of interaction strength
U/J for a one-dimensional lattice at superlattice strength ∆/J = 3. The differ-
ent curves show calculations using a cluster expansion on a 20 site lattice with
different densities η of doublons in the ensemble of initial states: The bottom
(blue), middle (orange), and top (green) curves correspond to a ratio of dou-
blons to particles of η/ = 0, 0.23, 0.5, respectively. The blue and orange points
are experimental measurements for a small doublon fraction (η/ ≈ 0.08) and
larger doublon fraction (η/ ≈ 0.5), from Fig. 6 of Ref. [147], courtesy of Ulrich
Schneider.
of our cluster method approach, we have extended our calculations to two-
dimensional lattices. We consider a two-dimensional Hamiltonian with a one-
dimensional superlattice potential V = ∆ cos(2piβix+φ). As before, we take J to be
the hopping in the x-direction and Jy the hopping in the y-direction. In this case
we average over initial states where atoms are localized on odd sites in the x-
direction and are in ky = 0 momentum eigenstates in the y-direction. This choice
of initial states, which requires periodic boundary conditions in the y-direction,
was chosen purely for numerical simplicity; we expect no qualitative changes if
we initialize with spatially localized states and use open boundary conditions
in the y-direction. We once again use Eq. (6.6) including only one-particle and
two-particle terms to compute the even-odd imbalance in the x-direction.
Because the eigenstates are inherently delocalized in this situation, we only
expect our cluster expansion to be accurate for short times. Fig. 6.4 shows the
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Figure 6.4: Density imbalance I averaged over time from t = 5/J to t = 10/J as
a function of interaction strength U/J for a two-dimensional lattice with 10×10
sites at superlattice strength ∆/J = 3.0 and density  = 0.2. The superlattice
potential is only one-dimensional: V(ix, iy) = ∆ cos(2piβix + φ). Jy/J = 0, 0.1, 1 for
the top, middle, and bottom (blue, orange, green) curves, respectively. The inset
shows a diagram of the setup.
imbalance I in the x-direction, averaged over times between t = 5/J and t = 10/J
as a function of U/J. These simulations were performed on a lattice with 10×10
sites. Scattering in the y-direction (transverse to the superlattice potential) al-
lows for the density imbalance to relax to smaller values, and I becomes sup-
pressed as Jy is increased. Similar results are observed in Ref. [26].
6.3 Conclusion
In this chapter we have applied a new cluster expansion method to simulate
experiments [147] which studied the non-equilibrium dynamics of fermions
pattern-loaded in quasi-disordered one-dimensional lattices. Our calculations,
which involve keeping the first two terms in the cluster expansion and account
for only single particle and two particle dynamics, reproduce all experimental
features of the long-time density imbalance between even and odd sites, and
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agree quantitatively with simulations using t-DMRG. We have also extended
our calculations to two-dimensional lattices, finding that the density imbalance
is suppressed when adding hopping in the direction transverse to the superlat-
tice potential.
Although principally designed to calculate the experimental observable, this
cluster approach also gives some insight into many-body localization. For ex-
ample we have shown that time dynamics of the many-body wave function in
the localized phase can be written as a sum of 1-body, 2-body, ..., n-body terms.
In the dilute limit, the dynamics are dominated by few-particle physics, a fea-
ture which was not previously recognized.
Our cluster approach can be also used to explicitly construct the local inte-
grals of motion which underly the phenomenology of the many-body localized
phase [150, 80, 35, 142]. As detailed below, we use the solution to the j-body
problem to construct fermionic creation operators a†( j)nσ where {a( j)nσ, a†( j)mτ } = δmnδτσ.
Our operators have the property that in the i-particle subspace, all of the a†( j)nσ are
equivalent for j ≥ i: a†(i)nσ Pi = a†( j)nσ Pi where Pi projects into the i particle subspace.
Our conserved quantities are manifest in the requirement
[a†(i)nσ a
(i)
nσ, PiHPi] = 0 (6.7)
If the a†(i)nσ are “local”, we thereby complete the construction.
We take a†(1)nσ to create the single-particle eigenstate with spin σ and energy
n; suppressing the spin indices |n〉 = a†(1)n |vac〉. This operator is local if these
eigenstates are localized. Trivially, Eq. (6.7) is satisfied.
Next we construct
a†(2)nσ = a
†(1)
nσ +
∑
jkl
ττ′τ′′Γ
nσ
jkl
ττ′τ′′
a†(1)jτ a
†(1)
kτ′ a
(1)
nτ′′ (6.8)
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so that a†(2)nσ P1 = a
†(1)
nσ P1. We can always choose the Γ’s such that |nσ,mτ〉 =
a†(2)nσ a
†(2)
mτ |vac〉 is an eigenstate of H with energy Eστmn. Neglecting the spin indices
Γnjkl = (〈 j| ⊗ 〈k|)|nl〉 − δ jnδkl (6.9)
There are as many ways of doing this are there are ways of assigning the
indices to the 2-particle states. We choose the indices to maximize the overlap
(〈n| ⊗ 〈m|)|nl〉. If the two-particle states and one-particle states are localized, then
a†(2)nσ will be localized. Eq. (6.7) is clearly satisfied. Constructing the higher order
operators follows the same procedure.
To connect with the existing literature [150, 80, 35, 142], we note that this
construction yields a Hamiltonian of the form
H =
∑
nσ
nn˜nσ +
∑
nm
σσ′
U (2)nm
σσ′
n˜nσn˜mσ′ + ... (6.10)
where n˜nσ = lim j→∞ a
†( j)
nσ a
( j)
nσ. The coefficients are local, meaning U
(k)
i1i2...ik
∼
exp (−max|iα − iβ|/ξk). They can be expressed in terms of the eigenvalues of the
k-body problem; for example U (2)nm
σσ′
= Eσσ
′
mn − n − m. Appendix A.4 shows a graph
of this quantity for typical parameters, illustrating the exponential decay.
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CHAPTER 7
OBSERVATION OF A NEW SUPERFLUID PHASE FOR 3HE EMBEDDED
IN NEMATICALLY ORDERED AEROGEL
The work discussed in this chapter was done in collaboration with an ex-
perimental group at Cornell led by Jeevak Parpia. This work was originally
published as Observation of a new superfluid phase for 3He embedded in nemati-
cally ordered aerogel by N. Zhelev, M. D. Reichl, T. S. Abhilash, E. N. Smith, K.
X. Nguyen, E. J. Mueller and J. M. Parpia, Nature Communications 7: 12975
(2016).
Superfluid 3He is our best example of a quantum system where the fermionic
constituents form Cooper pairs with finite angular momentum. Similar to un-
conventional superconductors, such as Sr2RuO4 and UPt3 [109, 42] the proper-
ties of this exotic superfluid can be engineered with disorder [133, 145]. The-
ory predicts that nanoscale confinement and anisotropic disorder profoundly
change the stability of the pairing, and can lead to novel phases [12, 162, 175,
169]
Two superfluid phases – A and B phase – are observed in bulk 3He when
it is cooled to ultralow temperatures (below 0.902 to 2.444 mK depending on
the pressure) [168]. At these temperatures bulk 3He is an extremely pure sys-
tem free of any disorder: anything besides helium is solid and condenses on the
surfaces, and 4He phase separates with practically zero solubility in the 3He. To
deliberately introduce disorder one can embed the fluid in highly porous aero-
gels [134, 156]. For 3He in aerogel, Tc is suppressed and the relative stability
of the A and B phases is markedly different compared to the bulk. The phase
diagram is further distorted when weak anisotropy is introduced by compress-
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ing or stretching the aerogel [133, 24, 60, 49]. In the experiment described here
the fluid is imbeded within a highly oriented nematic aerogel [14, 50, 15] which
provides extreme anisotropy. Nuclear magnetic resonance (NMR) experiments
[14, 50, 15] identify the resulting phases as polar-distorted A and B phases. Ev-
idence for a novel polar phase was recently observed in a NMR measurement
of a different high-density nematic aerogel [51]. In the experiments described in
this chapter, the aerogel is mounted on a torsion pendulum and the strands that
comprise the aerogel are aligned parallel to the pendulum axis. This technique
is very different from NMR and is specifically sensitive to the in-plane super-
fluid fraction. Spin diffusion measurements in an aerogel sample similar to the
one we study reveal that the mean-free path for a particle traveling along the
strands is nearly twice that of one moving perpendicular [13]. The period of the
pendulum in the experiment described here measures the fraction of the fluid
that is decoupled from the container, which is related to the superfluid fraction.
We observe kinks when superfluid fraction is plotted versus temperature, cor-
responding to phase transitions. We find a new superfluid phase just below the
normal to superfluid transition that is not seen in bulk 3He. Drawing on theo-
retical work [145, 12, 63, 81] we argue that at low pressure this new superfluid
phase is the polar phase.
7.1 Results
7.1.1 Microstructure of the Nematic Aerogel
Scanning electron microscope images of the aerogel sample showing its highly
oriented microstructure are shown in Fig. 7.1. We estimate that the aerogel con-
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Figure 7.1: (a) SEM image in a plane parallel to the aerogel strands. Scale bar
1 µm. (b) SEM image of the edge of the aerogel sample at the intersection of
planes parallel and perpendicular to the strands. Scale bar 5 µm. Images are
taken at Cornell, using Tescan Mira3 Field Emission SEM.
sists of ∼10 nm thick strands, spaced ∼100 nm apart.
7.1.2 Ginzburg-Landau Model
The order parameter for 3He is a rank-2 tensor describing the spin and orbital
angular momentum of the pairs. In the bulk A-phase, the orbital angular mo-
mentum points in a fixed direction, and there exist gapless excitations whose
momenta are parallel to this direction. In the B-phase, the superfluid gap is
isotropic and nonzero in all directions around the Fermi surface. The polar
phase, which is not stable in bulk 3He, has a nodal plane: for any momentum
direction in this plane, one can find gapless quasiparticles. Larger superfluid
densities are associated with having fewer low-energy excitations, allowing us
to distinguish these phases. Figure 7.2a shows the bulk phase diagram, and
Fig. 7.2b gives a visual representation of the superfluid energy gaps in the vari-
ous phases.
Following convention, we represent the order parameter as a 3 × 3 matrix
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Figure 7.2: (a) Superfluid phase diagram for bulk 3He at zero magnetic field.
The anisotropic superfluid A phase is realized only in a relatively small region at
high pressures and at temperatures near the superfluid transition temperature.
(b) Visual representation of the superfluid gap around the Fermi surface for
various superfluid phases of 3He. The direction of largest superfluid gap is
aligned with the aerogel strands along the z axis.
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A with components related to the coupling of the x, y and z components of the
spin and orbital angular momentum. All three phases that we see are captured
by the ansatz
A =

A⊥ 0 0
0 A⊥ 0
0 iAy A‖
 (7.1)
The conventional bulk A-phase corresponds to Ay = A‖ and A⊥ = 0. Similarly,
the isotropic B-phase has A⊥ = A‖ and Ay = 0. The polar phase has A⊥ = Ay = 0.
Guided by the form of the Ginsburg-Landau (GL) free energy in Refs. [145, 63]
we write the free energy for this system including the fourth-order terms scaled
by the appropriate coefficients βi as follows:
F = −
(
Tc − T
T bulkc
)
∆ˆ2|A‖|2 −
(
Tc − T
T bulkc
+ δ
)
∆ˆ2(2|A⊥|2 + |Ay|2) + β1|Tr(AAT )|2
β2[Tr(AA†)]2 + β3 Tr[AAT (AAT )∗] + β4 Tr(AA†)2 + β5 Tr[AA†(AA†)∗]
(7.2)
Here ∆ˆ is the value of the condensation energy, and Tc and T bulkc the super-
fluid transition temperatures for the fluid within the aerogel and the bulk fluid,
respectively. The anisotropy in the system is parameterized by δ. The nonzero
value of δ leads to two distinct transition temperatures, Tc⊥ and Tc‖ = Tc , be-
low which the components of the order parameter perpendicular and parallel to
the aerogel anisotropy axis develop. The effect of the anisotropy of the system
splitting the superfluid transition has been observed for Sr2RuO4 under uniaxial
strain [76]. More precisely δ can be defined as:
δ =
Tc‖ − Tc⊥
T bulkc
(
1 +
β1 − β2 + β3 − β4 − β5
β1 + β2 + β3 + β4 + β5
)
(7.3)
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In the linear pair-breaking regime, δ is given by Ref. [145]:
δ ' −pi
2
4
ξo
(
1
λ⊥
− 1
λ‖
)
(7.4)
with ξ0 being the zero-temperature coherence length, which is a measure of the
strength of the pairing and λ⊥,‖ being the quasi-particle mean-free path perpen-
dicular or parallel to the strands.
For Tc⊥ < T < Tc‖, this GL theory predicts that the system will be in the polar
phase (A⊥,y = 0, A‖ > 0). For lower temperature, one finds either a distorted A-
phase, where A⊥ = 0 and A‖ > Ay > 0 or a distorted B-phase, where Ay = 0 and
A‖ > A⊥ > 0. The relative stability of these phases depends on the magnitude
of the β terms in equation (7.2). Quasi-particle mean-free paths in the nematic
aerogel are expected to be relatively long (>450 nm (Ref. [13])), compared with
the mean-free paths of ordinary silica aerogel (∼100 nm). Thus, we assume that
the β parameters are only weakly affected by the disorder, and in our analysis,
we use the bulk values given in Ref. [39].
The degree of polar distortion can be parameterized by Ay/A‖ in the A-phase
and A⊥/A‖ in the B-phase. Both these ratios become smaller at lower pressures
(corresponding to more polar distortion), and all three phases become less dis-
tinct. The A-to-B transition is first order and is hysteretic, while A-to-polar or
B-to-polar transition is second order and should be free of hysteresis. Recent
theoretical work argues that this Ginzburg-Landau theory may breakdown at
high pressures, with several competing possibilities for the high-temperature
phase [81]. The torsion pendlum measurements discussed here suggest that this
breakdown does indeed occur, but they cannot distinguish between the various
possible high-temperature phases.
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7.1.3 Evidence for Phase Transitions in the Superfluid Fraction
Data
The torsional oscillator experiment probes the superfluid density in the direc-
tion perpendicular to the pendulum axis, and hence perpendicular to the aero-
gel strands. Data for the superfluid fraction versus T/T bulkc for six different pres-
sures ranging from 32 bar, down to 0.1 bar are shown in Fig. 7.3a. At high
pressures (32, 29.1 and 15.4 bar), a clear hysteresis loop is seen between warm-
ing and cooling, indicating a first-order phase transition. Guided by the results
from NMR experiments done on a similar sample[14, 50, 15] and by the GL
model predictions, we identify these as polar-distorted B and polar-distorted A.
As pressure is lowered, the hysteresis loop gets less pronounced, indicating a
larger degree of polar distortion. Experimental uncertainty in the data is charac-
terized by the relative spread of the data points. In addition, a small systematic
error could arise due to the possible thermal lag between our thermometer and
the experimental cell. Differences between cooling and warming at 3.6 and 0.1
bar are attributed to this systematic error.
At temperatures slightly above the hysteresis loop, on both cooling and
warming, we observe a change in slope in the superfluid fraction versus T . The
change in slope is especially pronounced at low pressures. We label the temper-
ature of this feature as Tkink. At 7.5 bar (Fig. 7.3b), data for cooling and warming
overlap at low temperatures and near Tc. A difference between the cooling and
warming traces larger than the experimental uncertainty is observed at interme-
diate temperatures. This difference is too large to be due to thermal lag. Instead,
we associate the difference with an A-to-B transition. In addition, we observe a
very sharp and pronounced kink in the superfluid fraction data. Thus, we con-
74
Figure 7.3: (a) Experimental data for the measured superfluid fraction versus
T/T bulkc for both cooling and warming at each of the experimental pressures.
Data for each adjacent pressure are offset by 0.15 in the y direction for clarity.
Dashed lines indicate the zero superfluid fraction level for each pressure. Green
arrows mark the superfluid transition temperature for the 3He in the aerogel
(Tc). Magenta arrows indicate the point at which change in the superfluid frac-
tion data is observed (Tkink). Dotted lines match the data between Tc and Tkink
and serve as guides to the eye, aiding to identify the precise location of Tkink.
(b) Data for 7.5 bar. A region of slight hysteresis between cooling and warming
is bounded by two vertical dashed lines. (c-h) Superfluid fraction data (cool-
ing and warming) plotted alongside the superfluid fraction calculated using a
GinzburgLandau (GL) model for the 3He in the nematically ordered aerogel.
At high pressures, both A and B phases are present, whereas at low pressures,
only B-phase is observed. Data are plotted versus 1 − T/Tc, where Tc is the tem-
perature of the superfluid transition in aerogel. The temperature, Tc⊥, at which
the components of the order parameter perpendicular to the strands become
nonzero is indicated for each pressure with an arrow.
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clude that there are three superfluid phases present. Near Tc a high-temperature
phase is stable, which transitions on cooling to a distorted A phase. Cooling
through the region of hysteresis the distorted A-phase transitions to a distorted
B-phase. On warming, the distorted B-phase persists through the region of hys-
teresis until it transitions to the high-temperature phase just below Tc. We iden-
tify Tkink as the temperature of the phase transition between a high-temperature
superfluid phase and A or B phase. No hysteresis is associated with the transi-
tion at Tkink, therefore the transition is second order. The superfluid phase right
below Tc is identified by NMR as an equal spin pairing phase [14, 50, 15] (both
the A-phase and polar phase are characterized by equal spin pairing).
7.2 Discussion
To test whether Tkink is related to Tc⊥, we look for the value of the anisotropy
parameter δ in equation (7.2) such that we obtain the best match between the
predicted values for Tc⊥ and the observed Tkink. The resulting value for δ is of
a similar magnitude compared with the one predicted in equation (7.4), as we
insert the values for λ⊥,‖ measured by spin diffusion (450 and 850 nm) [13]. Tkink
conforms to our prediction for Tc⊥ reasonably well at low pressures (0.1, 3.6, 7.5
and 15.4 bar). At high pressures (29.1 and 32 bar), the agreement is not as good
and the kink is seen at lower temperatures than the predicted location of Tc⊥.
Minimizing the Ginzburg-Landau free energy in equation (7.2), we obtain the
values for the equilibrium order parameter A and calculate the expected super-
fluid fraction (see Appendix B). The calculated values, guided by our model,
assume a transition from a pure polar to a polar-distorted A or B phase (and
not merely a crossover) and a degree of superfluid order parameter suppres-
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Figure 7.4: (a) Experimental phase diagram on cooling. (b) Experimental phase
diagram on warming. Shown are the locations for the experimentally observed
phase transitions. Black lines (solid and dotted) connecting the experimental
data points are guides to the eye. Due to the experimental noise in the data,
there is some uncertainty in locating the precise temperatures at which the su-
perfluid fraction data deviated from the bulk contribution (Tc for the 3He in
aerogel), the data changes slope (Tkink) and the locations at which the cooling
and warming traces join (end of A-to-B and end of B-to-ESP transitions). These
uncertainties are indicated with appropriate error bars.
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sion due to the proximity of the aerogel strands (see Appendix B). We see very
good agreement, especially at low pressures, between the data and calculated
values (Fig. 7.3c). This leads us to conclude that at low pressures, the high-
temperature phase has characteristics that correspond to the polar phase, while
at high pressures it has additional structure. The system thus displays charac-
teristics of two distinct transitions associated (by G-L theory) with the highly
anisotropic mean free paths. The first transition is from the normal to the pure
Polar phase and the second to the low temperature A or B phase. These latter
phases evolve continuously with diminishing polar distortion as the tempera-
ture is lowered. This interpretation is also consistent with NMR measurements,
which were done with an aerogel sample that was grown by the same process as
ours. They found a larger frequency shift at low pressures than at high pressures
[14, 50, 15]. Such an evolution of the frequency shift is consistent with a polar-
like phase evolving into another structure, but even at the lowest pressures,
the frequency shift observed in the NMR measurements was somewhat smaller
than what one expects for a pure polar phase. Furthermore, by exposing the su-
perfluid to a rapid series of large NMR pulses, the Moscow group managed to
create a spin glass state between the A and B transition and Tc. A spin glass state
cannot be created in the polar phase. We note, however, beyond the possibility
of aerogel sample differences, the differences of the interpretation between the
NMR measurements and this experiment can be explained the following way.
If there is a coexistence of a polar and A-phase localized in different parts of the
sample, NMR would measure a spatial average that would appear as a highly
polar-distorted A-phase. In contrast, torsion pendulum experiments probe the
component of the superfluid fraction tensor in the flow direction perpendicular
to the aerogel strands. The superfluid density samples the gap along the equa-
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torial nodal line of the Fermi surface leading to the strong superfluid fraction
suppression. Even if not all the fluid in the torsion pendulum head is in the po-
lar phase, as long as there is no path connecting the regions of non-polar phase
throughout the pendulum head, the superfluid fraction suppression would still
be similar to that of the case of having only polar phase in the sample. Torsion
pendulum measurements are thus inherently more sensitive to the presence of
the polar phase compared with NMR. In addition, the Moscow group recently
observed clear evidence for a fully polar phase of superfluid 3He embedded in
a different type of nematic aerogel using NMR [51]. Both results confirm the
prediction that the strong anisotropy of the nematically ordered aerogel matrix
promotes the emergence of the polar phase [12].
We summarize the observed phase transitions and our inferences for the na-
tures of the superfluid phases occupying each region of the phase diagram in
Fig. 7.4.
In this chapter, we have described a series of experiments that reveal striking
new phenomena in the superfluid phases of 3He embedded in a highly oriented
aerogel. Both A and B phases are polar-distorted compared with their bulk
counterparts, and their region of stability is markedly different compared with
the bulk. We see a high-temperature phase that has no analogue in the bulk. We
argue that at low pressures, this superfluid is the polar phase.
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APPENDIX A
COMMENTS ON THE AUBREY-ANDRE MODEL AND A DERIVATION
OF THE CLUSTER EXPANSION
A.1 Imbalance vs. Superlattice Period in the Non-interacting
Limit
In the non-interacting limit, the experiment is well modeled by the Aubrey-
Andre model
H = −J
∑
i,σ
(
c†i,σci+1,σ + h.c
)
+ ∆
∑
i,σ
cos(2piβi + φ)c†i,σci,σ (A.1)
where J is the nearest neighbor hopping strength, ∆ is the strength of the peri-
odic superlattice, and β−1 is the period of the superlattice. As discussed in the
main text, this is an interesting model as its behavior depends on if β is rational
or irrational (or in a finite system of length Ns, if Nsβ is an integer or not).
Starting with a particle on an odd site, we numerical evolve the single-
particle wave-function and calculate the average long-time imbalance I∞ =
nodd − neven, where nodd/even is the average long-time density on odd and even
sites, respectively.
Fig. A.1 shows I∞ as a function of β where Ns = 200, ∆/J = 3 and φ = 0.
The behavior of the imbalance depends strongly on whether β is irrational or
rational, and thus displays a fractal structure. When Nsβ = Nsp/q is an integer,
I∞ has peaks for even q and troughs for odd q. Increasing Ns leads to finer
structure.
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Figure A.1: Long time density imbalance I∞ as a function of the period β−1 of the
superlattice (in units of the lattice constant for the primary lattice) for a nonin-
teracting one dimensional system with Ns = 200 sites and superlattice strength
∆/J = 3.
A.2 Derivation of Cluster Expansion
Here we will derive Eq. (6.6) given in the main text. From Eq. (6.4) we have
〈I(t)〉 = 1
Z
[
(1 − )Ns−1
∑
{1}
′
C{1}(t) +
2
2
(1 − )Ns−2
∑
{2}
′
C{2}(t)
+
3
3
(1 − )Ns−3
∑
{3}
′
C{3}(t) + ... +
Ns
Ns
∑
{Ns}
′
C{Ns}(t)
]
.
(A.2)
where {n} = {i1σ1, i2σ2, ..., inσn} labels an n-particle initial state with particles at
sites i with spin σ,
∑ ′
{n} denotes a sum over the i j’s and σ j’s such that the i j’s are
restricted to odd sites.
Substituting Eq. (6.5) in Eq. (6.4) we have
Z〈I(t)〉 =(1 − )Ns−1
∑
{1}
′
C˜{1}(t) +
2
2
(1 − )Ns−2
∑
{2}
′[
C˜{2}(t) +
∑
〈{1}∈{2}〉
C˜{1}(t)
]
+
3
3
(1 − )Ns−3
∑
{3}
′[
C˜{3}(t) +
∑
〈{2}∈{3}〉
C˜{2}(t) +
∑
〈{1}∈{3}〉
C˜{1}(t)
]
+ ...
(A.3)
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where
∑
〈{k}∈{n}〉 denotes a sum over all
(
n
k
)
combinations of k site and spin labels
in {n}. For example, neglecting spin indices: ∑{2} ′ ∑〈{1}∈{2}〉 f ({1}) = ∑i1odd
i2odd
( f (i1) +
f (i2)).
We note the following identity:
∑
{n}
′ ∑
〈{k}∈{n}〉
C˜{k}(t) =
(
Ns − k
n − k
)∑
{k}
′
C˜{k}(t) (A.4)
where the combinatorial factor is the number of ways of choosing the n − k
elements of {n} which are not in {k} out of the Ns − k available starting posi-
tions/spins.
Substituting this identity into Eq. (A.3) yields
Z〈I(t)〉 =(1 − )Ns−1
∑
{1}
′
C˜{1}(t) +
2
2
(1 − )Ns−2
[∑
{2}
′
C˜{2}(t) +
(
Ns − 1
1
)∑
{1}
′
C˜{1}(t)
]
+
3
3
(1 − )Ns−3
[∑
{3}
′
C˜{3}(t) +
(
Ns − 2
1
)∑
{2}
′
C˜{2}(t) +
(
Ns − 1
2
)∑
{1}
′
C˜{1}(t)
]
+ ...
(A.5)
Collecting like terms, we have
Z〈I(t)〉 =
Ns∑
n=1
1
n
n(1 − )Ns−n
(
Ns − 1
n − 1
)∑
{1}
′
C˜{1}(t)
+
Ns∑
n=2
1
n
n(1 − )Ns−n
(
Ns − 2
n − 2
)∑
{2}
′
C˜{2}(t)
+
Ns∑
n=3
1
n
n(1 − )Ns−n
(
Ns − 3
n − 3
)∑
{3}
′
C˜{3}(t)
+ ...
(A.6)
82
which can be expressed as
〈I(t)〉 = A1()
∑
{1}
′
C˜{1}(t) + A2()
∑
{2}
′
C˜{2}(t) + A3()
∑
{3}
′
C˜{3}(t) + ... +
∑
{Ns}
′
ANs()C˜{Ns}(t)
(A.7)
where Ak() = 1Z
∑Ns
n=k
1
n
n(1 − )Ns−n
(
Ns−k
n−k
)
. Taking the Ns → ∞ limit gives
Eq. (6.6) to O(2). Including finite size corrections, we have A1() = 1Ns and
A2() =
Ns−1+(1−)Ns
Ns(Ns−1)(1−(1−)Ns ) .
A.3 Doublon Weighting
Here we develop a cluster expansion for an ensemble averaged imbalance 〈I(t)〉′
which weights initial states with separate probabilities for doublons and sin-
glons. We define 〈I(t)〉′ by
〈I(t)〉′ = 1〈N〉Z
∑
n↑,n↓,nd
n↑+n↓+nd≤Ns/2
∑
′
{n↑}{n↓}{nd}ρ
n↑+n↓τnd〈{n↑}{n↓}{nd}|nˆI(t)|{n↑}{n↓}{nd}〉 (A.8)
where {n↑} = {i1, i2, ..., in↑}, {n↓} = { j1, j2, ..., jn↓}, and {nd} = {k1, k2, ..., knd} label the
sites of up spin singlons, down spin singlons, and doublons, respectively. The
symbol
∑ ′
{n↑}{n↓}{nd} denotes a sum over all possible locations of n↑ up-spin sin-
glons, n↓ down-spin singlons, and nd doublons, restricted to odd sites. ρ and τ
are weights for the singlons and doublons. Z is a normalization factor given by
Z =
∑
n↑,n↓,nd
n↑+n↓+nd≤Ns/2
ρn↑+n↓τnd
(
Ns/2
n↑n↓nd
)
= (1 + 2ρ + τ)Ns/2 (A.9)
where
(
Ns/2
n↑n↓nd
)
= Ns/2!n↑!n↓!nd!(Ns/2−n↑n↓nd)! is the number of ways of assigning n↑ + n↓ sin-
glons and nd doublons to Ns/2 odd sites. 〈N〉 is the mean number of particles
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and is given by
〈N〉 = 1
Z
∑
n↑,n↓,nd
n↑+n↓+nd≤Ns/2
ρn↑+n↓τnd
(
Ns/2
n↑n↓nd
)
(n↑ + n↓ + 2nd) =
Ns(ρ + τ)
1 + 2ρ + τ
(A.10)
We define C{n↑}{n↓}{nd}(t) = 〈{n↑}{n↓}{nd}|nˆI(t)|{n↑}{n↓}{nd}〉. We decompose the
expectation value C(t) into single particle contributions, two particle contribu-
tions, etc. in a manner similar to Eq. (6.5) in the main text:
C{n↑}{n↓}{nd}(t) =
∑
〈{1}∈{n↑}〉
C{1}{0}{0}(t) +
∑
〈{1}∈{n↓}〉
C{0}{1}{0}(t)
+
∑
〈{1}∈{nd}〉
C{0}{0}{1}(t) +
∑
〈{1}∈{n↑},{1}∈{n↓}〉
C˜{1}{1}{0}(t) + ...
(A.11)
∑
〈{1}∈{k}〉 denotes a sum over all labels in {k} and C˜{1}{1}{0}(t) = C{1}{1}{0}(t)−C{1}{0}{0}(t)−
C{0}{1}{0}(t). There are higher particle number terms in this decomposition, but for
the low density limit we consider here, it is sufficient (and notationally simpler)
to keep terms up to two-body. We note that two-body terms like C˜{2}{0}{0}(t) =
C{2}{0}{0}(t) −C{1}{0}{0}(t) −C{1}{0}{0}(t) vanish, since two atoms with the same spin do
not interact.
Substituting Eq. (A.11) into Eq. (A.8) and performing simple summations
yields
〈I(t)〉′ = ρ
ρ + τ
1
Ns
∑
{1}
′C{1}{0}{0}(t) +
∑
{1}
′C{0}{1}{0}(t)

+
τ
ρ + τ
1
Ns
∑
{1}
′C{0}{0}{1}(t) +
ρ + τ
(1 + 2ρ + τ)
1
Ns
∑
′
{1},{1}C˜{1}{1}{0}(t)
(A.12)
We vary ρ and τ in Eq. (A.12) to produce Fig. 6.3 in the main text.
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Figure A.2: Two particle interaction term U (2)mn appearing in Eq. (5.10) of the main
text. Here ∆/J = 3, U/J = 3, and β = 0.721. Darker colors correspond to larger
values of |U (2)mn|. For large |n − m|, U (2)nm is exponentially small. For n = m, U (2)mn ∼ U.
A.4 Local Integrals of Motion
Fig. A.2 shows the coefficients U (2)mn↑↓
which appear in Eq. (6.10) of the main text.
85
APPENDIX B
CALCULATING THE SUPERFLUID FRACTION FROM THE GL-MODEL
Having determined the values of the matrix order parameter that minimizes
the GL free energy, we calculate the superfluid fraction in the plane of the tor-
sion pendulum head starting from Ref. [168]:
ρ0ni j = 3ρ〈kˆikˆ jYo(kˆ,T )〉kˆ (B.1)
ρn =
m∗
m
(
1 +
1
3
F s1
ρ0n
ρ
)−1
ρ0n (B.2)
ρs,in−plane = ρ − ρn,xx + ρn,yy2 (B.3)
where ρn and ρ0n are 3 × 3 matrices with components ρn,i j and ρ0n,i j respectively,
m∗ is the 3He quasiparticles renormalized mass, and F s1 is the Landau parameter.
Y0(kˆ,T ) is the Yosida function, which is related to the energy density distribution
along the Fermi sphere, f :
Y0(kˆ,T ) = −
∫ ∞
−∞
dkˆ
(
∂ f
∂Ekˆ
)
(B.4)
with the information for the gap structure contained in ∂ f
∂Ekˆ
.
The presence of impurity scattering in aerogels leads to a reduction of the
superfluid gap, as well as the superfluid temperature compared to the bulk
[102, 162]. Figure B.1 shows data compiled in Ref. [102] for the measured su-
perfluid gap over the superfluid gap in the bulk fluid plotted versus the ratio of
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Figure B.1: The ratio of the superfluid gap for the fluid in the aerogel over the
superfluid gap of the bulk fluid is plotted versus the superfluid transition tem-
perature suppression for different aerogel samples. Black filled and empty cir-
cles represent data from Ref. [102] plotted against Tc/T bulkc for two isotropic sil-
ica aerogel samples with different porosities (99.5% and 98%). Filled red dots
indicate the factors by which we scaled the superfluid gap in our GL model cal-
culated superfluid fractions for the present experiment plotted versus Tc/T bulkc .
Tc in aerogel and in bulk for several isotropic (silica) aerogel samples. It is ob-
served that a strong relationship between Tc suppression and gap suppression
exists. In our aerogel sample (nematic aerogel), we take Tc⊥/T bulkc to be the rel-
evant parameter that should determine the ratio of the superfluid gap for 3He
in the aerogel compared to that in the bulk. We scale the superfluid fractions
from Eq. (B.3) by the square of the ratio between the superfluid gap for the fluid
within the aerogel and the bulk superfluid gap (superfluid density is propor-
tional to the square of the gap). The ratio that best fits the experimental data
is plotted as filled red circles in Fig. B.1 for each of the experimental pressures.
These were chosen to be temperature independent, but varied with pressure.
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As seen in the figure, the factors by which the gap is suppressed that best match
the data vary roughly linearly with superfluid transition temperature suppres-
sion in a similar fashion as previously observed for the fluid in isotropic silica
aerogels.
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