Abstract. We study the closure of approximating sequences of some diffusion equations under certain weak convergence. A specific description of the closure under weak H 1 -convergence is given, which reduces to the original equation when the equation is parabolic. However, the closure under strong L 2 -convergence may be much larger, even for parabolic equations.
Introduction
Let Ω be a bounded domain in R n with Lipschitz boundary, 0 < T < ∞ a given number, and Ω T = Ω × (0, T ). We study the diffusion equation
where σ : R n → R n is a given continuous function representing the diffusion flux, u = u(x, t) is a unknown scalar function, and Du and u t are the spatial gradient and time derivative of u, respectively. If σ is monotone; that is, (σ(q) − σ(p)) · (q − p) ≥ 0 for all p, q ∈ R n , then the equation (1.1) is called parabolic. For parabolic equations, initialboundary value problems can be studied as an abstract Cauchy problem of a monotone operator on a Hilbert or Banach space [3, 4] ; furthermore, under certain higher smoothness and stronger parabolicity conditions, such problems have been extensively studied in the theory of quasilinear parabolic equation [11, 12] .
Recently, for certain non-monotone functions σ, exact Lipschitz solutions have been constructed for the initial-Neumann problem of (1.1) in [8, 9, 10] ; in such cases, solutions can converge weakly to a function that is not a solution of (1.1) .
In this note, assume that σ : R n → R n satisfies (1.2) |σ(p)| ≤ c 1 (|p| + 1) (p ∈ R n ), where c 1 > 0 is a constant, and we are interested in approximating sequences of (1.1), especially when σ is non-monotone. Here, in general, by an approximating sequence of (1.1) we mean a sequence u j in L 2 (Ω T ) with
We attempt to characterize the limits of approximating sequences under the weak convergence in H 1 (Ω T ). Let
Then, σ is monotone if and only if Λ = R n . Note that Λ may be empty; for example, if σ is the function as shown in Figure 2 below, then for function −σ the set Λ = ∅.
Proof. Clearly Γ(p) is closed, convex and contains σ(p). Let p ∈ Λ o and β ∈ Γ(p). Let q = p − ǫη, where ǫ > 0 and η ∈ R n . Then, for all ǫ > 0 sufficiently small, we have q ∈ Λ and thus (β − σ(q))
Since this inequality holds for all η ∈ R n , it follows that β = σ(p). Hence
In what follows, we denote by g(p, β) the convex hull of function |σ(p)−β| 2 on R n × R n . For p ∈ R n , define
Then Z(p) is a closed convex set in R n containing σ(p), and thus Σ(p) is also a closed convex set in R n containing σ(p), with
The set Σ(p) can be very complicated, depending on the structure of the function σ. In the one spatial dimension, two special functions of diffusion function σ(p) are given as shown in Figures 1 and 2 .
(b) Some interesting special structures in the set Σ(p) can be characterized by a variational principle (see Proposition 3.3), which may have some relevance to the existence results in the recent work [8, 9, 10] .
in the sense that u * t = divσ holds in H −1 (Ω T ) for someσ ∈ L 2 (Ω T ; R n ) withσ(x, t) ∈ Σ(Du * (x, t)) for almost every (x, t) ∈ Ω T . In particular, if σ is monotone, then u * is a solution of (1.1).
The weak convergence of u j is necessary in this result. In fact, we have the following result. [7] ). Here the set Λ is (−∞,
For all q the set Z(q) is the vertical closed half-ray below the graph GAEF. For q ∈ [p 1 , p 2 ], the set Γ(q) is the vertical cross-section of the closed rectangle ABCD, and the set Σ(q) is the vertical cross-section of the closed trapezoid ABCE. [14] ). Here the set Λ is the point {0}. For all q the set Z(q) is the vertical cross-section between two horizontal lines β = A and β = B. The set Σ(0) is the line segment AB and, for q = 0, Σ(q) is the vertical line segment as shown in the first or third quadrant.
Then there exists an approximating sequence
Examples of the functionsū andv = (v 1 , . . . ,v n ) in the theorem are given byū
, where p = (p 1 , . . . , p n ) and β = (β 1 , . . . , β n ) are such that g(p, β) = 0.
The functionū in Theorem 1.3 satisfiesū t ∈ div Z(Dū). In general, the set Z(p) is much larger than the set Σ(p) (see Figures 1 and 2 ). Theorem 1.3 holds even when σ is monotone; therefore, even for parabolic equations, there are approximating sequences that converge in the L 2 -norm but not in the weak H 1 convergence.
An interesting problem is to study that for what functionsū ∈ H 1 (Ω T ) one can find an exact solution of (1.1) inū + H 1 0 (Ω T ); such a functionū has been called a subsolution of (1.1) in the recent work [9, 10] . From the constructions in [9, 10] , Proposition 3.3 below suggests that a subsolutionū should satisfy a conditionū t ∈ div R(Dū) for a smaller set R(p) contained in Σ(p).
Compensated compactness: Proof of Theorem 1.2
Let N ≥ 1 and G be a bounded domain in R N . Given a vector function
Then Div U ∈ H −1 (G) and Curl U ∈ H −1 (G; M N ×N ) are well-defined, where M N ×N is the space of all N × N matrices. We need the following compensated compactness result known as the divcurl lemma [15] .
We refer to [15] for proof and to [5] for some recent developments on the div-curl lemma.
Proof of Theorem 1.2. Let u j be an approximating sequence of (1.1) in H 1 (Ω T ) such that u j converges weakly to u * in H 1 (Ω T ). By selecting a subsequence if necessary, we assume that u j → u * strongly in L 2 (Ω T ) and
Clearly, u * t = divσ in H −1 (Ω T ).
As above, let g(p, β) be the convex hull of |σ(p) − β| 2 . Then
Since g(Du j , σ(Du j )) = 0, by convexity and (2.1), we have
hence, g(Du * (x, t),σ(x, t)) = 0 and
Hence, by the divcurl lemma, it follows that V j · W j ⇀ V * · W * in the sense of distributions on Ω T ; that is,
From (2.2), we have, for all q ∈ R n and φ ∈ C ∞ 0 (Ω T ),
Let q ∈ Λ; then, for all φ ∈ C ∞ 0 (Ω T ) with φ ≥ 0, we have
This implies that (σ − σ(q)) · (Du * − q) ≥ 0 almost everywhere in Ω T , which is true for all q ∈ Λ, and hence we havē
Therefore,σ(x, t) ∈ Σ(Du * (x, t)) almost everywhere in Ω T and u * t = divσ in H −1 (Ω T ). This completes the proof.
3. Associated first-order system and variational problem:
Proof of Theorem 1.3 For such (u, v) , we introduce the functional
If (u, v) solves the first-order differential system
in the sense of distribution, then u is a solution of (1.1) in the same sense.
Therefore, if a sequence (u j , v j ) of such functions satisfies I(u j , v j ) → 0, then u j is an approximating sequence u j of (1.1).
By density, this equality also holds if φ ∈ H 1 0 (Ω T ). Hence, for all φ ∈ H 1 0 (Ω T ), we have
We now put the functional I(u, v) in the context of the calculus of variations.
In the following, for a vector function w = (u, v) ∈ W 1,1 loc (Ω T ; R 1+n ), where u : Ω T → R and v : Ω T → R n , we write its gradient ∇w(x, t) as a matrix
where Du is considered as a 1 × n matrix, Dv as an n × n matrix, and v t as an n × 1 matrix. Accordingly, we denote by M (1+n)×(n+1) the space of (1 + n) × (n + 1) matrices ξ written as ξ = p r B β , where p is a 1 × n matrix viewed as a vector in R n , β is an n × 1 matrix also viewed as a vector in R n , r ∈ R is a scalar, and B ∈ M n×n is an n × n matrix.
Then, for w = (u, v) ∈ H 1 (Ω T ; R 1+n ), the functional I(u, v) defined above can be written as an integral functional
with the density function f :
where ω = (s, z) ∈ R 1+n and ξ = p r B β ∈ M (1+n)×(n+1) .
Clearly, f satisfies the growth condition
here Q ⊂ R n+1 is a cube. Then, for each ω ∈ R 1+n , f # (ω, ξ) is independent of Q and quasiconvex in ξ in the sense of Morrey [13] (see also [1, 2, 6] ).
and hence 
with c ǫ being a constant such that c ǫ → 0 as ǫ → 0 + . From the quasiconvexity of f
is rank-one convex in ξ; see [2, 6] . Therefore, for each rank-one matrix η in M (1+n)×(n+1) of the form
In this inequality, replace (q, α) by (kq, kα) with k > 0, cancel k 2 and let k → 0. Then it follows that
for all p, β, q, α ∈ R n . This proves that g ǫ is convex on R n × R n for each ǫ > 0; hence,g is convex on R n × R n . Finally, if h(p, β) is a convex function satisfying h(p, β) ≤ |σ(p) − β| 2 for all p, β ∈ R n , then, by Jensen's inequality, for all (φ, ψ) ∈ C ∞ 0 (Q; R 1+n ),
Hence h(p, β) ≤g(p, β); therefore,g(p, β) is the largest convex function below the function |σ(p) − β| 2 , and thusg = g.
Remark 3.1. Given ω ∈ R 1+n , let Rf (ω, ·) be the rank-one convex hull of f (ω, ·) on M (1+n)×(n+1) (see [6] ); then, it can be shown that
for some function h(p, β) ≥ g(p, β). Similarly as in the proof of Proposition 3.2, it follows that h is convex, and hence h = g and
Therefore, the rank-one convex hull of f does not produce more special features than the quasiconvex hull of f .
The following result shows that some special structures in the set Σ(p) defined above have a variational description; this result also shows that the subsolutionsū used in [9, 10] automatically satisfyū t ∈ div Σ(Dū).
Then, β ∈ Σ(p) if g λ (p, β) = 0.
Proof. Assume g λ (p, β) = 0. From the formula of g =g in the proof of Proposition 3.2, it follows that 0 ≤ g ≤ g λ ; hence β ∈ Z(p). To prove β ∈ Γ(p), let (φ j , ψ j ) ∈ C ∞ 0 (Q; R 1+n ) be such that Dφ j L 2 (Q) < λ, div ψ j = 0, and Hence β ∈ Γ(p); this completes the proof.
Proof of Theorem 1.3. Letw = (ū,v) ∈ H 1 (Ω T ; R 1+n ) satisfyū = divv andv t ∈ Z(Dū) almost everywhere on Ω T . Consider the relaxed energy (see [1, 6] )
for all w ∈ H 1 (Ω T ; R 1+n ). Then I # (w) = 0. By [6, Theorem 9.8], there exists a sequence w j ∈w + H 1 0 (Ω T ; R 1+n ) such that I(w j ) → 0 and w j →w strongly in L 2 (Ω T ; R 1+n ). If w j = (u j , v j ) then, by Lemma 3.1, u j ∈ū + H 1 0 (Ω T ) is an approximating sequence of (1.1) such that u j →ū in L 2 (Ω T ). This completes the proof.
