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Abstract
We classify all compact 1-connected manifolds $M^n$ for $2 \leq n leq 7$ which are
diffeomorphic to biquotients. Further, given that $M$ is diffeomorphic to a biquotient,
we classify the biquotients it is diffeomorphic to. Finally, we show the homogeneous
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$\delta S^1 \backslash Sp(3)/Sp(1)\times Sp(1)$ admit metrics of almost positive curvature.
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ABSTRACT
The classification of simply connected biquotients of dimension at most 7 and 3
new examples of almost positively curved manifolds
Jason DeVito
Wolfgang Ziller, Advisor
We classify all compact 1-connected manifolds Mn for 2 ≤ n ≤ 7 which are
diffeomorphic to biquotients. Further, given thatM is diffeomorphic to a biquotient,
we classify the biquotients it is diffeomorphic to. Finally, we show the homogeneous
space Sp(3)/Sp(1)× Sp(1) and two of its quotients Sp(3)/Sp(1)× Sp(1)× S1 and
∆S1\Sp(3)/Sp(1)× Sp(1) admit metrics of almost positive curvature.
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Chapter 1
Introduction
Geometrically, a biquotient is the quotient of a Riemannian homogeneous space
by a free isometric group action. Taking the free isometric group action to be the
trivial action by the trivial group, we see that biquotients encompass the whole
class of homogeneous spaces. Equivalently, if U ⊆ G × G is a subgroup, then U
naturally acts on G by (u1, u2) ∗ g = u1gu−12 . When the action is (effectively)
free, the orbit space G/U naturally has the structure of a smooth manifold with
canonical submersion G→ G/U . If G is given a biinvariant metric, then U acts by
isometries so G/U inherits a metric from G which is, by the O’Neill formulas [22],
nonnegatively curved. When U = H × K ⊆ G × G, the orbit space is sometimes
denoted H\G/K.
Biquotients were introduced by Gromoll and Meyer [14] in 1974 when they
showed that an exotic 7-dimensional sphere Σ7 is diffeomorphic to a biquotient
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Sp(2)/Sp(1). In fact, in this example, the biinvariant metric on Sp(2) induces a
metric on Σ7 with quasi-positive curvature - nonnegative sectional curvature and
a point p ∈ Σ7 for which all sectional curvatures are positive. This was the first
example of metric on an exotic sphere of nonnegative sectional curvature and the
first nontrivial example of a metric with quasi positive curvature. Recently, it was
shown by Petersen and Wilhelm [24] that this sphere in fact has a metric of positive
sectional curvature. However, it was also shown by Totaro [29] as well as Kapovitch
and Ziller [18], that the Gromoll-Meyer sphere is the unique exotic sphere of any
dimension which is diffeomorphic to a biquotient.
Biquotients have also been very fruitful in the search for new examples of posi-
tively curved manifolds. In fact, every known example of a positively curved mani-
fold, with the exception of one, is diffeomorphic to a biquotient. The one exception,
due to Grove, Verdiani, and Ziller [15] and independently Dearricott [7] is known to
be homeomorphic but not diffeomorphic to a biquotient. Further, every known ex-
amples of an almost positively curved manifold, a manifold which has an open dense
set of points of positive curvature, and every known example of a quasipositively
curved manifold is diffeomorphic to a biquotient.
Further, it turns out that biquotients share two of the key properties which
make homogeneous spaces so useful: their topology is computable and often their
geometry is as well. Also, as mentioned above, the O’Neill formulas [22] imply
every biquotient has a metric of nonnegative sectional curvature. This makes them
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ideal for study as a means of creating and testing conjectures about the relationship
between the topology and geometry of manifolds, especially for nonnegatively and
positively curved manifolds.
Because of all of this, it seems useful to have a classification of the low dimen-
sional simply connected biquotients. Further, since each description of a manifold as
a biquotient gives rise to a new Riemannian metric on it, it is also worth classifying
all the ways a given manifold can be written as a biquotient. Unfortunately, given
a biquotient G/U the biquotient ∆G\(G × G)/U is canonically diffeomorphic to
G/U via the map sending (g1, g2) to g
−1
1 g2. By iterating this, we see that, unlike in
the homogeneous case, there are always infinitely many biquotients diffeomorphic
to a given one and the dimension of groups involved go to infinity.
However, according to Totaro [29] every simply connected biquotient is diffeo-
morphic to one of the form G/U where G is simply connected, U is connected, and
no simple factor of U acts transitively on any simple factor of G. It turns out that
when restricted to this setting, only finitely many pairs of groups (G,U) can lead to
the same diffeomorphism type of biquotient, though infinitely many different em-
beddings of U into G × G may still give the same diffeomorphism type. When we
refer to classifying biquotients, we will mean in this seemingly stricter sense, where
we further insist that no simple factor of U acts trivially.
We now summarize our results. There are no simply connected compact 1 di-
mensional manifolds. In dimension 2, there is a unique simply connected compact
3
manifold, S2 which is diffeomorphic only to the biquotient S3/S1. In dimension 3,
there is again a unique simply connected compact manifold, S3, which is diffeomor-
phic only to the biquotient S3/{e}.
In dimension 4, we have
Theorem 1.0.1. The simply connected compact 4-dimensional biquotient are pre-
cisely S4, CP 2, S2 × S2, or CP 2]±CP 2. The manifolds S2 × S2 and CP 2]−CP 2
are diffeomorphic to infinitely many biquotients, while the other 3 manifolds are
diffeomorphic to only finitely many biquotients.
Of course, the homogeneous spaces S4, CP 2, and S2×S2 are classically known.
Totaro [29] showed that the other two manifolds CP 2]±CP 2 are each diffeomorphic
to a biquotient. We show that this list is complete and classify all actions giving
rise to these quotients.
In dimension 5, Pavlov [23] has already completed the classification of diffeo-
morphism types:
Theorem 1.0.2. (Pavlov) The simply connected compact 5-dimensional biquotients
are precisely S5, the Wu manifold SU(3)/SO(3), S2 × S3, and S3×ˆS2, the unique
nontrivial S3 bundle over S2 with structure group SO(4).
We show that both S3 × S2 and S3×ˆS2 are diffeomorphic to infinitely many
different biquotients while the other 2 manifolds are diffeomorphic to only finitely
many.
Before stating the results for dimension 6 and 7, we need the following definition.
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Definition 1.0.3. We say a biquotient G/U is naturally the total space of a fiber
bundle if G = G1 × G2 with both G1 and G2 nontrivial, U = U1 × U2, U1 acts
trivially on {e} ×G2 and U2 acts freely on {e} ×G2.
When G/U is naturally the total space of a fiber bundle the projection map
pi : G1×G2 → G2 → G2/U2 gives G/U the structure of a fiber bundle over G2/U2
with fiber G1/U1.
For example, suppose G = G1 × S3 and U = S1 which acts arbitrarily on the
first factor and as the Hopf action on the S3 factor. Then G/U naturally is the
total space of a fiber bundle over S2 with fiber G1.
More generally, if one has two biquotient G1/U1 and G2/U2, then one can form a
G1/U1 bundle over G2/U2 by considering (G1/U1)×U2G2 where U2 acts diagonally
with an arbitrary action on G1/U1 and the given effectively free action on G2.
With this definition in hand, we can state
Theorem 1.0.4. Suppose M is a simply connected 6 dimensional biquotient. Then
one of the following holds:
a) M is homogeneous or Eschenburg’s inhomogeneous flag manifold.
b) M is naturally the total space of a fiber bundle.
c) M is diffeomorphic to CP 3]CP 3, S5 ×T 2 S3, or S3 × S3 × S3/T 3.
The manifolds in b) include both S4 bundles over S2, all 3 CP 2 bundles over
S2, and many fiber bundles S2 → G/U → B4 with B4 a 4 dimensional biquotient.
When B4 6= S4, we show that every such bundle with structure group a circle is
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a biquotient. There are only 4 free isometric T 2 actions on S5 × S3 which do not
naturally give G/U the structure of a fiber bundle. There are only 12 free isometric
T 3 actions on
(
S3
)3
which do not naturally give G/U the structure of a fiber bundle.
We also classify which actions give rise to which quotients.
Finally, in dimension 7, we have
Theorem 1.0.5. Suppose M is a simply connected 7 dimensional biquotient. Then
one of the following holds:
a) M is homogeneous or an Eschenburg Space.
b) M is either the Gromoll-Meyer sphere or M is naturally the total space of
fiber bundle with fiber S3 and base either S4 or CP 2.
c) M is diffeomorphic to S5 ×S1 S3 or (SU(3)/SO(3))×S1 S3.
d) M is diffeomorphic to a biquotient of the form S3 × S3 × S3/T 2.
Unlike in dimension 6, there are infinitely many examples in c) and d) which
are not naturally the total space of a fiber bundle.
One of the goals of this thesis was to find new examples of almost positively
or quasipositively curved manifolds. While this particular hope did not come to
fruition, studying these examples led to
Theorem 1.0.6. The manifold Sp(3)/Sp(1)×Sp(1) has a metric with almost pos-
itive curvature. In this metric, there are precisely 4 free isometric actions by non-
trivial connected compact Lie groups, 2 by S3 and the other 2 coming from the circle
6
subgroups in each S3. Hence, the 4 quotient manifolds also inherit metrics of almost
positive curvature.
The manifold Sp(3)/Sp(1) × Sp(1) was shown by Tapp [27] to have a met-
ric of quasipositive curvature. The manifold Sp(3)/Sp(1)3 was shown by Wallach
[1] to have a homogeneous metric of positive curvature. Wilking [32] has shown
∆Sp(1)\Sp(3)/Sp(1) × Sp(1) has a metric of almost positive curvature. It is not
known whether the metric we endow ∆Sp(1)\Sp(3)/Sp(1) × Sp(1) is isometric to
his, nor whether or not this metric has any 0 curvature planes.
This paper is organized as follows. The Chapter 2 will cover preliminaries on
biquotients, including the computation of their cohomology rings and characteristic
classes. Chapter 3 will cover the rational homotopy theory which will lead to a
short list of the possible structures of pi∗(M) ⊗ Q when M is a low dimensional
simply connected biquotient. By making repeated use of a theorem of Totaro’s,
chapter 4 will translate the list of possible rational homotopy groups into a list of
pairs of groups (G,U) so that any low dimensional simply connected biquotient is
diffeomorphic to G/U for some (G,U) on the list. We will also rule out many of
the potential cases by elementary representation theory. Chapter 5 will, dimension
by dimension, carry out the classification of all embeddings of U into G × G in-
ducing effectively free actions and will characterize the diffeomorphism type of the
quotients. Chapter 6 will talk about the three new examples of almost positively
curved manifolds.
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Chapter 2
Preliminaries
2.1 Basics of biquotient actions
The basics of biquotients are covered in detail in Eschenburg’s Habilitation [10] (in
German). We recall some of it here.
Definition 2.1.1. We say the action of a group G on a set X is effectively free if
for all g ∈ G, if there is an x ∈ X so that gx = x, then for all y ∈ X, gy = y.
If we let G′ = {g ∈ G|gx = x ∀x ∈ X}, then G′ is a normal subgroup of G and
G/G′ acts freely on X.
Proposition 2.1.2. A biquotient action defined by U ⊆ G×G is effectively free iff
for all (u1, u2) ∈ U ⊆ G×G, if u1 is conjugate to u2 in G, then u1 = u2 ∈ Z(G).
We have an immediate corollary:
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Corollary 2.1.3. A biquotient action is free iff the action is free when restricted
to the maximal torus of U .
We also have
Proposition 2.1.4. Consider the inner automorphism C = Ck1,k2 : G×G→ G×G,
conjugation by (k1, k2). Suppose U ⊆ G×G. Then U acts effectively freely on G iff
C(U) acts effectively freely on G and the quotients are canonically diffeomorphic.
Proof. Suppose initially that U acts effectively freely on G. Suppose k1u1k
−1
1 is
conjugate to k2u2k
−1
2 in G, so there is a g ∈ G with gk1u1k−11 g−1 = k2u2k−12 .
Rearranging gives u2 = (k
−1
2 gk1)u1(k
−1
2 gk1)
−1 so that u1 and u2 are conjugate.
Hence, we conclude u1 = u2 ∈ Z(G) so kiuik−1i = ui ∈ Z(G). Thus, the action of
C(U) is also effectively free.
The map sending gU to k1gk
−1
2 C(U) is easily seen to be well defined diffeomor-
phism between the quotients.
In particular, for any biquotient, we may assume without loss of generality that
TU ⊆ TG×G, where TK denotes the maximal torus of the compact Lie group K.
Note that as a simple corollary, we have that if G/U is a biquotient, then
rk(U) ≤ rk(G). For, if U acts freely on G, then so does TU . But the action of TU
preserves a maximal torus TG of G which must be free. But then 0 ≤ dim(TG/TU) =
dim(TG)− dim(TU) = rk(G)− rk(U).
The profit of these facts is that, for a given pair (G,U), we can reduce the
classification of all biquotients G/U to a representation theory problem.
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That is, a homomorphism f : G→ SU(n) is the same as a complex representa-
tion, a homomorphism G → SO(n) is a real representation, and a homomorphism
G → Sp(n) is a symplectic representation. Further, if two embeddings are conju-
gate, then the representations they define are equivalent, and the converse is almost
true.
More specifically, we have
Theorem 2.1.5. (Mal’cev [21]) If two complex representations are equivalent, then
the corresponding images in SU(n) are conjugate. If two odd dimensional real rep-
resentations are equivalent, then the corresponding images in SO(2n+1) are conju-
gate. Likewise, if two symplectic representations are equivalent, then the correspond-
ing images in Sp(n) are conjugate. If two even dimensional real representations are
equivalent, then they are conjugate in O(2n), but not necessarily in SO(2n). In
fact, they will be conjugate in SO(2n) unless every irreducible subrepresentation is
even dimensional.
2.2 Topology of Biquotients
In this section, we explain a method due to Eschenburg [11] for computing the coho-
mology rings of biquotients and one due to Singhoff [25] for computing characteristic
classes. We will compute the cohomology rings of biquotients from a spectral se-
quence associated to a fibration given as the pullback of a canonical fibration. This
will allow us to compute differentials in the spectral sequence.
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Theorem 2.2.1. (Eschenburg) Assume U ⊆ G×G defines a free biquotient action.
Then there is a map φG : G/U → B(∆G) and commutative diagram of fibrations
G G
G/U
? φG - B∆G
?
BU
φU
? Bf- BG×BG
?
where the map from G/U to BU is the classifying map of the U principal bundle
U → G → G/U , the map from B∆G to BG × BG is induced from the inclusion
∆G→ G×G, and the map from BU to BG×BG is induces from the inclusion of
U in G×G.
Remark 2.2.2. Eschenburg’s theorem unfortunately doesn’t directly apply when the
action of U on G is merely effectively free. In these cases, we’ll have to use a trick
to apply this.
Thus, if we can understand both the differential in the Serre spectral sequence
for the fibration G→ BG→ BG× BG, and if we can understand the map Bf on
cohomology, we can compute the differentials in the Serre spectral sequence for the
fibration G→ G/U → BU . To carry this out, we must make a further assumption:
we fix a coefficient ring R so that H∗(G;R) is a free exterior algebra in generators
x1, ..., xn of degree |xk| = 2rk − 1. For example, R = Q.
11
The next two propositions show how to compute the differential in the Serre
spectral sequence for G→ BG→ BG×BG.
Proposition 2.2.3. Suppose H∗(G;R) = ΛR[x1, ...xk] with |xk| = 2rk − 1. Then
cohomology ring H∗(BG;R) is isomorphic to R[x1, ..., xk] with |xi| = |xi|+ 1. The
generators xi can be chosen so that dxi = xi in the spectral sequence of the fibration
G→ EG→ BG.
Theorem 2.2.4. (Eschenburg) Consider the fibration G → B∆G → BG × BG
where the second map is induced from the inclusion of ∆G into G × G. Then
in the spectral sequence for this fibration the elements xi are totally transgressive
and dxi = xi ⊗ 1− 1⊗ xi with notation as in the previous lemma.
We now try to understand the pullback f ∗ on cohomology. First note that for
a torus T = T n, we have H1(T ;R) ∼= Hom(pi1(T ), R). Letting t denote the Lie
algebra to T , we set Γ = exp−1(e), where exp : t → T is the group exponential.
Because every loop in T is homotopic to one of the form t → exp(t(a1, .., an))
uniquely, we have Γ ∼= pi1(T ). Hence, we may think of H1(T ) = Hom(Γ, R). By
using the transgressions of elements of H1(T ;R) as generators for H2(BT ;R), we
can think of every root and weight of T as an element of H2(BT ).
The next lemma is useful for actually computing the pullback f ∗:
Lemma 2.2.5. Suppose TG ⊆ G is the maximal torus and let i : TG → G be the
inclusion map. Then the map i∗ : H∗(BG;R) → H∗(BT ;R) is 1-1 with image
precisely H∗(BT ;R)W , the Weyl group invariant elements.
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Specializing this to the classical groups we have
Corollary 2.2.6. Suppose T n ⊆ G where
G ∈ {U(n), SU(n+ 1), Sp(n), SO(2n), SO(2n+ 1)}.
Let x1, ..., xn be the generators of H
1(T n;R) and xi be the corresponding generators
of H2(BT n;R). Then
if G = U(n),
H∗(BG;R) = R[σ1(xi), ..., σn(xi)].
If G = SU(n+ 1),
H∗(BG;R) = R[σ2(xi), ..., σn+1(xi)].
If G = Sp(n),
H∗(BG;R) = R[σ1(xi2), ..., σn(xi2)].
If G = SO(2n),
H∗(BG;R) = R[σ1(xi2), ..., σn−1(xi2), σn(xi)].
And if G = SO(2n+ 1),
H∗(BG;R) = R[σ1(xi2), ..., σn(xi2)].
Here, σi(xi) denotes the ith elementary symmetric polynomial in the variables
xi.
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Remark 2.2.7. Note that the final generator of the cohomology ring of BSO(2n) is
not in terms of the square of the xis.
There is a similar statement for computing the Z/2Z cohomology of a biquotient.
Here, one replaces the maximal torus with the maximal 2-group. The details can
be found in [4].
Because of this and the fact that we can assume that for U ⊆ G × G that
TU ⊆ TG × TG, it follows that we can simply compute f ∗ : H∗(B(TG × TG);R) →
H∗(BTU ;R) and restrict it to H∗(B(G×G);R)→ H∗(BU ;R).
Finally, note that we can easily compute the map f ∗ : H∗(BTG×G;R) →
H∗(BTU ;R) in terms of the induced map f ∗H∗(TG×G;R) → H∗(TU ;R) by using
naturality of
TU
f - TG×G
ETU
?
- ETG×G
?
BTU
? Bf- BTG×G
?
In fact, we find that using xi to denote the generators of H
1(TG×G;R) and yi
for the generators of H1(TU ;R), if f
∗(xi) =
∑
aiyi, then Bf
∗xi =
∑
aiyi where xi
are the transgressions of the xi in the Serre spectral sequence for T
l → ET l → BT l
and likewise for the yi.
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Now, to compute characteristic classes, we turn to the work of Singhoff.
Theorem 2.2.8. (Singhoff)
For U ⊆ G × G defining a free biquotient action, the total Pontryagin class of
(the tangent bundle to) G/U is
p(G/U) = φG
(
Πλ∈∆G(1 + λ2)
)
φU
(
Πµ∈∆U(1 + µ2)
)−1
where ∆K denotes the set of positive roots of K, and where φH and φG are the maps
in the fibration at the beginning of this section. Likewise, the total Stiefel-Whitney
class is given as
w(G/U) = φG
(
Πλ∈∆2G(1 + λ)
)
φU
(
Πµ∈∆2U(1 + µ)
)−1
where ∆2G denotes the 2-roots of G.
The roots of the classical groups and G2 are well known and are catalogued, for
example, in [13]. The 2-roots are less well known, but can be found, for example,
in [5].
In practice, the map φU on cohomology is computable as it’s the edge homo-
morphism in the Serre spectral sequence for G→ G/U → BU . On the other hand,
directly computing φG is difficult, but it’s easy to see that, if j : G→ G×G is the
diagonal map, then Bj∗ : H∗(B(G × G);R) → H∗(BG;R) is surjective, and the
commutativity in the initial diagram shows φ∗GBj
∗ = φ∗HBf
∗, so we can compute
Bj∗ using this.
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Both Eschenburg’s and Singhoff’s results require the action be free, while we are
allowing effectively free actions. As an example of where this discrepancy arises,
consider the S1 action on S3 × S3 induced by the map z → ((z, z2), (z, 1)) ∈
(S3 × S3)2. This map is clearly injective. However, the map induces the action
z ∗ (p, q) = (zpz, z2q) where p, q ∈ S3. If z /∈ {±1}, then z2q 6= q so these z act
freely. If z = ±1, we see that z fixes every point of S3×S3. Hence the S1 action on
S3×S3 is effectively free, but not free, despite the fact that the embedding defining
the action is injective.
The solution is to find a new action defined by S1 → (U(2)×U(2))2 which pre-
serves SU(2)×SU(2) and has the same orbits through SU(2)×SU(2) as the original
action. In this case, we map z to (diag(z, 1), diag(z, z)), (diag(z, 1), diag(1, 1)).
For the remainder of this section, let G = SU(k1) × ... × SU(kn) and G′ =
U(k1)× ...× U(kn),
By investigating the commutative diagram
G - G′
= - G′
G/U
?
- G′/U
?
- B∆G′
?
BU
? = - BU
? Bf- BG′ ×BG′
?
and using naturality, it is easy to see that the differentials for the left most
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spectral sequence can be computed just as above, in terms of the induced map from
H∗(BTG′×G′ ;R) to H∗(BTU ;R).
As far as characteristic classes are concerned, we have
Proposition 2.2.9. The normal bundle of G/U in G′/U is trivial.
Proof. First note that every 1 (real) dimensional representation of a compact Lie
group is trivial. We know the normal bundle of G in G′ is trivial - take a basis of
normal vectors at TeG ⊆ TeG′ and use the group operation in G to translate this
around. By the slice theorem, the normal bundle of G/U in G′/U is G×U Rn.
We claim that the U action on Rn is trivial, so that the normal bundle of G/U
is trivial in G′/U . More precisely, Rn breaks into a sum of trivial one dimensional
representations of U . This is because we have a chain of codimension one subgroups
G ⊆ S(U(k1)× U(k2))× ...× SU(kn)
⊆ ...
⊆ S(U(k1)× ...× U(kn))
⊆ G′
and each one is preserved by the U action, and hence, each (1 -dimensional)
normal bundle is preserved.
As a simple corollary, i∗(TG′/U) is stably isomorphic to TG/U and hence they
have the same characteristic classes. Further, Singhoff’s work guarantees we can
17
compute the characteristic classes for G′/U , and hence we can compute them for
G/U .
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Chapter 3
Possibilities for
⊕
k pik(G/U)Q
In this section, we tabulate a list of all possible rational homotopy groups for all
biquotients G/U of dimension smaller than or equal to 7 using rational homotopy
theory.
Definition 3.0.10. A topological space X is called rationally elliptic if
dim(H∗(X)⊗Q) <∞
and
dim(pi∗(X)⊗Q) <∞
.
We’ll use the notation AQ to denote A⊗Q for a Z module A.
Proposition 3.0.11. Every biquotient is rationally elliptic.
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Proof. Since biquotients are compact, dim(H∗(G/U)) <∞.
Next, given a biquotient G/U , we know that U acts on G effectively freely. If we
let U ′ = {u ∈ U | u ∗ g = g ∀g ∈ G}, the ineffective kernel of the action, then U ′ is a
(discrete) normal subgroup of U and U/U ′ acts freely on G. Hence, we get a U/U ′
principal fiber bundle G → G/U . The long exact sequence of rational homotopy
groups, together with the well known fact that all Lie groups are rationally elliptic
implies the rational homotopy groups pik(G/U)Q of G/U are 0 for sufficiently large
k.
Our chief tool for tabulating the possible rational homotopy groups of biquo-
tients is the following which can be found in Fe´lix, Halperin, and Thomas’ book
[12]:
Theorem 3.0.12. Let X be a rationally elliptic topological space. Let n be the
greatest integer so that Hn(X)Q 6= 0 (If X is a simply connected manifold, n is
simply its dimension). Let xi be a basis of piodd(X)Q and yj a basis of pieven(X)Q.
Then
(1)
∑
deg(xi) ≤ 2n− 1
(2)
∑
deg(yj) ≤ n
(3) pii(X)Q = 0 for i ≥ 2n
(4) dim(pi∗(X))Q ≤ n
(5) n =
∑
deg (xi)−
∑
(deg (yj)− 1)
(6) dim(piodd(X))Q − dim(pieven(X))Q ≥ 0
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(7) χ(X) =
∑
(−1)idim(Hi(X))Q ≥ 0
(8) We have equality in (6) iff we do not have equality in (7)
Here, the dim refers to the dimension thought of as a Q vector space and the
degree of xi ∈ pik(X)Q is k.
We will also find the rational Hurewicz theorem useful. The proof can be found,
for example, in [20].
Theorem 3.0.13. Let X be a simply connected topological space with pii(X)Q = 0
for 0 < i < r. Then the Hurewicz map induces an isomorphism pii(X)Q ∼= Hi(X)Q
for 1 ≤ i < 2r − 1 and is a surjection for i = 2r − 1.
We now handle each dimension one at a time.
3.1 n = 2, 3, 4 and 5
Proposition 3.1.1. If M is a rationally elliptic 1-connected 2-manifold, then M
has the same rational homotopy groups as the 2-sphere.
Proof. By the Hurewicz theorem, pi2(M)Q = Q. Now, since χ(M) = 2 > 0, we have
by (8), that there is precisely one odd degree element x. Then, using (5), we see
that 2 = deg (x)− 1 so that deg (x) = 3
Proposition 3.1.2. If M is a rationally elliptic 1-connected 3-manifold, then M
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has the same rational homotopy groups as the 3-sphere. In fact, M is a homotopy
3-sphere.
Proof. By Poincare duality and the Hurewicz theorem, M is a simply connected
homology sphere, which implies M is a homotopy sphere by Whitehead’s theorem.
Proposition 3.1.3. If M is a rationally elliptic 1-connected 4-manifold, them M
has the same rational homotopy groups as either S4, CP 2, or S2 × S2.
Proof. We separate the proof into cases depending on dim(pi2(M)Q) = k. First
notice that by (2), 0 ≤ k ≤ 2. Also, since every simply connected 4-manifold has
positive Euler characteristic, by (8), dim(piodd(M)Q) = dim(pieven(M)Q).
If k = 0, then M is a rational homotopy sphere, so by the rational Hurewicz
theorem, pi4(M)Q = H4(M)Q = Q. By (2), there are no more nonzero even rational
homotopy groups and then, by (8), dim(piodd(M)Q = 1) with basis, say, x. Using
(5), we can solve for the degree of x, to find that deg (x) = 4 + 3 = 7. Thus, M has
the same rational homotopy groups as S4.
If k = 1, we have by (2) that there are no other nonzero even homotopy groups.
Further, since χ(M) > 0, we again have that the dimension of the odd rational
homotopy groups is 1, generated by x again. Then, using (5) we can solve for
the degree of x to find that deg(x) = 4 + 1 = 5. Thus M has the same rational
homotopy groups as CP 2.
If k = 2, we have by (2) that there are no other nonzero even homotopy groups.
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Further, since χ(M) > 0, we again have that the dimension of the odd rational
homotopy groups is 2, generated by, say, x1 and x2. Then, using (5), we see that
deg(x1) + deg(x2) = 4 + 2 = 6. Since deg(xi) ≥ 3, it follows that deg(x1) =
deg(x2) = 3. Thus, M has the same rational homotopy groups as S
2 × S2.
Proposition 3.1.4. Let M be a rationally elliptic 1-connected 5-manifold. Then
M has the same rational homotopy groups as either S5 or S2 × S3
Proof. We again break it down into cases depending on k = dim(pi2(M)Q). By (2),
0 ≤ k ≤ 2. Also, notice that since M is a 5-manifold, its euler characteristic is
0. So, by (8), the dimension of the odd rational homotopy groups is strictly larger
than the dimension of the even rational homotopy groups.
If k = 0, then by Poincare duality and the rational Hurewicz theorem, we have
pi3(M)Q = pi4(M)Q = 0. Then by (2), there can be no other nonzero even rational
homotopy groups. But then, if xi is a basis for the odd rational homotopy groups,
(5) says that 5 =
∑
deg(xi). Since deg(xi) ≥ 3, it follows that i = 1 and the
deg(xi) = 5. Thus, M has the same rational homotopy groups as S
5.
If k = 1, then by (2), there can be no other nonzero even rational homotopy
groups. But then, if xi is a basis for the odd rational homotopy groups, (5) says
that 6 =
∑
deg(xi). Again, since deg(xi) ≥ 3, it follows that i = 2 and deg(x1) =
deg(x2) = 3. Thus, we see that M has the same rational homotopy groups as
S2 × S3.
If k = 2, then by (8), dim(piodd(M)Q) ≥ 3 with basis x1, x2, x3. But then by (1),
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we need deg(x1)+ deg(x2)+ deg(x3) ≤ 9. Since deg(xi) ≥ 3, this forces deg(xi) = 3
for each i. But then, (5) tells us that 5 = 9− 2, giving a contradiction,
3.2 n=6
Proposition 3.2.1. Let M be a rationally elliptic 1-connected 6-manifold. Then
the dimension of the rational homotopy groups of M are given by the following
chart, where a blank indicates the dimension is 0.
2 3 4 5 6 7 8 9 10 11 Example
1 1 S6
2 S3 × S3
2 1 1 M61
1 1 1 1 S2 × S4
1 1 2 M62
1 1 CP 3
2 1 1 S2 × CP 2
3 3 S2 × S2 × S2
Table 3.1: Possible dimensions of the rationally homotopy groups of a rationally
elliptic 6-manifold
To our knowledge, the manifolds M61 and M
6
2 do not have more common de-
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scriptions.
We will later show that no biquotient has the same rational homotopy groups
as M61 and M
6
2 .
Proof. Again, we break it down into cases depending on k = dim(pi2(M)Q). Before
doing that, notice that χ(M) = 2 + 2dim(H2(M)Q) − dim(H3(M)Q) = 2 + 2k −
dim(H3(M)Q) by Poincare duality and Hurewicz. Also, by (2), k ≤ 3.
If k = 0, then by Hurewicz, H3(M)Q = pi3(M)Q so that they have the same
dimension, say l. Then (7) implies that l ≤ 2. We further break into subcases
depending on l.
If k = 0 and l = 0, then we have H3(M)Q = 0. Then, by Poincare duality
and Hurewicz, we find that pii(M)Q = 0 for 1 ≤ i ≤ 5. But then H6(M)Q = Q =
pi6(M)Q. By (2), there can be no other nonzero even rational homotopy groups. But
now χ(M) > 0 so (8) tells us the dimension of the odd rational homotopy groups
is 1. Using (5), one can solve for the degree of this homotopy group to find it’s 11.
This gives the first entry in the table.
If k = 0 and l = 1, then we have χ(M) > 0, so that by (8), the even and odd
rational homotopy groups have the same dimension, which is at least 1 since l = 1.
Since the smallest nontrivial even degree is 4, and since by (2) we have the sum of
the even degrees is less than or equal to 6, it follows that the dimension of the evens
is less than or equal to 1, so that the dimension of the evens and odds is 1. Then
we can solve for the degree of the even piece using (5) to find that it’s -2, given us
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a contradiction. Thus, this case can’t happen.
If k = 0 and l = 2, then χ(M) = 0, so we have more odds than evens. Now,
by (1), there can be at most other one other nonzero odd rational homotopy group
- pi5. If pi5(M)Q = 0, then by using (5), we have 6 = 6 +
∑
(yj − 1), so that there
are no even degree nonzero rational homotopy groups. Thus, in this case we’d
find that pi3(M)Q = Q + Q while all others are 0. This fills in the second table
entry. If pi5(M)Q = Q, then by (5) we’ll have 6 = 11 −
∑
(deg(yj) − 1), so that∑
(deg(yj) − 1) = 5. Since each term deg(yj) − 1 is odd and the sum is odd, it
follows that there must be an odd number of summands. Since we know the number
is less than 3, there must be precisely one. Thus, we can solve for the degree and
find that it’s 6. This fills in the third entry.
We now move on to the k = 1 case. By (2), the only other possible even degree
nonzero rational homotopy group is 4. If pi4(M)Q, then by (6), we have at least 2
odds. By (5) we can solve for the sum of the degrees to find
∑
deg(xi) = 6+1+3 =
10. But for a sum of odd terms to be even, there must be an even number of them.
If there are 4 or more, we’ll have
∑
deg(xi) ≥ 4 ∗ 3 = 12 > 11, contradiction (1).
Thus, there are precisely two odd degree pieces. Then, it’s clear that they must
have degrees 3 and 7, or 5 and 5, filling in the 4th and 5th rows in the table.
Again with k = 1, if pi4(M)Q = 0, then again using (5) we find that
∑
deg(xi) =
7, but this can only happen if there is a single summand with deg(x) = 7. This fills
in the 6th row of the table, and finishes up the k = 1 case.
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If k = 2, then by (2), there are no other even degree pieces. Using (5) to solve for
the degrees of the xi (and noting there’s at least 2 by (6)), we find
∑
deg(xi) = 8,
so they must have degree 3 and 5, filling in the second to last row of the table.
Finally, if k = 3, then by (5), we have
∑
deg(xi) = 9. Since there must be at
least 3 odd degrees, we find that we have exactly 3, all of dimension 3, filling in the
last row.
3.3 n=7
Proposition 3.3.1. Let M be a rationally elliptic 1-connected 7-manifold. Then
the rational homotopy groups of M are given in the table at the top of the next page.
As in the previous case, the manifolds N7i are not commonly known by other
names.
As in the n = 6 case, we’ll see that no biquotient has the same rational homotopy
groups as any of the N7i .
Proof. Once again, we break it into cases depending on k = dim(pi2(M)Q). Since
M is odd dimensional, χ(M) = 0, so we know we always have more odd degree
pieces then even degree pieces. We’ll start with the k = 0 piece, and once again let
l = dim(pi3(M)Q) in order to further break into subcases. By (1), l ≤ 4.
If k = 0 and l = 0, then by Poincare duality and Hurewicz, the first nonzero
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2 3 4 5 6 7 8 9 Example
1 S7
1 1 1 S3 × S4
1 1 1 N71
2 2 1 N72
4 1 N73
1 2 1 1 N74
1 1 1 S2 × S5 or CP 2 × S3
2 3 S2 × S2 × S3
Table 3.2: Possible dimensions of the rational homotopy groups of a rationally
elliptic 7-manifold
rational homotopy group is pi7(M)Q = Q. By (1), there can be no other odd degree
pieces. Thus, there are no even degree pieces, filling in the first row.
If k = 0 and l = 1, then by (1) we can either have no other odd nonzero rational
homotopy groups, or pi5(M)Q = Q , pi7(M)Q = Q, or pi9(M)Q = Q. If both are 0,
then we have no even degree nonzero rational homotopy groups. But then by (5),
7 = 3 + 0 an obvious contradiction. Thus, precisely one of pi5(M)Q and pi7(M)Q is
nonzero. If pi5(M)Q = Q, then by (5), we have that
∑
(deg(yj) − 1) = 1 with the
sum having either zero or one term. If 0, we have 0 = 1, giving us a contradiction.
If 1 term, we find deg(y) = 2, contradiction k = 0.
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If pi7(M)Q = Q then by (5), we find pi4(M)Q = Q and all the rest are 0. If
pi9(M)Q = Q, then we see that pi6(M)Q = Q with all others 0. These fill in the
second two entries in the table, completing the k = 0, l = 1 case.
If k = 0 and l = 2, by (1), we find that either there are no other odd nonzero
rational homotopy groups, or pi5(M)Q = Q or pi7(M)Q = Q. If both are 0, then by
(5), we have
∑
(deg(yj) − 1) = −1, which can’t happen. If pi5(M)Q = Q, then we
have
∑
(deg(yj)− 1) = 4. But this sum has at most 2 summands by (8) and since
the sum is even, we must have exactly two summands. But then the only choices
are clearly deg(y1) = 2 and deg(y2) = 4. But k = 0, so this is a contradiction.
If k = 0, l = 2, and pi7(M)Q = Q, then (5) gives us
∑
(deg(yj) − 1) = 6, again
with precisely two summands. Thus we find the degrees are both 4, giving the 4th
entry in the table.
If k = 0 and l = 3, we have by (1) that there can be no other odd degree terms.
Then (5) gives 2 =
∑
(deg(yj) − 1), with at most two summands. The only way
this can happen is if deg(y1) =deg(y2) = 2, but k = 0, giving us a contradiction.
If k = 0 and l = 4, we have by (1) that there are no other odd terms and by
(5)
∑
(deg(yj)− 1) = 5, where we sum at most 3 terms. Since the sum is odd, we
must have an odd number of summands, so we have 1 or 3 summands. But since
they each have degree at least 4, 3 summands is too many. Thus, there is a single
summand of degree 6, filling in the 5th entry in the table and concluding the k = 0
case.
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If k = 1, then there at least 2 odd degree nonzero rational homotopy groups.
Further, by (2), either pi4(M)Q = Q or all other even degree rational homotopy
groups are 0. If pi4(M)Q = Q, then by (5),
∑
deg(xi) = 11, and there are at least 3
summands by (8). From here, it’s clear that they summands must have degree 3,
3, and 5, giving the 6th entry.
If k = 1 and pi4(M)Q = 0, then we have by (5) that
∑
deg(xi) = 8, with at least
2 summands. Thus we find the summands have degree 3 and 5, filling in the 7th
row of the table. This also completes the k = 1 case.
If k = 2, then by (2), there are no other even degree nonzero rational homotopy
groups and thus there are at least 3 odd degree nonzero rational homotopy groups.
Then (5) gives
∑
deg(xi) = 9, from which it follows that there are precisely 3
summands each of degree 3, filling in the final entry in the table.
It remains to show that k = 3 cannot occur. If k = 3, then again by (2), there
can be no other nonzero even degree rational homotopy groups. But then by (8)
there must be at least 4 nonzero odd degree rational homotopy groups. By (1), the
sum of the degrees must be less than 14, so that clearly there are exactly 4 nonzero
odd degree rational homotopy groups, each of degree 3. But then (5) says that
7 = 12− 3, which is obviously false. Thus k = 3 cannot occur.
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Chapter 4
All possible pairs of groups
In this section, we present the classification of possible pairs of groups (G,U) for
which there could possibly be a biquotient G/U of dimension less than or equal to
7. The results will only depend on the rational homotopy types of G and U .
Since Sp(n) and Spin(2n+1) have the same rational homotopy type this means
that the existence of a pair (G,U) involving Spin(2n+ 1) automatically implies the
existence of a pair involving Sp(n). Since Spin(3) = Sp(1) and Spin(5) = Sp(2),
this new pair is actually the same as the old pair. However, Sp(n) and Spin(2n+1)
for n ≥ 3 are distinct compact Lie groups. Note that in many cases where Spin(7)
occurs, it’s a simple factor of G and G2 or Spin(6) = SU(4) is a simple factor of U
where the G2 or SU(4) can only act on Spin(7). Since there are no G2 ⊆ Sp(3) nor
SU(4) ⊆ Sp(3), this extra case doesn’t really arise. Likewise, Spin(7) also often
occurs as a simple factor of U with Spin(8) the only simple factor of G on which
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Spin(7) can act. Since there are no Sp(3) ⊆ Spin(8), this extra case doesn’t really
arise either.
Because of this, when classifying the pairs (G,U), we will leave off some pairs if
they cannot be biquotients for the above reason.
Our main tools for the classification of pairs are the following two theorems due
to Totaro [29]. Note that in the classification, the group U is only given up to finite
cover.
Theorem 4.0.2. Let M be compact and simply connected and assume M = G/U .
Then there is a 1-connected compact group G′, and a connected group U ′ such that
U ′ doesn’t act transitively on any simple factor of G, such that M = G′/U ′.
Definition 4.0.3. Given M = G/U , let Gi be a simple factor of G. We say Gi
contributes degree k to M if the homomorphism pi2k−1(U)→ pi2k−1(Gi) in the long
exact sequence of rational homotopy groups is not surjective.
The possible degrees every simple Gi could contribute have been previously
tabulated. See, for example, [29]. We will later see that the exceptional groups
F4, E6, E7 and E8 will not come up in the classification, so we’ll ignore them in our
table.
Proposition 4.0.4. SU(n) has degrees 2,3,4,...,n,
SO(2n+ 1) and Sp(n) have degrees 2,4,6,...,2n,
SO(2n) has degrees 2,4,...,2n-2, n, and
G2 has degrees 2,6.
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Theorem 4.0.5. Let M be compact and simply connected and assume M = G/U
with G 1 connected, U connected and such that U doesn’t act transitively on any
simple factor of G. Let Gi be any simple factor of G. Then at least one of the
following 4 occurs.
(1) Gi contributes its maximal degree.
(2) Gi contributes its second highest degree and there is a simple factor Ui of U
such that Ui acts on one side of Gi and Gi/Ui is isomorphic to either SU(2n)/Sp(n)
for n ≥ 2, or Spin(7)/G2 = S7, Spin(8)/G2 = S7 × S7, or E6/F4. In each of the
four cases, the second highest degree is 2n− 1, 4, 4, or 9 respectively.
(3) G1 = Spin(2n) with n ≥ 4, contributing degree n and there is a simple factor
U1 of U such that U1 = Spin(2n − 1) acts on G1 on one side in the usual way so
that G1/U1 = S
2n−1.
(4) G1 = SU(2n + 1) and there is a simple factor U1 of U such that U1 =
SU(2n+1) and U1 acts on G1 via h(g) = hgh
t. In this case, G1 contributes degrees
2, 4, 6, ..., 2n to M .
From this, an easy corollary is:
Corollary 4.0.6. Let M = G/U with G 1-connected, U connected, and U not act-
ing transitively on any simple factor of G. Then each simple factor of G contributes
at least one odd degree. In particular, the number of simple factors of G is bounded
by dim(piodd(MQ).
From here on, when we writeM = G/U , we will always assumeG is 1-connected,
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U is connected, and U doesn’t act transitively on any simple factor of G.
At this stage, we are ready to complete the biquotient classification in dimension
2 and 3.
Theorem 4.0.7. Let M be a simply connected two or three dimensional biquotient,
M = G/U . Then M is diffeomorphic to S2 or S3, G = SU(2), U = S1 or {e},
and if U = S1, the action is the Hopf action.
Proof. Since we’ve already showed M has exactly one odd homotopy group in degree
3, it follows that G = G1 is simple. It is easy to see that the only case of Totaro’s
theorem which can apply is (1), so G contributes its highest degree of 1. But this
implies G = SU(2). It follows that U is 0 or 1 dimensional, so U = {e} or U = S1.
Now, note that the only linear free action of S1 on S2n−1 is, up to equivalence, the
Hopf action. For, if we think of S2n−1 ⊆ Cn with complex coordinates (p1, ..., pn),
then any linear action, up to conjugacy, looks like z(p1, ..., pn) = (z
k1p1, ..., z
knpn)
where we may assume without loss of generality that gcd(k1, ..., kn) = 1. Now, if z
is a kith root of 1, then z fixes (0, ..., 1, ..., 0) where the 1 is in the ith coordinate and
there are 0s elsewhere. Since the action is free, we must have ki = ±1. But then,
switching coordinates pi → pi whenever ki = −1 shows this action is equivalent to
the Hopf action.
Remark 4.0.8. Since, by Synge’s theorem, S1 cannot act freely and linearly on an
even dimensional sphere, we get, as an immediate corollary to the proof, that the
34
only free linear action of S3 on a sphere (up to reparamaterization) is the Hopf
action on S4k−1. This follows because given any linear action of S3 on a sphere,
the action must restrict to the Hopf action of the circle subgroup. Hence, all the
weights of the representation are ±1, so the representation of S3 is the direct sum
of copies of the standard representation, i.e., the S3 action is the Hopf action on
C2k.
4.1 (G,U) for dim(G/U) = 4
Proposition 4.1.1. Suppose M4 is simply connected and has the same rational
homotopy groups as S4 and suppose further that M = G/U is a biquotient. Then
G and U are one of the pairs in the following table.
G U
SU(4) SU(2)× SU(3)
Sp(2) SU(2)× SU(2)
Spin(7) G2 × SU(2)
Spin(8) G2 × Sp(2)
Spin(8) Spin(7)× SU(2)
Table 4.1: Potential pairs (G,U) with the same rational homotopy groups as S4
Proof. Since dim(piodd(M)Q) = 1, it follows from Totaro’s theorem that G is sim-
ple. Then, since M is 3-connected and pi4(M)Q = Q, it follows from the long
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exact sequence of rational homotopy groups that U = U1×U2 is simply connected,
consisting of precisely two simple factors.
Now, assume initially that G contributes it’s maximum degree of 4 to M . Then
G = SU(4) or G = Sp(2). If G = SU(4), then by the long exact sequence in rational
homotopy groups, we have pi7(U)Q = 0, pi5(U)Q = Q, and pi3(M)Q = Q+Q, so that
U = SU(3)×SU(2). If instead, G = Sp(2), then we find that pi7(U)Q = pi5(U)Q = 0,
so that U = SU(2)× SU(2). This completes the first two entries in the table.
Now, assume that G doesn’t contribute its highest degree (so we’re in case 2 or
3 of Totaro’s theorem). Then G = SU(5), Spin(7), Sp(3), or Spin(8) (but the case
of Sp(3) can’t happen). Further, we know that one simple factor, say U1 acts on
G on one side and G/U = S7 or S7 × S7. First notice that unless G = Spin(8),
G/U 6= S7× S7 by looking at the long exact sequence of rational homotopy groups
at degree 4.
If G = SU(5), then if G/U1 = S
7, we find from the long exact sequence of
rational homotopy groups that pi9(U1)Q = Q while pi7(U1)Q, but this is impossible,
so G 6= SU(5).
If G = Spin(7), we find that U1 = G2, the exceptional lie group of dimension 14.
Then since dim(G) − dim(U1) − dim(U2) = 4, it follows that U2 = SU(2). Thus,
G = Spin(7) and U = G2 × SU(2) works. This fills the next entry in the table
Finally, let G = Spin(8). If G/U1 = S
7 × S7, then it follows that U1 = G2.
Then, again from dimension count, we have that dim(U2) = 10 so that U2 = Sp(2).
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If G/U1 = S
7, it follows that U1 = Spin(7). Then again from dimension count,
U2 = SU(2), filling in the last entry in the table.
Proposition 4.1.2. Let M4 be simply connected with the same rational homotopy
groups as CP 2. Suppose M = G/U is a biquotient. Then either G = SU(3) and U
is SU(2)× S1, or G = SU(4) and U is Sp(2)× S1.
Proof. Since dim(piodd(M)Q) = 1, it follows that G is simple. Since pi2(M)Q = Q,
it follows that U = S1 ×U ′, where U ′ is a product of simple factors. Further, since
pi3(M)Q = pi4(M)Q = 0, it follows that U
′ is simple.
Now, suppose G contributes is maximum degree of 3, so that G = SU(3). Then
from the long exact sequence of rational homotopy groups we see that pik(U)Q = 0
for k > 3, so that U ′ = SU(2). Thus, if G = SU(3), U = S1 × SU(2).
If G does not contribute its highest degree, then we must be in case 2. Thus,
G = SU(4) so the simple factor U ′ is a group acting on one side of G such that
G/U = SU(4)/Sp(2), i.e., U ′ = Sp(2).
Proposition 4.1.3. Let M4 be simply connected with the same rational homotopy
groups as S2×S2. Suppose M = G/U . Then G = SU(2)×SU(2) and U = S1×S1.
Proof. Since dim(piodd(M)Q = 2, it follows that G has at most two simple factors.
Since pi3(M)Q = Q + Q, it follows that G has at least two simple factors. Thus
G = G1 × G2. Then it again follows from the long exact sequence of rational
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homotopy groups that pi3(U)Q = 0, so that U is a product of circles. In particular,
U has no simple factors so only case 1) of Totaro’s theorem can occur. Thus, G1
and G2 contribute their maximum degree of 3, so that G1 = G2 = SU(2). From
dimension count, we see that U = S1 × S1.
4.2 (G,U) for dim(G/U) = 5
Proposition 4.2.1. Let M5 be simply connected with the same rational homotopy
groups as S5. Assume M = G/U is a biquotient. Then we have either G = SU(3)
and U = SU(2) or G = SU(4) and U = Sp(2).
Proof. Since dim(piodd(M)Q) = 1, G is simple. Since pi3(M)Q = 0, it follows that U
has precisely one simple factor. Further since M is 4-connected, U is simple. Now,
first assume G contributes is max degree of 3, so that G = SU(3). Then, from
dimension count, it follows that U = SU(2). If G does not contribute its highest
degree , then we’re in the first part of the second case of Totaro’s theorem. Thus, U
acts on one side of G = SU(4) and by the long exact sequence of rational homotopy
groups, U = Sp(2).
Proposition 4.2.2. Let M be simply connected with the same rational homotopy
groups as S2 × S3. Suppose M = G/U is a biquotient. Then G = SU(2)× SU(2)
and U = S1.
Proof. Since dim(piodd(M)Q = 2, it follows that G has at most two simple factors.
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Since dim(pi3(M)Q = 2, it follows that G has at least two simple factors so that
G = G1 × G2. Then, since pi4(M)Q = 0, it follows that U has no simple factors.
Thus, we can only be in case (1) of Totaro’s theorem. Thus, G1 = G2 = SU(2).
Then, by dimension count, U = S1.
4.3 (G,U) for dim(G/U) = 6
In this subsection, we again catalogue which G and U are possible strictly from
rational homotopy and dimension concerns.
Proposition 4.3.1. Let M be simply connected with the same rational homotopy
groups as S6. Suppose M = G/U is a biquotient. Then either G = G2 with
U = SU(3) or G = Spin(7) with U = Spin(6).
Proof. Since dim(piodd(M)Q) = 1, G is simple. Since pi2(M)Q = pi3(M)Q = 0, U is
simple.
Now, assumeG contributes its highest degree of 6. ThenG = G2, SU(6), Spin(7)
or Spin(8) (the case G = Sp(3) can’t happen). If G = G2, then from the long exact
sequence in rational homotopy groups we have pi5(U)Q = pi3(U)Q = Q, so that
U = SU(3).
If G = SU(6), we find that pi9(U)Q = Q while pi7(U)Q = 0, but this is impossible,
so that G 6= SU(6).
If G = Spin(7) (or Sp(3)), we find that pi7(U)Q = pi5(U)Q = Q so that U =
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SU(4) = Spin(6).
Finally, if G = Spin(8), we find pi7(U)Q = Q+Q while pi5(U)Q = Q. But this is
impossible. This handles the case of G contributing its maximal degree.
Note however, G cannot contribute a nonmaximal degree of 6 - if G contributes
as in (2) of Totaro’s theorem, then its second highest degree is of the form 2n − 1
or is 4, so this can’t happen. If G contributes as in (3) of Totaro’s theorem, then
G = Spin(6) and G/U = S11, giving an obvious contradiction. Further G can’t
contribute as in 4) since there is only a single simple factor. Thus, all examples
come from case 1).
Proposition 4.3.2. Let M be simply connected with the same rational homotopy
groups of S3 × S3. Suppose that M = G/U . Then G = SU(2) × SU(2) and U is
trivial.
Proof. Since dim(piodd(M)Q) = 2, G has at most 2 simple factors. Since pi3(M)Q =
Q + Q, G must have at least 2 simple factors. Thus G = G1 × G2. Further, since
pi2(M)Q = 0 it follows that U is simply connected with no simple factors. Thus
U = {e} as claimed. But cases (2),(3), and (4) of Totaro’s theorem require U to
contain a simple factor, so we see that both G1 and G2 contribute their maximum
degree of 2. Thus G1 = G2 = SU(2).
Proposition 4.3.3. Let M be simply connected with the same rational homotopy
groups as the M61 . That is, pi3(M)Q = Q + Q, pi5(M)Q = pi6(M)Q = Q with all
other rational homotopy groups trivial. Further, assume M = G/U is a biquotient.
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Then G = SU(3)× SU(2)× SU(2) and U = SU(3).
Proof. Since dim(piodd(M)Q) = 3, we have that G has at most 3 simple factors.
Since dim(pi3(M)Q) = 2, we have that G has at least 2 simple factors. Further, if
G has 2 simple factors, U has none, while if G has 3 simple factors, U has precisely
1. Also, since M is rationally 2-connected, U is simply connected.
So, initially assume that G = G1 × G2, that is, G has 2 simple factors. Since
in this case U has no simple factors, but since pi6(M)Q = Q, we must have that
dim(pi5(U)Q) ≥ 1, so that U contains at least one simple factor. This gives us a
contradiction so this case cannot occur.
Now, assume G = G1×G2×G3 and thus that U is simple. Now, since pi6(M)Q =
Q, it follows that dim(pi5(U)Q) ≥ 1, so that U = SU(n) for some n ≥ 3. Now,
assume without loss of generality that G1 contributes degree 3 to M , so we must
be in case (1) or (2) of Totaro’s theorem. Then, G1 contributes either its maximum
degree or second highest, so that G1 = SU(3) or SU(4). If G = SU(4) contributes
it’s second highest degree of 5, then we’re in the first part of the second case of
Totaro’s theorem. Thus, U = Sp(2), contradicting the fact that U = SU(n) for
some n. Thus, G1 = SU(3).
Now, G2 contributes a degree 2 and this is either the highest or second highest
degree of G2. If second highest, G2 is coming from case 4 of Totaro’s theorem, so
that G2 = U = SU(3). But then dim(M) = dim(SU(3))+dim(SU(3))+dim(G3)−
dim(SU(3)) > 8, giving a contradiction. This similarly applies to G3. Thus we find
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that G2 = G3 = SU(2). Then, from dimension count, we find that U = SU(3).
We have as an easy corollary
Corollary 4.3.4. M61 cannot be diffeomorphic to a biquotient.
Proof. If M61 = G/U were a biquotient, we have G = SU(3)× SU(2)× SU(2) and
U = SU(3). But SU(3) cannot act on SU(2)× SU(2) and the only free action on
itself is transitive.
Proposition 4.3.5. Let M = G/U be a simply connected biquotient with the same
rational homotopy groups as S2×S4. Then G and U are on the table on the following
page:
Proof. Since dim(piodd(M)Q) = 2, G has at most 2 simple factors. First assume that
G is simple (so we can’t be in case 4 of Totaro’s theorem). By looking at the long ex-
act sequence in rational homotopy groups, we see that U must contain precisely one
simple factor U ′. Now, if G contributes its max degree of 4 to M , then G = SU(4)
or G = Sp(2). Then, from the long exact sequence in rational homotopy groups, we
find that in the first case, U = SU(3)×S1 and in the second that U = SU(2)×S1. If
G doesn’t contribute its highest degree, then G = SU(5), Spin(7), Sp(3), or Spin(8)
from case (2) and (3) of Totaro’s theorem which implies G/U ′ = S7 or S7 × S7,
ruling out Sp(3). However, in either case, since there are no more simple factors in
U , we’ll find that, for example, pi4(M)Q = pi4(G/U
′)Q = 0, giving a contradiction.
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G U
SU(4) SU(3)× S1
Sp(2) SU(2)× S1
SU(4)× SU(2) SU(3)× SU(2)× S1
Sp(2)× SU(2) SU(2)× SU(2)× S1
Spin(7)× SU(2) G2 × SU(2)× S1
Spin(8)× SU(2) Spin(7)× SU(2)× S1
Spin(8)× SU(2) G2 × Sp(2)× S1
SU(4)× SU(3) SU(3)× SU(3)× S1
Sp(2)× SU(3) SU(3)× SU(2)× S1
Spin(7)× SU(3) G2 × SU(3)× S1
Spin(8)× SU(3) Spin(7)× SU(3)× S1
Table 4.2: Potential pairs (G,U) with the same rational homotopy groups as S2×S4
Next, assume G = G1 × G2, and assume without loss of generality that G1
contributes the degree 4 piece while G2 contributes the degree 2 piece. From the
long exact sequence in rational homotopy groups, we see that U = U1 × U2 × S1,
that is U contains precisely two simple factors. If both G1 and G2 contribute their
maximal degrees, then G2 = SU(2) while G1 = SU(4) or Sp(2). If G1 = SU(4),
then we see that pi5(U)Q = Q and pi3(U)Q = Q+Q, so that U = SU(3)×SU(2)×S1.
We also see that if G1 = Sp(2), then U is SU(2)× SU(2)× S1.
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Now, assume that G1 does not contribute its maximal degree while G2 = SU(2)
contributes its maximal degree of 2. Then recalling we’ve already ruled out G1 =
SU(4), we see G1 = Spin(7), Sp(3), or Spin(8), though, as usual, the Sp(3) case
can’t happen. Further, Totaro’s theorem tells us G1/U1 = S
7 or S7 × S7. Thus,
if G1 = Spin(7), we see that U1 = G2, the exception Lie group. Then, from
dimension count, we have that dim(U2) = 3 so that U2 = SU(2). Thus, we have
G = Spin(7)× SU(2) while U = G2 × SU(2)× S1.
If G1 = Spin(8), then U1 = Spin(7)(if G1/U1 = S
7) or G2 (if G1/U1 = S
7 × S7.
If U1 = Spin(7), then again by dimension count, we have dim(U2) = 3 so that
U2 = SU(2). If instead, U1 = G2, then we have that dim(U2) = 10 so that
U2 = Sp(2).
If G1 does not contribute from case (1) or (2) of Totaro’s theorem, it must
contribute by case (3) and then we’ll have G1 = Spin(8) with U1 = Spin(7), and
this has already been handled.
Now, if G2 doesn’t contribute its maximal degree, then G2 must come from case
4 of Totaro’s theorem. Thus, G2 = SU(3) and U1 = SU(3). We now figure out
what G1 can be. If G1 contributes its highest degree of 4, then G1 = SU(4) or
Sp(2). Thus we find that U2 = SU(3) or SU(2) respectively.
If G1 does not contribute its maximal degree, then we see that G1 is either
SU(5), Spin(7), or Spin(8). Further, if G1 comes from case 2 of Totaro’s theorem,
we have that there is a simple factor U ′ such that G1/U ′ = S7 or S7 × S7. Notice
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that if G1/U
′ = S7 × S7, then dim(pi7(M)Q) = 2, giving a contradiction. We’ve
also already seen that if G1 = SU(5), then there is no U
′ such that G1/U ′ = S7. If
G1 = Spin(7), then we must have U
′ = G2, the exceptional Lie group. In particular,
in this case we have U = SU(3)×G2 × S1. Finally, if G1 = Spin(8), then we have
U ′ = Spin(7), so that U = SU(3)× Spin(7)× S1.
Next, assume G1 comes from case 3 of Totaro’s theorem. Then we see that
G = Spin(8), and we’ve already handled this case. Since G1 doesn’t contribute
degree 3, G1 can’t come from case 4 of Totaro’s theorem and so we’re done.
Proposition 4.3.6. Let M be simply connected with the same rational homotopy
groups as M62 - that is pi2(M)Q = pi4(M)Q = Q, pi5(M)Q = Q + Q, and all other
rational homotopy groups are trivial. Suppose M = G/U is a biquotient. Then
either G = SU(3)×SU(3) with U = SU(2)×SU(2)×SU(2)×S1 or G = SU(4)×
SU(3) with U = Sp(2)× SU(2)× SU(2)× S1.
Proof. Since dim(piodd(M)Q) = 2 while dim(pi3(M)Q) = 0, we conclude that either
G is simple or G = G1×G2. However, if G is simple, then we have dim(pi5(G)Q) ≥ 5,
which is impossible for simple G. Thus, we have G = G1 × G2 is a product of 2
simple factors. We also conclude from the long exact sequence in rational homotopy
groups that U contains precisely 3 simple factors and so U = U1 × U2 × U3 × S1.
Now, if both G1 and G2 contribute their maximum degrees of 3, then we conclude
that G1 = G2 = SU(3). Then from dimension count, we have dim(U1) +dim(U2) +
45
dim(U3) = 9, so that U1 = U2 = U3 = SU(2).
If one, say G1 doesn’t contribute its maximal degree, then we have G1 = SU(4)
and G2 = SU(3). Further, in order to contribute a nonmaximal degree of 5, this case
must be the first part of case 2 of Totaro’s theorem. Thus, we know a simple factor,
say U1 = Sp(2). Then we find dim(U2) + dim(U3) = 6, so that U1 = U2 = SU(2).
If both G1 and G2 fail to contribute their maximal degree, then we know that
G1 = G2 = SU(4). Further, we’d again be in the first part of case 2) of Totaro’s
theorem, so that U1 = Sp(2). But then we find that pi5(U1 × U2)Q = Q + Q while
pik(U1 × U2)Q = 0 for all higher k so that U2 = U3 = SU(3). But then comput-
ing dimension gives 6 = dim(M) = 2dim(SU(5)) − dim(Sp(2)) − 2dim(SU(3)) −
dim(S1) = 3, so we have a contradiction.
Corollary 4.3.7. M62 cannot be a biquotient.
Proof. By the previous proposition, if M = G/U , then G = SU(3) × SU(3) and
U = SU(2)3 × S1 or G = SU(4) × SU(2) and U = Sp(2) × SU(2)2 × S1. We will
show none of these gives rise to free actions, even forgetting the S1 factor of U .
Assume initially that G = SU(3)×SU(3) and U = SU(2)3. There are precisely
2 nontrivial embeddings of SU(2) into SU(3), the block embedding and the map
SU(2) → SO(3) ⊆ SU(3). It follows that 2 of the SU(2)s in U must act only on
one SU(3) each. If they act on the same one, then we either must have a free action
of SU(2) or SO(3) on SU(2)\SU(3) = S5, but we’ve seen that this can’t happen.
Hence, we may assume the first two SU(2)s in U act on the left of SU(3)× SU(3)
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and the other SU(2) in U acts diagonally on the right. But this can’t happen either
just by checking cases.
Next, assume that G = SU(4) × SU(2) and U = Sp(2) × SU(2)2. We already
know that Sp(2) can only act on one side of SU(4) and can’t act on SU(2), so the
biquotient must look like S5×SU(2)×SU(2) SU(2). At most one SU(2) can act on the
SU(2) factor of G by conjugation (because it can’t act transitively by convention),
so the other SU(2) factor of U must act freely on S5. But we’ve already seen this
is impossible.
Proposition 4.3.8. Let M be simply connected with the same rational homotopy
groups as CP3. Assume M = G/U is written according to our conventions. Then
G and U are given, up to finite cover, in the following table:
G U
SU(4) SU(3)× S1
Sp(2) SU(2)× S1
Spin(7) G2 × S1
Spin(8) Spin(7)× S1
Table 4.3: Potential pairs (G,U) with the same rational homotopy groups as CP 3
Proof. Since dim(piodd(M)Q) = 1, G is simple. Then from the long exact sequence
of rational homotopy groups we conclude U has exactly one simple factor.
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If G contributes its maximum degree of 4, then G = SU(4) or Sp(2) and the
long exact sequence of rational homotopy groups shows that U is SU(3) or SU(2)
respectively.
If G does contribute its maximal degree, then G = SU(5), Spin(7) or Spin(8)
and the simple factor U ′ of U acts only on one side of G with G/U = S7 or
S7 × S7. Since there are no other simple factors, we can’t have G/U = S7 × S7,
since otherwise pi7(M)Q = Q+Q, giving a contradiction. We have now handled this
problem several times, so we know that G = Spin(7) with U = G2, or G = Spin(8)
with U = Spin(7). Case 3) of Totaro’s theorem is subsumed in the previous case,
and case 4) can’t happen as there is no degree 3 term.
Proposition 4.3.9. Let M be simply connected with the same rational homotopy
groups as S2 × CP 2. Assume M = G/U written according to our conventions.
Then G and U are given in the following table:
Proof. Since dim(piodd(M)Q) = 2, either G is simple or G = G1 × G2. We also
see from the long exact sequence of rational homotopy groups that U has one less
simple factor than G. If G is simple, then U is a product of two circles. But then
pi5(G)Q = Q and pik(G)Q = 0 for larger k, so that G = SU(3). G cannot contribute
via case 2), 3), or 4) of Totaro’s theorem since in this case U has no simple factors.
Thus, we’re done with the case of G being simple.
So, assume G = G1 × G2 with G1 contributing degree 3 and G2 contributing
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G U
SU(3) S1 × S1
SU(3)× SU(2) SU(2)× S1 × S1
SU(4)× SU(2) Sp(2)× S1 × S1
SU(3)× SU(3) SU(3)× S1 × S1
Table 4.4: Potential pairs (G,U) with the same rational homotopy groups as S2 ×
CP 2.
degree 2. If they both contribute their maximal degrees, then G1 = SU(3) and
G2 = SU(2). Then by dimension count (since U has precisely 1 simple factor) we
have U = SU(2)× S1, up to cover.
If G1 doesn’t contribute its maximal degree, then G = SU(4) and we’re in the
first part of case 2) of Totaro’s theorem. Thus, the simple factor U ′ of U is equal
to Sp(2). Then, we have dim(G2) = 6− dim(G1) + dim(U) = 6− 15 + 12 = 3, so
that G2 = SU(2).
If G2 does not contribute its maximal degree, then G2 = SU(3) and the simple
factor U ′ of U is equal to SU(3) also. Notice that if G1 doesn’t contribute its
highest degree, we have U ′ = Sp(2) so that G1 must contribute it’s highest degree
of 5. Then G1 = SU(3)
Proposition 4.3.10. Let M be simply connected with the same rational homotopy
groups as S2 × S2 × S2. Assume M = G/U is a biquotient. Then G = SU(2) ×
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SU(2)× SU(2) and U = S1 × S1 × S1.
Proof. Since dim(piodd(M)Q) = dim(pi3(M)Q) = 3, we have that G = G1 ×G2 ×G3
contains precisely three simple factors. Further, U must contain none. Thus, case
2), 3), and 4) of Totaro’s theorem can’t happen, so that each Gi contributes its
maximum degree. Thus, Gi = SU(2) for each i, and so by dimension count, or by
dim(pi2(M)Q), we have that U = S
1 × S1 × S1.
4.4 (G,U) for dim(G/U) = 7
Proposition 4.4.1. Let M be simply connected with the same rational homotopy
groups as S7. Assume M = G/U is a biquotient. Then G and U appear on the
following table:
G U
SU(4) SU(3)
Sp(2) SU(2)
Spin(7) G2
Spin(8) Spin(7)
Table 4.5: Potential pairs (G,U) with the same rational homotopy groups as S7
Proof. Since dim(piodd(M)Q) = 1, G is simple. Further, from the long exact se-
quence of rational homotopy groups we see that U is simple and simply connected.
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If G contributes its max degree 0f 4, then we have G = SU(4) or G = Sp(2).
Correspondingly, we see that U = SU(3) or U = SU(2).
If instead, G does not contribute its maximal degree, then we know that G/U =
S7 and G = SU(5), Spin(7), or Spin(8). We done this several times now, giving
the above result.
Proposition 4.4.2. Let M be simply connected with the same rational homotopy
groups as S3 × S4. Assume M = G/U is a biquotient. Then G and U are given in
the following table:
G U
SU(4) SU(3)
Sp(2) SU(2)
SU(4)× SU(2) SU(3)× SU(2)
Sp(2)× SU(2) SU(2)× SU(2)
Spin(7)× SU(2) G2 × SU(2)
Spin(8)× SU(2) Spin(7)× SU(2)
Spin(7)× SU(3) G2 × SU(3)
Spin(8)× SU(3) Spin(7)× SU(3)
Spin(8)× SU(2) G2 × Sp(2)
Table 4.6: Potential pairs (G,U) with the same rational homotopy groups as S3×S4
Proof. Since dim(piodd(M)Q) = 2, we have that either G is simple or G = G1 ×G2.
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Notice that U has the same number of simple factors as G.
If G is simple, assume first that G contributes its maximum degree of 4. Then
G = SU(4) or Sp(2). From the long exact sequence of rational homotopy groups,
we’ll have that U = SU(3) or SU(2), respectively (with Dynkin index 0). Case
2) and 3) can’t happen, because then we’d have G/U = S7 or S7 × S7, so that
M would have the same rational homotopy groups as S7, giving a contradiction.
Finally, case 4) can’t happen because G is simple.
Now, assume G = G1 × G2 and U = U1 × U2., with G1 contributing degree
4 and G2 contributing degree 2. If both G1 and G2 contribute their maximum
degrees, we have that G1 = SU(4) or Sp(2) and G2 = SU(2). Then we see that
U = SU(3) × SU(2) or U = SU(2) × SU(2) respectively. If instead, G2 does
not contribute its maximal degree, then we find that G2 = SU(3) (only case 4
of Totaro’s theorem allows a degree 2 contribution). In this case, U must contain
SU(3) as a simple factor as well as an S1. By dimension count, the remaining factor
must be either SU(3) or SU(2) for G1 = SU(4) or Sp(2), respectively.
Next assume that G1 does not contribute its maximal degree. We’ve seen several
times then that G1 = Spin(7) with U1 = G2, the exceptional Lie group or G1 =
Spin(8) with U1 = Spin(7) or G2. In every case except Spin(8)/G2 = S
7 × S7,
we have that dim(G2) = dim(U2). If G2 contributes its highest degree, then G2 =
SU(2) = U2. If instead, G2 does not contribute its maximal degree, then by case
4) of Totaro’s theorem, G2 = SU(3) = U2. In the Spin(8)/G2 = S
7 × S7 case, we
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must have pi7(U2)Q = Q, so that we rule out case 4) for G2. Thus, G2 = SU(2).
Then by dimension considerations, we see that U2 = Sp(2).
Proposition 4.4.3. Let M be simply connected with the same rational homotopy
groups as N71 , that is, with pi3(M)Q = pi6(M)Q = pi9(M)Q = Q with all other rational
homotopy groups trivial. Then M cannot be diffeomorphic to a biquotient.
Proof. Assume for a contradiction that M = G/U . Since dim(piodd(M)Q) = 2 while
dim(pi3(M)Q) = 1, we have that G is either simple or G = G1×G2, and U is simply
connected with one less simple factor than G. Thus, if G is simple, then U is trivial.
But then we’ll have pi6(M)Q = 0, giving a contradiction. Thus, G = G1 × G2 and
U is simple. Assume without loss of generality that G1 contributes degree 5 while
G2 contributes degree 2.
If G1 contribute its maximal degree, then G1 = SU(6). But then we’ll have
pi5(G)Q = Q so that we’ll need pi5(U)Q = Q + Q, but this is impossible since U is
simple. Thus G1 must contribute a nonmaximal degree of 5 so that G1 = SU(6).
In order to contribute degree 5, we must be in the first part of case 2 of Totaro’s
theorem, so that U has the same rational homotopy groups as Sp(3), so U = Sp(3)
or Spin(7). Then by dimension count, we have dim(G2) = 7− 35 + 21 < 0, giving
a contradiction.
Proposition 4.4.4. Let M = G/U be simply connected with the same rational
homotopy groups as N72 - that is pi3(M)Q = pi4(M)Q = Q + Q, pi7(M)Q = Q, and
all others are trivial. Then G and U are given, up to finite cover, in the following
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table:
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G U
SU(4)× SU(2) SU(3)× SU(2)
Sp(2)× SU(2) SU(2)× SU(2)
SU(4)× SU(3) SU(3)× SU(3)
Sp(2)× SU(3) SU(2)× SU(3)
Spin(7)× SU(2) G2 × SU(2)
Spin(8)× SU(2) Spin(7)× SU(2)
Spin(7)× SU(3) G2 × SU(3)
Spin(8)× SU(3) Spin(7)× SU(3)
Spin(8)× SU(2) G2 × Sp(2)
Table 4.7: Potential pairs (G,U) with the same rational homotopy groups as N72
Proof. Again, from dim(piodd(M)Q) and dim(pi3(M)Q), we conclude that G is a
product of either 2 or 3 simple groups. So, assume initially that G = G1 × G2. It
follows that U = U1 × U2 is 1- connected. Assume without loss of generality that
G1 contributes degree 4 while G2 contributes degree 2.
Now, assume initially that G1 contributes its maximal degree of 4 so that G1 =
SU(4) or Sp(2). If G2 contributes its maximal degree, then G2 = SU(2). Then we
find pi7(U)Q = 0 (for either choice of G1), and pi5(M)Q = Q or 0 for G1 = SU(4)
or Sp(2) respectively. Thus we find that U = SU(3) × SU(2) or SU(2) × SU(2)
respectively. If G2 doesn’t contribute its maximal degree, then we’re in case 4 of
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Totaro’ theorem so G2 = SU(3) and U1 = SU(3). Then we find dim(U2) = 8 so
that U2 = SU(3) or dim(U2) = 3, so that U2 = SU(2).
If instead G1 does not contribute its maximal degree, then (as we’ve seen several
times now), G1 = Spin(7) or Spin(8) and there is a simple factor U1 of U such that
G1/U1 = S
7 or S7 × S7. Thus, if G1 = Spin(7), then U1 = G2, the exceptional
Lie group. If G1 = Spin(8), then U1 = Spin(7) or G2. So, assume initially that
G1/U1 = S
7. It follows from this that dim(G2) = dim(U1). Since G2 contributes
degree 2, we must have G2 = U1 = SU(2) or SU(3).
If G1/U1 = S
7 × S7, then we have G1 = Spin(8) and U1 = G2, the exceptional
Lie group. If G2 does not contribute its maximal degree, then we’ll have U2 =
SU(3) = G2, so that dim(M) = 14, a contradiction. Thus G2 = SU(2). Then,
from dimension count, we see that U2 = Sp(2).
Corollary 4.4.5. The manifold N72 is not a biquotient.
Proof. Because in each of the possibilities above, G and U both consist of 2 simple
factors, the only way to have pi3(M)Q = Q = Q is if the map pi3(U)Q → pi3(G)Q is
the 0 map, but this map is given as the differences in the Dynkin indices of the left
and right embeddings. Since, in every case it is easy to see that there is a simple
factor of U which acts only one side of one factor of G, it follows that the difference
in the Dynkin indices cannot be 0.
Proposition 4.4.6. Let M be simply connected with the same rational homotopy
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groups as N73 - pi3(M)Q = Q4, pi6(M)Q = Q with all others trivial. Then M is not
diffeomorphic to a biquotient.
Proof. Assume that M = G/U . Since dim(piodd(M)Q) = dim(pi3(M)Q) = 4, we see
that G = G1 × G2 × G3 × G4, with each Gi simple. Further, from the long exact
sequence in rational homotopy groups, it follows that U contains no simple factors.
Thus, pi6(M)Q 6= Q, a contradiction.
Proposition 4.4.7. Let M be simply connected with the same rational homotopy
groups as N74 - pi2(M)Q = pi4(M)Q = pi5(M)Q = Q and pi3(M)Q = Q + Q, with all
others trivial. Assume M = G/U . Then G and U appear in the following table:
G U
SU(3)× SU(2) SU(2)× S1
SU(4)× SU(2) Sp(2)× S1
SU(3)× SU(3) SU(3)× S1
SU(3)× SU(2)× SU(2) SU(2)× SU(2)× S1
SU(4)× SU(2)× SU(2) Sp(2)× SU(2)× S1
SU(3)× SU(3)× SU(2) SU(3)× SU(2)× S1
SU(3)× SU(3)× SU(3) SU(3)× SU(3)× S1
SU(4)× SU(3)× SU(2) Sp(2)× SU(3)× S1
Table 4.8: Potential pairs (G,U) with the same rational homotopy groups as N74
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Proof. We have that G = G1 × G2 or G = G1 × G2 × G3 with each Gi simple.
Further, U has one less simple factor than G.
So, assume initially that G = G1 × G2 so that U = U1 × S1 up to finite cover.
Assume without loss of generality that G1 contributes degree 5 and G2 contributes
degree 3. Then if both contribute their top degree, we have G1 = SU(3) and
G2 = SU(2). Then it follows from dimension count that U1 = SU(2). If instead
G1 contributes it’s second highest degree, then we are in the first part of case 2
of Totaro’s theorem so that G1 = SU(4) and U1 = Sp(2). Notice in this case, G2
must contribute its top degree (or else U1 = SU(3) coming from case 4 of Totaro’s
theorem, a contradiction). Conversely, assume G2 contributes its second highest
degree (and thus, G1 contributes its highest) so we’re in case 4 of Totaro’s theorem.
Thus, G2 = U1 = SU(3). This concludes the case where G = G1 ×G2 is a product
of 2 simple factors.
So, now assume that G = G1 × G2 × G3, with G1 contributing only degree 5
and G2 and G3 contributing only degree 3. Write U = U1 × U2 × S1. If all three
contribute their maximum degree, then we have G1 = SU(3), G2 = G3 = SU(2).
Then we find dim(U1) + dim(U2) = 6, so that U1 = U2 = SU(2). If G1 contributes
its second highest degree, then we have G1 = SU(4) and U1 = Sp(2). If G2 and
G3 contribute their max, then G2 = G3 = SU(2) and by dimension count, we find
U2 = SU(2).
If G2 contributes its second highest degree, then we find that G2 = U1 = SU(3).
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If G1 contributes its highest, G1 = SU(3). But then we have that dim(G3) =
dim(U2). Thus we find that G3 = U2 and these are equal to either SU(2) or SU(3).
If G2 contributes its second highest degree while G1 contributes its highest, we find
that U = Sp(2)× SU(3)× S1, so by dimension count G3 = SU(2).
Corollary 4.4.8. The manifold N74 cannot be a biquotient.
Proof. Since pi3(N
7
4 )Q = Q+Q, if G has precisely two simple factors, then the map
pi3(U)Q → pi3(G)Q must be the 0 map. But just as in the case of N72 , this can’t
happen.
Now we handle the case where G has three simple factors. For the first two
entries, there is always a simple factor of U isomorphic to SU(2) which must act
freely on SU(3)/SU(2) or SU(3)/SO(3), but it’s easy to see there are no such free
action of SU(2) on these spaces. For the remaining three entries, there is always a
simple factor SU(3) which either has to act freely on SU(3) or SU(4)/Sp(2) = S5,
but in the first case the only such free actions are transitive and in the second, there
are no free actions by dimension counting.
Proposition 4.4.9. Let M be simply connected with the same rational homotopy
groups as S2 × S5 (or S3 × CP 2). Assume M = G/U . Then G and U are in the
table on the following page:
Proof. Since dim(piodd(M)Q) = 2 while dim(pi3(M)Q) = 1, we have that G is simple
or G = G1 ×G2. Further U has one less simple factor than G.
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Manifold Model: S3 × CP 2 or S2 × S5
G U
SU(3) S1
SU(3)× SU(2) SU(2)× S1
SU(3)× SU(3) SU(3)× S1
SU(4)× SU(2) Sp(2)× S1
Table 4.9: Potential pairs (G,U) with the same rational homotopy groups as S2×S5
or S3 × CP 2
If G is simple, then U = S1 has no simple factors and hence we must be in case
1 of Totaro’s theorem. Then G contributes its maximal degree of 3 so G = SU(3).
If instead G = G1 × G2, then U = U1 × S1. Assume without loss of generality
that G1 contributes degree 3 while G2 contributes degree 2. Notice that if G1
does not contribute its maximal degree, then U1 = Sp(2) and likewise, if G2 doesn’t
contribute its maximal degree, then U1 = SU(3). Thus, at least one must contribute
its maximal degree.
So assume initially that G1 contributes its max degree of 3 so that G1 = SU(3).
It follows then that dim(U1) = dim(G2). Then G2 = U1 = SU(2) or SU(3)
depending on whether or not G2 contributes its maximal degree.
If G1 does not contribute its maximum degree, then it falls under the first part
of case 2 of Totaro’s theorem so that G1 = SU(4) and U1 = Sp(2). Then G2 must
contribute its maximal degree so G2 = SU(2).
60
Proposition 4.4.10. Suppose M is simply connected with the same rational ho-
motopy groups as S2 × S2 × S3. Assume that M = G/U is a biquotient. Then
G = SU(2)× SU(2)× SU(2) and U = S1 × S1.
Proof. Since dim(piodd(M))Q = dim(pi3(M)Q) = Q, G = G1 ×G2 ×G3 is a product
of 3 simple groups. From the long exact sequence in rational homotopy groups it
follows that U has no simple factors. Thus each Gi contributes its maximal degree
of 2, so each Gi = SU(2). Then, counting dimensions give U = S
1 × S1.
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Chapter 5
Classifying Free Actions and
Quotient Diffeomorphism Type
5.1 4 dimensional biquotients
In this section, we’ll handle the different G and U in the S4 chart.
Proposition 5.1.1. If G = SU(4) and U = SU(2)×SU(3), then the only biquotient
is of the form SU(2)\SU(4)/SU(3) = S3\S7 = S4. The embedding of SU(3) into
SU(4) is the block embedding and the embedding of SU(2) into SU(4) is the diagonal
block embedding.
Proof. There is no almost faithful f : SU(2) × SU(3) → SU(4) since the smallest
almost faithful representation of SU(2)× SU(3) has dimension 5.
Thus, the biquotient will be of the form SU(2)\SU(4)/SU(3).
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Now, SU(3) has precisely 2 nontrivial 4-dimensional representations, up to
equivalence - the standard plus one trivial, and the conjugate of the standard plus
one trivial. Regardless of which representation we use, the quotient is the homoge-
neous space SU(4)/SU(3) = S7. Choosing a particular left invariant right SU(3)
invariant metric on SU(4), we may assume S7 is round. Then SU(2) (or SO(3))
will act isometrically and must act freely on a round S7. This implies the action is
that of SU(2) and is the Hopf action. In particular, there is a unique free SU(2)
action. To express this as a biquotient, it is easy to see the action of SU(2)×SU(3)
on SU(4) given by (A,B) ∗ C = diag(A,A)Cdiag(B, 1)−1 is easily seen to be free
Proposition 5.1.2. If G = Sp(2) and U = Sp(1) × Sp(1), then there are pre-
cisely two biquotients given by the two maps f : Sp(1) × Sp(1) → Sp(2) × Sp(2)
with f(a, b) = (diag(a, b), I) and g : Sp(1)× Sp(1)→ Sp(2)× Sp(2) with g(a, b) =
(diag(a, a), diag(b, 1)). In the first case, we get the homogenous space Sp(2)/Sp(1)×
Sp(1) = S4 and in the second we get a biquotient ∆Sp(1)\Sp(2)/Sp(1) also diffeo-
morphic to S4.
Proof. We first check for homogeneous spaces. This is the same as asking which 4
dim representations of Sp(1) × Sp(1) = SU(2) × SU(2) are symplectic. There are
only 2 4 dimensional almost faithful representations of SU(2)×SU(2) - the standard
block embedding and SU(2) × SU(2) → SO(4) → SU(4). The second is an outer
tensor product of irreducible representations and hence is irreducible. Since it is
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clearly orthogonal, it cannot be symplectic. The standard block embedding, on the
other hand, is a sum of 2 symplectic representations and is thus symplectic. It is
well known that Sp(2)/Sp(1)× Sp(1) = S4.
We now look for biquotients. To do this, we must first list all the symplectic
representations f : Sp(1)→ Sp(2). It’s easy to see that the only choices are
1) The unique 4 dimensional representation of SU(2).
2) The map sending a ∈ Sp(1) to diag(a, a) in Sp(2).
3) The map sending a ∈ Sp(1) to diag(a, 1) in Sp(2).
Thus, we need to figure out for which pairs of 1),2), 3) we get a free biquotient
action. The freeness condition in this case is equivalent to asking that no noncentral
element in the image of one map be conjugate to any noncentral element in the
image of the second map. Notice that two elements in Sp(2) are conjugate iff after
conjugating them separately to the standard maximal tori, the eigenvalues agree
up to order and complex conjugation.
Thus, it’s clear we may restrict to choosing two different maps. Further, to check
this condition, it’s enough to check where the maximal tori of the images intersect.
Eigenvalues on the maximal tori are respectively given by:
1) λ3, λ
2) µ, µ
3) η, 1
It easily follows that 1) and 2) together do not give a biquotient action. To see
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this, let λ = i. Then the eigenvalues we get for 1) are −i, i. If we let µ = i, then
we get i, i for the eigenvalues. But these two elements of T 2 ⊆ Sp(2) are conjugate
and noncentral.
Likewise, 1) and 3) do not give a biquotient action, which can be seen by choosing
λ = µ = ζ3, a primitive 3rd root of unity. Hence the eigenvalue lists are both 1, λ,
giving a noncentral conjugacy.
However, for 2) and 3), do give a biquotient action. This is because if the list
µ, µ is the same as the list η, 1 up to order and complex conjugacy, then we clearly
have µ = 1 which implies η = 1. But the only element of T 2 ⊆ Sp(2) with both
eigenvalues 1 is the identity element.
Finally, we note that ∆Sp(1)\Sp(2)/Sp(1) is diffeomorphic to S4. In fact, by
viewing this as ∆Sp(1)[Sp(2)/Sp(1)], we see that this is an S3 action on S7. By
choosing the metric on Sp(2) appropriately, the induced metric on Sp(2)/Sp(1) is
round, so the S3 action is linear. We’ve already seen this must be the Hopf action
and the quotient is HP 1 = S4.
Proposition 5.1.3. If G = Spin(7) and U = G2 × SU(2) up to finite cover, then
the only biquotient is given as G2\Spin(7)/SU(2) where G2 embeds into Spin(7)
in the standard way and SU(2) is embedded into Spin(7) via the lift of the map
SU(2) → SO(3) → SO(7) mapping an element B of SO(3) to diag(B, 1, 1, 1, 1)).
The biquotient is also diffeomorphic to S4.
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Proof. First note that there is precisely one G2 in SO(7) since G2 has a unique
nontrivial 7 dimensional representation. It follows that there are no homogeneous
spaces of the form Spin(7)/(G2 × SU(2)). Thus, any biquotients must be of the
form G2\Spin(7)/SU(2).
The unique embedding of G2 into Spin(7) gives the space G2\Spin(7) = S7
with a round metric if the metric on Spin(7) is biinvariant. This implies the SU(2)
action must be the Hopf action and the quotient diffeomorphic to S4. In particular
the SU(2) action must be unique.
So, despite the fact that there are 6 nontrivial immersions of SU(2) into SO(7),
there is a unique one giving a free action. To see that it’s the map SU(2) →
SO(3) → SO(7), the second map being the usual block embedding, we consider
the eigenvalues of the maximal torus of the image. For G2 the eigenvalues of the
maximal torus are λ, λ, µ, µ, λµ, λµ, 1 while for SU(2) the eigenvalues of the maximal
torus are η2, η2, 1, 1, 1, 1, 1. Two entries in SO(7) are conjugate iff they have the
same eigenvalues up to order. Equating the two lists of eigenvalues, we see that
since 5 of the eigenvalues of the SU(2) list are 1, we must have without loss of
generality that λ = 1. This implies that either µ = 1 or λµ = 1 which implies
µ = 1. This then implies that η2 = ±1, so that both elements are the identity.
Proposition 5.1.4. There are no biquotients with G = Spin(8) and U = G2 ×
Sp(2).
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Proof. First note there are no homogeneous spaces of the form Spin(8)/G2×Sp(2)
because the minimal representation of G2 × Sp(2) has dimension 11.
Now, G2 only embeds in Spin(8) one way, coming from 7dim + 1dim. Hence,
the eigenvalues of the maximal torus of G2 in Spin(8) are λ, µ, λµ, λ, µ, λµ, 1, 1.
On the other hand Sp(2) immerses in Spin(8) in precisely two ways: first via
Sp(2)→ SO(5)→ SO(8), where the first map is the double cover and the second is
the block embedding, and second the embedding induced from the map H2 → C4 →
R8. The first has eigenvalues η2, ν2, η2, ν2, 1, 1, 1, 1 and the second has eigenvalues
η, η, η, η, ν, ν, ν, ν.
In the first case, choosing µ = λ and η = ν = µ, we see the eigenvalues lists
agree up to order, and hence we get a noncentral conjugacy, and hence do not get
a biquotient action. Likewise, in the second case, setting λ = µ = η and ν = 1, we
get a noncentral conjugacy so do not get a biquotient.
Proposition 5.1.5. If G = Spin(8) and U = Spin(7) × SU(2), then the only
biquotient is of the form Spin(7)\Spin(8)/SU(2) = S7/SU(2) = S4 with the
Spin(7) in Spin(8) coming from the standard block embedding of SO(7) into SO(8)
and the SU(2) embedded via SU(2) → SU(4) → SO(8), the first map send-
ing A → diag(A,A) and the second the standard inclusion induced from the map
C4 → R8.
Proof. There are no homogeneous actions since the smallest representation of U is
9 dimensional. Hence, all biquotients must be of the form Spin(7)\Spin(8)/SU(2).
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Now, Spin(7) embeds into Spin(8) in the 3 different ways. The first is the
lift of the usual embedding of SO(7) into SO(8) and the other two are given by
the 2 spin representations. However, Spin(8) is unique in that is has extra outer
automorphisms (via triality) so that the three Spin(7) are actually brought into each
other via these outer automorphisms. Hence, Spin(7)\Spin(8) = S7 regardless of
the embedding of Spin(7) in Spin(8). Thus, as usual, we need a free isometric
SU(2) action on a round S7, so it must be the Hopf action with quotient S4. It
remains to determine which embedding of SU(2) into Spin(8) induces the Hopf
action.
We may assume without loss of generality that Spin(7) is embedded into Spin(8)
via the lift of the standard block embedding. Hence, the list of eigenvalues of the
image maximal torus are λ, ν, η, λ, ν, η, 1, 1. For the proposed embedding of SU(2)
into Spin(8), the eigenvalues are µ, µ, µ, µ and their complex conjugates. If these
two lists are equal up to order, then clearly µ = 1, so the only conjugacy is at the
identity element. Hence, this action gives the free action.
Putting this altogether gives the following theorem:
Theorem 5.1.6. Suppose M = G/U has the same rational homotopy groups as
S4. Then M is diffeomorphic to S4 and we either have U simple with G/U = G/U
homogeneous or U = U ′ × SU(2) with U ′\G = S7 homogeneous.
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We now handle the case of biquotients with the same rational homotopy groups
as CP 2.
Proposition 5.1.7. Suppose M = G/U with G = SU(3) and U = SU(2) ×
S1. There is a unique homogeneous action with SU(3)/U(2) = CP 2 and a unique
nonhomogeneous action
(A, z) ∗B = diag(zA, z2)Bdiag(z4, z4, z−8)−1.
The quotient in the nonhomogeneous case is diffeomorphic to CP 2 just as in the
homogeneous case.
Proof. First, we check for homogenous spaces. SU(2) has a 2 nontrivial 3 dimen-
sional representations, the first given as the block embedding SU(2) ⊆ SU(3) and
the second given by SU(2) → SO(3) ⊆ SU(3). It is easy to see that since the
second case determines an irreducible 3 dimensional representation, that there is
no almost faithful extension of this map to a map S1 × SU(2) → SU(3). Hence,
in the homogeneous case, we must use the block embedding. From here, it’s clear
that the only extension of SU(2) ⊆ SU(3) to S1 × SU(2) → SU(3) is given by
U(2) ⊆ SU(3).
Now we check for biquotients. If we use the map SU(2) → SO(3) ⊆ SU(3),
then the eigenvalues of the maximal torus of the image are λ2, λ
2
, 1. The circle S1
must act on the other side via a map z → diag(za, zb, zc) with a + b + c = 0 and
without loss of generality gcd(a, b, c) = 1. Note that we cannot have |a| = |b| = |c|
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by the condition on greatest common divisors. Suppose without loss of generality
that |c| is the largest. Letting z be a primitive cth root of 1, we see that the image
of z is diag(za, zb, 1) where za neq1 and the determinant condition implies za = zb.
Setting λ2 = za, we get a noncentral conjugacy.
Hence, we must use the block embedding of SU(2) in SU(3). Since we know
SU(2)\SU(3) = S5 and that by choosing the metric on SU(3) appropriately S5 is
round, it follows that the circle must act as the Hopf action. So, consider the action
of S1×SU(2) on SU(3) given by (z, A)∗B = diag(zaA, z2a)Bdiag(zb, zc, zd)−1 with
gcd(a, b, c, d) = 1. We can identify SU(2)\SU(3) with S5 by taking the last row of
SU(3). Using this, the induced circle action is
z ∗ (p1, p2, p3) = (z−2a−bp1, z−2a−cp2, z−2a−dp3).
Since we already know this must be, up to change of coordinates, the Hopf action,
this implies that either 2a + b = 2a + c = 2a + d or 2a + b = 2a + c = −2a − d
(up to reordering b, c, and d.) The first case implies b = c = d = 0, so recovers
the homogeneous action. For the second case, it is easy to see that (a, b, c, d) =
(1, 4, 4,−8) generates all the solutions over Z. The fact that gcd(a, b, c, d) = 1
implies this is the only solution.
Proposition 5.1.8. If M = G/U and G = SU(4) and U = Sp(2) × S1, then
G/U = Sp(2)\SU(4)/S1 is diffeomorphic to CP 2.
Proof. First note that Sp(2) only has one nontrivial representation of dim ≤ 4,
given by the usual embedding of Sp(2) in SU(4) induced from the forgetful map
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f : H → C2. It follows that there can be no homogeneous actions for there is no
extension of this map to an almost faithful map f : Sp(2) × S1 → SU(4). It is
well known that Sp(2)\SU(4) = Spin(5)\Spin(6) = SO(5)\SO(6) = S5 which is
round. Hence, the circle must act as the Hopf map, so the quotient is diffeomorphic
to CP 2.
To see what this S1 looks like in SU(4), notice first that the maximal torus
of Sp(2) in SU(4) has eigenvalues λ, λ, η, η. If the circle embeds into SU(4) as
diag(z, z, z, z3), then we’ll get a free action. For setting the two lists equal, up to
order, we see that, possibly renaming λ and η, that λ = z = λ so that z = ±1. This
implies z3 = ±1 as well, which implies λ = z = η = ±1. The choice of −1 gives to
elements which are both in the center, so we merely get an effectively free action,
not a free action.
Summarizing these results, we see
Theorem 5.1.9. If M = G/U with M having the same rational homotopy groups
as CP 2, then M is diffeomorphic to CP 2. Further, up to ineffective kernel, every
nonhomogeneous biquotient is of the form U = U ′ × S1 with U ′\G = S5 an the S1
acting as the Hopf action.
We now handle the case of biquotients with the same rational homotopy groups
as S2 × S2.
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Proposition 5.1.10. If M = G/U with G = SU(2) × SU(2) and U = S1 × S1,
then the embedding of S1×S1 → SU(2)4 is, up to outer equivalence, given by either
(z, w) → (diag(zl, zl), diag(z2, z2), diag(w,w), Id) with l > 0 an arbitrary odd
integer or
(z, w)→ (diag(zl, zl), diag(z, z), diag(w,w), Id) with l an arbitrary integer or
(z, w) → (diag(z, z), diag(zw, zw), diag(w,w), diag(zw, zw)). In the first case,
all quotients are diffeomorphic to CP 2#− CP 2, the (unique) nontrivial S2 bundle
over S2. In the second case, all quotients are diffeomorphic to S2 × S2. In the last
case, the quotient is diffeomorphic to CP 2#CP 2.
Remark 5.1.11. For the first two actions, by taking the quotient with respect to the
w coordinate first, we see these look like S1 actions on S3 × S2. Geometrically, in
the first case, the S1 acts on S3 as the Hopf action while rotating the S2 l times.
In the second case, the S1 acts on S3 as the Hopf action while rotation S2 2l times.
Proof. A general linear action of T 2 on S3 × S3 looks like
(z, w) ∗ ((p1, p2), (q1, q2)) = ((zawbp1, zcwdp2), (zewfq1, zgwhq2)).
Notice that if det
a b
e f
 = 0, then there are infinitely many solutions to the
simultaneous equations
au+ bv = 0 (5.1.1)
eu+ fv = 0 (5.1.2)
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If, say, (u, v) = (n1, n2) is a nontrivial integral solution, then
(zn1 , zn2) ∗ ((1, 0), (1, 0)) = ((1, 0), (1, 0))
for all z. Thus, we cannot have an effectively free action in this case.
Hence, we must assume the above determinant is nonzero. It follows by making
the action ineffective that we may change coordinates to (u′, v′) = (uavb, uevf ). In
these coordinates, the action now looks like
(u′, v′) ∗ ((p1, p2), (q1, q2)) = ((u′ap1, u′bv′cp2), (v′dq1, u′ev′fq2))
for some new a, b, c, d, e, and f . We will abuse notation and reuse (u, v) for (u′, v′).
We may assume without loss of generality that gcd(a, b, e) = gcd(c, d, f) = 1.
Freeness implies a = ±d = ±1, for if u = ζa is an ath root of 1, then (u, 1) fixes(
(1, 0), (1, 0)
)
. By swapping p1 with p1 and likewise for q1, we may assume that
a = d = 1. Now, we also see that b = ±f ± 1 for any bth root of unity u, (u, 1) fixes(
(0, 1), (1, 0)
)
. Again, by replacing p2 with p2 and likewise for q2, we may assume
that b = f = 1.
Finally, we claim that such an action is free iff 1 − ec = ±1. This is neces-
sary because this is precisely the condition which guarantees that no (u, v) fixes(
(0, 1), (0, 1)
)
. Conversely, if (u, v) fixes any point, then it must fix one of the 4
pairs of points we’ve already checked.
By possibly swapping u and v (and thus, e and c), we see the only possible
solutions to 1 − ec = ±1 are when c = 0 and e is arbitrary or e = 1, c = 2 or
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e = −1, c = −2. By sending v to −v, q1 to q1, and q2 to q2, we may assume c is
nonnegative, so our solutions are c = 0, e ≥ 0 or e = 1, c = 2.
Totaro [29] has already shown that the sporadic example is diffeomorphic to
CP 2]CP 2.
We now focus on the c = 0 case. Note that when e = 0, G/U is naturally the
total space of a fiber bundle coming from projection onto the first factor SU(2) ×
SU(2)→ SU(2)→ SU(2)/S1 = S2, so that G/U has the structure of an S2 bundle
over S2. Since the fiber S2 is round, the structure group of this bundle is SO(3) and
a simple clutching function argument shows there are precisely two such bundles.
These bundles may be identified with S2 × S2 and CP 2] − CP 2. Note that their
cohomology rings distinguish them.
We will compute these cohomology rings using the techniques of chapter 2,
but first we must convert these actions into effective biquotient actions. To that
end, consider the map T 2 → (SU(2) × SU(2)) × (SU(2) × SU(2)) sending (u, v)
to
(
(diag(u2, u2), diag(u−ev, u−ev)
)
,
(
Id, diag(u−e, u−e)
)
. This action has the same
orbits but has ineffective kernel because -1 is in the kernel of the map if l is even
and -1 is in the kernel of the action if l is odd.
To convert this to an effective biquotient action, multiply the first and third
matrices by the element diag(u2, u2) ∈ Z(U(2)) and the second and fourth by
diag(u−e, u−e) and then replacing u2 by u everywhere. One obtains the new map
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sending (u, v) to
(
diag(u2, 1), diag(u−ev, v)
)
,
(
diag(u, u), diag(u−e, 1)
)
.
We claim this new map now induces a free action. Since we already know its
effectively free, we need only show that the only element which fixes every point is
(e, e). So, assume (u, v) fixes every point. Then, it fixes a point of the form (Id, A)
which implies that diag(u2, 1)diag(u, u)−1) = Id which, of course, implies u = 1.
Fixing a point of the form (A, Id) now easily implies v = 1.
With the description, we are in a position to apply the formalism from chapter
2. Let u and v denote the coordinates of T 2 and let x1, x2, y1, y2 be the coordinates
on T 4 ⊆ U(2) × U(2). Since H∗(U(2);Z) = ΛZ[r1, r3] we can compute with Z
coefficients. Here we see that
H∗(B(U(2)× U(2));Z) ⊆ H∗(BTU(2)×U(2);Z) = Z[x1, x2, y1, y2]
can be identified with the subalgebra
Z[x1 + x2, y1 + y2, x1x2, y1y2].
Hence, we see thatH∗(B(SU(2)×SU(2));Z) can be identified with Z[x1x2, y1y2].
Letting f = (f1, f2) : T
2 → (U(2) × U(2))2 be the two maps defining the
biquotient action, we see that f ∗1x1 = 2u, f
∗
1x2 = 0, f
∗
1 y1 = −eu + v, f ∗1 y2 = −v
and that f ∗2x1 = u, f
∗
2x2 = u, f
∗
2 y1 = −eu, and f ∗2 y2 = 0.
It follows that Bf ∗(x1x2⊗1−1⊗x1x2) = −u2, Bf ∗(y1y2⊗1−1⊗y1y2) = euv−v2.
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Now, if e is even, one can change basis to {u, v− e/2u}. Then one immediately
sees that (v− e/2u)2 = v2− euv = 0 so in this basis, we see the cohomology ring is
that of S2 × S2.
If, instead, e is odd, then use the basis {[1 + (e− 1)/2]u− v, v− [(e− 1)/2]u}. A
computation shows the product of the two basis elements is 0 and that the square of
one is minus the square of the other, i.e., this is the cohomology ring of CP 2] = CP 2.
5.2 5 dimensional biquotients
Proposition 5.2.1. Assume a 1-connected biquotient M = G/U , has the same
rational homotopy groups as S5. Then M = SU(4)/Sp(2), SU(3)/SU(2), or the Wu
manifold SU(3)/SO(3). All cases are homogeneous. The first two are diffeomorphic
to S5 while the Wu manifold is not homotopy equivalent to S5.
Proof. We’ve already seen that either G = SU(3) and U is given, up to finite cover,
as SU(2) or G = SU(4) and U = Sp(2) given by a homogenous action. In the second
case, notice simply that SU(4)/Sp(2) = Spin(6)/Spin(5) = SO(6)/SO(5) = S5 as
there is a unique embedding of Sp(2) into SU(4).
Now, assume G = SU(3) and U is SU(2). A biquotient action is given by
a map SU(2) → SU(3) × SU(3). However, there are, up to conjugacy, only 2
nontrivial homomorphisms SU(2) → SU(3) given by 1) the block embedding and
2) SU(2)→ SO(3)→ SU(3). A nonhomogeneous biquotient action can only occur
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by using 1) for the left action and 2) for the right action. However, this won’t work
because the eigenvalues of the image torus are λ, λ, and 1 for the block embedding
and λ2, λ
2
, 1 for the SO(3) embedding. Choosing λ = ζ3, a 3rd root of unity gives
a noncentral conjugacy.
Thus, the only options are homogeneous, giving SU(3)/SU(2) = S5 and the
Wu manifold SU(3)/SO(3). The long exact sequence of homotopy groups shows
pi2(SU(3)/SO(3)) = Z/2Z, showing this example is distinct up to homotopy from
S5.
Proposition 5.2.2. Suppose M is a 1-connected biquotient and that M has the
same rational homotopy groups as S3 × S2 so G = SU(2) × SU(2) and U = S1.
The action is, up to equivalence, given by
z → (diag(za, z−a), diag(zb, z−b), diag(zc, z−c), diag(zd, z−d))
where we may assume without loss of generality that gcd(a, b, c, d) = 1. The action
is free iff gcd(a2 − c2, b2 − d2) = 1 or 4. The quotient G/U is diffeomorphic to
S2 × S3 when this gcd is 1 and is diffeomorphic to the unique nontrivial S3 bundle
over S2 when the gcd is 4.
Proof. We first check for effective freeness. So, assume diag(za, za) is conjugate
to diag(zc, zc) and that diag(zb, zb) is conjugate to diag(zd, zd). Then this implies
za = z±c and zb = z±d. For now, assume we use the + sign, the other cases being
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similar. Sice za = zc and zb = zd, then it follows that za−c = zb−d = 1, so that z
must be a gcd(a− c, b− d)th root of unity. Conversely, any gcd(a− c, b− d)th root
of unity satisfies both equations. Note that if gcd(a − c, b − d) = 0, then U fixes
the usual maximal torus of SU(2)× SU(2) so does not act freely. Hence, in order
to get an effectively free action, we need 0 < gcd(a − c, b − d) and that for every
gcd(a − c, b − d)th root of 1, ζ, that ζa = ζc = ±1 ∈ Z(SU(2)) and likewise for b
and d. But this implies that gcd(a−c, b−d)| gcd(2a, 2b, 2c, 2d) so gcd(a−c, b−d)|2.
Doing this for the other choices of plus and minus clearly gives the necessary and
sufficient condition for freeness that gcd(a± c, b± d) = 1 or 2.
Note that the parity of a− c is the same as that of a+ c. This implies that all 4
of these gcds are equal. Finally, it is easy to see that if the gcd of all of them is 1,
then so is gcd(a2−c2, b2−d2) and if all the gcds are 2, then gcd(a2−c2, b2−d2) = 4.
Pavlov [23] has already shown that all of these quotients are diffeomorphic to
either S2×S3 or S3×ˆS2, the unique nontrivial S3 bundle over S2. The idea is that
pi2(G/U) = Z by the long exact sequence of homotopy groups and so H2(G/U) = Z
by Hurewicz. Poincare duality then shows the ring structure of H∗(G/U) is that of
S2 × S3. One then appeals to the work of Smale [26] and Barden [3] which shows
that compact simply connected 5-manifolds are classified up to diffeomorphism by
their cohomology rings and second Stiefel-Whitney classes. Hence, our goal is to
compute w2 of all of these biquotients.
We now break into 2 cases depending on whether or not S1 acts effectively on
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SU(2)× SU(2): the action is effective iff gcd(a2 − c2, b2 − d2) = 1. If the action is
effective, then we can actually apply Singhoff’s formula for computing the Stiefel-
Whitney classes immediately. Since neither SU(2) nor S1 have any 2-roots, all the
products in the formula are the empty products, giving total Stiefel-Whitney class
of 1. Hence, in these cases the biquotient is diffeomorphic to S2 × S3.
So, we may now assume we’re in the case where gcd(a2 − c2, b2 − d2) = 4, i.e.,
when gcd(a ± c, b ± d) = 2 independent of the choice of signs. Notice that this
implies a and b have different parities, for we know a ∼= c (2) and b ∼= d (2), so if
a ∼= b (2), it’s easy to see that for some choice of signs gcd(a± c, b± d) = 4, giving
a contradiction. We will thus assume without loss of generality that a is odd and b
is even.
We modify the biquotient action to an effective one in the usual way, getting
the embedding
z → diag(za, 1), diag(zb, 1), diag(z a+c2 , z a−c2 ), diag(z b+d2 , z b−d2 )
which is easily seen to be effective having the same orbits as the original action.
For computing Stiefel-Whitney classes, we use the slightly modified 2-group ver-
sion of the techniques in chapter 2. The maximal 2-group of U(2)×U(2) is generated
by (diag(−1, 1), Id), (diag(1,−1), Id), (Id, diag(−1, 1)), and (Id, diag(1,−1). Let
{r1, r2, s1, s2} denote the dual basis to these 4 elements. Then, since the maximal
2-group of U(2) is contained in the maximal torus of U(2), we see that we can
79
identify H∗(B(U(2)× U(2));Z/2Z) with the subalgebra
Z/2Z[σ1(r2i ), σ2(r2i ), σ1(s2i ), σ2(s2i ) ⊆ Z/2Z[r1, r2, s1, s2]
, the cohomology ring of the classifying space of the maximal 2-group. By forgetting
the σ1 terms, we get the subalgebra isomorphic to H
∗(BSU(2);Z/2Z). Likewise,
we can identify H∗(BU ;Z/2Z) = Z/2Z[z2] where z2 is the dual to −1 ∈ S1. Note
that we already know H2(G/U ;Z/2Z) = Z/2Z. It is easy to see that in the spec-
tral sequence, z2 is the only element of degree 2. It follows that z2 generates
H2(G/U ;Z/2Z).
Now, recalling that a ∼= b+1 ∼= 0 (2), we see that Bf ∗1 (r1) = z while Bf ∗1 (x) = 0
for any other basis element x. Recall that the 2-roots of U(2) are r1 + r2 with
multiplicity 2.
It follows that
w(G/U) = φG
(
Πλ∈∆2G(1 + λ)
)
φU
(
Πµ∈∆2U(1 + µ)
)−1
= φ∗G
(
(1 + r21 + r
2
2)(1 + s
2
1 + s
2
2)
)
= φ∗UBf
∗((1 + r21 ⊗ 1 + r22 ⊗ 1)(1 + s21 ⊗ 1 + s22 ⊗ 1))
= φ∗U(1 + z
2)
= 1 + z2
Thus, we see the second Stiefel-Whitney class is nontrivial, so all these biquo-
tients are diffeomorphic to S3×ˆS2.
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Remark 5.2.3. Pavlov [23] previously showed that the nontrivial S3 bundle over S2
arises. The action he describes in words corresponds to the above choosing a = 2,
c = 0, b = d = 1. A much quicker proof of his result using our result in dimension 4
is this: Notice that this action preserves the equatorial S2 × S3. By restricting the
action there, we find that S2×S1 S3 ⊆M . However, using our analysis in dimension
4 we see that S2 ×S1 S3 is diffeomorphic to CP 2# − CP 2. Then, using Pavlov’s
trick, it follows that w2(M) 6= 0 since w2(CP 2#− CP 2) 6= 0.
Finally, the action Pavlov writes down in terms of matrices doesn’t actually give
the desired biquotient as it rotates the S2 fiber around too many times.
5.3 6 dimensional biquotients
Proposition 5.3.1. Suppose M is 1-connected and diffeomorphic to a biquotient
G/U and suppose M and has the same rational homotopy groups at S6. Then,
G/U is homogeneous with either G = G2 and U = SU(3) or G = Spin(7) and
U = Spin(6). In each case, the embedding of U into G is unique up to outer
automorphism.
Proof. From the classification of pairs in chapter 4, we have that G = G2 or Spin(7)
and U is given respectively as SU(3) or Spin(6).
Now, there is, up to outer automorphism, only a single almost faithful image of
SU(3) in G2. This is because such a map of SU(3) must land in SO(7), but the
only map from SU(3) into SO(7) is given by Γ1,0 + Γ0,1 + Γ0,0, where Γi,j denotes
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the unique irreducible representation of SU(3) labeled by integers over the root
diagram. Hence, there is, at most, one SU(3) inside of G2. The fact that there
is at least one follows from the description of G2 as the automorphism group of
the Cayley numbers. It is well established that G2 acts transitively on S
6 =unit
imaginary Cayley numbers, with stabilizer SU(3). Hence, since there is only one
map from SU(3) into G2, the only possible biquotient action is homogeneous and
G/U = G2/SU(3) = S
6.
Likewise, there is a unique nontrivial map from Spin(6) = SU(4) into Spin(7).
This follows because every map from SU(4) to Spin(7) gives a map from SU(4)
to SO(7). However, the smallest orthogonal irreducible representations of SU(4)
are Γ1,0,1 which has dimension 8 and Γ0,1,0 which has dimension 6. The smallest
reducible orthogonal representation of SU(4) is given by Γ1,0,0 + Γ0,0,1 which also
has dimension 8.
Thus, the only way of mapping SU(4) to SO(6) comes from Γ0,1,0, but this
is the usual identification of SU(4) with Spin(6). Hence, the only embedding of
SU(4) into Spin(7) is the usual embedding of Spin(6) into Spin(7) induced from the
usual embedding of SO(6) into SO(7). In particular, the only biquotient actions are
actually homogeneous actions and G/U = Spin(7)/Spin(6) = SO(7)/SO(6) = S6.
Proposition 5.3.2. If M = G/U with G = SU(4) and U = SU(3)×S1, then there
are precisely two only non-homogeneous biquotients: one of the form SU(4)/U(3)
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and the other in the form SU(4)/S1 × SU(3). The action of the first is A ∗ B =
diag(A, detA−1)B(det(A)−1, det(A)−1, det(A)−1, det(A)3)−1 and the action of the
second is (z, A) ∗ B = diag(A, 1)B(z−1, z−1, z, z)−1. In all cases (including the
homogeneous cases), the quotient is diffeomorphic to CP 3.
Proof. First notice that the only nontrivial map from SU(3) into SU(4) is given by
either the block embedding or by first precomposing by complex conjugation and
then embedding via the block embedding. In either case, the quotient SU(3)\SU(4)
is diffeomorphic to S7, and by choosing the appropriate metric on SU(4), we may
assume S7 is round. It follows that the circle must act via the Hopf action, so the
quotient will always be diffeomorphic to CP 3. Just as in the case of G = SU(3)
and U = SU(2) × S1, we need only find which actions actually look like the Hopf
action on the last row of a matrix in SU(4), up to complex conjugation on some of
the coordinates. That is, if the last row of a matrix in SU(4) is [v1, v2, v3, v4], then
we’re looking for actions which look like
z ∗ [v1, v2, v3, v4] = [zk1v1, zk2v2, zk3v3, zk4v4]
where each ki is ±1. We may assume without loss of generality that the number of
ki = −1 is at most 2.
It is easy to verify that when the number of ki = −1 is 0, then the action
can only come from the usual homogeneous action. The case where precisely one
ki = −1 comes from the action of SU(3)× S1 on SU(4) given as
(A, z) ∗B = diag(zA, z3)Bdiag(z3, z3, z3, z9)−1.
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Finally, when precisely two ki are −1, the action comes from
(A, z) ∗B = diag(A, 1)Bdiag(z, z, z, z)−1.
Proposition 5.3.3. If M = G/U is nonhomogeneous with G = Sp(2) and U is S1×
SU(2), then there is a unique free action given by (z, q) ∈ S1 × Sp(1) →diag(q,1),
diag(z,z). Further G/U = CP 3.
Proof. We begin by classifying maps from S1×Sp(1) into Sp(2). The first thing to
notice is that there are precisely 4 maps of SU(2) into Sp(2). The only ones which
admit extensions to S1 are given as the inclusion U(2) ⊆ Sp(2) and Sp(1) × S1 ⊆
Sp(2) as the block embedding. It follows that all of the nontrivial symplectic 4-
dimensional representations of S1 × SU(2) are
1)(q) (the unique irreducible 4-d representation of SU(2) is symplectic)
2)diag(za, zb)
3)diag(zaA) thought of as U(2) ⊆ Sp(2) and
4)diag(q, za)
This will give us several cases to check. But first note that in all of the representa-
tions above, the maximal torus is actually embedded in U(2) ⊆ Sp(2). Conjugacy
in Sp(2) of elements in U(2) ⊆ Sp(2) is simple: two elements are conjugate (in
Sp(2)) iff the eigenvalues of each element are correspondingly the same, up to both
order and complex conjugation.
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For now, we want to rule out 1) paired with anything. To this end, notice that
when restricted to maximal tori, we find that the eigenvalues of 1) are λ and λ3. If
we pair with 2), then notice we can assume (a,b)=1. Further, if b = 3a, it’s clear
we don’t get a free action. Now, let z be a primitive b− 3ath root of unity and set
λ = za. Then it’s easy to see that this solves
za = λ
zb = λ3
To maintain a free action, we need za = zb = ±1. This forces b − 3a|a and
b − 3a|b so we have b − 3a| gcd(a, b), that is, |b − 3a| = 1. Repeating the same
argument using z a primitive 3a+ bth root of unity we see |b+ 3a| = 1. Of course,
it follows that a = 0 and so, without loss of generality, b = 1. Finally, set λ = ζ3 a
third root of unity to get another noncentral conjugacy.
Choosing 1) and 3), simply set z = 1 and let λ = i. Then this clearly solves
λ = λ
λ = λ3
Hence, we get a conjugacy. But diag(i,−i) /∈ Z(Sp(2)) so we won’t get a free
action.
Finally, choosing 1) and 4). Set z = 0 and λ = ζ3 a 3rd root of unity. This
clearly also gives a conjugacy which isn’t in the center of Sp(2), hence we don’t get
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a free action.
Hence, we only have 3 cases left: 2) and 3), 2) and 4), and 3) and 4). We start
with 3) and 4). We may assume gcd(a, b) = 1. Further, we can assume a 6= 0, for
if a = 0, then b 6= 0 and setting zb = λ gives infinitely many of conjugacies.
On the maximal torus, elements look like diag(zaλ, zaλ), diag(λ, zb). So, let z
be an ath root of unity and set λ = z−b. This clearly solves
zaλ = λ
zaλ = zb
In order to have the action be free, we must have zb = ±1, i.e., a|2b. But since
(a, b) = 1 this actually forces a|2. Further, by precomposing with z → −z, we may
assume that a = 1 or a = 2.
Assume initially that a = 1. Now, setting z a 2b−3th root of unity and λ = zb−1
solves
zλ = λ
zλ = zb
Thus, to maintain a free action, we must have ±1 = λ = zb−1, so we conclude
that 2b − 3|2(b − 1). But 2b − 3 is odd, and hence this forces 2b − 3|b − 1, so in
particular, we must have |2b− 3| ≤ |b− 1|. This clearly forces |b| ≤ 2. For |b| ≤ 2,
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checking whether or not |2b− 3| ≤ |b− 1| shows that we must have b = 1 or b=2.
Hence, when a = 1, we must have b = 1 or b = 2.
Next, assume a = 2. Running through a similar computation as above, we
conclude that 6 − 2b|2 − b. Thus, we immediately conclude that |b| ≤ 4. For each
|b| ≤ 4, computing whether or not 6− 2b|2− b shows that b = 2, 3, or 4. However,
a = 2 and we have (a, b) = 1, so we may assume b = 3.
Hence, we’ve narrowed it down the checking 3 cases: a = 1 and b = 1 or 2, a = 2
and b = 3.
For the a = b = 1 case, set z a primitive 5th root of unity and set λ = z2. Then
this clearly solves
zλ = λ
zλ = z
But then λ is also a primitive 5th root of unity, and hence diag(λ, ∗) /∈ Z(Sp(2)).
Next, we rule out a = 1 and b = 2. To this end, let z be a primitive 7th root of
unity and set λ = z3. As above, this element won’t be in the center of Sp(2). Now,
it’s easy to see that this solves
zλ = λ
zλ = z2
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Hence we don’t get a free action in this case.
Finally, we rule out a = 2 and b = 3. For any z at all, set λ = z. Then the
two matrices look like diag(z, z3) and diag(z, z3) which are clearly conjugate. Thus,
there is no choice of a and b which give a free action. This completes the 3) and 4)
case.
To handle the remaining cases ( 2) and 3), as well as 2) and 4) ), we again
turn to Eschenburg’s Habilitation [10] where he classifies all possible maximal tori
actions on Sp(n). The key observation, as in the SU(n) case is that a single S1 acts
on the right. In fact, again according to Eschenburg, the action on the right, up
to conjugacy, is given as diag(1, z) or diag(z, z). Hence, when studying conjugacy
of diag(za, zb), diag(zcλ, zcλ) (with (a, b, c) = 1) we may assume that either a = 0
or a = b =6= 0, simplifying things greatly. Note that if we assume a = 0, we may
assume b 6= 0, since otherwise we get the homogenous action Sp(2)/U(2).
Now, assume a = 0. Let z be any 2c−bth root of unity. Set λ = zc (if 2c−b = 0,
this will give infinitely many conjugacies, contradicting freeness). Then this clearly
solves
zcλ = 1
zcλ = zb
To maintain a free action, we must then have zb = 1 and z2c = 1. Together, this
implies 2c− b|(b, 2c) so that 2c− b|2.
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If we instead set z = a (2c+ b)th root of unity and set λ = zc, this solves
zcλ = 1
zcλ = zb
Hence, by the same reasoning, we’ll conclude that 2c + b|2. But then we have
|2c± b| ≤ 2 which clearly forces b= 0 (so we’re in the homogenous case).
Next, assume that a = b 6= 0. Setting λ = 1, conjugacy implies that z with
za = z±c gives a conjugacy. In order to maintain a free action, we must therefore
have (a± c)|2(a, c) = 2. This immediately implies that |a| ≤ 2 and we can assume
a = 1or2 by precomposing with z → −z. If a = 2, we must clearly have c = 0, but
this contradicts (a, c) = 1. Hence, we may assume a = 1. Clearly this implies that
b = −1, 0, or 1. If b = ±1, then again by setting λ = 1, we see that any z gives a
conjugacy, and hence does not give a free action.
So, assume b = 0. Then by setting λ = za, we see that for any z we get a
conjugacy, so this isn’t free either. This concludes the case of choosing 2) and 3).
We only have the case of 2) and 4) left. So, consider elements of the form
diag(za, zb) and diag(λ, zc) where (a, b, c) = 1. Again, as can be found in Eschen-
burg’s Habilitation, we may assume either a = 0, or a = b 6= 0. Assume initially
that a = 0.
Set λ = za and zc = 1. This gives a conjugacy. In order to keep a free action, we
89
must have za = 1, so that c|a. But (a, c) = 1 so this implies that a = ±1 (and we
can assume a = 1) and c = ±1 or 0. If c = ±1, the setting λ = 1 gives a conjugacy
for all z, and hence won’t give a free action. If c = 0, setting λ = za for any z also
gives a conjugacy. Hence, when a = 0, there are no free actions.
Finally, assume a = b 6= 0 and (a, c) = 1. As above, setting z any (a ± c)th
root of unity and letting λ = za, we’ll get a conjugacy. freeness then requires
that a ± c|(2a, 2c) = 2. Hence, we conclude that a = 2 and c = 0 (contradicting
(a, c) = 1) or a = 1 and c = ±1 or 0.
For c = ±1, setting λ = z gives a conjugacy for all z, so we won’t get a free
action in this case. Hence, the only possible free action is given by a = 1 and c = 0.
I claim that this does, in fact, give a free action and the quotient is CP 3.
To see this, notice we’re comparing diag(z, z) with (λ, 1). Conjugacy implies
that z = 1 and hence both matrices are equal to the identity. Thus, we actually get
a free action (as opposed to free).
To understand the quotient, simply map B ∈ Sp(2) to the class of it’s last row.
Here, if the last row (b2,1, b2,2) is expanded as (z2,1 + w2,1j, z2,2 + w2,2j), then we
declare it to be equivalent to (z2,1z+w2,1zj, z2,2z+w2,2zj). This is clearly equivalent
to the Hopf action, and hence the quotient is diffeomorphic to CP 3.
Proposition 5.3.4. Suppose M = G/U with G = SU(4) × SU(2) and U = S1 ×
SU(3)×SU(2). Then there are infinitely many actions of the form G/S1×SU(3)×
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SU(2), G/U(3)× SU(2), G/SU(3)×U(2) or G/S(U(3)×U(2)). In all cases the
quotient is either diffeomorphic to S4 × S2 or to the unique nontrivial S4 bundle
over S2.
Proof. Notice first that there are precisely 2 embeddings of SU(3) into SU(4) ×
SU(2)× S1 given by A→ (diag(A, 1), Id, 1) and A→ (diag(A, 1), Id, I).
There are several embeddings of SU(2) into SU(4) given by Γ3, Γ2 ⊕ Γ0, Γ1 ⊕
2Γ0, 2Γ1, and 4Γ0. The eigenvalues of the embedded maximal torus are given,
respectively as, λ, λ3, λ−3, λ−1; λ2, λ−2, 1, 1; λ, λ−1, 1, 1; λ, λ, λ−1, λ−1; and 1, 1, 1, 1.
An embedding of SU(2) into SU(4) × SU(2) is given by Γ ⊗ Γ1 or Γ ⊗ 2Γ0
where Γ is any entry on the previous list. The fact that no simple factor of U acts
transitively on G implies that if f1, f2 : U → G define the biquotient action, then
when restricted to SU(2), we must have the same representation into the SU(2)
factor.
We start by ignoring the S1 factor and classify possible which of the reps of SU(2)
are compatible with the SU(3) reps. The first thing to note is that there is no almost
effective map from SU(2)× SU(3)→ SU(4) since the smallest almost effective rep
of SU(2)× SU(3) is Γ1 ⊗ Γ0,0 ⊕ Γ0 ⊗ Γ1,0 which has dimension 5. Further, if both
f1|SU(3) and f2|SU(3) are non trivial, then the element (A,B) = (diag(i,−i, 1), Id)
gives a noncentral conjugacy, so we don’t get a free action in this case.
Thus, all maps we must consider are of the form
(A,B)→ ((diag(A), 1), Bδ,Γ, Bδ)
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where δ = 0 or 1. For any choice of B, we clearly have Bδ and Bδ conjugate, so
checking for conjugacy here amounts to checking in the SU(4) piece.
To this end, I claim that the only way to have a free action is if Γ = 2Γ1. Now,
the eigenvalues of an element in SU(3) look like (ρ, η, ν) with ρην = 1. For if
Γ = Γ3, set let λ
3 = 1 and set ρ = λ, η = λ, ν = 1. Then this gives a noncentral
conjugacy.
If Γ = Γ2 ⊕ Γ0, then B ⊆ SU(3) ⊆ SU(4), so there are infinitely many conju-
gacies. Likewise, if Γ = Γ1 ⊕ 2Γ0, then B ⊆ SU(3) ⊆ SU(4), so there are infinitely
many conjugacies.
If Γ = 4Γ0, then in order to have an effective embedding of SU(2) which doesn’t
act transitively on the SU(2) in G, we must have δ = 1 in both cases. But then
(Id,B) gives a conjugacy for all B.
Finally, consider Γ = 2Γ1. Conjugacy implies that λ or λ = 1, so either way we
conclude that λ = 1. This implies B = Id and hence that A = Id. Thus, we do get
a free action in this case.
We now try to add the S1 action. The first point to make is that by setting if
we find a free action of S1×SU(3)×SU(2), then by setting z = 1, we obtain a free
action of SU(3)× SU(2) on SU(4), but we just classified those above. Then thing
to note is that if δ = 1, then we cannot fit S1 into SU(2) along side SU(2). More
precisely, there are no maps S1×SU(2)→ SU(2) which, when restricted to SU(2)
are the identity and which are almost effective on the S1 factor.
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But we have rk(U) > rkSU(4), so there are no biquotient actions of U on SU(4).
Hence, we are forced to take δ = 0. The most general map satisfying all of this is
given by f : S1 × SU(3)× SU(2)→ SU(4)× SU(2)× SU(4)× SU(2) with
f(z, A,B) = (diag(zaA, z3a), diag(zc, zc), diag(zbB, z−bB), diag(zd, zd))
Now, since the S1 action and the SU(3)× SU(2) action commute, then assume
we have a free action, we can write the quotient as (G/ (SU(3)×SU(2)))/S1 where
the S1 acts freely and isometrically.
However, if G is given a round × round metric, then G/SU(3) × SU(2) =
HP 1 × S3 = S4 × S3 with a round × round metric. To see this up to diffeomor-
phism, first notice that SU(3)×SU(2) acts trivially on the SU(2) factor in G, and
hence G/SU(3)× SU(2) =
(
SU(4)/SU(3)× SU(2)
)
× SU(2). Further, in the 4-
dimension, we found an explicit diffeomorphism between SU(4)/SU(3) × SU(2)
and HP 1 = S4 - send a matrix C ∈ SU(4) the class of it’s last row, where
[w1, w2] = [w1B,w2B] for any B ∈ SU(2). Further, by first dividing by the SU(3)
factor, we get the usual Hopf fibration S3 → S7 → S4. The metric on S7 in-
duced from a biinvariant metric on SU(4) is not round, but rather a Berger metric.
However, SU(2) still acts by isometries in the usual way and the quotient is still
a round S4. The easiest way to see this is simply to notice that with a Berger
metric looks like the normal round sphere metric in the directions orthogonal to the
(1-dimensional) Hopf fibration. Since the S1 Hopf fibration is naturally included in
the S3 fibration we get here, the metric looks the same as the round metric normal
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to the orbits, and hence, round in the base.
When we make these identifications, how does S1 act on S4×S3? On S3 it acts
just as it did above on SU(2): z(z1, z2) = (z
cz1z
−d, zcz2zd) = (zc−dz1, zc+dz2).
The action on S4 is takes some work to describe. By writing the last row of
an element of SU(4) as a pair of 1x2 complex vectors w1 and w2, we see that as
elements of HP 1, the z±b terms act by complex multiplication. Thus, if w1 = [z1, z2]
and we think of this as z1+z2j, then w1z
b = [z1z
b, z2z
b] and this becomes z1z
b+z2z
bj
on the quaternionic level.
Now, since z ∗ [1 : 0] = [z−3azb, 0] = [1 : 0] and z ∗ [0 : 1] = [0 : z−3az−b] = [0 : 1],
we find that the circle fixes these two points (which we’ll take to be the north and
south poles of S4). The action is thus determined by it’s action on the equatorial
S3, which can be identified with points in HP 1 of the form [q : 1] with q = u + vj
a unit quaternion (with u, v ∈ C and |u|2 + |v|2 = 1). Then the S1 action is given
as z ∗ [q : 1] = [z−3auzb + z−3avzbj : z−3a−b] = [(z−3auzb + z−3avzbj)zb+3a : 1] =
[z2bu+ z−6avj : 1].
Thus, we see the action on S4 is the suspension of the action of S3 given by
z ∗ (z1, z2) = (z2bz1, z−6az2).
Hence, using (t, z1, z2) for coordinates on S
4 =
∑
S3 and using w1, w2 as co-
ordinates on SU(2) (the other factor of G), we see that the S1 action is z ∗
(t, z1, z2, w1, w2) = (t, z
2bz1, z
−6az2, zc+dw1, zc−dw2) with (a, b, c, d) = 1. We still
need to find necessary and sufficient conditions so that the action of S1 on S4 × S3
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is free.
To begin with, consider the action on points of the form (1, 0, 0, w1, w2). The S
1
action clearly preserves these. To have a free action on S4 × S3, it must restrict to
a free action on these points, but that means the action of S1 on the S3 = SU(2)
factor must be free. Hence, we conclude that the action must be some multiple of
the Hopf action, so that either d = 0 or c = 0. Without loss of generality, we may
assume d = 0.
Thus, our action must be of the form
z ∗ (t, z1, z2, w1, w2) = (t, z2bz1, z−6az2, zcw1, zcw2).
Now, suppose z is a primitive cth root of unity. Then z∗(1, 0, 0, 1, 0) = (1, 0, 0, 1, 0).
Thus, in order for the action to be free, z must fix all points. Thus, we conclude
that, for example, (0, 1, 0, 1, 0) = z ∗ (0, 1, 0, 1, 0) = (0, z2b, 0, 1, 0), so that z2b = 1.
Since z is a primitive cth root of unity, we conclude that c|2b. Likewise, since
(0, 0, 1, 1, 0) = z ∗ (0, 0, 1, 1, 0), we conclude that c|6a.
Hence c|(2b, 6a) so that c|2(b, 3a). I claim that this condition is also suffi-
cient to guarantee a free action. For suppose c|2(b, 3a) and (t, z1, z2, w1, w2) =
z ∗ (t, z1, z2, w1, w2) = (t, z2bz1, z−6az2, zcw1, zcw2). Since (w1, w2) ∈ S3, we cannot
have both w1 and w2 equal to 0. Hence, assume without loss of generality that
w1 6= 0. Then, since w1 = zcw1 and w1 6= 0, we conclude that zc = 1.
Thus this implies zc = z2b = z−6a = 1, and hence that z acts trivially on S4×S3.
Thus, the action is free.
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From here, there are 2 goals: first, for each action, we want to classify what the
ineffective kernel of the action is. Second, for each allowable action, we want to
classify the quotient, up to diffeomorphism.
Towards the first goal, notice first that we may assume without loss of generality
that c > 0 (if c = 0, then we have free action of S1 × SU(3) × SU(2) on SU(4),
which is impossible by rank reasons). Further, since (b, 3a) ≤ 3(b, a) = 3, we have
c|2(b, 3a) so that c ≤ 6.
Further, notice that c = 4 and c = 5 cannot occur. For if c = 4, then c|2b
implies that 2|b. Likewise, c|6a implies that 2|a. But then 2|(a, b, c), contradicting
(a, b, c) = 1. Likewise, if c = 5, then 5|2b implies 5|b and 5|6a implies 5|a, and hence
5|(a, b, c) so 5|1, a contradiction.
Thus, we simply go through the cases c = 1, 2, 3, or 6.
If c = 1, then the action is effective for S1 acts effectively on SU(2). Thus, in
this case U is isomorphic to S1 × SU(3)× SU(2).
If c = 2, then, going back to the G = SU(4) × SU(2) action we see that if b
is odd, then (−1, Id,−Id) ∈ S1 × SU(3) × SU(2) acts ineffectively. If b is even,
then only (−1, Id, Id) acts ineffectively. Hence, if b is even, then U is isomorphic to
S1 × SU(3)× SU(2) while if b is odd, then U is isomorphic to SU(3)× U(2).
If c = 3, then since 3 doesn’t divide 2, we must have 3(b, 3a). Since (a, b, c) = 1,
3 cannot divide a. Looking at the action of U on SU(4), and using the fact that
for any 3rd root of unity z, we must have zb = z−3a = 1, it follows that the
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ineffective kernel of the action is generated by (z, zId, Id). Hence, in this case,
U = U(3)× SU(2).
Finally, if c = 6, then we have 6|2(b, 3a) so that 3|(b, 3a) and again we conclude
that 3 cannot divide a. From here we break into cases depending on the parity of
a and b (which cannot both be even since this would violate (a, b, c) = 1).
If a and b are both odd, then we find that if z = ζ6 is a primitive 6th root of
unity, za is also a primitive 6th root of unity, and hence −za is a 3rd root of unity.
So, setting A = −zaId ∈ SU(3) and B = −Id ∈ SU(2), we find (z, A,B) acts
ineffectively. Further, it’s clear that this is the only choice. Hence, the kernel of the
action is generated by this. It is easy to see that S1 × SU(3) × SU(2) divided by
this kernel is S(U(3) × U(2)), for example, by consider the map sending (z, A,B)
to (z2A, z−3B). Hence, in this case, U = S(U(3)× U(2)).
If a is odd and b is even, then the ineffective kernel is generated by (ζ6,−ζ6Id, Id),
so again U = U(3)× SU(2).
Finally, if a is even and b is odd (and divisible by 3), then similar reasoning
shows that U = SU(3)× U(2).
All we have left is determining the diffeomorphism type. The first thing to
notice is that we essentially have an ineffective Hopf action on the SU(2) factor of
G. Nonetheless, the projection onto the second factor gives G/U the structure of
an S4 bundle over S2. There are precisely 2 S4 bundles over S2 corresponding to
the choice of clutching function in pi1(SO(5)) = Z/2Z. Further, these two manifolds
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are distinguished by their second Stiefel-Whitney class, as in the S3 bundle over S2
case. However, in this case, computing the Stiefel-Whitney class in terms of a, b,
and c will be significantly easier than it was in the 5-dimensional case.
The key observation can be found in Pavlov’s paper [23]: the S1 action on
S4 preserves the equatorial S3, and hence we see that the S1 action on S4 × S3
preserves an S3 × S3 ⊆ S4 × S3. This will give us a codimension 1 submanifold
N = S3×S1×S3 ⊆M = S4×S1 S3. The computation of w2(N) is accomplished via
the section on 5-dimensional biquotients. Then, we’ll argue that w2(N) = w2(M).
We’ll actually start by arguing that w2(M) = w2(N). To be more precise, we’ll
see that H2(N,Z/2Z) = Z/2Z = H2(M,Z/2Z) and that w2(N) 6= 0 iff w2(M) 6= 0.
The first part of the argument is almost entirely general and due to Pavlov [23] - if
N and M are both orientable, and if w2(N) 6= 0 then w2(M) 6= 0. Notice that our
N and M are both orientable because they’re simply connected.
For the converse, we’ll have to do a little more work and actually use the
structure of the manifolds a bit. In particular, it’s not generally true that if
a codimension 1 submanifold has w2 = 0, then the whole manifold must also
have w2 = 0. A quick counterexample is provided by the inclusion RP 1 ⊆ RP 2.
RP 1 = S1 has trivial tangent bundle hence w2 = 0, but RP 2 has w2 = a2 where
H∗(RP 2,Z/2Z) = Z/2Z[a]/a3.
So, Consider the inclusion of i : N →M and assume w2(N) 6= 0. The inclusion
gives the following: i∗(TM) ∼= TN ⊕ ν where ν is a trivial one dimensional bundle
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(it’s trivial because both N and M are orientable). The Whitney sum formula
then gives w2(i
∗(TM)) = w0(TN) ∪ w2(ν) + w1(TN) ∪ w1(ν) + w2(TN) ∪ w0(ν).
However, w2(ν) = 0 since ν has rank 1 and w1(ν) = 0 since ν is a trivial bundle.
Hence, we conclude i∗(w2(M)) = w2(i∗(TM)) = w2(N). It’s immediate now that if
wn(N) 6= 0, then we must have i∗(w2(M)) 6= 0, so that w2(M) 6= 0.
For the converse, we must work harder. First notice that the induced S1 action
on S3 × S3 is effectively Hopf on the right S3 and hence pi2|S3×S1S3 is the map
defining the bundle structure of the S3 bundle over S2. In other words, if we call pi
the map from S3×S1S3 → S2 defining the bundle structure, then we have pi◦i = pi2.
Thus, we’ll show i∗ is an isomorphism on H2(M) → H2(N) by showing pi and pi2
are. From here, if i∗(w2) = 0, of course we must conclude w2 = 0. I’ll only work
out the proof for pi is an isomorphism since the proof that pi2 is almost exactly the
same.
Using the Gysin sequence associated to S3 → S3 ×S1 S3 → S2, one sees that
H1−3(S2)→ H2(S2)→ H2(N)→ H2−3(S2)
where the map H2(S2)→ H2(N) is pi∗. However, clearly the terms on the end are
0, so pi is an isomorphism as claimed.
Thus, we have shown that M is diffeomorphic to the nontrivial S4 bundle over
S2 iff N is diffeomorphic to the nontrivial S3 bundle over S2, and likewise M is
diffeomorphic to S4 × S2 iff N is diffeomorphic to S3 × S2.
In order to compute the diffeomorphism type of N , we’ll go back to our classi-
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fication in dimension 5. We must write the action as
z ∗ (z1, z2, w1, w2) = (zk1+k2z1, zk1−k2z2, zn1+n2w1, zn1−n2w2).
Solving this system of equations gives k1 = b− 3a, k2 = b+ 3a, n1 = c and n2 = 0.
Since n2 = 0 ∼= 0 mod 4, we see that N is diffeomorphic iff n1 ∼= 2 mod 4 and k1
and k2 are both odd. It is clear that k1 is odd iff k2 is, so we’ll just check one.
Thus, for c = 1 or 3, we have N is diffeomorphic to S3 × S2 and hence M is
diffeomorphic to S4 × S2.
If c = 2 or c = 6, then if a and b are both odd, we have M is diffeomorphic to
the nontrivial S4 bundle over S2. If precisely one is odd, then M is diffeomorphic
to S4. Both can’t be even, since this would contradict (a, b, c) = 1.
Proposition 5.3.5. There are 2 families of actions of U = SU(2) × SU(2) × S1
on G = Sp(2)×SU(2) (where neither SU(2) in U acts transitively on the SU(2) in
G). The first action, under the identification of SU(2)×SU(2) with Sp(1)×Sp(1)
is given by f(p, q, z) = (diag(p, q), diag(za, za), diag(zb, zb), Id) where p, q ∈ Sp(1)
and z ∈ S1. In this case, we have (a, b, c) = 1 and a|(b ± c). The second action
is f(p, q, z) = ((R(aθ))diag(p, p), diag(zb, zb), diag(q, zc), Id) with (a, b, c) = 1 and
b|(a, 2c).
In the first case, the conditions imply that a = 1 or a = 2. If a = 1, all
quotients are diffeomorphic to S4×S2. If a = 2, then c and d must both be odd and
the quotient is diffeomorphic to the unique nontrivial S4 bundle over S2.
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In the second case, we must have b = 1 or b = 2. No matter what, the quotient
is diffeomorphic to S4 × S2.
Proof. The first thing to realize is that both SU(2) × e and e × SU(2) must act
almost effectively on Sp(2). For if, say SU(2)× e doesn’t act almost effectively on
Sp(2), then it must act on SU(2) by conjugation (point 4 of Totaro’s theorem).
But then the action, when restricted to SU(2)× e, won’t be free. But if the action
is free, the restriction of the action to any subgroup of U must also be free.
Biquotients of the form Sp(2)/Sp(1)×Sp(1) were classified in the 4-dimensional
case. There are precisely two: the homogeneous action and
(p, q)→ (diag(p, p), diag(q, 1)).
In either case, the quotient is S4. Hence, as in the previous case, we must have
G/U = S4×S1 S3. We’ll classify exactly which S1 actions arise from this construc-
tion in each case, and then use the previous case to determine the diffeomorphism
type of the quotient.
Assume we’re in the homogeneous case. Since Sp(1)×Sp(1) is maximal, the S1
can only be mapped into e× SU(2)× Sp(2)× SU(2). Thus, the general map is of
the form
(p, q, z)→ (diag(p, q), diag(za, za), diag(zb, zc), diag(zd, zd)).
As before, the action of S1 on the SU(2) factor of G will have to be effectively
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Hopf, so we need d = 0. We now identify Sp(2)/Sp(1) × Sp(1) with S4 and see
exactly how the S1 action looks.
To map Sp(2)/Sp(1) × Sp(1) to S4, send B ∈ Sp(2) to the class o the last
row under left multiplication by S3. Then, we see that S1 acts on the first column
of B by right multiplication with z−b and it acts on the second column by right
multiplication with z−c.
Hence, for [q1 : q2] ∈ HP 1, we have z ∗ [q1 : q2] = [q1z−b : q2z−c]. Then this
action clearly fixes [1 : 0] and [0 : 1], which we identify with the north and south
poles of S4. Then the equatorial S3 in S4 is, in HP 1, given by points of the form
[q1 : 1] with |q1| = 1. Then the S1 action on such points is z ∗ [q1 : 1] = [q1z−b :
z−c] = [zcq1z−b : 1]. Writing q1 = u+vj with u, v ∈ C, we see the action is given by
z ∗ (u, v) = (zc−bu, zc+bv). Putting this all together, we conclude that the S1 action
on S4×S3 is given by z ∗ (t, z1, z2, w1, w2) = (t, zc−bz1, zc+bz2, zaw1, zaw2). Freeness,
as in the previous case, is equivalent to a|(b−c, b+c). Note that if a|b−c and a|b+c,
then a|2b and a|2c, so that a|(2b, 2c) = 2(b, c), so that a|2. We may assume without
loss of generality that a > 0 by precomposing with the automorphism z → −z.
Hence, a = 1 or a = 2. If a = 1, we recognize, following the argument in the
previous case, that the quotient is S4 × S2. If a = 2, then since 2|c − b we must
have b and c of the same parity. If they’re both even, we contradict (a, b, c) = 1,
so they’re both odd. As in the previous case, we conclude that these quotients are
diffeomorphic to the unique nontrivial S4 bundle over S2.
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We now handle the other map f(p, q) → diag(p, p), diag(q, 1). We now try to
fit in an S1 action (which will be significantly messier in this case). An S1 fits on
both sides, but on the left, it must fit in as R(aθ). Hence, a general action is given
by (p, q, z) → ((R(aθ))diag(p, p), diag(zb, zb), diag(q, zc), diag(zd, overlinezd)) with
z = eiθ. As above, in order to have a free action, we must have d = 0.
Now, we again identify Sp(2)/Sp(1) × Sp(1) with S4. This time, it occurs by
sending an element B ∈ Sp(2) to the class of its 2nd column under left quaternionic
multiplication. The S1 action on [q1, q2] then looks like
z ∗ [q1, q2] = [cos(aθ)q1zc + sin(aθ)q2zc : − sin(aθ)q1zc + cos(aθ)q2zc]
Identifying this with S4 and understanding the action will take some work. First
note that [±i : 1] is fixed by this action:
z ∗ [i : 1] = [cos(aθ)iz−c + sin(aθ)z−c : − cos(aθ)iz−c + sin(aθ)z−c]
= [cos(aθ)i+ sin(aθ) : − sin(aθ) + cos(aθ)]
= [(cos(aθ) + i sin(aθ))(cos(aθ)i+ sin(aθ)) : 1]
= [i : 1]
Under this identification, it’s natural to identify the equatorial S3 with [n1 +
n2j+n3k : n4] for n
2
1 +n
2
2 +n
2
3 = 1. We claim that the S
1 action preserves this set.
In fact, by linearity, it’s enough to show that the S1 action preserves points of the
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form [1 : n4] (or ([0 : 1]) and [n2j + n3k : 1] with n
2
2 + n
2
3 = 1.
For the first, we compute:
z ∗ [1 : n4] = [cos(aθ)z−c + sin(aθ)n4z−c : − sin(aθ)z−c + cos(aθ)n4z−c]
= [1 : (cos(aθ) + sin(aθ)n4)(− sin(aθ) + cos(aθ)n4)]
which is clearly of the right form.
For the second, we compute again:
z ∗ [n2j + n3k : 1] = [cos(aθ)n2jz−c + cos(aθ)n3kz−c + sin(aθ)z−c
: − sin(aθ)n2jz−c − sin(aθ)n3kz−c + cos(aθ)z−c]
= [cos(aθ)n2j + cos(aθ)n3k + sin(aθ)z
−2c
: − sin(aθ)n2j − sin(aθ)n3k + cos(aθ)z−2c]
= [z2c(n2j + n3k) : 1]
Hence, we conclude that the action on S4 is z∗(t, z1, z2) = (t, zaz1, z2cz2). Hence
the S1 action on S4×S3 is z∗(t, z1, z2, w1, w2) = (t, zaz1, z2cz2, zbw1, zbw2). Freeness,
as we showed earlier, is equivalent to b|(a, 2c). Since (a, b, c) = 1, this implies b = 1
or b = 2. If b = 1, the quotient is S4 × S2 and if b = 2, then we must have a even,
and hence, a ± 2c is even, and hence, by the above classification, the quotient is
diffeomorphic to S4 × S2.
Proposition 5.3.6. There is a unique family of biquotient actions of U = G2 ×
SU(2) × S1 on G = Spin(7) × SU(2), which we can study by using G = SO(7) ×
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SU(2) and U = G2× SO(3)× S1. The G2 and SO(3) in U only act on the SO(7),
so that the biquotient is diffeomorphic to S4 ×S1 S3. The S1 acts on S3 by the
Hopf action. The S1 action on S4 is determined from a map S1 → SO(7) and is
parameterized by 2 integers. The quotient S4×S1S3 is diffeomorphic to S4×S2 when
the 2 parameters have the same parity and is diffeomorphic to the unique nontrivial
S4 bundle over S2 when the two parameters have opposite parity.
Proof. We first show that every biquotient with G = Spin(7)× SU(2) descends to
a biquotient with G = SO(7). The converse follows from Totaro’s proof that we
can write a biquotient according to the conventions.
Let pi : Spin(7)→ SO(7) be the canonical projection. Then pi clearly induces a
covering map pi :
(
Spin(7)×SU(2))/U → (SO(7)×SU(2))/pi(U). Since pi is two
sheeted, pi is at most two sheeted. We claim that, in fact, pi is single sheeted, i.e.,
a diffeomorphism. To see this, we will argue that ker(pi) is contained in one orbit.
The SU(2) in U cannot act on the SU(2) in G without acting transitively.
This is because the only nontransitive nontrivial action of SU(2) on itself is via
conjugation. Further, there is no almost effective action of S1 × SU(2) on SU(2)
extending this action. It follows that if U acts on G freely, then U must act freely
on Spin(7), but this is impossible by rank reasons. Likewise, the G2 factor of U
cannot act on SU(2). It follows that G2 × SU(2) acts freely on Spin(7).
Since G2\Spin(7) = S7 and since the SU(2) must act freely on this, it follows
that the SU(2) factor (which is, a priori, only defined up to cover), must actually
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be isomorphic to SU(2). Finally, since pi(G2) = G2, G2 being centerless, we see the
induced quotient is G2\SO(7) = RP 7 and since pi(SU(2)) must act freely on this,
pi(SU(2)) = SO(3). It follows that ker(pi) ⊆ SU(2) ∗ e for e ∈ Spin(7) the identity
element.
Since the SU(2) has a unique free action on S7, if we find one free action of G2×
SO(3) on SO(7), we’ve found the only one. The eigenvalues of the maximal torus of
G2 in SO(7) are λ, λ, ν, ν, λν, λν, and 1, and the eigenvalues of the standard block
embedding of SO(3) into SO(7) are µ2, µ2, 1, 1, 1, 1, and 1, we can easily compare
eigenvalues. For G2, it is easy to see that it cannot have exactly 5 eigenvalues equal
to 1, since if λ 6= 1 and ν = 1, the λν 6= 1. Thus, a conjugacy can only occur when
λ = ν = µ2 = 1, so this action is effectively free.
All of this together implies that any biquotient of the form Spin(7)×SU(2)/G2×
SU(2)× S1 is diffeomorphic to S4 ×S1 S3 for some action of S1 on S4. Since every
circle action on S4 has a fixed point, the S1 must act (effectively) freely on S3, i.e.,
it must be (effectively) the Hopf action.
Going back to our previous description, we see that the map SO(3) × S1 →
SO(7) is (A, θ)→ diag(A,R(pθ), R(qθ)) where R denotes the standard 2×2 rotation
matrix.
Unfortunately, it seems difficult to determine how p and q relate to the weights of
the representation of S1 into SO(5) defined by a general linear action on S4. Thus,
we must actually compute the diffeomorphism type from the biquotient description
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itself.
To this end, we notice that every manifold of the form S4 ×S1 S3 is naturally
an S4 bundle over S2, and that there are two such bundles, distinguished by their
second Stiefel-Whitney classes. Thus, we really only need to determine w2 for each
of our biquotients.
To this end, we note that the previously developed machinery for computing
Pontryagin classes can be applied, but instead of using root systems, one must use
2-roots.
For definiteness, we use the map f1 : G2 × SO(3)× S1 → SO(7)× SU(2) with
f1(A,B, z) = (A, I) where A ⊆ SO(7) is the standard embedding. We also use
the map f2 : G2 × SO(3) × S1 with f2(A,B, θ) = (diag(B,R(pθ), R(qθ), z), where
z = eiθ.
According to Borel and Hirzebruch [5], the maximal 2-group ofG2 is Z/2Z3 ⊆ G2
generated by 〈s1, s2, s3〉 where, letting ei be the standard basis of R7, we have
si(ej) =

ej j = i+ 1, i+ 5, or i+ 6
−ej otherwise
.
The maximal 2-group of SO(n) is a Z/2Zn−1 consisting of all diagonal matrices
with ±1 on the diagonal, subject to the determinant being 1.
We let yi for i = 1...7 denote generators of the maximal 2-group of SO(7)
corresponding to the diagonal matrix with a -1 in the ith position and 1s elsewhere.
They satisfy the relation that y1 · y7 = 1. We’ll let t be the generator for the unique
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Z/2Z in SU(2), generated by −Id. Finally, define pi for i = 1, 2, 3 analogously for
SO(3) and let z denote the generator of the 2-group of S1.
In this notation, we see that f ∗1 (y1) = s1, f
∗
1 (y2) = s2, f1 ∗ (y3) = s1 + s3,
f ∗1 (y4) = s1 + s2, f
∗
1 (y5) = s1 + s2 + s3, f
∗
1 (y6) = s2 + s3, f
∗
1 (y7) = s3 and f
∗
1 (t) = 0.
Likewise, we see that f ∗2 (y1) = p1, f
∗
2 (y2) = p2, f
∗
2 (y3) = p3, f
∗
2 (y4) = f
∗
2 (y5) =
pz, f ∗2 (y6) = f
∗
2 (y7) = qz and f
∗
2 (t) = z.
Now, we can identify H∗(
(
BSO(7)×BSU(2))×(BSO(7)×BSU(2));Z/2Z) ⊆
H∗(BZ/2Z12;Z/2Z) = Z/2Z[yi⊗1, 1⊗yi] where i ranges from 1 to 7. It’s isomorphic
to Z/2Z[σj(yi ⊗ 1), σj(1⊗ yi)] where j ranges from 2 to 7.
Likewise, we can identify
H∗(B(G2×SO(3)×S1);Z/2Z) ⊆ H∗(BZ/2Z7;Z/2Z) = Z/2Z[s1, s2, s3, p1, p2, p3, z]
as the subalgebra generated by the elements
[σ2(si) + σ1(si)
2]2 + σ1(si)σ3(si),
[σ3(si) + σ1(si)σ2(si)]
2 + [σ2(si) + σ1(si)
2]σ1(si)σ3(si),
σ1(si)σ3(si)[σ3(si) + σ1(si)σ2(si)],
σ2(pi),
σ3(pi), and
z2.
Now, just as with Z coefficients, this information tells us the differentials in
the spectral sequence G → G/U → BU . If x1 is the generator of H1(G;Z/2Z),
the we know that d2(x1) = f
∗(σ2(yi) ⊗ 1 + 1 ⊗ σ2(yi)). The first piece is easy to
108
evaluate since f ∗(σ2(yi) ⊗ 1) ⊆ H2(BG2;Z/2Z) = 0. For the second, following a
computation, we see that d2(xi) = σ2(pi) + (p+ q)z
2.
Thus, d2 is injective and we see that
H2(G/U ;Z/2Z) ∼= 〈σ2(pi), z2〉/σ2(pi) + (p+ q)z2.
Now, to compute the characteristic classes, we first list the nonzero 2-roots of
each of the participating groups. The 2-roots of G2 are s1, s2, s3, s1 + s2, s1 + s3,
s2 + s3, and s1 + s2 + s3, all with multiplicity 2. The 2-roots of SO(3) are p1 + p2,
p2 + p3, and p1 + p3, and for SO(7) there are all yi + yj with 1 ≤ i < j ≤ 7, all
with multiplicity 1. The other participating groups, SU(2) and S1, have no nonzero
2-roots.
Following Singhoff [25], the Stiefel-Whitney classes of G/U is the pullback of the
class Πλi a 2-root of G(1+λi) in BG times the pullback of the class
(
Πµi a 2-root of U(1+
µi)
)−1
in BU . We can write this element as
φ∗U
(
f ∗2 Π(1 + 1⊗ λi
)
Π(1 + 1⊗ µi)−1
)
Now, φ∗U is trivial on elements coming from G2 in H
2, and since we only care
about the degree 2 piece of this product, we can ignore the 2-roots of G2.
Computing the product is made simpler because f ∗2 (1 + yi + y4)(1 + yi + y5) =
(1 + f ∗2 yi + pz)(1 + f
∗
2 yi + pz) = (1 + f
∗
2 y
2
1 + pz
2) we see that and similarly replacing
y4 and y5 by y6 and y7 (and if i = 4, then the sum cancels out). So, all the factors
have degree 2, so the degree 2 piece is the sum of elements, which is (p+ q)z2.
109
Finally, recalling that H2(G/U ;Z/2Z) = Z/2Z[σ2(pi), z2]/σ2(pi) + (p+ q)Z2 we
see that if (p+ q) is even, then w2(G/U) = 0, while if p+ q is odd, then w2(G/H)
is the unique nontrivial element of H2(G/U ;Z/2Z).
In short, if p and q have the same parity, the biquotient is diffeomorphic to
S4×S2, while if p and q have different parities, then the biquotient is diffeomorphic
to the unique nontrivial S4 bundle over S2.
Proposition 5.3.7. There are infinitely man biquotients with G = Spin(8)×SU(2)
and U = Spin(7)× SU(2)× S1, which are all diffeomorphic to S4 ×S1 S3 for some
linear S1 action on S4.
Proof. The point is that the SU(2) factor in U can only act on the Spin(7) part.
For it either acts transitively on SU(2) or by conjugation. The first case is ruled
out by convention while in the second, there is no room for an S1 action on SU(2).
Since the SU(2) must also act on Spin(8) to keep a free action, it follows that
U must act freely on Spin(8), but this is impossible by rank reasons. Hence, the
SU(2) acts only on Spin(8). Since we know Spin(7) only acts only on one side
of Spin(8) and all embeddings of Spin(7) into Spin(8) are outer conjugate to the
lift of the usual embedding of SO(7) into SO(8). Hence, the biquotient looks
like ((Spin(7)\Spin(8))/SU(2)) ×S1 SU(2) = (S7/SU(2)) ×S1 SU(2) = S4 ×S1
SU(2).
Proposition 5.3.8. There are no biquotients with G = Spin(8)× SU(2) and U =
G2 × Sp(2)× S1.
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Proof. As there are no G2 nor Sp(2) ⊆ Spin(8), the action of G2 × Sp(2) × 1 on
Spin(8) must be free, but this is impossible by a previous theorem in the classifi-
cation when G/U has the same rational homotopy groups as S4.
Proposition 5.3.9. There are no biquotients of the form
(SU(4)× SU(3))/SU(3)2 × S1,
(Sp(2)× SU(3))/ (SU(3)× SU(2)× S1),
(Spin(7)× SU(3))/ (G2 × SU(3)× S1), nor
(Spin(8)× SU(3))/ (Spin(7)× SU(3)× S1).
Proof. In each case, let U ′ × S1 = U . Then in every case we must have U ′ acting
freely on the first factor ofG, but this can’t happen due to elementary representation
theory.
Proposition 5.3.10. (Eschenburg) If G = SU(3) and U = T 2, there are precisely
two biquotients. The first is the homogenous space while the second is a biquotient
SU(3)/T 2 which is not even homotopy equivalent to SU(3)/T 2. Interestingly, both
of these spaces admit metrics with positive sectional curvature.
Proposition 5.3.11. Suppose G = SU(3)×SU(2) and U = SU(2)×T 2. Then the
SU(2) in U must act solely on the SU(3) in G, so that the biquotient is diffeomor-
phic to S5×T 2S3 for some free T 2 action on S5×S3. Likewise, if G = SU(4)×SU(2)
and U = Sp(2)×T 2, then all free actions are equivalent to free T 2 actions on S5×S3.
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Proof. There are, up to conjugacy, there are only 2 maps f : SU(2)→ SU(2) given
by f(A) = A and f(A) = Id. We must show that f(A) = A cannot be used to
define the biquotient action. The point is that if f(A) = A describes the left side
of the action of SU(2) on SU(2), then in order to stay within our conventions, we
must also have f(A) = A describe the right side of the action. However, these two
maps have maximal images in the SU(2) in G, and so the T 2 in U must act solely
on the SU(3) in G. Further, in order to have the SU(2) in U acting freely, it must
act freely on SU(3). Hence, assuming f(A) = A, we must have U acting freely on
SU(3), but this is impossible by rank reasons.
Thus, we know that the SU(2) in U must act freely on SU(3). We’ve al-
ready classified these actions: there are 2 and both are homogeneous. One gives
SU(3)/SU(2) = S5 while the other gives SU(3)/SO(3), the Wu manifold. Now we
show the Wu manifold can not occur.
The reason the Wu manifold can not occur is that SO(3) is maximal in SU(3),
so the T 2 must act on the SU(2) and on the Wu manifold simultaneously. So,
parameterizing the torus T 2 by z and w, we may assume without loss of generality
that the z factor acts nontrivially on the Wu manifold, for if not, then we must
have a free T 2 action on S3, which is impossible. Set w = 1 so as to focus on z.
The embedding of z into SU(3) is given as diag(za, zb, zc) with a+ b+ c = 0. From
this equation, it follows that we cannot have |a| = |b| = |c|, so, assume |a| < |b|.
Let z be an ath root of unity. Then the matrix looks like diag(1, zb, zc) with both
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zb 6= 1 and zc 6= 1. Such a matrix is conjugate to one in SO(3), which shows that
this element fixes a point, but not all points. Thus, there are no free actions of T 2
on [SU(3)/SO(3)]× SU(2).
Thus, the only possible action we’re left with is an action of T 2 on S5 × S3.
Explicitly, consider the map SU(2)× T 2 → G×G sending (A, z, w) to
(diag(zawbA), z2aw2b), diag(zcwd, zcwd), diag(zewf , zgwh, ziwj), diag(zkwl, zkwl)
(with e+ g + i = f + h+ j = 0) then the induced T 2 action on S5 × S3 is given by
(z, w) ∗ (p1, p2, p3, q1, q2) =
(z2a−ew2b−fp1, z2a−gw2b−hp2, z2a−iw2b−jp3, zc−kwd−lq1, zc+kwd+lq2).
Here, we’re treating S5 = {(p1, p2, p3) ∈ C3| |p1|2 + |p2|2 + |p3|2 = 1} and
S3 = {(q1, q2) ∈ C2| |q1|2 + |q2|2 = 1}.
It is clear from this description that, possibly by adding ineffective kernel, any
linear action of T 2 on S5 × S3 can be obtained as a biquotient action.
The case where G = SU(4) × SU(2) and U = Sp(2) × T 2 is even easier, as we
know we must have SU(4)/Sp(2) = S5. The Sp(2) in SU(4) is maximal, so any
map from U to G must send (A, z, w) to
(diag(A), diag(zawb, zawb), diag(zcwd, zewf , zgwh, ziwj), diag(zkwl, zkwl))
with c+ e+ g + i = d+ f + h+ j = 0. The induced T 2 action on S5 × S3 is
(z, w) ∗ (p1, p2, p3, q1, q2) =
zc+ewd+fp1, z
c+gwd+hp2, z
e+gwf+hp3, z
a−kwb−lq1, za+kwb+lq2).
113
Again, it’s clear that, possibly by adding ineffective kernel, we may achieve any
linear action at all.
We now classify which T 2 actions on S5×S3 are free and analyze the quotients.
Proposition 5.3.12. Suppose T 2 acts on S5 × S3 linearly and freely. Then the
action is equivalent to (z, w) ∗ (p1, p2, p3, q1, q2) = (zp1, zwcp2, zwep3, wq1, zgwq2)
with the pi complex coordinates in C3 and the qi are complex coordinates in C2.
Further, we have that either g = 0, c = e = 0, or we have
(g, c, e) ∈ {(1, 1, 2), (2, 2, 1), (0, 2, 1), (0, 1, 2)}.
In the case that c = e = 0, the projection onto the first factor gives G/U the
structure of an S2 bundle over CP 2. In the case that g = 0, the projection onto the
second factor gives G/U the structure of aCP 2 bundle over S2.
Proof. As above, we’ll use (p1, p2, p3) as complex coordinates on S
5 (with |p1|2 +
|p2|2 + |p3|2 = 1) and likewise, we’ll use (q1, q2) as complex coordinates on S3.
I first claim that any effective linear action of T 2 on S5 × S3, up to reparama-
terization, must look like
(z, w) ∗ (p1, p2, p3, q1, q2) = (zap1, zbwcp2, zdwep3, wfq1, zgwhq2)
with a 6= 0 and f 6= 0. For, if not, then all circle actions must be dependent, which
would contradict effectiveness. Further, we can obviously assume without loss of
generality that (a, b, d, g) = (c, e, f, h) = 1.
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From here, notice that if (z, w) fixes some point, then it fixes a point of the form
(1, 0, 0, 1, 0), with a 1 in one of the first the slots and a 1 in the last 2 slots and all
else 0. This is because if (z, w) fixes (p1, p2, p3, q1, q2), then at least one of the pi 6= 0
and at least one qj 6= 0. Assume without loss of generality that it’s p1 and q1 which
are nonzero. Then (z, w) will also fix (1, 0, 0, 1, 0). Thus, in order to check that the
action is (effectively) free, it’s enough to show that any point (z, w) either moves
all points (1, 0, 0, 1, 0), etc. or fixes all points. It will turn out that when written
like this, an effectively free action is automatically free.
First, I claim that a = f = 1. For, let z be an ath root of 1 and consider
the point (z, 1). This will fix (1, 0, 0, 1, 0). To have an effectively free action, we
must have (z, 1) fixing all points in S5 × S3. In particular, it must fix the point
(0, 1, 0, 1, 0) which implies a|b. Likewise, arguing with the point (0, 0, 1, 1, 0), one
learns that a|d. Finally, the point (1, 0, 0, 0, 1) shows that a|g. Thus, we have that
a|(a, b, d, g) = 1 so a = ±1. By using the automorphism z → −z, one can assume
a = 1. Carrying out the analogous argument with (1, w) for w an fth root of 1
shows that f = 1.
Now that we have pinned down a and f , I claim that b = d = h = 1. Let’s
focus on b, the other arguments being identical. If b = 0, then every point of the
form (z, 1) fixes (0, 1, 0, 1, 0). Having an effectively free action then requires that
every point of the form (z, 1) fix every point. But this contradicts having finite
ineffective kernel. Hence b 6= 0. Now, let z be a bth root of 1 and consider the point
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(z, 1). This fixes (0, 1, 0, 1, 0) an so must fix every point. But it will not fix the
point (1, 0, 0, 1, 0) unless b = ±1. Now, by sending p2 → p2, we may assume b = 1.
At this point, our action must look like
(z, w) ∗ (p1, p2, p3, q1, q2) = (zp1, zwcp2, zwep3, wq1, zgwq2).
This is necessary an sufficient to guarantee that every nontrivial (z, w) moves
(1, 0, 0, 1, 0), (1, 0, 0, 0, 1), (0, 1, 0, 1, 0) and (0, 0, 1, 1, 0). Thus, in order to verify
freeness, we must only find conditions guaranteeing every nontrivial (z, w) moves
both (0, 1, 0, 0, 1) and (0, 0, 1, 0, 1). If (z, w) fixes (0, 1, 0, 0, 1), then the coordinates
z and w must satisfy
zwc = zgw = 1.
If we can find a nontrivial (z, w) satisfying this, it will fix (1, 0, 0, 1, 0) giving a
contradiction to freeness. Hence, we seek conditions on c and g which guarantee
that the only solution is (z, w) = (1, 1). Clearly the only way to guarantee that
(z, w) = (1, 1) is if |1− gc| = 1.
Carrying out this same argument on (0, 0, 1, 0, 1) shows that |1 − ge| = 1. It
is clear that these conditions are also sufficient. Finally, we analyze what possibil-
ities exist from g, e, and c. First note that by simultaneously applying complex
conjugation to z, w, all pi and qj, we may assume that g ≥ 0.
If 1 − gc = 1 − ge = 1, then gc = ge = 0. Hence, either g = 0 with c and e
arbitrary or both c = e = 0 with g arbitrary. In the first case, the action looks like
(z, w) ∗ (p1, p2, p3, q1, q2) = (zp1, zwczp2wezp3, wq1, wq2).
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Notice that the z coordinate only acts on the S5 and it acts via the Hopf map.
Hence, this action is equivalent to an S1 action on CP 2 × S3. Since w is acting
as the Hopf action on S3, the projection map CP 2 × S3 → S3 → S2 gives the
biquotient the structure of a CP 2 bundle over S2 associated the Hopf bundle.
Likewise, focusing on the case with c = e = 0 and g arbitrary, one can show the
projection S5×S2 → S5 → CP 2 gives the biquotient the structure of an S2 bundle
over CP 2, associated to the Hopf bundle over CP 2.
Next, assume 1 − gc = 1 but 1 − ge = −1. In this case, we have gc = 0 and
ge = 2. Thus, g 6= 0 so c = 0, and g and e have the same sign, one being, up to
sign, 1 and the other being, up to the same sign, 2. Reversing the roles of 1 − gc
and 1− ge, we find that e = 0 with g and c having the previous relationship/
Finally, assume 1 − gc = 1 − ge = −1. Then c = e and again, g and c have
the same sign with one of them being, up to sign, 1 and the other being, up to the
same sign, 2.
The action can be described as a biquotient action by the embedding SU(2)×
T 2 → (SU(3)× SU(2))× (SU(3)× SU(2)) by sending (A, z, w) to
diag(z(w)c+eA, z2), diag(zgw2, zgw2, diag(1, w2c, w2e), diag(zg, zg).
If we introduce the new variable z′ = zwa+b and simplify, thinking of z′A ∈ U(2)
then mapping U(2)×S1 into (SU(3)×SU(2))×(SU(3)×SU(2)) by sending (A,w)
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to
diag(A, detAwc+e), diag(detA
g
w1−g(c+e)), diag(1, wc, we), diag(detA
g
wg(c+e), 1)
gives an action with the same orbits.
It is easy to see that this new embedding is 1-1. The induced action is clearly
effective since the right hand matrices can only intersect the center in the identity.
Hence, we’ve found an equivalent description of this action as a free action.
When (c, e, g) = (1, 1, 2), the spectral sequence is hard to compute. As a fix, we
can instead use the action defined by U(2)× S1 → (SU(3)× SU(2))2 with
(A,w)→ diag(wA, detA), diag(detAw, detAw), diag(1, w, w), diag(detA, detA).
Similarly, when (c, e, g) = (2, 2, 1), we instead use
(A,w)→ diag(w2A, detA), diag(detAw,w), diag(1, w2, w2), diag(detA, 1).
Using this description and the usual spectral sequence arguments, we now ana-
lyze the cohomology rings and characteristic classes of these examples.
Proposition 5.3.13. Let σ1 and w be two degree 2 elements. Then, for any allow-
able (c, e, g), H∗(G/U) is isomorphic to a quotient of Z[σ2, w] by two relations and
has first Pontryagin class and total Stiefel-Whitney class as given in the table.
The rings together with characteristic classes in the first family only depend on
(a+b) mod 3. These 3 rings are mutually nonisomorphic and not isomorphic to
any of the other rings in this list (except for the case c = 0 in the second family).
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(c, e, g) w2 = σ31 p1 w − 1
(c, e, 0) 0 −2(c+ e)σ21w 3σ21 + 4(c+ e)σ1w σ1 + σ21
(0, 0, g) cσ1w 0 (g
2 + 3)σ21 (g + 1)σ1 + (g + 1)σ
2
1
(0, 2, 1) −wσ1 0 4σ21 0
(0, 1, 2) −2wσ1 0 7σ21 σ1 + σ21
(2, 2, 1) = σ1w 4σ
2
1w 4σ
2
1 + 28w
2 0
(1, 1, 2) 2wσ1 0 8σ1w + 7σ
2
1 σ1 + σ
2
1
Table 5.1: The topology of (S5 × S3)/T 2
The rings in the second family only depend on |c| and are mutually nonisomorphic
otherwise.
There are characteristic class preserving ring isomorphisms between (0, 2, 1) and
(0, 0, 1) and between (0, 1, 2) and (0, 0, 2). There is an isomorphism between (1, 1, 2)
and (0, 0, 2) which preserves the Stiefel-Whitney class, but not one which preserves
the first Pontryagin class. There is no isomorphism between (2, 2, 1) and anything
else on the list.
Proof. First, it easy to show that in all rings except in the first family (other than
the c = 0 case in the second family), the only element which squares to 0 is 0. This
implies the first family is distinct from all the rest of the rings.
In the first family, it is easy to see that the only elements which square to 0 are
multiples of w. This implies that any isomorphism between two such rings must take
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w to ±w = w′. This implies the isomorphism must take σ1 to σ′1 = (−1)aσ1 + cw.
Now one checks if there is an integer k such that −2kσ′21 w′ = σ′31 . Computation
shows there is such an integer k iff c = 2l is even. Then k = ±(e+ g) + 3l.
This implies that the rings in family one are isomorphic to each other iff 2(e +
g) = 2(e′ + g′) mod 3, which is iff e+ g = e′ + g′ as claimed.
Now one simply checks that the above isomorphism takes characteristic classes
as claimed.
Next we analyze the second family. The map sending w to −w maps the ring
with w2 = cwσ1 to the ring with w
2 = −cwσ1 and it takes characteristic classes to
characteristic classes. This shows the ring only depends on |c|. The see that for
|c| 6= |c′|, these rings are not isomorphic, one first shows that only multiples of σ
cube to 0. For if 0 = (bw + aσ1)
2, then one concludes b(a2 − ac + b2c2) = 0, i.e., if
b 6= 0, then c = a±a
√
1−4b2
2
, i.e., that c is NOT real.
This implies that any ring isomorphism must send σ1 to ±σ1. Writing down the
general map as in the previous case, and using that H4(G/U) is freely generated
by σ21 and σ1w, we see that for w
′ = ±w + bσ1 and σ′1 = ±σ, that w′2 = c′σ1w iff
|c′| = |c|.
Now one simply checks that this isomorphism takes characteristic classes to
characteristic classes.
The proof that only multiples of σ1 cube to 0 clearly goes through for the rings
(0, 2, 1), (0, 1, 2), and (1, 1, 2). However, we’ll see that no nonzero element of (2, 2, 1)
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cubes to 0, showing it is distinct from everything on the list.
To see this, consider 0 = (aσ1 + bw)
3 = (4a3 + 3a2b + 3ab2 + b3)σ21w with
gcd(a, b) = 1. Now, by reduction mod 2, we see that a and b cannot both be odd. If
a is even, then reduction mod 2 shows b3 is even, contradicting gcd(a, b) = 1. Thus,
we assume a is odd and b is even. Reduction mod 4 shows 3a2b = 0 mod 4 so b is
divisible by 4. Now, consider 4a3 + 3a2b + 3ab2 + b3 as a polynomial in b. By the
rational roots theorem, any rational solution must be integral and divide 4a3. So,
if b is the solution, then b|4a3. Since we assume that gcd(a, b) = 1, this implies b|4.
Since we already know 4|b, we conclude that b = ±4. Finally, one just checks that
4a3 ± 12a2 + 48a± 64 has no integral roots, say, using the rational roots theorem.
For (0, 2, 1) the map sending w to −w clearly matches (0, 2, 1)up with (0, 0, 1).
Similarly, the map sending w to −w matches (0, 1, 2) with (0, 0, 2).
Finally, looking at (1, 1, 2) we see that the ring itself is clearly isomorphic to
(0, 0, 2). However, since σ1 must be taken to ±σ1, it’s easy to see that, up to sign,
the only possible isomorphism taking p1 to p1 sends σ1 to σ1 and sends w to −w+2σ1
(the other isomorphisms are simply flipping the sign on one or both of σ1 and w),
but this isomorphism doesn’t map p1 to p1.
Due to the classification of torsion free 6 manifolds [17] [31] [34], it follows
that these cohomology rings uniquely determine the diffeomorphism type of the
biquotient, with possibly the exception of (2, 0, 0) and (1, 1, 2). We do not know if
these two examples are homotopy equivalent or not, but they are not homeomorphic.
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As a remark, Totaro has shown that (0, 1, 2) is diffeomorphic to CP 3]CP 3. The
fact that this is diffeomorphic to (0, 0, 1) comes from the fact that CP 3]CP 3 is
diffeomorphic to CP 3]− CP 3 and CP 3]− CP 3 is an S2 bundle over CP 2.
As a corollary we have
Theorem 5.3.14. All 3 bundles of the form CP 2 → M → S2 with finite dimen-
sional structure group and all bundles of the form S2 → M → CP 2 where the
structure group reduces to a circle are diffeomorphic to biquotients.
Proof. For the first statement, there are 3 bundles since the identity component of
Iso(CP 2) is isomorphic to SU(3)/Z/3Z which has fundamental group Z/3Z. So,
there are 3 such bundles. Since we found 3, we found them all.
For the second statement, we use a standard trick. If pi : G/U → CP 2 is
the projection giving G/U the structure of an S2 bundle over CP 2, and if R3 →
X → CP 2 is the real vector for which G/U is the sphere bundle, then we have
T (G/U)⊕ 1 = pi∗(X → CP 2)⊕ pi∗(TCP 2 → CP 2).
Using this fact, we can read off the characteristic classes of the bundle S2 →
G/U → CP 2 in terms of the characteristic classes of the tangent bundles to G/U
and CP 2. From this, it follows that p1(S2 → G/U → CP 2) = c2 and w(S2 →
G/U → CP 2) = 1 + cσ1 + cσ21.
Now, Dold and Whitney [8] proved that for oriented sphere bundles over a 4-
manifold with finite dimensional structure group, their characteristic classes classify
them. Further, they show that the structure group reduces to a circle precisely when
122
p1 is a square. Hence, we get all bundles S
2 → G/U → CP 2 where the structure
group reduces to a circle.
5.3.1 Manifolds diffeomorphic to (S3)3/T 3
In this section, we analyze biquotients of the form (S3)3/T 3. These manifolds are
all distinct from the previous examples because they’ll have second Betti number
3.
Totaro [30] has already shown the following.
Proposition 5.3.15. Consider the matrix

a1 a2 a3
b1 b2 b3
c1 c2 c3
 corresponding to the ac-
tion
(u, v, w) ∗ ((p1, p2), (q1, q2), (r1, r2)) =(
(up1, u
a1va2wa3p2), (vq1, u
b1vb2wb3q2), (wr1, u
c1vc2wc3r2)
)
.
Then this is a free action iff a1, b2, and c3 are ±1, and the 2 x 2 minors around
the diagonal entries have determinant ±1, and the matrix itself has determinant
±1.
We now show that Totaro’s result is completely general.
Proposition 5.3.16. Suppose T 3 acts linearly and freely on (S3)3. Then, up to
reparamaterization, the action is as above.
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Proof. The most general linear action of T 3 on (S3)3 is described by
(u, v, w) ∗ ((p1, p2), (q1, q2), (r1, r2)) =
(
(uα1vα2wα3p1, u
a1va2wa3p2), (u
β1vβ1wβ1q1, u
b1vb2wb3q2), (u
γ1vγ1wγ1r1, u
c1vc2wc3r2)
)
.
We seek conditions on all of exponents which guarantee the action is free. So,
suppose (u, v, w)
(
(1, 0), (1, 0), (1, 0)
)
=
(
(1, 0), (1, 0), (1, 0)
)
. This is equivalent to
solving the system of equations
uα1vα2wα3 = 1
uβ1vβ2wβ3 = 1
uγ1vγ2wγ3 = 1
This is equivalent to asking that
α1u+ α2v + α3w = 2pik1
β1u+ β2v + β3w = 2pik2
γ1u+ γ2v + γ3w = 2pik3
have all solutions (u, v, w) ∼= (0, 0, 0) mod 2pi in each factor independently.
Now, assume for a contradiction that
det

α1 α2 α3
β1 β2 β3
γ1 γ2 γ3
 = 0.
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Setting k1 = k2 = k3, we find that since there is one solution (u, v, w) = (0, 0, 0),
there must be infinitely many solutions (u, v, w) = (n1k, n2k, n3k) for some integers
n1, n2, n3 and all real numbers k.
But then this implies that the circle (zn1 , zn2 , zn3 simultaneously solves the first
system of equations. This contradicts the freeness of the action. It follows that
d = det

α1 α2 α3
β1 β2 β3
γ1 γ2 γ3
 6= 0.
By first making the T 3 action ineffective by replacing (u, v, w) with (ud, vd, wd),
we can use the coordinate substitution
(u′, v′, w′) = (ualpha1vα2wα3 , uβ1vβ2wβ3 , uγ1vγ2wγ3).
Then, in these new coordinates, the action will look like
(u′, v′, w′) ∗ ((p1, p2), (q1, q2), (r1, r2)) =
(
(u′alphap1, u′a1v′a2w′a3p2), (vβq1, u′b1v′b2w′b3q2), (wγr1, u′c1v′c2w′c3r2)
)
and we may assume without loss of generality that
gcd(α, a1, b1, c1) = gcd(β, a2, b2, c2) = gcd(γ, a3, b3, c3) = 1.
Here, we have abused notation by relabeling the new integers as a1, a2, etc.
Finally, we again check freeness at t =
(
(1, 0), (1, 0), (1, 0)
)
. If (u′, v′, w′) ∗ t = t,
then we must conclude (u′, v′, w′) = (1, 1, 1) But we see, for example, that any
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(ζα, 1, 1) fixes t (where ζα is a primitive αth root of 1). Freeness implies we must
have α = 1. Analogously, we see β = γ = 1, so we’ve reduced the action to the
form Totaro has already handled.
Remark 5.3.17. Totaro’s proof boils down to simply checking freeness at each point
(p, q, r) where each of p, q, and r is (1, 0) or (0, 1).
We’ve now reduced tabulating all free linear T 3 action on
(
S3
)3
to a combina-
torial question - we need to find all matrices
A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

which satisfy the property that all of the diagonal minors have determinant equal
to ±1.
Note that by, say, conjugating the first S3 factor by j and mapping u′ → −u′, this
sends a11 → −a11. Hence, we can (and do) assume a11 = a22 = a33 = 1. Further,
by swapping, say, v′ and w′ and swapping the p coordinates with the q coordinates
we see that the matrix

1 a2 a3
b1 1 b3
c1 c2 1
 and the matrix

1 a3 a2
c1 1 c2
b1 b3 1
 correspond to
the same action. Likewise, by doing the appropriate swapping, we can move a2 to
any nondiagonal entry, but the rest of the entries are then determined. Finally,
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by sending, say, p1 → p1 and making similar changes elsewhere, we may assume
a2 ≥ 0.
Proposition 5.3.18. Assume A = (a)ij is a 3 x 3 matrix with all diagonal entries 1
and all diagonal minors having determinant ±1. Then, up to the above equivalences,
there are three infinite families
1 2 0
1 1 0
c1 c2 1
 ,

1 2 a3
1 1 b3
0 0 1
 , and

1 0 0
b1 1 0
c1 c2 1

and 12 other sporadic examples:
1 2 2
1 1 2
1 1 1
 ,

1 2 0
1 1 1
1 2 1
 ,

1 2 0
1 1 2
1 1 1
 ,

1 2 0
1 1 1
2 2 1
 ,

1 2 4
1 1 2
0 1 1
 ,

1 2 2
1 1 2
0 1 1
 ,

1 2 2
1 1 1
1 0 1
 ,

1 2 2
1 1 2
1 0 1
 ,

1 2 0
1 1 1
1 0 1
 ,

1 2 2
1 1 0
0 1 1
 ,

1 2 1
1 1 0
0 2 1
 , and

1 0 2
1 1 0
0 −1 1
 .
Proof. The 2 x 2 determinant conditions are
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1− a2b1 = ±1 (5.3.1)
1− a3c1 = ±1 (5.3.2)
1− c2b3 = ±1 (5.3.3)
and the 3 x 3 determinant condition is
1− c2b3 − a2(b1 − c1b3) + a3(b1c2 − c1) = ±1.
The 2 x 2 equations imply that a2b1 = 0 or 2, and likewise for a3c1 and c2b3.
Assume for now that each of these are 2. We may assume without loss of generality
that a2 = 2 and thus b1 = 1. Reducing the 3 x 3 determinant condition mod 2,
we see that either a3 is even or c2 and c1 have the same parity. We may assume
without loss of generality that a3 ≥ 0.
Assume for now that a3 is even, so a3 = 2 and c1 = 1. Then, again using the
3 x 3 determinant condition, we see that (c2, b3) = (2, 1) or (1, 2). But these two
actions are equivalent by swapping v and w.
Next, assume a3 is odd, to a3 = 1 and c1 = 2. Since c2 has the same parity as c1,
we must have c2 = ±2, which forces b3 = ±1, with the same sign as c2. Choosing
minus signs for both doesn’t give the right 3 x 3 determinant, so we must choose
positive signs for both, but this action is also equivalent to the first action.
We next assume precisely one of the 2 x 2 determinant equations is 1, while the
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other two are −1. We will continue to assume that a2 = 2 and b1 = 0, but that
either a3c1 or c2b3 is 0, but not both.
First, assume a3c1 = 0 while c2b3 = 2. The first equation says either a3 is 0 or
c1 is zero, so we begin by assuming a3 = 0. The 3 x 3 determinant condition, if set
equal to −1, together with the fact we can assume b3 ≥ 0, gives b3 = c1 = 1 with
c2 = 2. The case where the 3 x 3 determinant is 1 gives either (b3, c1, c2) = (2, 1, 1)
or (1, 2, 2).
Next, assume a3 is nonzero, so that c1 = 0. We can assume a3 > 0 and then
we see that from the 3 x 3 determinant condition that a3c2 is 2 or 4. Since we
must have c2b3 = 2, we get the following solutions: (a3, b3, c2) = (4, 1, 2), (2, 1, 2),
(2, 2, 1), or (1, 1, 2). The action corresponding to (2, 1, 2) is equivalent to the action
in the previous paragraph with (b3, c1, c2) = (1, 2, 2) and the action corresponding
to (1, 1, 2) is the same as in the previous paragraph when the 3 x 3 determinant is
-1. This completes the case where a3c1 = 0.
So, we now assume a3c1 = 2 and c2b3 = 0. Assume further the c2 = 0. Then the
3 x 3 determinant, if -1, gives (a3, b3, c1) = (2, 1, 1). If the 3 x 3 determinant if 1,
then we get (a3, b3, c1) = (2, 2, 1) or (1, 1, 2), but this last action is equivalent to the
action with (a2, a3, b1, b3, c1, c2) = (2, 0, 1, 2, 1, 1) we say previously. This completes
the case when c2 = 0.
We now assume c2 6= 0, so that b3 = 0. As above, we get (a3, c1, c2) = (2, 1, 1)
or (1, 2, 2) (if the 3 x 3 determinant is −1) and we get (2, 1, 2) or (1, 2, 1) if the 3 x
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3 determinant is 1, but these are all equivalent to previous actions on our list. This
completes the case where precisely one of the 2 x 2 determinants is 1.
We now assume that precisely two of the 2 x 2 determinants are 1. We are
still assuming without loss of generality that a2 = 2 and b1 = 1. Thus, we have
a3c1 = c2b3 = 0. We break into 4 cases depending on which of the variables are 0.
If a3 = c2 = 0, then the 3 x 3 determinant condition shows c1b3 = 0 or c1b3 = 1.
If c1b3 = 0, then we see that c1 = 0 and b3 is free or vice versa. These two infinite
family will fit into larger infinitely families later. The case c1b3 = 1 gives a new
action.
If a3 = b3 = 0, then the 3 x 3 determinant is −1 automatically. This gives our
first family, with c1 and c2 free.
If c1 = c2 = 0, then the determinant is −1 automatically. This gives our second
family, with a3 and b3 free.
If c1 = b3 = 0, then the 3 x 3 determinant condition forces a3c2 = 0 or 2. If it’s
0, we’re back in one of the 2 previous cases, so we may as well assume it’s 2. This
gives (a3, c2) = (1, 2) or (2, 1). This concludes the case that precisely 2 of the 2 x 2
determinants are 1.
Finally, assume all 3 2 x 2 determinants are 1. We may assume without loss of
generality that a2 = 0. We also have a3c1 = c2b3 = 0. Further, assume the 3 x 3
determinant is 1. This implies either a3 = 0 or b1c2 = c1. Assuming that a3 = 0, we
see that b3 = 0 or c2 = 0, with everything else free. It turns out that either choice
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gives an equivalent action, our third family.
Assume now that a3 6= 0, so c1 = 0. So, b1c2 = 0 (and we still have c2b3 = 0), so
either c2 = 0 with b1 and b3 are free or both b1 = b3 = 0 with c2 free. In any case,
this is subsumed under the third family.
Finally, we assume the 3 x 3 determinant it −1. This automatically implies
a3 6= 0 so c1 = 0 and that a3b1c2 = −2, which implies c2 6= 0 so b3 = 0. Since
we can assume without loss of generality that a3 > 0, this leaves only (a3, b1, c2) =
(2, 1,−1), (2,−1, 1), (1, 2,−1), (1,−2, 1), (1, 1,−2), or (1,−1, 2), but these are all
equivalent to (a2, a3, b1, b3, c1, c2) = (0, 2, 1, 0, 0,−1).
For computing cohomology, we must write down a corresponding biquotient
action giving any of these matrices. The correct action is defined by a map
T 3 → (S3 × S3 × S3)× (S3 × S3 × S3)
and is given by sending (u, v, w) to
(
(u1+a1va2wa3 , ub1v1+b2wb3 , uc1vc2w1+c3), (ua1−1va2wa3 , ub1vb2−1wb3 , uc1vc2wc3−1)
)
.
While this embedding will be 1-1, the induced action may not be effective, so we’ll
use the usual trick of finding a new action with the same orbits which is effective.
Following the usual techniques for computing cohomology rings and character-
istic classes in this setting, we see
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Proposition 5.3.19. For the action corresponding to

1 2 0
1 1 0
c1 c2 1
, the quotient,
G/U naturally has the structure of an S2 bundle over CP 2]CP 2. The cohomology
ring is H∗(G/U) = Z[u, v, w]/u2 = −2uv, v2 = −vu, w2 = −c1uw − c2vw with
|u| = |v| = |w| = 2 and the characteristic classes are p1 = (2c1c2 − 6− 2c21 − c22)uv,
w1 = (1 + c1)u
2 + c2v
2, and w2 = c2u
2v2.
For the action corresponding to

1 2 a3
1 1 b3
0 0 1
, the quotient G/U naturally has the
structure of an CP 2]CP 2 bundle over S2. The cohomology ring is H∗(G/U) =
Z[u, v, w]/u2 = −2uv − a3uw, v2 = −vu − b3vw,w2 = 0 with |u| = |v| = |w| = 2.
The characteristic classes are p1 = −6uv + (4a3 − 4b3)vw + (2b3 − a3)uw, w1 =
(a3 + b3)w
2 + u2 and w2 = a3.
For the action corresponding to

1 0 0
b1 1 0
c1 c2 1
, the quotient G/U naturally has
two bundle structures: it is an S2 bundle over either S2 × S2 or CP 2] − CP 2,
depending on the parity of b1 and it is a bundle over S
2 with fiber either S2×S2 or
CP 2] − CP 2, depending on the parity of c2. The cohomology ring is H∗(G/U) =
Z[u, v, w]/u2 = 0, v2 = −b1vu, w2 = −c1uw − c2vw with |u| = |v| = |w| = 2.
The characteristic classes are p1 = c2(2c1 − c2b1)uv, w1 = (b1 + c1)u2 + c2v2, and
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w2 = b1c2u
2v2.
The rest of the actions give the following cohomology rings and characteristic
classes. All cohomology rings are isomorphic to Z[u, v, w]/relations where |u| =
|v| = |w|
(a2, a3, b1, b3, c1, c2) u
2 = v2 = w2=
(2, 2, 1, 2, 1, 1) uw 2uv vw
(2, 0, 1, 1, 1, 2) −2uv −vu− vw −wu− 2vw
(2, 0, 1, 2, 1, 1) −2uv −vu− 2vw −wu− wv
(2, 0, 1, 1, 2, 2) −2uw −2vu− 2vw wu+ wv
(2, 4, 1, 2, 0, 1) −uw −4vu− 2vw −2uw − vw
(2, 2, 1, 2, 0, 1) −2uv − 2uw −vu− 2vw −wv
(2, 2, 1, 1, 1, 0) −2uv − 2uw −vu− vw −wu
(2, 2, 1, 2, 1, 0) −2uv − 2uw −2vw − vu −wu
(2, 0, 1, 1, 1, 0) −uw −vu− vw −2vw
(2, 2, 1, 0, 0, 1) −uw −2vu− 2vw −wv
(2, 1, 1, 0, 0, 2) −2uw −v(2w + u) −wv
(0, 2, 1, 0, 0,−1) −2uw −vu vw
Table 5.2: The relations in the cohomology rings of the sporadic (S3×S3×S3)/T 3
We first handle the sporadic rings, then the families to figure out when two are
isomorphic.
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(a2, a3, b1, b3, c1, c2) p1 w1 w2
(2, 2, 1, 2, 1, 1) 4uw + 2uv + vw v2 + w2 v2w2
(2, 0, 1, 1, 1, 2) −8uv − 10vw + uw w2 u2w2
(2, 0, 1, 2, 1, 1) −7uv − 14vw v2 + w2 v2w2
(2, 0, 1, 1, 2, 2) 10wu+ 10wv u2 + v2 u2v2
(2, 4, 1, 2, 0, 1) −14uw − 7vw v2 + w2 v2w2
(2, 2, 1, 2, 0, 1) 2uw − 7uv − 10vw u2 + v2 u2v2
(2, 2, 1, 1, 1, 0) −8uv + 4vw − 7wu w2 u2w2
(2, 2, 1, 2, 1, 0) −8wu− 8uv 0 0
(2, 0, 1, 1, 1, 0) −8vw − 4uv + uw u2 w2u2
(2, 2, 1, 0, 0, 1) 4uw − 2uv − 7vw v2 + w2 v2w2
(2, 1, 1, 0, 0, 2) −10vw + 2uw − uv u2 + v2 u2v2
(0, 2, 1, 0, 0,−1) 4vw − 2uw − vu u2 + v2 u2v2
Table 5.3: The characteristic classes of the sporadic (S3 × S3 × S3)/T 3
Proposition 5.3.20. The sporadic rings break into Stiefel-Whitney class preserv-
ing isomorphism classes as follows: (2, 2, 1, 2, 1, 1), (2, 0, 1, 1, 1, 2), (2, 2, 1, 2, 0, 1),
(2, 2, 1, 1, 1, 0), (2, 0, 1, 1, 1, 0), (2, 2, 1, 0, 0, 1), (2, 1, 1, 0, 0, 2), and (0, 2, 1, 0, 0,−1)
are mutually isomorphic and likewise the rings corresponding to (2, 0, 1, 2, 1, 1) and
(2, 4, 1, 2, 0, 1) are isomorphic. These two types of rings together with the 2 remain-
ing rings are all mutually distinct, and hence the 12 sporadic biquotients break into
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at least 4 homotopy types. All of these isomorphisms can be chosen to preserve
the Pontryagin classes, so, by Jupp [17], Zubr [34], and Wall [31], the 12 sporadic
examples actually separate into precisely 4 diffeomorphism types.
Proof. For definiteness, for (2, 2, 1, 2, 1, 1), we use the cohomology ring
H∗(G/U) = Z[u, v, w]/u2 = uv, v2 = vw,w2 = 2uw
with p = 1 + 4uv + 2uw + vw and w = 1 + (v + w) + vw with |u| = |v| = |w| = 2.
This is the same as the first entry in the previous table, except we have swapped v
and w.
Now, the cohomology ring corresponding to (2, 0, 1, 1, 1, 2) is
H∗(G/U) = Z[u, v, w]/u2 = −2uv, v2 = −vu− vw,w2 = −wu− 2vw
with p = 1− 8vu− 10vw + uw and w = 1 + w + uw. Swapping u and w gives the
new cohomology ring H∗ = Z[u, v, w]/u2 = −uw−2vu, v2 = −vu−vw,w2 = −2wv
with p = 1− 8vw − 10vu+ uw and w = 1 + u+ uw.
We now set w′ = w+ 2v u′ = u+w′ and use as a basis for H2 {u′, v, w′}. (This
is possible since the transition matrix from {u, v, w} to {u′, v, w′} is

1 0 0
2 1 2
1 0 1

which has determinant 1. Then we have H∗(G/U) = Z[u, v, w′]/u′2 = u′w′, v2 =
vu′, w′2 = 2w′v with p = 1 + 4u′v+ 2vw′+ u′w′ and w = 1 + (u′+w′) + u′w′, which
is clearly isomorphic to the ring for (2, 2, 1, 2, 1, 1).
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For (2, 2, 1, 2, 0, 1), the argument is analogous - first swap u and w, then set
u′ = u + v and w′ = 2u′ + w. For (2, 2, 1, 1, 1, 0), swap u and w, set u′ = u + w,
v′ = u′ + v, and then swap u′ and v′. For (2, 0, 1, 1, 1, 0, send w to −w then set
u′ = w − u and finally swap u′ and v. For (2, 2, 1, 0, 0, 1), swap v and w, send v to
−v and set u′ = v−u. For (2, 1, 1, 0, 0, 2), swap u and w, set w′ = 2u+w, and then
send v to −v. Finally, for (0, 2, 1, 0, 0,−1), swap u and w and send w to −w.
To see (2, 0, 1, 2, 1, 1) and (2, 4, 1, 2, 0, 1) are isomorphic, we find nice forms for
both. For (2, 0, 1, 2, 1, 1), swap u and w, set w′ = w + 2u and then set v′ =
v + w′. Once these changes are made we get the cohomology ring H∗(G/U) =
Z[u, v′, w′]/u2 = uv′, v′2 = v′w,w′2 = 2w′v with p1 = 7w′v′ and w = 1 + v′2 + w′2 +
v′2w′2. For (2, 4, 1, 2, 0, 1), swap v and w, set w′ = 2u + w, and change v to −v to
get the same cohomology ring and characteristic classes.
Finally, we’ll show these four classes are different. First, the biquotient corre-
sponding to (2, 0, 1, 1, 2, 2) must be different from the others because reduction mod
2 of the ring those the (linear) squaring map H2(B/U ;Z/2Z) → H4(B/U ;Z/2Z)
has 2 dimensional kernel, while for the other examples it’s one dimensional. Second,
the example corresponding to (2, 2, 1, 2, 1, 0) has a trivial Stiefel-Whitney class, so
it’s different from the other examples.
This leaves only distinguishing the first type, corresponding to (2, 2, 1, 2, 1, 1)
and (2, 0, 1, 2, 1, 1). Notice that in the second example, there are generators v and
w of H2 so that v2 = 2w2. I claim there are no pair of generators in the first
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example with this property.
So, in the first ring, consider the two elements x = au + bv + cw and y =
du + ev + ew. Such that x2 = 2y2. I claim that this implies a ∼= b ∼= c mod 2,
so that x is not a generator. To see this, notice that equating the uv, uw and vw
terms in the equation x2 = 2y2 gives
2ab+ a2 = 4de+ 2d2 (5.3.4)
2ac+ 2c2 = 4df + 4f 2 (5.3.5)
2bc+ b2 = 4ef + 2e2 (5.3.6)
The first and third equations, mod 2, imply a and b are both even. Reduction
mod 4 of the second equation implies c is even.
We now attempt to understand the families of biquotients.
To that end, let R(c1, c2) denote the cohomology ring of the biquotient corre-
sponding to

1 2 0
1 1 0
c1 c2 1
. Let S(a3, b3) denote the ring corresponding to

1 2 a3
1 1 b3
0 0 1

and let T (b1, c1, c2) correspond to

1 0 0
b1 1 0
c1 c2 1
.
Proposition 5.3.21. Then none of the T rings are isomorphic to any of the R or
S rings. An R ring is isomorphic to an S ring only in the case of R(0, 0) ∼= S(0, 0).
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Proof. We count the number of lines of elements in H2 which square to 0. In
R(c1, c2), we see that 0 = (au+bv+cw)
2 implies 0 = 2ab−2a2−b2 = −a2−(a−b)2,
so that clearly a = b = 0. But then (cw)2 = 0 iff c1 = c2 = 0, so, generically, there
are no nonzero elements in H2 which square to 0 for R(c1, c2).
Likewise, for S(a3, b3), we find that 0 = (au + bv + cw)
2 implies a = b = 0, but
in this case (cw)2 = 0, so we have precisely one line’s worth.
Finally, for the ring T (b1, c1, c2), we have that u
2 = 0 and (b1u + 2v)
2 = 0, so
the line through (b1, 2) gives another set of solutions.
We’ll now focus on each family one at a time.
Proposition 5.3.22. Two rings R(c1, c2) and R(d1, d2) are isomorphic iff c
2
1 +c
2
2 =
d21 + d
2
2 and c1
∼= d1 mod 2. In this case, an isomorphism can be chosen taking
characteristic classes to characteristic classes.
Proof. We begin by substituting u′ = u+ v. In this basis, we see that u′2 = v2 and
u′v = 0, just as in the cohomology ring for CP 2]CP 2. In this basis, we see that
p1 = (6 + c
2
1 + (c1 − c2)2)v2 and w = 1 + (1 + c1)u′ + (1 + (c1 − c2))v + c2v2. From
here on we abuse notation and write u for u′.
Next, note that if f : R(d1, d2) → R(c1, c2) is an isomorphism, then we can
define f solely in terms of the image of u, v, and w. Hence, we’ll think about the
isomorphism problem as finding a new basis of H2(G/U) satisfying the same kind
of relations.
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I claim that in any basis {α, β, γ} of the degree 2 portion of R(c1, c2) such that
α2 = β2 and αβ = 1 must be, up to changing the sign of the elements, of the form
u, v, ku+ lv + w.
To see this, we first write α = au + bv + cw and β = du + ev + fw. Looking
at the v2 component of α2 = β2, we see that a2 + b2 = d2 + e2. Looking at the v2
component of αβ = 0, we see that ad+ be = 0.
We claim that these two facts together imply that |a| = |e| and |b| = |d| and
that, without loss of generality, that a, b ≥ 0 and de ≤ 0. First note that if e = 0,
then we see that ad = 0 and a2 + b2 = d2. If a = 0, then b2 = d2 as claimed, and if
d = 0, then a2 + b2 = 0 so a = b = 0.
Next, assuming e 6= 0, so b = −ad/e. Plugging this into a2 + b2 = d2 + e2
and rearranging gives a2 − e2 = d2(1 − a2/e2). Multiplying both sides by e2 gives
e2(a2 − e2) = d2(e2 − a2). Since there is an a2 − e2 on one side but a e2 − a2 on the
other, this shows that both sides must be 0, so that a2 = e2, which, together with
ad+ be = 0 shows b2 = d2.
Now, it follows from ad + be = 0 that a and e have the same sign iff b and
d don’t. Hence, by swapping α and β and replacing α with −α, we may assume
a, b ≥ 0 and de ≤ 0.
We now show the coefficients c and f must both be 0. As a first step, notice
that by inspecting the uw and vw parts of αβ = 0, we see that c = 0 iff f = 0.
Now assume for a contradiction that f 6= 0 (and therefore that c 6= 0. Let p
139
be any prime and suppose pk|f . Looking at the uw and vw components of αβ = 0
mod pk shows pk|(cd, ce) so pk|c(d, e). Now, if p|(d, e), then p|(d, e, f) contradicting
the fact that β is a basis element, so pk|c. Doing this for all primes shows f |c.
Repeating the argument the other way shows c|f so c = ±f .
Assuming c = f and, say, d ≤ 0, we look at the uw part of α2 = β2 and see
that a = d. But since a ≥ 0 ≥ d we conclude a = d = b = e = 0. But this says α
and β are both multiples of w, so they can’t both be elements of a basis. Likewise,
if c = −f and, say, d ≥ 0, we use the same uw part. This contradiction implies
f = c = 0.
Now, a necessary condition for α = au + bv and β = (du + ev) to be part of a
basis is that ae− db = ±1. Notice that since de ≤ 0 and both a, b ≥ 0, we see that
both ae and −db have the same sign. But the only way to integers with the same
sign can add up to ±1 is if one is 0 and the other is ±1. This implies that up to
reordering and multiplying by −1, that α = u and β = v.
As this point, we must have γ = ku + lv + w. We wish to know when γ2 =
γ(−d1u+ (d1 − d2)v).
This in turn gives us three equations:
k2 + l2 = k(−d1) + l(d1 − d2) (5.3.7)
2l + (c1 − c2) = d1 − d2 (5.3.8)
2k − c1 = = −d1 (5.3.9)
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We first note that the third equation shows that c1 and d1 must have the same
parity. Further, assuming we have a solution, by squaring the second and third
equations and adding the together and using the first equation, we see that c21 +
(c1 − c2)2 = d21 + (d1 − d2)2, showing that this is necessary.
To see its sufficient, suppose c21+(c1−c2)2 = d21+(d1−d2)2 and c1 and d1 have the
same parity. Define k = (c1−d1)/2, an integer and define l = [(d1−d2)−(c1−c2)]/2.
So, by definition, the second and third equations are satisfies. It is easy to verify
that this also solves the first equation.
It’s also easy to see that the map defined by this basis takes characteristic classes
to characteristic classes.
Proposition 5.3.23. The ring S(a3, b3) is isomorphic to S(a
′
3, b
′
3) iff we have
(a′3, b
′
3) ∈ {(−a3,−b3), (a3 − 2b3,−b3), (−a3, b3 − a3), (a3 − 2b3, a3 − b3)}. In any
case, the isomorphism can be chosen to take characteristic classes to characteristic
classes.
Proof. As in the previous case, we study the isomorphism problem as a problem
in finding a new basis. We have already proved that w is uniquely characterized
(up to multiple) by the fact that w2 = 0. Hence, any basis must be of the form
{α, β, w}. We seek conditions on α = au + bv + cw and β = du + ev + fw so that
α2 = −2αβ − a′3αw and β2 = −αβ − b′3βw.
To that end, consider the map f : H2(G/U) → Z where we send x to x2w.
Note that if x = au + bv + cw, then x2w = [x2]uvw = (2ab − 2b2 − a2)uvw =
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−(b2+(b−a)2)uvw. The relations we are asking α and β to satisfy imply f(α) = f(u)
and f(β) = f(v). But f(v) = −1, so we must have f(β) = −1. If β = du+ev+fw,
then we must have d2 + (d− e)2 = 1, i.e, either d = 0 and d− e = ±1 or d = e and
d = ±1. Likewise, −2 = f(u) = f(α) implies that b2 = ±1 and (b− a)2 = ±1.
All this together implies that, up to changing signs, the change of basis matrix
must look like one of the 4 following matrices
1 0 c
0 1 f
0 0 1
 ,

1 2 c
0 1 f
0 0 1
 ,

1 0 c
1 1 f
0 0 1
 , and

1 2 c
1 1 f
0 0 1
 .
We’ll analyze each of the 4 individually to find further restrictions on a and d.
First, consider the case where the change of basis is given as

1 0 c
0 1 f
0 0 1
.
We claim that in this case, in order to α and β to satisfy the right relations we
must have c = f = 0.
For, if α2 = α(−2β − a′3w), then inspecting the vw component gives 0 = −2c,
so c = 0. A similar argument shows f = 0.
In particular, this change of basis matrix must be the identity.
We now focus on the second change of basis matrix (which only gives the new
basis elements up to sign),

1 2 c
0 1 f
0 0 1
. If α = u + 2v + cw and β = v + fw, then
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we cannot have α2 = −2αβ − a′3αw for any a′3. To see this, inspect the uv term
of each side. For α2, the uv coefficient is −2, but for any a′3, the uv coefficient is
2. This implies that we must use β = −v − fw (changing α to −α will lead to the
same isomorphisms).
Establishing this, it’s not too hard to check that the only simultaneous solutions
to α2 = −α(2β + a′3w) and β2 = −β(α + b′3w) are when f = 0, c = −a3, a′3 = −a3
and b′3 = a3 − b3. Hence, this matrix determines an isomorphism between S(a3, b3)
and S(−a3, a3 − b3). It’s easy to see that this isomorphism takes characteristic
classes to characteristic classes.
Now, consider the third change of basis matrix,

1 0 c
1 1 f
0 0 1
. Just as in the second
case, we find that we must replace β with −β. Carrying through the similar analysis
as in the second case, we learn that S(a3, b3) is isomorphic to S(a3 − 2b3,−b3) by
an isomorphism taking characteristic classes to characteristic classes.
This leaves us the final change of basis matrix, giving α = u + 2v + cw and
β = u+ v + fw. As in the previous two cases, we must use −β instead of β in the
basis. Doing the same analysis shows S(a3, b3) is isomorphic to S(a3 − 2b3, a3 − b3)
via a characteristic class preserving isomorphism.
Thus, we have shown that S(a3, b3) ∼= S(a3 − 2b3,−b3) ∼= S(−a3, b3 − a3) ∼=
S(a3 − 2b3, a3 − b3) via characteristic class preserving isomorphisms. Further, by
simultaneously replacing α with −α and β with −β, or by replacing w with −w,
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we also see that S(a3, b3) ∼= S(−a3,−b3) vis a characteristic class preserving map.
Further, it follows from our analysis that for a given ring S(a3, b3), these are all the
rings in the S family which it can be isomorphic to.
Proposition 5.3.24. In the T series of rings, the rings with p1 = 0 are not iso-
morphic to the ones with p1 6= 0. Those with p2 = 0 break into precisely 3 homo-
topy/diffeomorphism classes, each of which is realized by an example with c2 = 0.
Every ring of the form T (b1, c1, c3) is isomorphic to T (, c1− c3bb1/2c, c3) where
 = 0 or 1 via a characteristic class preserving isomorphism. No ring with  = 0 is
isomorphic with any ring with  = 1, except possibly in the case of p1 = 0.
Further, we have T (0, c1, c2) ∼= T (0, d1, d2) iff c1c2 = d1d2 and up to reordering,
c1 ∼= d1 mod 2 and c2 ∼= d2 mod 2. In this case, the isomorphism can be chosen to
take characteristic classes to characteristic classes.
Finally, we have T (1, c1, c2) ∼= T (1, d1, d2) iff the first Pontryagin classes are the
same multiple of uv and, up to reordering c1 ∼= d1 and c2 ∼= d2 mod 2.
Proof. To see that the rings with p1 = 0 are not isomorphic to those with p1 6= 0,
we count lines which square to 0 in H2. Of course, all the rings share the fact that
u2 = 0, so we ignore that one. We claim that when p1 = 0, there are precisely 3
lines in H2 which square to 0, while when p1 6= 0, there are precisely 2.
If p1 = c2(2c1 − c2b1) = 0, then either c2 = 0 or 2c1 − c2b1 = 0. If c2 = 0, then
the lines of the form au+ bv+ cw square to 0 with (a, b, c) = (b1, 2, 0) or (2c1, 0, 2).
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If c2 6= 0 but 2c1− c2b1 = 0, then the lines with (a, b, c) = (b1, 2, 0) or (b1c1, 2c1, 2b1)
square to 0. It remains to see that when p1 6= 0 that there is a unique line which is
not Zu which squares to 0.
So, assume (au+ bv+ cw)2 = 0 with at least one of b and c nonzero. In the case
that b = 0, the vw coefficient tells us c2c2 = 0 which implies c = 0, a contradiction.
Hence, we assume b 6= 0. If c 6= 0, then the equations we get are 2a = bb1, 2b = cc2
and 2a = cc1. But by treating this as a linear system in the variables a, b, c, we see
that the determinant of the defining matrix is 2c1− c2b1 so is nonzero. Hence, there
is a unique solution to this linear system. Since (a, b, c) = (0, 0, 0) is one solution,
it must be the only one. Thus, we must have c = 0. But then the only equation we
have left is 2a = bb1, so that the only line which squares to 0 is (b1, 2, 0).
Before we handle the case of p1 = 0, we prove the second claim - that T (b1, c1, c2)
is isomorphic to T (, c1 − c2bb1/2c, c2). The proof is to assume b1 = 2k +  and set
v′ = ku+v. Then computation shows v′2 = −uv = uv′ since u2 = 0. It’s also easy
to see that this map sends c1 to c1 − c2k as claimed and that this map preserves
characteristic classes.
Next, we show that no ring of the form T (0, c1, c2) is isomorphic to a ring of
the form T (1, c1, c2), at least when p1 6= 0. For in this case the isomorphism must
map u and v, up to swapping and multiplying by a −1, to u and (1, 2, 0). Then the
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matrix of this transformation is 
1 0 0
1 2 0
∗ ∗
 ,
which must be Z invertible, so have determinant ±1. But it’s easy to see that
independent of the third row, such a matrix must have determinant divisible by 2.
Now we return to the p1 = 0 case. Specifically, we show that there are precisely
3 homotopy and diffeomorphism types of biquotients when c2 = 0.
If c2 = 0, we can use the same kind of trick in showing we can assume b1 = 
to show that we may assume without loss of generality c1 = 
′. The isomorphism
types depend on the parities of both  and ′, but when  = 1 and ′ = 0 or vice
versa, we get the same manifold.
Note that this is expected: when c2 = 0, G/U has the structure of an S
2 × S2
bundle over S2 with each fiber isometric to the standard product metric on S2×S2.
Then clutching function arguments show we expect these biquotients to fall into at
most 4 diffeomorphism types, depending on the element in pi1(SO(3) × SO(3)) =
Z/2Z⊕Z/2Z. However, in this description, the two bundles corresponding to (1, 0)
and (0, 1) are clearly diffeomorphic, but not bundle isomorphic.
We now turn to the case where c2 6= 0 but we still have 2c1 = δc2 for δ ∈ {0, 1}.
Assume initially that δ = 0 Then we have c1 = 0. By making setting c2 = 2k + δ
′
and setting w′ = ku + w, we get the cohomology ring with u2 = 0, v2 = 0, and
w2 = −δ′uw, which is clearly isomorphic to one with c2 = 0 and  ∼= ′ + 1, in a
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way which preserves characteristic classes.
Hence we assume δ = 1. Thus, we see 2c1 = c2, so c2 must be even. Express
c1 as c1 = 2n + ν with ν ∈ {0, 1}. Set w′ = (nu + 2nv + w). Then w′2 =
4n2uv + 4n2v2 + 4nvw + 2nuw − c1uw − 2c1vw = −νuw − 2νvw. Again, it is easy
to verify that this isomorphism takes characteristic classes to characteristic classes.
If ν = 0, then the we clearly have another example which previously arose when
c2 = 0. Hence, assume ν = 1. In this case, set u
′ = u+ 2v so u′2 = 0 still, but now
we have w2 = −u′w. Since this isomorphism also takes characteristic classes, we
see that we just get another of the previous examples with c2 = 0. This concludes
the case where p1 = 0.
So, we now assume p1 6= 0, so, in particular, there are precisely two lines which
square to 0. Since we have already seen the b1 = 0 case is distinct from the case
where b1 = 1, we break into cases. Assume initially that b1 = 0.
Since the only primitive elements which square to 0 are u and v, any ring isomor-
phism of T (0, c1, c2) and T (0, d1, d2) must send u and v to themselves, up to sign
and swapping them. Hence, the isomorphism must also send w to au + bv + w,
again up to sign. We seek conditions on a and b so that (au + bv + w)2 =
(au + bv + cw)(−d1u − d2v). It’s easy to see that this condition is equivalent to
solving 2ab = ac2 + bc1 in which case we’ll get that (d1, d2) = (c1 − 2a, c2 − 2b) are
allowable and no others are.
We claim that this equation is satisfied iff d1 ∼= c1 mod 2, d2 ∼= c2 mod 2, and
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d1d2 = c1c2. First, assuming the equation is satisfied. So, d1 = c1 − 2a so d1 ∼= c1
mod 2, and likewise for d2 ∼= c2. Then note that d1d2 = (c1 − 2a)(c2 − 2b) =
c1c2 + 2(2ab− ac2 − bc1) = c1c2.
Conversely, Assuming d1 ∼= c1 and d2 ∼= c2, both mod 2, and that d1d2 = c1c2,
it’s easy to see that defining a = (c1 − d1)/2 and b = (c2 − d2)/2 gives a solution.
Of course, swapping u and v corresponds to swapping c1 and c2. It follows
that in the case where b1 = 0, that T (0, c1, c2) is isomorphic to T (0, d1, d2) via a
characteristic class preserving map iff c1c2 = d1d2 and either c1 ∼= d1 and c2 ∼= d2 or
c1 ∼= d2 and c2 ∼= d1, all mod 2.
We finally come to the case where b1 = 1. We first change basis to u
′ = (u+ v),
so the relations are u′2 = −v2 and u′v = 0 and w2 = −c1wu′ − (c2 − c1)vw. We’ll
abuse notation and write u for u′.
We claim that u and v are uniquely characterized (up to swapping and sign
changes) by this property.
For, assume α = au + bv + cw and β = du + ev + fw with α2 + β2 = αβ = 0.
Assume without loss of generality that a 6= 0 (if a = d == 0, then the v2 coefficient
of α2 + β2 shows b = e = 0, so α and β would be dependent). Then, comparing
the v2 of 0 = αβ, we get that d = be/a. Plugging this into the v2 coefficient of
α2 + β2 = 0 and rearranging, we find that a2(b2 − a2) = e2(b2 − a2) so that either
|a| = |b| or |a| = |e|. We may assume without loss of generality that a ≥ 0 and
d ≥ 0 and hence that be ≥ 0.
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Notice that if c = 0 and f 6= 0, then by looking at the vw and uw components
of αβ = 0, we conclude that a = b = 0 so α = 0, contradicting the fact that α is in
a basis. Hence c = 0 iff f = 0.
We assume for a contradiction that c and f are both nonzero. By inspecting
the uw and vw components of αβ = 0 mod pk where pk||f , we see that f |c and
reversing the argument, that c|f so that c = ±f . We now show that either choice
contradicts the fact that p1 6= 0.
Assume for now that |a| = |b| with both a ≥ 0 and b ≥ 0 and that c = ±f .
Setting the vw and uw coefficients of α2 + β2 = 0 equal gives c2c1 = c
2(c2 − c1) so
2c1 = c2, contradicting p1 6= 0.
If instead a ≥ 0 but b ≤ 0, we compare the vw and the negative of the uw
coefficients of α2 + β2 = 0 and get a similar contradiction.
Thus, we can assume |a| = |e| and |b| = |d|. A similar argument, sometimes
using the uw and vw coefficients of αβ = 0 gives the same contradiction to all the
cases c = ±f and b ≥ 0 or b ≤ 0. Thus, we conclude that c = f = 0. Now the fact
that α and β are part of a basis implies ae− bd = ±1.
Assume |a| = |b| and b 6= 0. Then the equation ae − bd = ±1, taken mod b
gives a contradiction, so either b = 0 or |a| 6= |b|. If b = 0 but |a| = |b|, then
this implies |a| = 0, so α = 0, a contradiction. Hence, we have |a| 6= |b|, so that
|a| = |e| and |b| = |d|. Thus we get a2 ± b2 = ±1. If it’s a2 + b2 = ±1, then we
must have b = d = 0. If it’s a2 − b2 = ±1, then we have (a − b)(a + b) = ±1
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so that a − b = ±1 and a + b = ±1 so that either a = 0 (which can’t happen by
assumption) or b = d = 0. Of course, if b = 0, then ad = ±1 shows both a and d
are ±1, establishing the claim.
Thus, an isomorphism must, up to order and sign, send u′ to u′ and v to v. The
third basis element γ = au + bv + w satisfies the relation γ2 = −γ(d1u + d2v) iff
d1 = c1− 2a, d2 = c2− 2b, and b2− a2 = d1a− d2b. It’s easy to see that this implies
d1 ∼= c1 mod 2 and d2 ∼= c2 mod 2 and that d11 − d22 = c21 − c22. Further, this is
sufficient: by setting a = (c1 − d1)/2 and b = (c2 − d2)/2, one easily sees that this
choice of a and b satisfies b2 − a2 = d1a − d2b. Finally, it’s easy to check that this
isomorphism will send characteristic classes to characteristic classes.
Translating back into the rings T (1, c1, c2 and T (1, d1, d2) are isomorphic iff
c2(2c1 − c2) = d2(2d1 − d2) and either c1 ∼= d1 and c2 ∼= d2 or c1 ∼= d2 and c2 ∼= d1
mod 2.
Finally, we have
Proposition 5.3.25. All S2 bundles over S2 × S2 or either of CP 2]± CP 2 where
the structure group reduces to S1 are biquotients.
Proof. Dold and Whitney [8] have shown that a principal SO(3) bundle P → M4
over a compact simply connected 4 manifold are classified by their second Stiefel-
Whitney class w2 = w2(P ) and the first Pontryagin class p1 = p1(P ). Here, if we
let e = e(P ) denote the Euler class, then w2 can take on any value, but p1 must be
congruent to e2 mod 4, where e reduced mod 2 gives w2.
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The case where the structure group reduces to an S1 is precisely the case where
p1 = e
2.
Now, let M = S2×S2 or CP 2]±CP 2. In this case, the Gysin sequence for any
S2 bundle over M4 with total space E implies that the map pi∗ : H2(M)→ H2(E)
is injective onto a summand of H2(E). Since, with the exception of the p1 = 0 case
of the T family of rings, we found essentially unique generators u and v so that,
e.g. u2 = v2 and uv = 0 or u2 = v2 = 0, or u2 = −v2 and uv = 0, it follows that
these Z subspaces are the image of H2(E) under pi∗.
Now, we use the usual trick: given a bundle S2 → E → M , we can write
TE ⊕ 1 = pi∗(R3 → E → M) ⊕ pi∗(R4 → TM → M) which allows us to express
the characteristic classes of the bundle in terms of the characteristic classes of the
tangent bundles of M4 and E.
For example, when M = CP 2]CP 2, we are in the case of the R family. In
the basis u′ = (u + v) and v, we have u′v = 0 and u′2 = v2, so this is the image
of H2 under pi∗. In this basis, we have p1(G/U) = (6 + c21 + (c1 − c2)2)v2 and
w2 = u
′ + v + c1u′ + (c1 − c2)v. It is well known that p1(CP 2]CP 2) = 6v2 and
w2(CP 2]CP 2) = u′ + v. Hence, we find that p1(S2 → G/U → CP 2]CP 2) =
c21 + (c1 − c2)2 and w2(S2 → G/U → CP 2]CP 2) = c1u′ + (c1 − c2)v.
Now, we just note that if e = au′+bv and e restricts to w2, then p1 = e2 = a2+b2
and we clearly get all of these.
The same reasoning applies for S2 bundles over S2 × S2, coming from the T
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rings with b1 = 0. Recalling that p1(S
2 × S2) = 0 and w2(S2 × S2) = 0, we see
that pi∗p1(S2 → G/U → S2×S2) = p1(G/U) and likewise for replacing w2 with p1.
Notice that when b1 = 0, we have p1 = 2c1c2, which is precisely what the square of
(c1u+ c2v) is.
The same reasoning also applies for S2 bundles over CP 2]−CP 2, coming from
the T rings with b1 = 0. Recalling that p1(CP 2]−CP 2) = 0 and w2(CP 2]−CP 2) =
u′ + v, and using the basis u′ = u + v and v, we find that p1(S2 → G/U →
CP 2] − CP 2) = 2c1c2 − c22 = c21 − (c1 − c2)2 and likewise, that w2(S2 → G/U →
CP 2]− CP 2) = c1u′ + (c1 − c2)v.
5.4 7 Dimensional biquotients
We begin with the 2-connected biquotients.
In this section, we tabulate all the biquotients with rational homotopy groups
that of S7.
Proposition 5.4.1. For G = SU(4) and U = SU(3), the only biquotient is the
homogeneous space SU(4)/SU(3) = S7.
Proof. The point is that SU(3) has precisely two 4-dimensional representations,
Γ1,0 ⊕ Γ0,0 and Γ0,1 ⊕ Γ0,0. Here, Γi,j denotes the unique representation of SU(3)
with highest weight vector....how does this notation work again? In any case, the
representation Γ0,1 is the complex conjugate representation to Γ1,0, so it’s easy to see
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that these two representations can’t be used to create a free biquotient action.
Proposition 5.4.2. If G = Sp(2) and U = Sp(1), then there are several homoge-
neous spaces and precisely one biquotient, the Gromoll-Meyer Sphere.
Proof. Sp(1) embeds into Sp(2) in 3 ways. We have p→ diag(p, 1), p→ diag(p, p),
and an embedding induced from the unique 4-dimensional irreducible representation
of Sp(1). (The embedding given by Sp(1) = SU(2) ⊆ Sp(2) is conjugate to p →
diag(p, p)). The weights are (λ, 1), (λ, λ), and (λ, λ3) respectively. Two matrices in
Sp(2) are conjugate iff after conjugating them to diag(eiθ, eiα), they have the same
eigenvalues up to order and complex conjugation.
We now check the freeness condition.
If the left action is determined by the unique irreducible 4-dimensional repre-
sentation, and the right action is nontrivial, then the action will not be free. For,
if the right hand side comes from the embedding diag(p, 1), then if λ is a nontrivial
3rd root of unity, then the two sides have eigenvalues (λ, 1) and (λ, 1), and hence we
get a noncentral conjugacy. If, on the other hand, the right action comes from the
embedding diag(p, p), then for λ = i, we get diag(i,−i) on the left and diag(i, i),
and these give a noncentral conjugacy.
Hence, there are no nonhomogeneous biquotients which use the irreducible 4-
dimensional representation of Sp(1). For nonhomogeneous biquotients, this only
leaves choosing the two embeddings diag(p, p) and diag(p, 1), giving the Gromoll-
Meyer Sphere.
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Proposition 5.4.3. For G = Spin(7) and U = G2, the only biquotient is the
homogeneous space Spin(7)/G2 = S
7. For G = Spin(8) and U = Spin(7), there
are two embeddings, but all biquotients are homogeneous and give quotient S7.
Proof. There is a unique embedding of G2 into Spin(7). The two embeddings of
Spin(7) into Spin(8) are given by the lift of the block embedding of SO(7) into
SO(8) and the spin representation of Spin(7). The weights of the spin repre-
sentation are λ, ν, η, λνη and their complex conjugates. For the lift of the block
embedding, the weights are 1, µ, θ, ρ and their complex conjugates. Given λ and ν,
choose η = λν and set µ = λ, θ = ν and ρ = η to get a conjugacy.
Finally, for the lift of the block embedding, we naturally have Spin(8)/Spin(7) =
SO(8)/SO(7) = S7. For the spin representation, the triality automorphisms of
Spin(8) map each of the Spin(7)s into each other, so the triality automorphism
defines a diffeomorphism between S7 = Spin(8)/Spin(7) and Spin(8)/Spin(7)spin.
Proposition 5.4.4. For G = SU(4) × SU(2) and U = SU(3) × SU(2), G =
Sp(2)×SU(2) and U = SU(2)×SU(2), G = Spin(7)×SU(2) and U = G2×SU(2),
and G = Spin(8)× SU(2) and U = Spin(7)× SU(2) all the biquotient actions are
equivalent to S7 ×SU(2) ×S3.
If G = Spin(7) × SU(3) and U = G2 × SU(3), G = Spin(8) × SU(3) and
U = Spin(7) × SU(3), and G = Spin(8) × SU(2) and U = G2 × Sp(2), there are
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no biquotient actions.
Proof. For any of the positive statements, the point is that the simple factor U ′
in U which is not SU(2) cannot act on SU(2) at all and hence must act freely on
the factor of G, G′, which is not SU(2). In every case, by inspection, the quotient
G′/U ′ = S7. Hence, all the reduce to understanding SU(2) actions on S7 × S3 as
claimed.
In order to prove the negative statements, first focus on the first two remaining
pairs of groups. The issue is that in order for the either of the first two to give
biquotients, we must have a free action of SU(3) on S7 × SU(3). Since we require
the SU(3) to act nontransitively on the SU(3) factor of G, the SU(3) action on
itself must either be trivial, conjugation, or A∗B = ABAt. In either case, the every
element of SO(3) fixes itself. Thus, in order to have a free action, we’d need SO(3)
to act freely on S7, which we’ve previously shown is impossible.
This leaves us in the case of G = Spin(8) × SU(2) and U = G2 × Sp(2).
As before, the G2 and the Sp(2) both cannot act on SU(2). In order to have a
biquotient action, we’d need G2 × Sp(2) to act freely on Spin(8). If such an action
existed, it would have appeared in our list of 4-dimensional biquotients, so such an
action cannot exist.
Proposition 5.4.5. There are precisely two biquotients of the form S7 ×SU(2) S3,
where the SU(2) is not allowed to act transitively on S3. In both actions, the
SU(2) acts freely on the S7, giving the biquotient the structure of an S3 bundle over
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S4. In the first action, SU(2) acts trivially on S3, while in the second, it acts by
conjugation.
Proof. We want to understand SU(2) actions on S7 × S3. There are three possible
actions of SU(2) on itself: the trivial action, left multiplication, and conjugation.
Left multiplication violates the convention that no simple factor of U acts transi-
tively on any simple factor of G, so this leaves only the trivial action and conjuga-
tion. Since for any element A ∈ SU(2), A fixes A when acting either trivially or
via complex conjugation, we see that in order for SU(2) to act freely on S7×S3, it
must act freely on the S7 factor, so it must be the Hopf action there.
The trivial action on SU(2) gives S4 × S3. For the other action, projection on
the first factor to S4 gives the biquotient the structure of an S3 bundle over S4.
Following the usual methods for computing the cohomology ring and character-
istic classes, we easily see that H∗(S7 ×S3 S3) = H∗(S3 × S4) and p1(G/U) = ±4.
According to [16] this biquotient is not homotopy equivalent to S3 × S4.
This concludes the case of 2-connected biquotients.
Proposition 5.4.6. Suppose M is a biquotient with the same rational homotopy
groups as S2 × S5, then we must have G = SU(3) × SU(2) and U = SU(2) × S1.
That is, all the other pairs (G,U) in the table do not lead to any examples. In
the case where we do get a biquotient, it is either diffeomorphic to S5 ×S1 S3 or
(SU(3)/SO(3)) ×S1 S3 or has the structure of an S3 bundle over CP 2 where the
structure group does not reduce to a circle.
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Proof. We first show that the other pairs (G,U) do not give rise to biquotients. If
G = SU(3)×SU(3) and U = SU(3)×S1, then there are no free actions because the
only way SU(3) can act freely on SU(3) is via a transitive action. If G = SU(3)×
SU(2)× SU(2) and U = SU(2)× SU(2)× S1, then we would need SU(2)× SU(2)
to act on SU(3) freely, but in the classification of 2-manifolds, we ruled this out. If
G = SU(4)×SU(2)×SU(2) and U = Sp(2)×SU(2)×S1, then the Sp(2) can only
act on SU(4) giving quotient S5. Hence, we’d need to find a free action of SU(2) on
S5 × SU(2), but the only such free actions occur when SU(2) acts transitively on
itself. If G = SU(3)×SU(3)×SU(2) and U = SU(3)×SU(2)×S1, then we’d need
a nontransitive free action of SU(3) on SU(3)× SU(3), but not such actions exist.
If G = SU(3)3 and U = SU(3)2 × S1, we have the same problem of there being no
nontransitive free action of SU(3) on SU(3)3. Finally, ifG = SU(4)×SU(3)×SU(2)
and U = Sp(2)× SU(3)× S1, then again, the Sp(2) can only act on SU(4) giving
quotient S5, so we’d need to find a free SU(3) action on S5 × SU(3)× SU(2), but
no such action exists.
This leaves only the case of G = SU(3) × SU(2) and U = SU(2) × S1. The
SU(2) in U cannot act transitively on the SU(2) in G, so the only possible actions
of SU(2) on SU(2) are conjugation or the trivial action.
We now break into cases, so first assume that the SU(2) in U acts trivially on
the SU(2) in G. In this case, the SU(2) must act freely on SU(3), so the quotient
is either S5 of the Wu manifold SU(3)/SO(3). Adding in the circle shows the
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biquotient must look like either S5 ×S1 S3 or (SU(3)/SO(3)×S1 S3.
In the second case, the SU(2) in U acts by conjugation on the SU(2) in G. In
this case the SU(2) in U must act freely on SU(3) and further, the circle can’t act
on SU(2), so it must act on SU(3). This means that we must have a free SU(2)×S1
action on SU(3). Projecting onto the SU(3) factor will then give G/U the structure
of an S3 bundle over CP 2.
We will now analyze each of the three cases which can arise beginning with
SU(3) ×U(2) SU(2), then handling the examples of the form (SU(3)/SO(3)) ×S1
SU(2), then handling the examples of the form S5 ×S1 ×S3.
Proposition 5.4.7. In the case of SU(2) ×S1×SU(2) SU(3) where SU(2) acts on
SU(2) via conjugation, we get precisely two S3 bundles over CP 2, whose total spaces
both have euler class 0 and nontrivial second Stiefel-Whitney class, but one has first
Pontryagin class −3z2 while the other has first Pontryagin class 5z2 where z is the
unique (up to sign) generator of H2(G/U).
Proof. We have already discussed free actions of S1 × SU(2) on SU(3) - there are
precisely 2. One is the homogeneous action and the other is a two sided biquotient
action (whose quotient is still CP 2). We’ll use z to denote a generator of H2(CP 2).
For computing cohomology and characteristic classes, notice that if we replace
SU(2) × S1 with U(2) and then define the U(2) action on SU(2) via conjugation,
we still get the same orbits. We will use this description for computing the charac-
teristic classes.
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Then we find that in either U(2) action on SU(3), that G/U = SU(3) ×U(2)
×SU(2) has cohomology ring H∗(G/U) = H∗(S3×CP 3). It follows from the Gysin
sequence for S3 → G/U → CP 3, that the bundle S3 → G/U → CP 3 has euler
class 0.
We also compute that w = 1 for both examples, so we have w(S3 → G/U →
CP 3) = 1 + z, which uses the fact that w(CP 2) = 1 + z + z2.
However, for the case where U(2) acts on SU(3) only on one side, we have
p1(G/U) = 0 so it follows that p1(S
3 → G/U → CP 3) = 1 − 3z2, which uses the
fact that p1(CP 2) = 3z2.
For the case where U(2) acts on SU(3) on both sides, we have p1(G/U) = 8,
from which it follows that p1(S
3 → G/U → CP 3) = 5z2.
Proposition 5.4.8. Consider the map f : SO(3)× S1 → (SU(3)× SU(2))2 given
by f(A, z) = (A, diag(za, za), diag(zb, zc, zd), diag(ze, ze) with b + c + d = 0 and
gcd(a, b, c, d, e) = 1. Then the action is free iff gcd(a2 − e2, bcd) = 1.
When the action is free we’ll have H∗(G/U) = Z[z2, v3, y5]/(a2−e2)z2 = 0, 2v =
v2 = 0, y2 = 0 where the subscripts denote the degree. The first Pontryagin class is
4a2 ∈ H4 = Z/(a2 − e2)Z.
We also have H∗(G/U ;Z/2Z) = Z/2Z[u2, v2, u3]/u23 = u22 = v22 = 0. In this
basis we have w(G/U) = 1 + u2 + u3.
Proof. We begin by analyzing freeness. If we pick a z value so that za±e = zb = 1
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then we can always pick an element in SO(3) which gives a conjugacy. In order
for the action to be effectively free we require that in the case that za±e = zb = 1
that za = ze = ±1 and zc = zd = 1. This is equivalent to requiring gcd(a ±
eb)|gcd(c, d, 2a, 2e, a− b). Doing this for za±e = zc = 1 and za±e = zd = 1, we learn
that gcd(a± e, c)|gcd(b, d, 2a, 2e, a− b) and gcd(a± e, d)|gcd(b, c, 2a, 2e, a− e).
It’s easy to see that these six gcd conditions are also sufficient to give a free
action. We now turn the gcd conditions into a more suitable form.
Suppose p > 2 is prime and suppose that p|(a ± e, b) for some fixed choice of
sign. Then p|(c, d, a − e, 2a, 2e). But since p > 2 we have p|2a iff p|a and likewise
for e. Hence this p divides gcd(a, b, c, d, e) a contradiction.
If we also suppose 4|(a±e, b)for some fixed choice of sign, then the same reasoning
shows 2|gcd(a, b, c, d, e) giving a contradiction.
Hence we know all six of gcd(a± e, b) gcd(a± e, c) and gcd(a± e, d) are either 1
or 2. Further assume one is 2. Then 2|a± e for some choice of signs so 2|a± e for
all choices of signs. Further, by the freeness condition, if 2|gcd(a± e, b), then 2|c, d.
It follow that if one of the six is 2, then all 6 are.
Finally, we claim that 2 cannot occur for suppose 2 divides one, and hence all
of them. It follows that b, c, and d are even, so we must have a ∼= e ∼= 1 mod 2.
We now look mod 4. Since b+ c+ d = 0, we cannot have all of them congruent to
2 mod 4 so one of them, say b, is congruent to 0 mod 4. Since a and e are odd,
either a+ e or a− e is congruent to 0 mod 4. Supposing it’s, say, the first, then we
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have 4|(a+ e, b), a contradiction.
Thus, we have a free action iff gcd(a ± e, b) = gcd(a ± e, c) = gcd(a ± e, d) =
1. Note that this is equivalent to gcd(a2 − e2, bcd) = 1, for if a prime p divides
gcd(a2 − e2, bcd), then it divides, say, gcd(a− e, b), a contradiction and conversely,
if a prime divides, say, gcd(a− e, b), then the prime clearly divides gcd(a2− e2, bcd).
Of course, if one of a or e is 0 then the condition is automatically satisfied
(since gcd(a, b, c, d, e) = 1). These biquotients naturally have the structure of an
SU(3)/SO(3) bundle over S3. If bcd = 0, when we must have a2 − e2 = ±1, which
of course implies a or e is 0. However, there are many other actions - for example,
if (a, b, c, d, e) = (2, b, c, ,−b− c, 1) with b ∼= c ∼= 1 mod 3.
We now work out the cohomology ring and characteristic classes. With Z coef-
ficients, we run into a problem: H∗(BSO(3)) is not a polynomial algebra, so the
usual method for computing cohomology won’t work as is.
Recall that we compute cohomology with a spectral sequence coming from the
fibration G → G/U → BU which we write as the pull back of a fixed spectral
sequence coming from the fibration G → BG → BG × BG whose differentials
we know. The difficulty is in understanding what the pull back map does on the
cohomology of BU and BG × BG. The usual method for computing this map is
to understand the map on the classifying spaces of the maximal tori of G×G and
U , but in relating this information back to that of BH and BG× BG, we use the
assumption that H∗(BU) and H∗(BG) are polynomial algebras.
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In our present case, the cohomology ring of BU has 2-torsion in degrees a multi-
ple of 3, so this method can only be effectively used to understand the map between
BG×BG and BU in degrees which are not a multiple of 3, but it can not be used in
multiple of 3 degrees. Fortunately, we have H3(BU) = 0, so we can easily compute
the map there and while we cannot compute the map in degree 6, we can compute
H6(G/U) just using Poincare duality.
Here, we’re using the fact that the cohomology ring of BSO(3) is known and not
difficult to work with: Brown [6] showed H∗(BSO(3)) = Z[v, p1]/2v where |v| = 3
and |p1| = 4. The important point is that the only degrees which have torsion are
multiples of 3 and that we have H∗(BSO(3))/Torsion → H∗(BS1)W , the Weyl
group invariant elements of H∗(BS1) is an isomorphism.
If we denote H∗(SU(3)) = ΛZ[x3, x5] and let y3 be a generator for the cohomol-
ogy of SU(2) and let z generate the cohomology of BS1, then a computation shows
d3(x3) = −p1 − σ2(b, c, d)z2, d3(y3) = (a2 − e2)z2 and d5(x5) = bcdz3.
Notice that d3 is injective, for if a
2 − e2 = 0, then we have either a − e = 0 or
a + e = 0. Then the condition gcd(a ± e, b) = gcd(a ± e, c) = gcd(a ± e, d) = 1
implies |b| = |c| = |d| = 1, contradicting the fact that b+ c+ d = 0.
Note however that d5 : E
0,5 → E6,05 / has kernel because
E6,05 = 〈v2, z3, p1z〉/〈−p1z − z2σ2(b, c, d), (a2 − e2)z2〉 = Z/2Z⊕ Z/(a2 − e2)Z.
It follows that (a2 − e2)x5 is in the kernel of d5.
Running through the spectral sequence machinery then gives H1 = 0, H2 =
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Z = 〈z〉, H3 = Z/2Z = 〈v〉, H4 = Z/gcd(a2 − e2, σ2(b, c, d))Z = 〈z〉, and H5 =
Z⊕ Z/2Z = 〈zv, (a2 − e2)x5〉. We compute that H6 = H1 = 0 by Poincare duality.
This gives us the ring structure and computing the characteristic classes follows in
the routine way.
The computation of the cohomology ring with Z/2Z coefficients is more straight
forward because Borel’s method for understanding the induced map from H∗(BG×
BG;Z/2Z) to H∗(BU ;Z/2Z) works. Since we already know a ∼= e + 1 mod 2, we
may assume without loss of generality that e ∼= 0 mod 2. Likewise, we assume
without loss of generality that d ∼= 0 mod 2.
If we use as coordinates z for the maximal 2-group of S1 and ui as the maximal
2-group for SO(3) with i = 1, 2, and 3 and u1 +u2 +u30, then the usual techniques
show H∗(G/U ;Z/2Z)Z/2Z[σ2(ui), z2, σ3(ui)]/σ2(ui)2 = (z2)2 = σ3(ui)2 = 0 with
|z2| = |σ2(ui)| = 2 and |σ3(ui)| = 3 and that the Stiefel-Whitney class is 1 +
σ2(ui) + σ3(ui).
Proposition 5.4.9. Any linear action of S1 on S5 × S3 is of the form
z ∗ ((p1, p2, p3), (q1, q2)) = ((zap1, zbp2, zcp3), (zdq1, zeq2))
with gcd(a, b, c, d, e) = 1. Such an action is free iff gcd(abc, de) = 1. The cohomology
ring of the quotient is Z[z, y5]/dez2 = z3 = y25 = 0 when de 6= 0 and Z[z, y3]/z3 =
y23 = 0 when de = 0. The first Pontryagin class is p1 = [3/4(a
2 + b2 + c2) +
1/2σ2(a, b, c) + (d+ e)
2]z2 when a+ b+ c is even and [2σ2(a, b, c) + (d+ e)
2 + 1]z2
when a + b + c is odd. The Stiefel-Whitney classes are 1 + (d + e)z + σ2(a, b, c)z
2
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when a+ b+ c is even and 1 + [1 + d+ e]z+ (σ2(a, b, c) + (d+ e)
2)z2 when a+ b+ c
is odd.
Proof. If z fixes the point
(
(p1, p2, p3), (q1, q2)
)
, then if, say, p1 6= 0 and q1 6= 0, we
must have that z fixes
(
(1, 0, 0), (1, 0)
)
. Thus, we see that if an element z of S1 fixes
any point, if fixes one of these special points. We now describe conditions which
rule out fixing these special points.
Suppose z∗((1, 0, 0), (1, 0)) = ((1, 0, 0), (1, 0)). Then we must have za = zd = 1.
This implies that z is a gcd(a, d)th root of 1. Since we want the action to be free,
this requires that gcd(a, d) = 1. Testing out all the others points made of 0s and
1s gives the other conditions. Conversely, if gcd(a, d) = 1, then the only z value
which fixes
(
(1, 0, 0), (1, 0)
)
is z = 1, so these conditions are also sufficient. This
shows the action is free iff gcd(a, d) = gcd(a, e) = gcd(b, d) = gcd(b, e) = gcd(c, d) =
gcd(c, e) = 1. Notice that is a prime divides one of these, it divides gcd(abc, de) and
also conversely. Hence, each of the six gcd conditions are satisfied iff gcd(abc, de) = 1
as claimed.
To compute the cohomology and characteristic classes, we need to express this
action as a biquotient.
It’s easy to check that the following biquotient action gives this action on S5×S3:
SU(2)× S1 → (SU(3)× SU(2))2 sending (A, z) to
(
(diag(z−a−b−cA, z2a+2b+2c), diag(z−3d−3e, z3d+3e)),
(diag(z−4a+2b+2c, z2a−4b+2c, z2a+2b−4c), diag(z3d−3e, z3e−3d))
)
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and that for, say, (a, b, c, d, e) = (11, 7, 5, 3, 2), this map is injective.
This action is orbit equivalent to the map sending (A, z) to
(
(diag(z−a−b−cA, 1), diag(z−2(d+e), 1)),
diag(z−2a, z−2b, z−2c), diag(z−2d, z−2e)
)
.
Writing a + b + c = 2k + l for l ∈ {0, 1}, we see that if l = 0, that (A, z) →(
(diag(z−kA, 1), diag(zd+e, 1)), (diag(z−a, z−b, z−c), diag(z−d, z−e))
)
is a free action.
If l = 1, then we think of zA ∈ U(2), we get a map sending A ∈ U(2) to
(
(diag((detAk)A, 1), diag(detAd+e, 1)),
(diag(detAa, detAb, detAc), diag(detAd, detAe))
)
which is also a free action.
Computing in the case when l = 0, we find there are no extension problems to
be worked out. Specifically, note that we cannot have de = 0, for in this case, we’d
have abc = 1 so that a+ b+ c is odd.
So, when l = 0,t de 6= 0, and so we get the cohomology ring Z[z, y5]/dez2 =
z3 = y25 = 0.
The usual computation shows p1 = (3/4(a
2 +b2 +c2)+1/2σ2(a, b, c)+(d+e)
2)z2
and w = (d+ e)z + σ2(a, b, c)z
2
Computing in the case of l = 1, we see that if de = 0, we must work out an
extension problem. That is, the cohomology groups are those of CP 2×S3 with the
square of the degree generator a degree 4 generator. We claim that, via Poincare
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duality, this determines the ring structure. The only potential difficulty is deciding
which nonzero multiple of the degree 5 generator is obtained by cupping the degree
2 generator with the degree 3 generator. But we know that the degree 3 generator
cupped with the square of the degree 2 generator must be a generator of H7, and
this implies that the degree 3 generator cupped with the degree 2 generator must
also be a generator. Thus, in this case H∗(G/U) = Z[z, y3]/z3 = y23 = 0.
If de 6= 0 then H∗(G/U) = Z[z, y5]/dez2 = z3 = y25 = 0. We see that p1 =
((d+ e)2 + 2σ2(a, b, c) + 1)z
2 and w = 1 + (1 + d+ e)z + (σ2(a, b, c) + d+ e)z
2.
In these examples, we can only make minimal progress towards understanding
the cohomology ring structure, though we can completely determine the groups.
We first note that any linear T 2 action on S3 × S3 × S3, up to equivalence has
the form
(z, w) ∗ ((p1, p2), (q1, q2), (r1, r2)) =(
(zap1, z
bwcp2), (w
dq1, z
ewfq2), (z
gwhr1, z
iwjr2)
)
.
and we may assume without loss of generality that
gcd(a, b, e, g, i) = gcd(c, d, f, h, j) = 1.
We then have
Proposition 5.4.10. An action like the above is free iff all the following gcds are
1: gcd(a, d), gcd(a, g), gcd(d, h), gcd(a, i), gcd(d, j), gcd(f, h), gcd(f, j), gcd(b, g),
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gcd(b, i), gcd(a, eh− gf), gcd(a, ej − if), gcd(d, bh− cg), gcd(d, bj − ic), gcd(bf −
ec, bh− gc, eh− fg), gcd(bf − ec, bj − if, ej − if). When the action is free we have
H0 = Z, H2 = Z+Z+Z/kZ where k = ad(bejh− bfih− bfjg+ cfig), when k 6= 0.
Proof. Following the usual technique, it’s enough to guarantee every (z, w) moves
all points whose coordinates are all 0s and 1s. So, consider
(z, w) ∗ ((1, 0), (1, 0), (1, 0)) = ((1, 0), (1, 0), (1, 0)).
So we see that za = wd = zgwh = 1. First, assume that w = 1, so we get a nontrivial
solution iff gcd(a, g) 6= 1. Thus, to keep freeness, we must have gcd(a, g) = 1.
A similar argument shows gcd(d, h) = 1. Now that this is established, the map
Z/aZ→ Z/aZ given by x→ gx is an isomorphism. Hence, the set of all outputs of
zgwh as z and w range over Z/aZ and Z/dZ respectively is the same as the set of
all outputs of zw. Hence, we see that there all solutions are trivial iff gcd(a, d) = 1.
The same argument carried out on the point
(
1, 0), (1, 0), (0, 1) gives gcd(a, i) =
gcd(d, j) = 1.
Freeness at
(
(1, 0), (0, 1), (1, 0)
)
comes down to simultaneously solving za = 1,
zewf = 1, and zgwh = 1. I first claim that we must have gcd(f, h) = 1, for
by letting w be an arbitrary gcd(f, h)th root of 1 and setting z = 1, we’d get a
nontrivial solution. But this implies that any simultaneous solution must be an ath
root of 1. For, we must have wf = z−e ∈ µa so that w ∈ µaf . Likewise, w ∈ µah so
we conclude w ∈ µaf ∩ µah = µgcd(f,h)a = µa.
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The rest of the ideas for the solution comes from a Math.StackExchange.com
post by Qiaochu Yuan [33]
Now, by taking logs we can translate this problem to looking for the kernel of a
linear map Z/aZ+ Z/aZ to itself with matrix
e f
g h
. Such a matrix is invertible
(in particular, has trivial kernel) iff its determinant is coprime to a, giving us the
condition gcd(a, eh− fg) = 1
The same idea works for checking freeness at the points
(
(1, 0), (0, 1), (0, 1)
)
,(
(0, 1), (1, 0), (1, 0)
)
, and
(
(0, 1), (1, 0), (0, 1)
)
, giving the next 6 gcd conditions.
We now focus on the point
(
(0, 1), (0, 1), (1, 0)
)
. Freeness there amounts to si-
multaneously solving zbwc = 1, zewf = 1, zgwh = 1 and answering the question
”what are necessary and sufficient conditions on b, c, e, f, g, and h to the only solu-
tion is (z, w) = 1.
Taking logs to turn this into a linear equation, we get the following equivalent
question: ”What are necessary and sufficient conditions on b, c, e, f, g, and h so
that the matrix X =

b c
e f
g h
, thought us as a map φ from Q
2 to Q3, satisfies
φ−1(Z3) = Z2.
We claim that a necessary and sufficient condition is that the Smith normal form
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of the matrix be

1 0
0 1
0 0
. This is because if A ∈ Gl2(Z) and B ∈ Gl3(Z), then we
have that (BφA)−1(Z3) = Z2 iff φ−1(Z3) = Z2, which is clear precisely because A
and B are Z invertible. By using such an A and B, we can convert X to its Smith
normal form: a diagonal matrix so that a11|a22|a33. Further, it is known, that the
entry aii is equal to the gcd of all the determinants of all the i x i minors. Since we
already know gcd(f, h) = 1, this implies the gcd of all 1 x 1 minors is 1. The a22
entry of the Smith normal form is 1 iff the gcd of all the 2 x 2 sub determinants is
1, giving us our penultimate condition.
Finally, freeness at the point
(
(0, 1), (0, 1), (0, 1)
)
works just as in the previous
paragraph.
To begin computing cohomology, we convert this action into a biquotient action.
It is easy to verify that the following biquotient action is orbit equivalent to the
general one we’ve been using: map (z, w) to
(
diag(za+bwc, 1), diag(zewd+f , 1), diag(zg+iwh+j)
)
,(
diag(zbwc, za), diag(zewf , wd), diag(ziwj, zgwh)
)
Further, this map from T 2 to (S3)2 is injective since wf = wh = 1 implies w = 1
and zb = zi = 1 implies z = 1. More so, the image only trivially intersects ∆Z(S3),
so the action is free iff it’s effectively free. It follows that we can use this description
to compute.
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If s1, s2, and s3 are the generators for H
3 of each of the spheres, and if z and
w are generators for H2(BT 2)H2(CP∞ × CP∞) then, in the spectral sequence we
have ds1 = abz
2 + aczw, ds2 = dezw + dfw
2 and ds3 = igz
2 + (ih + jg)zw + jhw2
which, altogether give the differential map de : Z3 = 〈si〉 → Z3 = 〈z2, w2, zw〉 which
can be given in a matrix form as
ab 0 ig
ac de ih+ jg
0 df jh

We now compute the Smith normal form of the matrix. The a11 block of the
Smith normal form is the gcd of all the elements. If a prime p divides every element,
then it divides a or b. Assume initially it divides a. Since the prime divides de and
gcd(a, d) = 1, we must have p|e and likewise p|f . It follows that p|gcd(a, ej− if), a
contradiction. So, we conclude that at the beginning p|b. But then p cannot divide
gi, giving a contradiction. Hence, no prime divides every element, so the gcd of all
the elements is 1.
The a22 block is the gcd of all the determinants of the 2 x 2 minors. We claim
this is also 1.
For, if p|det(
ab 0
0 df
) = abdf , then it divides a or b or d or e. By symmetry in
z and w, the case where p|a is the same as the case where p|d and likewise the case
of p|b is the same as p|f .
Assume initially that p|a. Since p|igdf , we must have p|f . Since p|igde, we must
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have p|e, so p|gcd(a, eh−gf), a contradiction. Next, assume p does not divide a and
that p|b. Then p|igac implies p|c. Since p|igdf , we have p|f . Since p|jhde, we have
p|e. Putting this altogether shows p|gcd(bf − ec, bh− gc, eh− fg), a contradiction.
Hence, no primes simultaneously divide all 2 x 2 determinants, so a22 in the
normal form is 1.
The term a33 is the determinant of the 3 x 3 matrix, which turns out to be
k = ad(bejh−bfih−bfjg+cfig). Thus, we see that if this determinant is nonzero,
then d3 is injective, so we have H
2(G/U) = Z × Z × Z/kZ and H3(G/U) = 0. If
k = 0, then H2(G/U) = Z× Z and H3 − 0.
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Chapter 6
Almost positive curvature on
Sp(3)/Sp(1)× Sp(1)
6.1 Curvature on Biquotients
There are two main ingredients for obtaining curvature results on biquotients: iter-
ated Cheeger deformations and Wilking’s doubling trick. The relevant information
for Cheeger deformations can be found in Eschenburg’s Habilitation [9] (in Ger-
man), or see [19] for a good description in English. We recall it in order to establish
notation.
Given a compact Lie group G and a subgroup U ⊆ G × G, there is a natural
action of U on G given by (u1, u2) ∗ g = u1gu−12 . The action is effectively free iff
whenever u1 and u2 are conjugate, we have u1 = u2 ∈ Z(g). When the action is
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effectively free, the orbit space G/U naturally has the structure of a manifold such
that pi : G→ G/U is a submersion. The orbit space is called a biquotient.
By equipping G with a biinvariant metric, we see that U acts by isometries,
inducing a Riemannian metric on G/U with pi a Riemannian submersion. Hence,
by the O’Neill formulas [22], every biquotient has a metric of nonnegative sectional
curvature.
Now, consider a subgroup K ⊆ G. Equip G with left invariant, right K invariant
metric of nonnegative sectional curvature, denoted g0 (so the metric, when restricted
to K is biinvariant). Let k = Lie(K) and g = Lie(G) be the corresponding Lie
algebras and suppose g = k⊕ p is an orthogonal splitting with respect to g0.
We get a submersion (G, g0) × (K, tg0|)K → G given by (g, k) → gk−1, which
induces a new left invariant metric on G, called the Cheeger deformation of g0 in
the direction of K, denoted g1. Again, by the O’Neill formulae, this new metric
also has nonnegative sectional curvature. Since G acts by isometries on the left on
G×K, we get an induced isometric G action on the quotient G which is easily seen
to be transitive. Hence, g1 is left invariant. By the same reasoning, K still acts by
isometries on the right, so g1 is still right K invariant. Note however that if, say, g0
were biinvariant (i.e., right G invariant), then there is no reason to expect g1 to be
right G invariant.
We wish to understand the Riemannian submersion pi : G × K → G. Since
the metric g1 is left invariant, we can reduce this to understanding the Rieman-
173
nian submersion at (e, e). First note that by linearity, for (X, Y ) ∈ g ⊕ k, that
dpi(e,e)(X, Y ) = X − Y . It follows that the vertical space at (e, e) consists of all
vectors of the form (Xk, Xk).
Hence, the horizontal space (with respect to g0 + tg0|K ) consists of all vectors of
the form (Xk,−1tXk.
For X ∈ g, we write X = Xk + Xp for the k and p components. Then, we can
describe g1(X, Y ) = g0(Xk, Yk)) +
t
1+t
g0(Xp, Yp). If Φ is the metric tensor relating
g1 and g2, i.e. g0(φ·, ·) = g1, then we have φ(X) = Xp + t1+tXk which is clearly
invertible with φ−1(X) = Xp + 1+tt Xk.
We want to understand when a plane in (G, g1) has 0 sectional curvature. An
easy necessary condition is that a horizontal lift of the plane to G ×K must have
0 sectional curvature. If the plane σ = span{φ−1X,φ−1Y }, then it’s easy to check
that the horizontal lift of σ is σ˜ = span{(X,−1
t
Xk), (Y,−1tYk)}.
Hence, we see that if secg1(span{Φ−1X,Φ−1Y }) = 0, then we must have both
secg0(span{X, Y }) = 0 and [Xk, Yk] = 0. Since we have extra conditions, we expect
to have fewer 0 curvature planes. However, we also potentially make the isometry
group smaller. For example, g1 typically only allows right multiplication by elements
in K as isometries, while if g0 is biinvariant, then right multiplication by any element
of G is an isometry.
Further, this condition is also sufficient as shown by Tapp [28]. Thus, we see
that secg1(Φ
−1X,Φ−1Y ) iff secg0(X, Y ) = [Xk, Yk] = 0.
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If g0 is a biinvariant metric, then we see that secg1(Φ
−1X,Φ−1Y ) = 0 iff [X, Y ] =
[Xk, Yk] = 0. If (G,K) is a symmetric pair, this simplifies.
Lemma 6.1.1. secg1(Φ
−1X,Φ−1Y ) = 0 iff secg1(X, Y ) = 0.
Proof. Assume secg1(Φ
−1X,Φ−1Y ) = 0. Then we know [Xk, Yk] = [X, Y ] = 0.
Expanding the second equality gives [Xp, Yp] + [Xk, Yp] + [Xp, Yk] = 0. Since (G,K)
is a symmetric pair, we know [p, p] ⊆ k. Since [k, p] ⊆ p always, it follows that
[Xp, Yp] = [Xk, Yp] + [Xp, Yk] = 0.
We now apply this knowledge to understanding secg1(X, Y ) by writing X =
Φ−1ΦX and Y = Φ−1ΦY . We know this is 0 iff [ΦX,ΦY ] = [(ΦX)k, (ΦY )k] = 0.
Since (ΦX)k =
t
1+t
Xk, we see the second equation is satisfied since we already know
[Xk, Yk] = 0. For the first we expand it, [ΦX,ΦY ] =
t2
(1+t)2
[Xk, Yk] +
t
1+t
([Xk, Yp] +
[Xp, Yk]) + [Xp, Yp]. However, in the previous paragraph we showed that the coeffi-
cients of powers of t
1+t
t are 0, so the whole thing is 0 as desired.
The reverse argument is analogous.
If one has a chain of subgroups {e} = Kn+1 ⊆ Kn ⊆ ... ⊆ K1 ⊆ K0 = G, then
one can iterate this process by deforming in the direction of the largest subgroup,
then second largest, etc, to obtain metrics g1, g2, ..., gn with corresponding parame-
ters t1, t2, ..., tn. In the special case where each (Ki, Ki−1) is a symmetric pair, we
obtain inductively:
Lemma 6.1.2. secgn(X, Y ) = 0 iff [Xki , Yki ] = 0 for every i from 0 to n.
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If pi is defined by pi⊕ki = ki−1 (orthogonal with respect to a biinvariant metric),
then since (Ki, Ki−1) is a symmetric pair, we must also have [Xpi , Ypi ] = 0 for all i.
We now describe Wilking’s doubling trick. Any biquotient G/U is naturally dif-
feomorphic to ∆G\G×G/U . However, the natural class of metrics in the right hand
description is larger: we are free to choose any left invariant nonnegatively curved
metric on each G factor, subject only to the constraint that U act by isometries.
Suppose gl and gr are two metrics as above with U acting by isometries and let
g denote the induced metric on G/U . We wish to understand when a 2-plane σ
in G/U has 0 sectional curvature. By O’Neill’s formula, the horizontal lift σ˜ of σ
must have 0 sectional curvature. We want to determine when a plane is horizontal
with respect to gl + gr. Let Φl and Φr denote the metric tensors relating gl and gr
to a biinvariant metric g0.
It’s clear that every orbit of the ∆G × U action passes through a point of the
form (g, 1) so it’s enough to determine what it means to be horizontal at points
like this. The vertical subspace Vg at (g, e) ∈ G×G, translated to (e, e) using left
translation, is {(Adg−1X)− U1, X − U2| X ∈ g and (U1, U2) ∈ u = Lie(U)}.
Thus, the horizontal space Hg, again left translated to (e, e), is therefore Hg =
{(Φ−1l (−Adg−1X),Φ−12 X)| g0(X,AdgU1 − U2) = 0 for all (U1, U2) ∈ u}.
From here, since gl + gr is a product metric of nonnegatively curved metrics, we
see that a horizontal 0 curvature plane is spanned by
(Φ−1l (−Adg−1X),Φ−1r X)
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and
(Φ−1l (−Adg−1(Y )),Φ−1r Y )
with secgl(Φ
−1
l (−Adg−1X),Φ−1r (−Adg−1(Y ))) = 0 and secgr(Φ−1r X,Φ−1r Y ) = 0.
Combining this into the form most useful to us, we have
Lemma 6.1.3. Suppose {e} = Kn+1 ⊆ Kn ⊆ ... ⊆ K1 ⊆ K0 = G and {e} =
Hm+1 ⊆ Hm ⊆ ... ⊆ H1 ⊆ H0 = G with both (Ki, Ki−1) and (Hj, Hj−1) sym-
metric pairs. Let gl and gr be the iterated Cheeger deformations of a biinvariant
metric g0 corresponding to the Ki and Hj respectively. There is a plane of 0 cur-
vature at pi(g, e) ∈ G/U iff there exists X, Y ∈ g such that g0(X,Adg(U1)− U2) =
g0(Y,Adg(U1)−U2) = 0 for all (U1, U2) ∈ u, and we have [(Adg−1X)ki , (Adg−1Y )ki ] =
0 and [Xhj , Yhj ] = 0 for every i and j.
We remark that since Adg is a Lie algebra isomorphism, the condition that
[Adg−1X,Adg−1Y ] = 0 is equivalent to asking [X, Y ] = 0.
6.2 Applying this to Sp(3)/Sp(1)× Sp(1)
In this section, we apply the techniques of the previous section to a specific example.
We use Sp(n) to denote the n x n quaternionic unitary matrices, Sp(n) = {A ∈
Mn(H)| AAt = Id}. The embedding of U = Sp(1) × Sp(1) into G = Sp(3) is the
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standard block embedding sending (p, q) ∈ U to

p 0 0
0 1 0
0 0 q
.
Notice that U ⊆ Sp(1) × Sp(1) × Sp(1) ⊆ Sp(2) × Sp(1) ⊆ G. Here, we’re
thinking of U ⊆ Sp(2) × Sp(1) by embedding the first factor of U into Sp(2) via
the block embedding and the second factor of U mapping surjectively onto Sp(1).
Let g0 denote the biinvariant metric on Sp(3) and let gl be the four times iterated
Cheeger deformation corresponding to ∆Sp(1) ⊆ ∆Sp(1)×Sp(1) ⊆ Sp(1)×Sp(1)×
Sp(1) ⊆ Sp(2)×Sp(1) ⊆ Sp(3) and let gr be the singly iterated Cheeger deformation
corresponding to K = Sp(2)×Sp(1) ⊆ G. We note that these are both deformations
through symmetric pairs, so the final lemma of the previous section applies. Equip
G/U with the submersion metric on ∆G\(G, gl)×(G, gr)/e×U . Finally, let qi⊕hi =
hi−1 and p⊕ k = g.
Next, suppose pi((g−1, e)) has a 2-plane of 0 sectional curvature. By the last
lemma of the previous section, we there must be an X and Y in g which are
orthogonal to U and for which secgl(AdgX,AdgY ) = 0 = secgr(X, Y ).
We first wish to investigate what it means for secgr(X, Y ) = 0 for X and Y
orthogonal to U .
Lemma 6.2.1. Suppose secgr(X, Y ) = 0 with X and Y orthogonal to U . Then we
178
may assume without loss of generality that
X =

0 0 0
0 x 0
0 0 0

and
Y =

0 0 y
0 0 0
−y 0 0

with x ∈ImH and y ∈ H.
Proof. Asking that X and Y be orthogonal to U is equivalent to asking that x11 =
x33 = y11 = y33 = 0 (here, xij denote entries of the matrix X ∈ sp(3)).
We know that secgr(X, Y ) = 0 iff [X, Y ] = 0 and [Xk, Yk] = 0. Since (G,K) is
a symmetric pair and G/K = HP 2 has positive sectional curvature, it follows that
we may assume Xp = 0, so that X = Xk = Xsp(2). Since Sp(2)/Sp(1) has positive
sectional curvature, we see that [Xk, Yk] = 0 iff Xk and Yk are dependent. Hence, we
may assume without loss of generality that Yk = 0.
At this point, we’ve shown that X has the form
X =

0 a 0
−a b 0
0 0 0

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with a any quaternion and b purely imaginary. Likewise Y has the form
Y =

0 0 c
0 0 d
−c −d 0

with c and d arbitrary quaternions.
The condition [X, Y ] = 0 tells us that both ad = 0 and −ac+ bd = 0. Assuming
a 6= 0, we see that d = 0 and hence that c = 0, i.e., that Y = 0. Hence, we may
assume a = 0. Then we see that bd = 0, which implies d = 0. Thus, X and Y have
the desired form.
We now wish to obtain a general understanding of when secgl(Z,W ) = 0.
Lemma 6.2.2. Suppose secgl(Z,W ) = 0, then Zij must be proportional (over R)
to Wij for (i, j) = (1, 1), (1, 2), and (2, 2), (3, 3), and we must also have Z11 + Z22
is proportional to W11 +W22 and that 1/2(Z11 +Z22) +Z33 must be proportional to
1/2(W11 +W22) +W33.
Proof. The statement for (1, 2) follows from [Xq2 , Yq2 ] = 0 since Sp(2)/Sp(1) ×
Sp(1) = S4 which has positive sectional curvature. The statement for both (1, 1)
and (2, 2) follows from [Xh2 , Yh2 ] = 0, and likewise, the statement for (3, 3) follows.
The statement for (1, 1) + (2, 2) and 1/2
(
1, 1) + (2, 2)
)
+ (3, 3) follows from the
diagonal deformations.
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Now, suppose g−1 = A = (a)ij ∈ Sp(3). Then we compute that
Adg−1X =

a12xa12 a12xa22 ∗
∗ a22xa22 ∗
∗ ∗ a32xa32

and
Adg−1Y =

2Im(a11ya13) a11ya23 − a13y a21 ∗
∗ 2Im(a21ya23) ∗
∗ ∗ 2Im(a31ya33

where an asterisks indicates the computation is irrelevant for what follows.
We will think of each of the entries of these two matrices as functions of x and
y respectively, parameterized by A. So, for example, the function XA12 = X12 :
ImH → H given by X12(x) = a12xa22 the function Y11 : H → ImH is given by
Y11(y) = 2Im(a11ya13). If we think of each of these 8 maps as matrices written with
basis an ordered subset of {1, i, j, k}, then it’s clear that each entry is a polynomial
is the coordinates of Sp(3), thinking of each aij as a 4 tuple of real numbers.
We can translate the 0 curvature plane conditions into this language:
Proposition 6.2.3. If pi(g, e) has 0 sectional curvature for g−1 = A, then there
must exist and x ∈ ImH and a y ∈ H so that
1) Xij(x) is proportional to Yij(y) for each pair (i, j) = (1, 2), (1, 1), (2, 2), or
(3, 3) and
2) X11(x) +X22(x) is proportional to Y11(y) + Y22(y) and
3) 1/2(X11(x)+X22(x))+X33(x) is proportional to 1/2(Y11(y)+Y22(y))+Y33(y).
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We now want to recall some very basic algebraic geometry over R. We have
Sp(3) = {A ∈ M3(H)|AA∗ = Id} where ∗ denotes the Hermitian transpose. Using
the natural maps Mn(H) → M2n(C2) → M4n(R), we can view Sp(3) as a real
algebraic variety of RN for some large N . Further, Sp(3) is irreducible (that is, it
cannot be written as a nontrivial union of two Zariski closed sets) as it is smooth
and connected.
Proposition 6.2.4. Suppose Z is an irreducible topological space and U ⊆ Z is
nonempty and open. Then U is dense and irreducible
Proof. We first show U is dense. Notice that (Z−U)∪U = Z. Since Z is irreducible,
one of these two sets must be Z. But Z−U = Z iff U = ∅, so we must have U = Z,
so that U is dense.
Now, assume we have two closed sets (in Z), F1 and F2 so that (F1 ∩U)∪ (F2 ∩
U) = U , which implies U ⊆ F1 ∪ F2. Taking closures, we find Z ⊆ F1 ∪ F2, so that
Z = F1 ∪ F2. Since Z is irreducible, one of the two Fi, say F1, is equal to Z. But
then F1 ∩ U = U so U is irreducible as well.
NOTE: Irreducible is NOT the same as connected over R. For example, the
zero set of xy− 1 is two hyperbolas, but this subset is irreducible since the defining
polynomial is irreducible.
I claim that the linear map Y A12 generically an isomorphism from H to itself. That
is, if U12 denotes the subset of matrices A in Sp(3) for which Y
A
12 is an isomorphism,
then U12 is open and dense. This is clear because the map is not an isomorphism
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iff it’s determinant is zero, a polynomial condition in the entries aij. Hence, U
c
12
is a closed set, and it’s proper (as we’ll see much later), so the complement is
open (and nonempty) and thus dense. Likewise, we have that Xii is generically an
isomorphism for each i and that both X11 + X22 and 1/2(X11 + X22) + X33 are.
Since the finite intersection of open dense sets is open and dense, there is an open
dense set U ⊆ Sp(3) for which all of these are simultaneously isomorphisms.
Since linear transformations preserve ”is proportional to”, we have the following
easy corollary of the previous proposition.
Proposition 6.2.5. If pi(g, e) has 0 curvature planes and g−1 = A ∈ U , then there
must be a nonzero x ∈ R3 = ImH which is simultaneously an eigenvector for
1) X−1ii YiiY
−1
12 X12 : ImH→ ImH for i = 1, 2, 3,
2) (X11 +X22)
−1(Y11 + Y22)Y −112 X12 : ImH→ ImH
3) (1/2(X11 +X22) +X33)
−1(1/2(Y11 + Y22) + Y33)Y −112 X12 : ImH→ ImH.
Proof. We begin with the fact that we know there must be a nonzero x and y so that
X12(x) is proportional to Y12(y). This is equivalent to asking that Y
−1
12 X11(x) be
proportional to y. Since it’s proportional to y, we know that YiiY
−1
12 X12(x) must be
proportional to Xii(x), but then this is equivalent to asking that X
−1
ii YiiY
−1
12 X12(x)
is proportional to x, which says exactly that x is an eigenvector for this composition
for each i = 1, 2, 3. The proof for 2) and 3) are identical.
Using this, we define a map f = (f1, f2, f3, f4, f5) : U → M3(R)5 which takes
a point in U to each of the 5 linear maps (in the basis {i, j, k}) in the previous
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proposition. It is clear that f is given by a polynomial in each entry of M3(R)5 =
R45. It follows that the image f(U) is an irreducible subset of R45, for if f(U) =
F1 ∪ F2 with each Fi closed, then f−1(F1 ∪ F2) = f−1(F1) ∪ f−1(F2) = U , but each
f−1(Fi) is closed because f is continuous. So, we have written U as a union of 2
closed sets. Since U is irreducible, one of them, say f−1(F1) = U . If follows that
F1 = f(U), so f(U) is irreducible.
Remark 6.2.6. We are not claiming that f(U) is a subvariety of R45, only that it is
irreducible.
Now, let E ⊆M3(R)5 denote the subset of 5-tuples of matrices having a common
eigenvector.
Theorem 6.2.7. The subset E is a Zariski closed subset of R45.
Proof. According to [2], the set EC ⊆ M3(C)5 of complex 5-tuples of matrices
having a common eigenvector is Zariski closed in C45. Adding the (real) polynomial
equations x = x for each coordinate in C45 gives E, so E is a real algebraic variety.
Since E is closed, it follows that E ∩ f(U) is relatively Zariski closed in f(U)
so that f(U) − (E ∩ f(U)) ⊆ f(U) is relatively Zariski open. By our previous
propositions about irreducible sets, f(U) − (E ∩ f(U)) is either empty or it is
Zariski dense.
We will later show that it is nonempty (so is Zariski open and dense), but for
now, we’ll just assume it. Note that f−1(f(U) − (E ∩ f(U))) is Zariski open in
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U since f is continuous. Since we’ve already showed nonempty open subsets of
irreducible spaces are dense, and since we know U is irreducible, it follows that
f−1(f(U) − (E ∩ f(U)) is Zariski open and dense. Thus, we have found a Zariski
open and dense subset of U ⊆ Sp(3) for which all points have positive curvature.
We need another simple topological fact:
Proposition 6.2.8. If A ⊆ B ⊆ C are topological spaces so that A is open and
dense in B and B is open and dense in C, then A is open dense in C.
Proof. A is open in B means there is some open subset V of C so that A = B ∩ V ,
but B is open, so A is an intersection of two open sets, hence open.
Now, choose an open set V ⊆ C. We wish to show V ∩A 6= ∅. Since B is dense
in C, we know that B∩V 6= ∅ and that B∩V is an open set in B. Since A is dense
in B, we know that A∩ (B ∩ V ) 6= ∅, but A∩ (B ∩ V ) ⊆ A∩ V so since the smaller
set is nonempty, the larger must also be.
Thus, since we found a Zariski open dense subset of U consisting of positively
curved points, and U is Zariski open and dense in Sp(3), we have found a Zariski
open and dense subset of points of positive curvature in Sp(3). To finish this
argument, we need two last facts:
Theorem 6.2.9. If X ⊆ Y ⊆ Rn or Cn are both varieties, and if X is Zariski
open and dense in Y , then X ⊆ Y is open and dense with respect to the analytic
topology.
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Proposition 6.2.10. If f : Z1 → Z2 is continuous and surjective and if U ⊆ Z1 is
dense, then so is f(Z1).
Proof. Let V ⊆ Z2 be open. Then f−1(V ) is open and nonempty in Z1, so intersects
U . If p is a point in the intersection, then f(p) ∈ V ∩ f(U), so V ∩ f(U) is
nonempty.
In our case, we have Z1 = Sp(3) and Z2 = Sp(3)/Sp(1) × Sp(1) and the map
is actually a (Riemannian) submersion, so is an open map. Hence, we have found
an open and dense subset of points of positive curvature in Sp(3)/Sp(1) × Sp(1)
(assuming we have found one point in f(U)− (E ∩ f(U)).)
Finally, an uninspired calculation shows that there is a point in f(U) − (E ∩
f(U)).
Proposition 6.2.11. Consider the matrix
A =

1√
3
− 1√
6
(1 + i) 1√
6
(1 + i)
0 1√
2
1√
2
−
√
60
30
(2 + 2i+ j + k) − 1√
30
(2i+ j) 1√
30
(2i+ j)
 .
Then A ∈ U ⊆ Sp(3) and f4(A) and f5(A) have no common eigenvectors.
That is, A ∈ U and f(A) ∈ f(U)− (E ∩ f(U)).
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6.3 Distinguishing the new examples
In this section, we verify that this example isn’t diffeomorphic to any previously
known example and that the two circle quotients Sp(3)/Sp(1) × Sp(1) × S1 and
∆S1\Sp(3)/Sp(1)× Sp(1) are distinct and new examples.
The manifold Sp(3)/Sp(1)×Sp(1) is 15 dimensional. Previously, the only previ-
ously known 14 and 15 dimensional manifolds with almost positive curvature were
due to Wilking [32]. In dimension 15, we have T 1S8 and the space U(5)/Hkl where
Hkl = diag(B, z
k, zl)) for z ∈ S1 and B ∈ U(3). The first example is 7 connected,
the second has pi2 = Z by the long exact sequence in homotopy groups associated
to the fibration Hkl → U(5) → U(5)/Hkl. Our new example is 3 connected, but
pi4 = Z ⊕ Z, so it is distinct, even up to homotopy. Further, since the 15 dimen-
sional manifold is a circle bundle over the 2 14 dimensional manifolds, each of the
14 dimensional examples also satisfies pi4 = Z⊕ Z.
The previously known 14 dimensional manifolds of almost positive curvature
are PCT
1CP 4 and ∆SO(2)\SO(9)/SO(7). By using the fibrations S7 → T 1CP 4 →
CP 4 and S1 → T 1CP 4 → PCT 1CP 4, one can easily see pi2(PCT 1CP 4) = Z ⊕ Z
while pi2 = Z for each of the new 14 dimensional examples. Also, the manifold
SO(9)/SO(7) is a circle bundle over ∆SO(2)\SO(9)/SO(7) so has the same higher
homotopy groups as SO(9)/SO(7). But SO(9)/SO(7) is 7 connected, so is not
homotopy equivalent to either of our 14 dimensional examples.
Finally, we show the two 14 dimensional examples are distinct. The cohomology
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ring of M141 = Sp(3)/Sp(1)× Sp(1)× S1 is
H∗(M1) = Z[u2, v2, z]/u2 + v2 + z2 = u2v2 + u2z2 + v2z2 = u2v2z2 = 0
where |z| = 2 and |u2| = |v2| = 4. The first Pontryagin class is p1 = 4z2.
The cohomology ring of M142 = ∆S
1\Sp(3)/Sp(1)× Sp(1) is
H∗(M2) = Z[u2, v2, z]/3z2 − u2 − v2 = 3z3 − u2v2 = z6 = 0.
In this case, the first Pontryagin class is p1 = −12z2.
Since in both cases, H2 = Z = 〈z〉, it follows that z2 is a well defined element in
each ring. Thus, any ring isomorphism between the two rings must send z2 to z2,
and so we can immediately see the two Pontryagin classes are distinct (even mod
28), so the two manifolds are not even homotopy equivalent.
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