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Abstract. A well known result of Forstneric´ [18] states that most real-analytic strictly pseudoconvex
hypersurfaces in complex space are not holomorphically embeddable into spheres of higher dimension.
A more recent result by Forstneric´ [19] states even more: most real-analytic hypersurfaces do not admit
a holomorphic embedding even into a merely algebraic hypersurface of higher dimension, in particular,
a hyperquadric. Explicit examples of real-analytic hypersurfaces non-embaddable into hyperquadrics
were obtained by Zaitsev [38]. In contrast, the classical theorem of Webster [37] asserts that every
real-algebraic Levi-nondegenerate hypersurface admits a transverse holomorphic embedding into a
nondegenerate real hyperquadric in complex space.
In this paper, we provide effective results on the non-embeddability of real-analytic hypersurfaces
into a hyperquadric. We show that, for any N > n ≥ 1, the defining functions ϕ(z, z¯, u) of all
real-analytic hypersurfaces M = {v = ϕ(z, z¯, u)} ⊂ Cn+1 containing Levi-nondegenerate points
and locally transversally holomorphically embeddable into some hyperquadric Q ⊂ CN+1 satisfy an
universal algebraic partial differential equation D(ϕ) = 0, where the algebraic-differential operator
D = D(n,N) depends on n,N only. To the best of our knowledge, this is the first effective result
characterizing real-analytic hypersurfaces embeddable into a hyperquadric of higher dimension. As an
application, we show that for every n,N as above there exists µ = µ(n,N) such that a Zariski generic
real-analytic hypersurface M ⊂ Cn+1 of degree ≥ µ is not transversally holomorphically embeddable
into any hyperquadric Q ⊂ CN+1. We also provide an explicit upper bound for µ in terms of n,N .
To the best of our knowledge, this gives the first effective lower bound for the CR-complexity of a
Zariski generic real-algebraic hypersurface in complex space of a fixed degree.
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1. Introduction
Let M ⊂ Cn+1, n ≥ 1 be a real-analytic Levi-nondegenerate hypersurface. The celebrated theory
due to Chern and Moser [7] (see also Cartan [5]) asserts that only a very rare such M admits a local
biholomorphic mapping into a nondegenerate real hyperquadric
Q = {[ξ0, ..., ξn+1] ∈ CPn+1 : |ξ0|2 + ...+ |ξk|2 − |ξk+1|2 − ...− |ξn+1|2 = 0}.
Moreover, Chern and Moser show that the existence of the desired biholomorphic mapping into a
hyperquadric is equivalent to vanishing of a special CR-curvature of a real hypersurface M .
A natural problem to pursue in view of the Chern-Moser theory is the possibility to construct a
local holomorphic embedding F : (M,p) 7→ (Q, p′) of a real-analytic hypersurface M ⊂ Cn+1, n ≥ 1
into a hyperquadric Q ⊂ CN+1 of higher dimension. Here by a holomorphic embedding F of M ⊂ Cn
into M ′ ⊂ CN , we mean a holomorphic embedding of an open neighborhood U of M in Cn into a
neighborhood U ′ of M ′ in CN , sending M into M ′. One usually presumes certain nondegeneracy
conditions for the mapping F , such as transversality (the latter means that dF (Cn+1)|p 6⊂ Tp′Q).
The existence of a transversal holomorphic embedding into a hyperquadric can be viewed as a
finite CR-complexity of a real hypersurface (see, e.g., Ebenfelt and Shroff [14]). The latter number
is the minimal possible difference N − n between the CR-dimensions of the target hyperquadric and
the source real hypersurface. An alternative approach to complexity in CR-geometry is due to the
school of D’Angelo, see, e.g., [8, 9, 10]. A strong motivation for studying the embedding problem
is the celebrated theorem of Webster [37] which states that every real-algebraic Levi-nondegenerate
hypersurface admits a transverse holomorphic embedding into a nondegenerate real hyperquadric in
complex space. Thus, every algebraic Levi-nondegenerate hypersurface has a finite CR-complexity.
Since the work of Webster, a large number of publications have been dedicated to studying holo-
morphic embeddings of real hypersurfaces into hyperquadrics. However, despite of the extensive
research in this direction, the following problem remains widely open:
Problem 1: Characterize the embeddability of a real hypersurface M ⊂ Cn+1 into a hyperquadric
Q2N+1 ⊂ CN+1. More precisely, find a necessary and sufficient condition for M to admit a transversal
holomorphic embedding into some Q2N+1 ⊂ CN+1.
We emphasize in connection with Problem 1 that not every Levi-nondegenerate real-analytic hy-
persurface can be transversally holomorphically embedded into a hyperquadric. Indeed, a well known
result of Forstneric´ [18] (see also Faran [17]) states that most real-analytic strictly pseudoconvex hy-
persurfaces are not holomorphically embeddable into spheres of higher dimension. A more recent
result by Forstneric´ [19] states even more: most real-analytic hypersurfaces do not admit a holomor-
phic embedding even into a merely algebraic hypersurface of higher dimension. Importantly, both
cited theorems are proved by showing that the set of embeddable hypersurfaces is a set of first Baire
category. An important step towards understanding the embeddability property was done by Zaitsev
[38], who obtained explicit examples of Levi-nondegenerate real-analytic hypersurfaces that are not
transversally holomorphically embeddable into any hyperquadrics. We also mention the recent work
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of Huang and Zaitsev [21] and Huang and Zhang [23], where the authors construct concrete alge-
braic Levi-nondegenerate hypersurfaces with positive signature which can not be holomorphically
embedded into a hyperquadric with the same signature of any dimension.
However, the cited results still leave open the question on an effective characterization of the set of
real-analytic Levi-nondegenerate hypersurfaces in Cn+1, admitting a local transversal holomorphic
embedding into a hyperquadric in CN+1. That is, we are searching for a more constructive character-
ization of the set of embeddable hypersurfaces than the one in [19]. Theorem 1 below provides such
a characterization for any fixed n,N . Namely, we show that for any fixed n,N with n ≥ 1, n < N
the set of embeddable hypersurfaces M = {v = ϕ(z, z¯, u)} ⊂ Cn+1 satisfies an universal algebraic
partial differential equation
D(ϕ) = 0,
where the differential-algebraic operator D = D(n,N) depends on n,N only. Thus, the defining
functions of embeddable hypersurfaces form a subset of a differential-algebraic set. Following the
method of the present paper, each differential-algebraic operator D(n,N) can be effectively computed
(see Remark 1.3 below), as well as an effective bound for its degree can be obtained immediately (see
Appendix I).
The other question addressed in the paper is connected to Webster’s embedding theorem mentioned
above. Motivated by embedding theorems in various geometries (such as Whitney embedding theorem
in differential topology and Remmert theorem in the Stein space theory) it is natural, in view of
Webster’s theorem, to ask the following.
Problem 2. Is there a uniform embedding dimension N which only depends on n such that all Levi-
nondegenerate real-algebraic hypersurfaces M ⊂ Cn+1 can be transversally holomorphically embedded
into a hyperquadric of suitable signature in CN+1 ? In other words, is there a uniform upper bound
for the CR-complexity of all Levi-nondegenerate real-algebraic hypersurfaces M ⊂ Cn+1?
A closely related problem is as follows.
Problem 3. Provide an effective bound for the CR-complexity of a (generic) real-algebraic hypersur-
face M ⊂ Cn+1 of a fixed degree k in terms of n and k.
By applying Theorem 1, we give a negative answer to Problem 2 (see Theorem 2). Moreover,
Theorem 2 gives an explicit constant µ = µ(n,N) such that a Zariski-generic algebraic hypersurface
of any fixed degree k ≥ µ is not transversally holomorphically embeddable into any hyperquadric in
CN+1, thus providing a solution for Problem 3.
We now formulate our results in detail. We first recall the concept of a differential-algebraic
operator. Let n, l ≥ 1 be integers and P be a polynomial defined on the space J l(Cn,C) of jets of
maps from Cn to C. Then P uniquely defines a differential-algebraic operator D = D(P ), which is
the differential operator acting on an analytic function ρ : U 7→ C by
D(ρ) := P (jlρ)
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(here U ⊂ Cn is a domain). The integer l is called its order. We call a differential-algebraic operator
shift-invariant, if it is invariant under shifts in j0ρ (that is, D(ρ) does not depend on z1, ..., zn, ρ
explicitly and depends on derivatives of ρ of order at least 1).
Theorem 1. For any integers N > n ≥ 1, there exists a universal non-zero shift-invariant
differential-algebraic operator D = D(n,N) such that the following holds. If a real-analytic hy-
persurface M ⊂ Cn+1 with a defining equation
v = ϕ(z, z, u)
contains at least one Levi-nondegenerate point and admits a local transverse holomorphic embedding
into a hyperquadric Q2N+1 ⊂ CN+1 near some point p0 ∈M , then
D(ϕ) ≡ 0.
To the best of our knowledge, Theorem 1 gives first effective results characterizing real-analytic
hypersurfaces embeddable into a hyperquadric of higher dimension. We shall also note that a weaker
version of the assertion of Theorem 1 (a differential-algebraic relation for jets of the Segre varieties
{Qp}p∈Q0) was proved earlier by Zaitsev in [38].
We now give a series of important remarks.
Remark 1.1. We remark that, according to [12], we may drop the transversality requirement in
Theorem 1 in the case N < 2n, as the latter holds automatically.
Remark 1.2. In Section 3 we show that in the case n = 1, N = 2 the order of the differential-
algebraic operator in Theorem 1 equals to 18. An explicit bound for the order of D(n,N) in the
general case can be verified from the Appendix I.
Remark 1.3. The proof of Theorem 1 given in Sections 3 and 4 in fact provides an algorithm
for finding the differential-algabraic operator D(ϕ) explicitly for any fixed dimensions n,N . More
precisely, the proof shows that D(ϕ) is a finite product of explicit determinants involving the PDE
defining function {Φij}ni,j=1 of a real hypersurface and its derivatives (see Section 2.2 for details of
the concept). In Sections 3 and 4 we also provide an algorithm for recalculating all the relevant
derivatives of the PDE defining function {Φij}ni,j=1 in terms of derivatives of the initial defining
function ϕ(z, z¯, u).
By using Theorem 1, we obtain the following effective bound for embeddability of real-algebraic
hypersurfaces into hyperquadrics.
Theorem 2. For any integers N > n ≥ 1, there exists µ = µ(n,N) such that a Zariski generic real-
algebraic hypersurface M ⊂ Cn+1 of any degree k ≥ µ is not transversally holomorphically embeddable
into a hyperquadric Q2N+1 ⊂ CN+1. An explicit bound for µ(n,N) is given in Theorem 5 below (see
Appendix I).
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Thus, Theorem 2 provides a solution for Problem 2. As was mentioned above, it also gives the
first effective lower bound for the CR-complexity of a Zariski-generic real-algebraic hypersurface in
complex space of a fixed degree, thus giving a solution to Problem 3.
Remark 1.4. Note that in the special case n = 1, N = 2 we may take µ = 18 for the degree bound,
as shown in Section 3.
The main tool of the paper is the recent dynamical technique in CR-geometry, which shall be
addressed as the method of associated differential equations in the non-singular setting (see Sukhov
[33, 34]), and the CR – DS technique in the singular one (see the work of Lamel, Shafikov and the
first author [26, 27, 24]). An overview of the technique is given in Section 2.2.
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2. Preliminaries
2.1. Transversality of CR-embeddings.
We first recall the notion of transversality. If U is an open subset of Cn+1, H a holomorphic
mapping U 7→ CN+1, and M ′ a real hypersurface through a point H(p) for some p ∈ U, then H is
said to be transversal to M ′ at H(p) if
TH(p)M
′ + dH(TpCn+1) = TH(p)CN+1,
where TpCn+1 and TH(p)M ′ denote the real tangent spaces of Cn+1 andM ′ at p andH(p), respectively.
We here mention that in our setting where there is a real hypersurface M ⊂ U such that H(M) ⊂M ′,
the notion of transversality of a mapping to a hypersurface coincides with that of CR transversality(cf.
[1]). We also recall that H is called CR transversal if dF (CTpM) is not contained in V ′F (p) + V ′F (p),
where V ′ is the CR bundle of M ′. Note that a CR mapping is CR transversal at p ∈M is equivalent
to the nonvanishing of the derivative of its normal component at p along the normal direction(cf.
[1]).
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2.2. Description of the principal method. It was observed by Cartan [5, 6] and Segre [32] (see
also Webster [37]) that the geometry of a real hypersurface in C2 parallels that of a second order
ODE
w′′ = Φ(z, w,w′). (2.1)
More generally, the geometry of a real hypersurface in Cn+1, n ≥ 2 parallels that of a complete
second order system of PDEs
wzkzl = Φkl(z1, ..., zn, w, wz1 , ..., wzn), k, l = 1, ..., n. (2.2)
Moreover, this parallel becomes algorithmic by using the Segre family of a real hypersurface. With
any real-analytic Levi-nondegenerate hypersurface M ⊂ Cn+1, n ≥ 1 one can uniquely associate an
ODE (2.1) (n = 1) or a PDE system (2.2) (n ≥ 2). The Segre family of M plays a role of a mediator
between the hypersurface and the associated differential equations. A modern clear exposition of the
method was given in the work [33, 34] of Sukhov.
The associated differential equations procedure is particularly clear in the case of a Levi-
nondegenerate hypersurface in C2. In this case the Segre family is a 2-parameter anti-holomorphic
family of pairwise transverse holomorphic curves. It immediately follows then from the main ODE
theorem that there exists a unique ODE (2.1), for which the Segre varieties are precisely the graphs
of solutions. This ODE is called the associated ODE.
Let us provide some details in the general case. We denote the coordinates in Cn+1 by (z, w) =
(z1, ..., zn, w). Let M ⊂ Cn+1 be a smooth real-analytic hypersurface, passing through the origin,
and choose a small neighborhood U of the origin. In this case we associate a complete second order
system of holomorphic PDEs to M , which is uniquely determined by the condition that the differential
equations are satisfied by all the graphing functions h(z, ζ) = w(z) of the Segre family {Qζ}ζ∈U of
M in a neighbourhood of the origin. To be more explicit we consider the so-called complex defining
equation (see, e.g., [1]) w = ρ(z, z¯, w¯) of M near the origin, which one obtains by substituting
u = 12(w + w¯), v =
1
2i(w − w¯) into the real defining equation and applying the holomorphic implicit
function theorem. The Segre variety Qp of a point p = (a, b) ∈ U, a ∈ Cn, b ∈ C is now given as the
graph
w(z) = ρ(z, a¯, b¯). (2.3)
Differentiating (2.3) once with respect to all variables, we obtain
wzj = ρzj (z, a¯, b¯), j = 1, ...n. (2.4)
Considering (2.3) and (2.4) as a holomorphic system of equations with the unknowns a¯, b¯, an appli-
cation of the implicit function theorem yields holomorphic functions A1, ..., An, B such that
a¯j = Aj(z, w,w
′), b¯ = B(z, w,w′).
The implicit function theorem applies here because the Jacobian of the system coincides with the
Levi determinant of M for (z, w) ∈ M ([1]). Differentiating (2.3) twice and substituting for a¯, b¯
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finally yields
wzkzl = ρzkzl(z,A(z, w,w
′), B(z, w,w′)) =: Φkl(z1, ..., zn, w, wz1 , ..., wzn), k, l = 1, ..., n. (2.5)
Now (2.5) is the desired complete system of holomorphic second order PDEs E = E(M).
Definition 2.1. We call the PDE system E = E(M) the system of PDEs, associated with M . We
also call the collection {Φij}ni,j=1 the PDE defining function of a Levi-nondegenerate hypersurface
M .
For further developments of the associated differential equations method see, e.g., [27],[26],[24],[25]
and references therein.
3. Real-analytic hypersurfaces in C2 embeddable into hyperquadrics in C3
In this section we prove Theorem 1 in the more transparent case when n = 1 and N = 2, so that
the source M ⊂ C2 and the target quadric Q ⊂ C3. In what follows (z, w) = (x+ iy, u+ iv) denote
the coordinates in C2 and (Z1, Z2,W ) denote that in C3. We start with the observation that, due
to the polynomial nature of differential-algebraic operators, it is sufficient to prove the existence of
the desired differential-algebraic operator in a neighborhood of an arbitrary point p0 ∈ M when M
is given by the same defining equation v = ϕ(z, z, u) (at all other points the identity D(ϕ ≡ 0 is
satisfied then by analyticity). We first write a holomorphic embedding map
F = (f1, f2, g) : (M,p0) 7→ (Q, F (p0))
for some p0 ∈M. Assume F is holomorphic in a small neigborhood U of p0 in C2. Shifting the base
point p0, we may assume M to be Levi-nondegenerate at p0. We split our arguments into two cases:
Case I: The image of U under F is contained in some affine linear subspace of C3 and thus maps
M into a hyperquadric in C2 (in which case M is biholomorphic to the sphere S3 ⊂ C2);
Case II: The image of U under F is not contained in any affine linear subspace of C3.
The case I of a spherical hypersurface M is considered later separately, so that we assume now to
be under the setting of Case II.
By changing the base point and shifting the coordinates, we may assume that p0 ∈M is the origin,
and M is Levi-nondegenerate at 0. Let us write the target quadric Q in the form
ImW = Z1Z1 ± Z2Z2.
After a change of coordinates in C3 preserving the quadric we may assume F (0) = 0.
Let us then consider the Segre family {Sp}p∈U of M (U ⊂ C2 is a neighborhood of the origin).
In view of F (M) ⊂ Q, any Segre variety Sp of a point p = (a, b) ∈ U , considered as a graph
w = w(z) = ρ(z, a¯, b¯), is contained in the Segre variety of F (p) = (A,B,C). Thus we have,
g − C
2i
= f1A± f2B|w=w(z). (3.1)
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We now differentiate (3.1) three times with respect to z and write the result in terms of the 3-jet
(z, w,w′, w′′, w′′′)
of a Segre variety Sp at a point (z, w) ∈ Sp. Note that each differentiation amounts to applying the
vector field
L := ∂
∂z
+ w′
∂
∂w
with the rule ∂∂zw
(j) = w(j+1), ∂∂ww
(j) = 0. Performing the differentiation 3 times, we get:
(Lf1)A± (Lf2)B − 1
2i
(Lg) = 0. (3.2)
(L2f1)A± (L2f2)B − 1
2i
(L2g) = 0. (3.3)
(L3f1)A± (L3f2)B − 1
2i
(L3g) = 0. (3.4)
Considering (3.2)-(3.4) as a linear system for the unknowns (A,±B,− 12i), we conclude that it has
a non-zero solution, thus its determinant is 0. That is,
det
 Lf1 Lf2 LgL2f1 L2f2 L2g
L3f1 L3f2 L3g
 ≡ 0. (3.5)
Note that
Lh = ∂h
∂z
+ w′
∂h
∂w
;
L2h = ∂
2h
∂z2
+ 2w′
∂2h
∂z∂w
+ (w′)2
∂2h
∂w2
+ w′′
∂h
∂w
;
L3h = ∂
3h
∂z3
+ 3w′′
∂2h
∂z∂w
+ 3w′
∂3h
∂z2∂w
+ 3w′′w′
∂2h
∂w2
+ 3(w′)2
∂3h
∂z∂w2
+ (w′)3
∂3h
∂w3
+ w′′′
∂h
∂w
.
Hence (3.5) reads as
w′′′P (z, w,w′) +R(z, w,w′, w′′) = 0, (3.6)
where P,R are polynomials of the form
P =χ0 + χ1w
′ + χ2(w′)2, R =
(
χ3 + χ4w
′ + χ5(w′)2 + χ6(w′)3 + χ7(w′)4+
+χ8(w
′)5 + χ9(w′)6
)
+
(
χ10 + χ11w
′ + χ12(w′)2 + χ13(w′)3
)
w′′ +
(
χ14 + χ15w
′
)
(w′′)2.
(3.7)
Here all χj = χj(z, w). We prove the following lemma on χj .
Lemma 3.1. The functions χj , 0 ≤ j ≤ 15, do not all vanish identically.
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Proof. Assume, otherwise, that all χj , 0 ≤ j ≤ 15, are identical zeroes. Then the left hand sides of
(3.5) and (3.6) are identically zero when w′, w′′, w′′′ are regarded as independent variables:
P (z, w, η1) = 0, Q(z, w, η1, η2) = 0 (3.8)
for any η1, η2 ∈ C.
We claim that (3.8) implies the following: for any (fixed) polynomial complex curve
Γ =
{
(z, w) ∈ C2 : w = h(z)}
passing through the origin, the components of the map F |Γ are linearly dependent. Indeed, let us
write
Λ :=
∂
∂z
+ h′(z)
∂
∂w
as the holomorphic tangent vector of Γ. (Note that applying Λ to a holomorphic function amounts
to differentiating it along Γ). By the above observation (3.8), we conclude that
det
 Λf1 Λf2 ΛgΛ2f1 Λ2f2 Λ2g
Λ3f1 Λ
3f2 Λ
3g
 = h′′′P (z, w, h′) +R(z, w, h′, h′′) = 0 on Γ. (3.9)
By the classical property of Wronskian, we conclude that
λ1Λf1 + λ2Λf2 + λ3Λg|Γ ≡ 0
for some complex numbers λi, 1 ≤ i ≤ 3, that are not all zero. Furthermore, the assumption F (0) = 0
yields λ1f1 +λ2f2 +λ3g = 0 on Γ. Thus the components of the map F |Γ are linearly dependent, and
this proves the claim.
By the assumption of Case II, there exist three distinct points pi = (ai, bi), 1 ≤ i ≤ 3, near 0 such
that
SpanC{F (p1), F (p2), F (p3)} = C3. (3.10)
Perturbing pi if necessary, we can assume ai 6= aj for i 6= j and ai 6= 0 for each i. We then choose a
holomorphic polynomial h0(z) such that h0(ai) = bi, 1 ≤ i ≤ 3, and h0(0) = 0. Hence the origin and
pi are all on the complex curve Γ0 defined by w = h0(z). Now the assertion of the above the claim
applied for Γ0 gives a contradiction to (3.10). This establishes the lemma. 
On the other hand, M is Levi-nondegenerate at 0 and thus its Segre family satisfies a second order
ODE
w′′ = Φ(z, w,w′) (3.11)
for a holomorphic near a point (0, 0, ξ0) function Φ. We now consider the 3-jet space J
3(C,C) with
the coordinates (z, w, ξ, η, ζ) (where ξ, η, ζ correspond to w′, w′′, w′′′ respectively) and treat the ODEs
(3.6),(3.11) as respectively submanifolds M, E in J3(C,C). Then M looks as
P (z, w, ξ)ζ +R(z, w, ξ, η) = 0 (3.12)
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and E as
η = Φ(z, w, ξ), ζ = Φz + Φwξ + Φξη. (3.13)
Now the fact that each graph of a solution of (3.11) is contained in that of (3.6) implies
E ⊂M,
so that (
Φz + Φwξ + ΦξΦ
)
P (z, w, ξ) +R(z, w, ξ,Φ) = 0 (3.14)
(where Φ = Φ(z, w, ξ)).
Substituting (3.7) into (3.14), we obtain a scalar linear equation for the functions
χ0(z, w), ..., χ15(z, w) with coefficients depending on z, w, ξ. Differentiating this equation 15 time
with respect to the variable ξ, we obtain 15 new identities each of which is a similar scalar linear
equation for the functions χ0(z, w), ..., χ15(z, w). In view of the fact that Lemma 3.1, i.e., not all χj
vanish identically, so that the determinant
D
(
Φ(z, w, ξ)
)
of the corresponding 16×16 linear system vanishes identically. Note that this determinant is nothing
but a universal differential-algebraic polynomial D of order 16 applied to the function Φ. Note that
D is invariant under shifts in z, w. Thus, the embeddability of the hypersurface M into Q implies
D(Φ) ≡ 0. (3.15)
We finally consider Case I, in which M is spherical. In the latter case, the Segre family of M
is locally biholomorphic to the family of straight lines in C2, and hence (see Tresse [35]) Φ(z, w, ξ)
is cubic in the argument ξ (this could be proved by arguments similar to the ones above, but we
will not provide here the proof of this classical fact). Now let us write, for the function Φ under
consideration, the above determinant D(Φ). In view of the fact that Φ is cubic in ξ, the derivatives
of the first row of order ≥ 8 vanish identically, so that we conclude that D(Φ) ≡ 0 in this special case
as well.
We shall note that in the latter, equidimensional, case an differential-algebraic operator charac-
terizing the sphericity of a Levi-nondegenerate hypersurface M ⊂ C2 was obtained in the work [30]
of Merker.
We now need
Proposition 3.2. The differential-algebraic operator D is not identical zero.
Proof. We claim that there exists a function Φ of the form Φ = Φ(ξ) such that D(Φ) does not vanish
identically. Indeed, substituting Φ = Φ(ξ) into (3.14) and differentiating 15 times in ξ, we obtain
a 16 × 16 determinant which, in turn, is the Wronskian of the system of functions in the first row.
This first row has the form(
ΦξΦ, ξΦξΦ, ξ
2ΦξΦ, 1, ξ, ξ
2, ..., ξ6,Φ, ξΦ, ξ2Φ, ξ3Φ,Φ2, ξΦ2
)
. (3.16)
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We then choose an analytic Φ(ξ) in such a way that the collection of functions in (3.16) is linearly
independent (this is possible since every linear dependence between the components of (3.16) implies
a nontrivial algebraic or differential equation for Φ). Then the Wronskian D(Φ) does not vanish, and
this proves the claim and the proposition.

Write w = ρ(z, z, w) as the complex defining function of M. We now aim to express the condition
D
(
Φ(z, w, ξ)
)
= 0 in the form
DC
(
ρ(z, a, b)
)
= 0
for some differential-algebraic operator DC of order 18. Indeed, in view of the Levi-nondegeneracy
of M near 0 the map
(z, a, b) 7→
(
z, ρ(z, a, b), ρz(z, a, b)
)
is a local biholomorphism between C3 (z, a, b) and C3 (z, w, ξ). If
(z, w, ξ) 7→
(
z,A(z, w, ξ), B(z, w, ξ)
)
is the inverse biholomorphism, then (compare with the associated differential equation procedure
described in section 2) we have
w = ρ(z, a, b), ξ = ρz(z, a, b), Φ(z, w, ξ) = ρzz(z, a, b),
where a = A(z, w, ξ), b = B(z, w, ξ). Thus Φ is already expressed in terms of ρ. Let us then
demonstrate, for example, how we express Φw(z, w, ξ). We have:
Φw = ρzzaAw + ρzzbBw. (3.17)
We now need to compute Aw, Bw in terms of ρ. For that, we differentiate the identities
w = ρ(z,A(z, w, ξ), B(z, w, ξ)), ξ = ρz(z,A(z, w, ξ), B(z, w, ξ))
in w and get:
1 = ρaAw + ρbBw, 0 = ρazAw + ρbzBw. (3.18)
Note that (3.18) is a linear system for Aw, Bw with the determinant at the reference point (z, w, ξ) =
(0, 0, ξ0) being equal to the Levi determinant of M at the origin. Thus this determinant is non-zero
and, applying the Cramer rule, we find Aw, Bw as rational functions of the 2-jet of ρ. Substituting
into (3.17), we then find Φw as a rational function of the 3-jet of ρ.
We then similarly express the entire 16-jet of Φ as a rational (vector-valued) function of the 18-jet
of ρ. Thus the condition D
(
Φ(z, w, ξ)
)
≡ 0 reads as DC
(
ρ(z, a, b)
)
= 0 for some order 18 differential-
algebraic operator DC , as required. Note that DC is invariant under shifts in z, a, b. Also note that
the differential-algebraic operator DC is not identical zero. Indeed, by Proposition 3.2, there is a
Φ(z, w,w′) with D(Φ) 6≡ 0, and for such Φ(z, w, ξ) we find ρ(z, a, b) with DC(ρ) = D(Φ) 6≡ 0 by
solving the ODE w′′ = Φ(z, w,w′) with the initial data w(0) = a,w′(0) = b.
Now it is not difficult to complete the proof or Theorem 1 in the case of CR-dimension 1.
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Proof of Theorem 1 for n = 1, N = 2.
Recall that the complex defining function ρ(z, a, b) and the real defining function ϕ(z, a, u) are
connected via the identities:
ρ(z, a, b) = u+ iϕ(z, a, u), b = u− iϕ(z, a, u).
Then, for example, the derivative ρb is expressed via the 1-jet of ϕ as follows: we have
ρb = ub + iubϕu, 1 = ub − iubϕu,
so that
ρb = (1 + iϕu)/(1− iϕu).
We similarly expressed the entire 18-jet of ρ as a rational (vector-valued) function of the 18-jet of
ϕ. Thus the condition DC
(
ρ(z, w, ξ)
)
≡ 0 reads as D
(
ϕ(z, a, b)
)
= 0 for some order 18 differential-
algebraic operator D.
It remains to show that the operator D is non-trivial (on the space of real-analytic defining
functions ϕ of real hypersurfaces). For that we note that D is identical zero if and only if it is
identical zero on the subspace of ϕ defining a real hypersurface (since the latter subspace is totally
real). However, D(ϕ) is not identical zero since DC(ρ) is not identical zero, as was shown above.
This proves the theorem for n = 1, N = 2.

Proof of Theorem 2 for n = 1, N = 2. Let us denote by Vk the space of polynomials ϕ(z, a, u) of
degree ≤ k for some k ≥ 18. We claim that there exists ϕ ∈ Vk such that D(ϕ) does not vanish
identically. Indeed, the identity D(ϕ) = 0 defines a proper algebraic variety A in the jet bundle
J18(C3,C) (the properness follows from the non-triviality of D). Picking a point q ∈ J18(C3,C) \A
we choose the unique polynomial ψ ∈ Vk of degree 18 with the 18-jet corresponding to q, and get
D(ϕ) 6≡ 0, as required. Thus D is generically non-vanishing on Vk.
If we now consider the set Wk of ϕ(z, a, u) arising from an algebraic equation P (z, a, u, v) = 0 for a
polynomial P of degree ≤ k, then Wk has a structure of algebraic manifold. Hence either D vanishes
identically on Wk, or is (Zariski) generically non-vanishing. By the above argument, we conclude
that D is (Zariski) generically non-vanishing on Wk, and this implies the claim of the theorem for
n = 1, N = 2.

4. The high dimensional case
In this section Theorem 1 and Theorem 2 will be established in the general case.
For a fixed n ≥ 1, we setMm, m ≥ n, to be the set of all Levi-nondegenerate hypersurfaces in Cn+1
that can be locally tranversally holomorphically embedded into a hyperquadric Q2m+1 ⊂ Cm+1. We
also write M˜m ⊂Mm to be the collection of Levi-nondegenerate hypersurfaces M in Cn+1 satisfying
the following property (*) (for a fixed m):
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Property (*) There exist a point p ∈M and a holomorphic map F from a small neighborhood U
of p to Cm+1 such that M is locally transversally holomorphically embedded into Q2m+1 ⊂ Cm+1 by
F. Moreover, the image of U under F is not contained in any affine linear subspace of Cm+1.
Note that when m = n, the assumption in Property (*) that the image of U is not contained
in any affine linear subspace of Cm+1 can be dropped, as it follows already from the transversality
assumption. We obviously have
N⋃
m=n
M˜m =MN . (4.1)
We prove in this section the following two theorems implying Theorem 1 and Theorem 2 respec-
tively.
Theorem 3. For any integers m ≥ n ≥ 1, there exists an universal non-zero shift-invariant
differential-algebraic operator D = D(n,m) such that the following holds. If a germ of real-analytic
hypersurface M ⊂ Cn+1 with a defining equation
v = ϕ(z, z, u)
is contained in M˜m, i.e., satisfies property (*) for m, then
D(ϕ) ≡ 0.
Theorem 4. For any pair of integers m ≥ n ≥ 1, there exists a positive integer ν = ν(n,m) such
that a Zariski generic real-algebraic hypersurface M ⊂ Cn+1 of any degree ≥ ν is not contained in
M˜m.
In what follows (z, w) = (z1, ..., zn, w) denote the coordinates in Cn+1 and (Z1, ..., Zm,W ) denote
that in Cm+1. Write the holomorphic embedding map
F = (f1, ..., fm, g) : (M,p0)→ (Q2m+1, F (p0)),
for some Levi-nondegenerate point p0. As in Section 3, by shifting the base point of the coordinates,
we can assume p0 = 0.
Let us write the target hyperquadric Q2m+1 = Q2m+1l in the form
ImW = −Z1Z1 − ...− ZlZ l + Zl+1Z l+1 + ...+ ZmZm,
where l is the signature of Q2m+1.
Let us now consider the Segre family {Sp} of M. In view of F (M) ⊂ Q2m+1, any Segre variety Sp
of a point p = (a, b) = (a1, ..., an, b) ∈ U, considered as a graph w = w(z) = ρ(z, a, b) is contained in
the Segre variety of F (p) = (A1, ..., Am, C). Thus we have:
g − C
2i
= −f1A1 − ...− flAl + fl+1Al+1 + ...+ fmAm|w=w(z). (4.2)
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As in Section 3, we differentiate several times with respect to z and write the result in terms of
the µ−jet
(z, w,w(α))1≤|α|≤µ
of a Segre variety Sp at a point (z1, ..., zn, w) ∈ Sp for some µ. Here we use the notation
w(α) =
∂|α|w
∂zα11 ...∂z
αn
n
for any multiindex α = (α1, ..., αn). For first order derivatives we use the notation w
′
j =
∂w
∂zj
.
For the following, we fix
k := m− n+ 1.
Write the basis of holomorphic tangent vectors along Sp as
Lj = ∂
∂zj
+ w′j
∂
∂w
, 1 ≤ j ≤ n.
Next, for a multi-index α = (α1, ..., αn) we write Lα = Lα11 ...Lαnn . We apply Lα
1
, ...,Lαm ,Lαm+1 to
equation (4.2) for some multi-indices α1, · · · , αm+1 (precise form of which will be determined later)
with each
|αi| ≤ m− n+ 2 = k + 1.
As the result of the differentiations, we obtain:
− LαjA1 − ...− LαjflAl + Lαjfl+1Al+1 + ...+ LαjfmAm − 1
2i
(Lαjg) = 0, 1 ≤ j ≤ m+ 1. (4.3)
Equations (4.3) form a linear system for (m+ 1) unkowns (−A1, ...,−Al, Al+1, ..., Am,− 12i). Note
that it has a non-zero solution, thus its determinant is 0. That is,
det

Lα1f1 ... Lα1fm Lα1g
... ... ... ...
Lαmf1 ... Lαmfm Lαmg
Lαm+1f1 ... Lαm+1fm Lαm+1g
 ≡ 0 on Sp. (4.4)
Note that for a function h we have
Ljh = ∂h
∂zj
+ w′j
∂h
∂w
;
LiLjh = ∂
2h
∂zi∂zj
+ w′i
∂2h
∂zj∂w
+ w′j
∂2h
∂zi∂w
+ w′iw
′
j
∂2h
∂w2
+ w′′ij
∂h
∂w
.
In general, for a multiindex αj , Lαjh is a polynomial in w(β), 1 ≤ |β| ≤ |αj |, of degree |αj | with coeffi-
cients in the jet space of h; that is why the left hand side of (4.4) has the form H(z, w, (w(β))1≤|β|≤k+1)
and is polynomial in w(β), 1 ≤ |β| ≤ k+ 1, with coefficients in the (k+ 1)-jet of F. Hence (4.4) reads
as
H(z, w, (w(β))1≤|β|≤k+1) =: η0(z, w)h0((w(β))1≤|β|≤k+1)+· · ·+ηs(z, w)hs((w(β))1≤|β|≤k+1) = 0. (4.5)
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Here {h1, · · · , hs} is the collection of all distinct monomials in (w(β))1≤|β|≤k+1 of degree at most d,
where d = |α1|+ · · ·+ |αm+1|. The coefficients ηj(z, w) are certain functions, polynomialy depending
on jk+1F (the latter dependence is fixed by the choice of αn+1, ..., αm+1).
We prove the following lemma on η′js. Write for each 1 ≤ i ≤ n, we write
i = (0, ..., 0, 1, 0, ..., 0),
where the component “1” is at the ith position, so that Li = Li, 1 ≤ i ≤ n.
Lemma 4.1. We can choose multi-indices αi, 1 ≤ i ≤ m+1 in such a way that not all ηj , 1 ≤ j ≤ s,
in (4.5) are identical zeroes. Moreover, we can achieve αi = i for 1 ≤ i ≤ n, and |αi| ≤ i− (n− 1)
for n+ 1 ≤ i ≤ m+ 1.
Proof. Suppose, otherwise, that for αi = i, 1 ≤ i ≤ n, and any choices of multi-indices αi, n + 1 ≤
i ≤ m+ 1 with each |αi| ≤ i− (n− 1), we always get all ηj , 1 ≤ j ≤ s, identically zero. This means
H in (4.5) is identical zero when w(β) are regarded as independent variables, for any such choice of
αi’s.
Claim: Let Γ be any complex manifold in Cn+1 defined by w = h(z) passing through the origin,
where h(z) is a holomorphic polynomial in z with h(0) = 0, ∂h∂zj (0) = 0 for all 1 ≤ j ≤ n. Then the
components of F are linearly dependent over C on Γ.
Proof of Claim: Write Λj =
∂
∂zj
+ ∂h(z)∂zj
∂
∂w , 1 ≤ j ≤ n. Note that Λj |0 = ∂∂zj . Then we have, since
F is an embedding,
dimC
(
SpanC{Λ1F (q), · · · ,ΛnF (q)}
)
= n (4.6)
for any point q near 0 on Γ.
However, by the hypotheses that H (which, we recall, equals to the determinant (4.4)) is identically
zero, for any choice of multiindices αi, n+ 1 ≤ i ≤ m+ 1 with |αi| ≤ i− (n− 1) ∀i, we have on Γ:
dimC
(
SpanC{Λ1F (q), · · · ,ΛnF (q),Λα
n+1
F (q), · · · ,Λαm+1F (q)}) < m+ 1. (4.7)
We then have the following proposition, which can be regarded as a generalization of Wolsson’s
result [36].
Proposition 4.2. Under the assumptions of (4.6) and (4.7) for any choices of multiindices αi, n+1 ≤
i ≤ m+ 1 with each |αi| ≤ i− (n− 1), we conclude that there exists λ1, ..., λm+1 that are not all zero
such that
λ1Λjf1 + · · ·+ λmΛjfm + λm+1Λjg = 0
on Γ for all 1 ≤ j ≤ n at once.
Proof of Proposition 4.2. When n = 1, the result follows from the result of Wolsson [36]. In the
general dimensional case, Proposition 4.2 essentially follows from the framework in the paper of
Berhanu and the second author [4]. To make the paper more self-contained, we include a proof in
Appendix II. 
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We return to the proof of the Claim. By Proposition 4.2, the expression
λ1f1 + · · ·+ λmfm + λm+1g
is a constant on Γ (since all its partial derivatives vanish on Γ). As we have F (0) = 0, we finally
conclude that the components of F are linearly dependent on Γ. This proves the claim.
End of the proof of Lemma 4.1. Now, since M,F are as in the definition of M˜m, the image of
U under F is not contained in any affine linear subspace of Cm+1. There exist m + 1 points pj =
(a1j , · · · , anj , bj), 1 ≤ j ≤ m+ 1, near 0 such that
SpanC{F (p1), · · · , F (pm+1)} = Cm+1. (4.8)
Perturbing p′js if necessary, we can assume that a
1
i 6= a1j if i 6= j and a1j 6= 0 for all 1 ≤ j ≤ m + 1.
Let h1(z1) be the holomorphic polynomial in z1 such that h1(a
1
j ) = bj , 1 ≤ j ≤ m + 1, h1(0) = 0.
Let h2(z1) be the holomorphic polynomial in z1 such that h2(a
1
j ) = 1, 1 ≤ j ≤ m + 1, h2(0) = 0.
Set h0(z) = h1(z1)h2(z1). Let Γ0 be the complex curve defined by w = h0(z). Then Γ0 satisfies the
assumptions in the claim. Moreover, all pj , 1 ≤ j ≤ m + 1, are on Γ0. We then apply the result in
the claim to get a contradiction with (4.8). Thus Lemma 4.1 is established. 
In what follows, we assume α1, · · · , αm+1 to be chosen as desired in Lemma 4.1.
On the other hand, M is Levi-nondegenerate at 0 and thus its Segre family satisfies a completely
integrable system of second order PDEs:
w′′ij = Φij(z, w,w
′
1, ..., w
′
n), 1 ≤ i, j ≤ n, (4.9)
for holomorphic near a point (0, ξ01 , ..., ξ
0
n) functions
{Φij}, i, j = 1, ..., n.
We now regard both the (k+ 1)-jet prolongation of (4.5) and the PDE system (4.9) as submanifolds
M, E respectively in the (k+1)−jet space Jk+1(Cn,C) with the coordinates (z, w, ξα)1≤|α|≤k+1, where
α is a multiindex running through all 1 ≤ |α| ≤ k + 1 (here ξα corresponds to w(α); in particular, ξl
corresponds to ∂w∂zl ). Then M looks as
H(z, w, (ξα)1≤|α|≤k+1) = η0(z, w)h0((ξα)1≤|α|≤k+1) + · · ·+ ηs(z, w)hs((ξα)1≤|α|≤k+1) = 0 (4.10)
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and E as
ξij = Φij(z, w, ξ);
ξijk = (Φij)zk + (Φij)wξk +
n∑
l=1
(Φij)ξlΦlk;
· · · · · ·
ξα = Qα
(
ξ, (Φ
(β)
ij )|β|≤|α|−2
)
;
· · · · · ·
ξαm+1 = Qαm+1
(
ξ, (Φ
(β)
ij )|β|≤k−1
)
=: Q˜
(
ξ, (Φ
(β)
ij )|β|≤k−1
)
.
(4.11)
Here ξ = (ξ1, ..., ξn), all Qα’s are certain universal polynomials in their arguments, and we use the
notation
ξij := ξ(0,...,0,1,0,...,0,1,0,...,0),
where (0, ..., 0, 1, 0, ..., 0, 1, 0, ..., 0) is a multiindex with the two 1’s at the ith and jth positions, and
similarly for ξijk.
We substitute all ξα’s in hj byQα to obtain the polynomials hj purely in terms of ξ and {Φij}1≤i,j≤n
and their derivatives with respect to z, w, ξ. The new polynomials are denoted by
h˜j(ξ, (Φ
(β)
ij )|β|≤k−1). (4.12)
Arguing now as in Section 3 and considering the submanifolds E ,M of an appropriate jet space
corresponding to the PDE systems (4.11),(4.10) respectively, we write up the fact that E ⊂ M and
obtain:
H˜(z, w, ξ, (Φ
(β)
ij )|β|≤k−1) := η0(z, w)h˜0(ξ, (Φ
(β)
ij )|β|≤k−1) + · · ·+ ηs(z, w)h˜s(ξ, (Φ(β)ij )|β|≤k−1) = 0.
(4.13)
The condition (4.13) gives us a scalar linear equation for η0(z, w), ..., ηs(z, w) with coefficients de-
pending on z, w, ξ. We then choose a collection of pairwise distinct multiindices
γ1, ..., γs ∈ (Z≥0)n with 1 ≤ |γj | ≤ j,
and perform s differentiations of the above scalar linear equation by means of the differential operators
∂|γ1|
∂ξγ1
, ...,
∂|γs|
∂ξγs
.
Thus we obtain s new identities each of which is a scalar linear equation for the functions χ0, ..., χs,
and this gives us an (s+ 1)× (s+ 1) linear system. Recall again χj ’s do not all vanish identically, so
that the determinant of this system, which we write as
D(α1, ..., αm+1|γ1, ..., γs) ({Φij(z, w, ξ)}1≤i,j≤n) , (4.14)
vanishes identically, where D(α1, ..., αm+1|γ1, ..., γs) is an differential-algebraic operator. We shall
now prove the following
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Proposition 4.3. There exist multiindices {γ1, ..., γs} with 1 ≤ |γj | ≤ j, 1 ≤ j ≤ s such that
D(α1, ..., αm+1|γ1, ..., γs) is not identical zero.
Proof. Similarly as in the case n = 1, we consider systems of the kind (4.9) with the right hand side
depending on the derivatives w′1, ..., w′n only, so that the right hand side in (4.11) depends on ξ only
(and does not depend on z, w). Then we consider the first row in the (s+ 1)× (s+ 1) determinant
(4.14):
(h˜0(ξ, (Φ
(β)
ij )|β|≤k−1), · · · , h˜s(ξ, (Φ(β)ij )|β|≤k−1)). (4.15)
We claim that we can choose analytic functions {Φij}1≤i,j≤n in such a way that the components
of (4.15) are linearly independent. To prove the claim, we choose a holomorphic function
w = w∗(z) : (Cn, 0) 7→ (C, 0)
with the following property: w∗(z) does not satisfy any differential-algebraic equation (the existence of
such functions is well known since the classical work of Ostrowski [31]). By moving to a generic point
p near 0 and applying a linear change of coordinates to make p = 0, we can assume (w∗zizj (0))1≤i,j≤n
is nondegenerate. Then we can express each zl as a function of
{
w∗zj
}n
j=1
near 0. Next, we choose
a complete system of the kind (4.9) (with the defining function {Φ∗ij} depending on ξ only, as
discussed above), having w∗(z) as a solution: one can construct Φ∗ij by expressing, for example, each
zl as a function of
{
w∗zj
}n
j=1
and substituting the result into w∗zizj (z). We then observe that, since
w∗(z) is a solution of the system (4.9) with the defining function {Φ∗ij}, then evaluating a monomial
hj((w
(β))1≤|β|≤k+1) at the (k + 1) jet of the function w = w∗(z) amounts (by the definition of
hj(ξ, (Φ
(β)
ij )|β|≤k−1)) to substituting the (k+1) jet of w = w
∗(z) into hj(ξ, (Φ
(β)
ij )|β|≤k−1). Now, assume
that for the above choice of the defining function in (4.9) there is a non-trivial linear dependence
between the components of the first row of the determinant (4.14). Then we conclude that the same
non-trivial linear dependence holds for the monomials hj((w
(β))1≤|β|≤k+1) evaluated at the (k + 1)
jet of the function w = w∗(z). Since all the latter monomials are distinct, we obtain a non-trivial
differential-algebraic equation for the function w = w∗(z), which gives a contradiction and proves
the claim.
Now, using the above choice of the defining function in (4.9), we make use of a result of Wols-
son ([36]) which states that there exists a non-vanishing identically generalized Wronskians of the
components of the first row, and this yields the existence of the desired multiindices {γ1, ..., γs}. 
We have now an important
Remark 4.4. In fact, the proof of Proposition 4.3 implies a stronger fact, which is the non-triviality
of the restriction of the operator D constructed in Proposition 4.3 onto the subset I of all possible
analytic right hand sides ({Φij}1≤i,j≤n) corresponding to completely integrable systems (4.9).
Further, we emphasize the following.
Remark 4.5. The operator D(α1, ..., αm+1|γ1, ..., γs) constructed in Proposition 4.3 is universal, in
the sense that it depends on {α1, ..., αm+1} and {γ1, ..., γs} only. In turn, {γ1, ..., γs} are determined
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by {α1, ..., αm+1}, that is why we write in short
D(α1, ..., αm+1) = D(α1, ..., αm+1|γ1, ..., γs)
in what follows. We also remark that for each {α1, ..., αm+1}, the order of derivatives of {Φij}1≤i,j≤n
that appears in D(α1, ..., αm+1) is at most s + k − 1 ≤ s + m − n. Indeed, this can be easily seen
from (4.12) and the fact that |γj | ≤ s for all 1 ≤ j ≤ s in Proposition 4.3. Thus, the order d of the
differential-algebraic operator D(α1, ..., αm+1) satisfies
d ≤ s+m− n. (4.16)
Now to obtain a differential-algebraic operator annihilating the right hand side of any nondegen-
erately embeddable hypersurface, we argue as follows. For a holomorphic nondegenerate embedding
map F : M → Q2m+1 defined near 0 we consider all possible choices of {α1, ..., αm+1}, where they
are as required in Lemma 4.1. In particular there exist finitely many such choices of {α1, ..., αm+1}.
Then we obtain a collection of finitely many operators
{D1, ...,Dν}
such that for any M ⊂ M˜m, there exists l ≤ ν with Dl({Φij}1≤i,j≤n) = 0. Now the product operator
D({Φij}1≤i,j≤n) := D1({Φij}1≤i,j≤n) · · · Dν({Φij}1≤i,j≤n). (4.17)
satisfies D({Φij}1≤i,j≤n) ≡ 0 if {Φij} is associated to some M ⊂ M˜m.
The next step in proving Theorem 3 is to transfer to the complex defining function ρ(z, a, b), which
we do similarly to the case n = 1. Our goal is to express D({Φij}1≤i,j≤n) as a rational function of
the (d+ 2)-jet of ρ (where d is the order of D).
In view of the Levi-nondegeneracy of M near 0, the map
(z, a, b) 7→ (z, ρ(z, a, b), ρz(z, a, b))
is a local biholomorphism between C2n+1(z, a, b) and C2n+1(z, w, ξ). Here we write z = (z1, ..., zn), a =
(a1, ..., an). If
(z, w, ξ) 7→ (z,A(z, w, ξ), B(z, w, ξ))
is the inverse biholomorphism, where we write A(z, w, ξ) = (A1(z, w, ξ), ..., An(z, w, ξ)), then we have
w = ρ(z, a, b), ξi = ρzi(z, a, b),Φij(z, w, ξ) = ρzizj (z, a, b), 1 ≤ i, j ≤ n, (4.18)
where a = A(z, w, ξ), b = B(z, w, ξ). Thus Φij is already expressed in terms of the derivatives of ρ.
Then let us demonstrate the way to express, for instance, (Φij)zk , 1 ≤ k ≤ n. First,
(Φij)zk = ρzizjzk +
n∑
l=1
ρzizjal(Al)zk + ρzizjbBzk . (4.19)
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For each fixed k, we now need to compute (Al)zk , Bzk , 1 ≤ l ≤ n, in terms of ρ and its derivatives.
For that we differentiate the first two equations in (4.18) with respect to zk and get,
0 = ρzk +
n∑
l=1
ρal(Al)zk + ρbBzk
0 = ρzizk +
n∑
l=1
ρzial(Al)zk + ρzibBzk , 1 ≤ i ≤ n
(4.20)
Note that (4.20) is a linear system for (Al)zk , Bzk , 1 ≤ l ≤ n whose determinant at the reference
point (0, 0, ξ0) being equal to the Levi determinant of M at the origin. By the Levi-nondegeneracy
and applying Cramer’s rule, we can solve (Al)zk , Bzk , 1 ≤ l ≤ n as rational functions of 2−jet of ρ.
Substituting into (4.19), we get (Φij)zk as rational functions of the 3−jet of ρ. We similarly express the
entire d−jet of Φij as a rational function of the (d+2)−jet of ρ. In this manner we obtain an algebraic
differential operators DC , such that the condition D({Φij}1≤i,j≤n) ≡ 0 reads as DC(ρ(z, a, b)) ≡ 0.
Furthermore, we can apply an argument similar to that in Section 3 to find an differential-algebraic
operator D = D(n,m) of order d+ 2 such that DC(ρ) ≡ 0 reads as D(ϕ) ≡ 0, where ϕ(z, a, u) is the
real defining function of a hypersurface M .
Finally, it remains to show that D is non-trivial on the space of real-analytic defining functions
ϕ(z, a, u) of real hypersurfaces. Since the latter subspace is totally real, it is enough to show the non-
triviality of D on the space of all possible analytic ϕ(z, a, u), which is equivalent to the non-triviality
of DC(ρ) on the space of all possible analytic ρ(z, a, b). The desired non-triviality of DC(ρ) amounts
to the non-triviality of D on the subspace I of all possible analytic right hand sides ({Φij}1≤i,j≤n)
corresponding to completely integrable systems (4.9) and hence follows from Remark 4.4. This
completes the proof of Theorem 3. 
It is not difficult now to verify the proof of Theorem 1.
Proof of Theorem 1. Recall that we have the decomposition (4.1). Thus the desired differential-
algebraic operator is given as the product
D(n, n)(ϕ) · · ·D(n,N)(ϕ). (4.21)
As follows from the construction, (4.21) annihilates real defining functions of all hypersurfaces from
MN and is shift-invariant. This completes the proof of Theorem 1. 
Arguing then identically to the proof of Theorem 2 in the case n = 1, we obtain the proof of
Theorem 4 with ν(n,m) being the order of the differential operator in Theorem 3. We shall note
that, as follows from (4.17), the differential operator in Theorem 1 is obtained by multiplying several
lower order operators. Using this observation, we can improve the bound for ν(n,m) to being equal
to
ν(n,m) = 2 + max
{
ordD(α1, .., αm)
}
, (4.22)
where α1, ..., αm ∈ (Z≥0)n are all distinct and satisfy the requirement in Lemma 4.1. More precisely,
we require for 1 ≤ i ≤ n, αi = i, and for n+ 1 ≤ i ≤ m+ 1, |αi| ≤ i− (n− 1).
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It is also immediate to see from (4.21) and (4.1) that Theorem 4 implies Theorem 2 with µ(n,N)
being equal to
µ(n,N) = max
{
ν(n,m)
}
m∈[n,N ] . (4.23)
Explicit bounds for ν(n,m), µ(n,m) are given in Appendix I below.
In the end of this section, we would like to emphasize that it looks particularly interesting to
study, by using the method of the present paper, the problem of characterization of the class of
real hypersurfaces that can be holomorphically embedded into the particular hyperquadric S2N+1
(namely, the sphere). On the latter problem, see [21],[15], [20], [22]. In particular, [22] shows
that the examples of compact real algebraic strictly pseudoconvex hypersurfaces constructed in [20]
are not holomorpically embeddable into any spheres. We conjecture here that the property of the
embeddability into a sphere is characterized by differential-algebraic inequalities, supplementing the
differential-algebraic equations introduced in the paper. (Such inequalities should arise from the
Cramer’s rule applied to a linear system of the kind (4.3)).
5. Appendix I
In this section we obtain explicit upper bounds for ν(n,m), µ(n,m) in Theorem 4 and Theorem 2
respectively.
In view of (4.22),(4.23) and (4.16), obtaining upper bounds for ν(n,m), µ(n,m) amounts to es-
timating, for each {α1, ..., αm} as above, the total number s of terms in (4.13). We first introduce,
Definition 5.1. Let λw(β
1)...w(β
l), l ≥ 1, be a monomial in the derivatives of w. We define the
weighted degree of this monomial to be |β1| + ... + |βl|. If W ia a polynomial which is a sum of
monomials of such form, then the weighted degree of W is defined to be the highest weighted degree
of these monomials.
Lemma 5.2. Let Lj , 1 ≤ j ≤ n be as in Section 4. Let h be one of the functions f1, ..., fm, g. For
any multiindex α, Lαh is a polynomial in {w(β)}|β|≤|α| of weighted degree |α|.
Proof. Note that
Ljh = ∂h
∂zj
+ w′j
∂h
∂w
;
LiLjh = ∂
2h
∂zi∂zj
+ w′i
∂2h
∂zj∂w
+ w′j
∂2h
∂zi∂w
+ w′iw
′
j
∂2h
∂w2
+ w′′ij
∂h
∂w
.
Hence the conclusion holds for n = 1 and n = 2. The general case can be proved by induction. 
Lemma 5.3. H in (4.5) is a polynomial in {w(β)}|β|≤k+1 of weighted degree at most (m+1)(m+2)2 with
coefficients in jk+1F.
Proof. Note that |αi| ≤ i for each 1 ≤ i ≤ m+ 1. Thus Lαif1, ...,Lαifm,Lαig are all polynomials in
{w(β)}1≤|β|≤i of weighted order at most i with coefficients in jiF. Then the statement follows by an
easy computation from its definition (4.4). 
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We now need to convert H(z, w, {ξβ}1≤|β|≤k+1), where ξβ corresponds to w(β), to
H˜(z, w, (Φ
(β)
ij )|β|≤k−2). For that we study ξβ, |β| ≥ 2 as a polynomial in ξ1, ..., ξn, {Φ(γ)ij }0≤|γ|≤|β|−2.
Recall
ξβ = Qβ(ξ1, ..., ξn, {Φ(γ)ij }0≤|γ|≤|β|−2), |β| ≥ 2. (5.1)
where Qβ is a polynomial in its argument.
Lemma 5.4. Let Qβ, |β| ≥ 2 be as above. Then Qβ is a polynomial of degree ≤ |β| − 1 in its
arguments.
Proof. When |β| = 2, the statement is trivial since
ξij = Φij , 1 ≤ i, j ≤ n.
The case |β| = 3 is verified as follows.
ξijk = (Φij)zk + (Φij)wξk +
n∑
l=1
(Φij)ξlξlk
= (Φij)zk + (Φij)wξk +
n∑
l=1
(Φij)ξlΦlk, 1 ≤ i, j, k ≤ n.
(5.2)
Then general case can be proved by induction. 
Lemma 5.4 leads to the following lemma.
Lemma 5.5. H˜(z, w, ξ, (Φ
(β)
ij )|β|≤k−1) are polynomials of degrees ≤ (m+1)(m+2)2 in the arguments
ξ,Φ
(β)
ij .
Proof. Write any monomial of H in the following form:
h(s, t)w(β
1)...w(β
τ ),
with |β1| + ... + |βτ | ≤ m(m+1)2 by Lemma 5.3. Now each w(β
i), by Lemma 5.4, can be written as a
polynomial Qβi(ξ1, ..., ξn, {Φ(γ)ij }0≤|γ|≤|βi|−2) of degree ≤ |βi| if |βi| ≥ 2. The statement of Lemma 5.5
then follows easily. 
Lemma 5.6. (1). For each l ≥ 0, there are
(
l + n− 1
n− 1
)
distinct multiindices β such that |β| = l.
Here we let
(
0
0
)
= 1. Consequently, {ξ, (Φ(β)ij )|β|≤k−1} has
n+
n(n+ 1)
2
(
n+ k − 1
n
)
(5.3)
terms. Moreover, since k ≤ m− n+ 1, we have (5.3) bounded by
p(m,n) := n+
n(n+ 1)
2
(
m
n
)
. (5.4)
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Proof. The proof of the lemma follows from elementary combinatorics. 
We are now able, using elementary combinatorics again, to give an estimate for the number of
terms in H˜ and thus for the integer s. Note H˜ is a polynomial of degree at most (m+ 1)(m+ 2)/2
with at most p(m,n) variables.
Proposition 5.7. One has
s ≤
(
(m+ 1)(m+ 2)/2 + p(m,n)
p(m,n)
)
(5.5)
Here p(m,n) is defined by (5.4).
Combining now Proposition 5.7 with (4.16) and (4.22), we get
Theorem 5. The integers ν(n,m) and µ(n,N) in Theorem 3 and Theorem 1 respectively can be
explicitly chosen to be
ν(n,m) := 2 +m− n+
(
(m+ 1)(m+ 2)/2 + p(m,n)
p(m,n)
)
(5.6)
µ(n,N) := ν(n,N). (5.7)
Here p(m,n) is the explicit expression given by (5.4).
Proof. Proposition 5.7 and formulas (4.16), (4.22) immediately imply (5.6). In order to prove (5.7),
we note that the expression (
(m+ 1)(m+ 2)/2 + p(m,n)
p(m,n)
)
is monotonous in m for fixed n. Indeed, if m ≤ m′, set c := (m + 1)(m + 2)/2, d := p(m,n), c′ :=
(m′ + 1)(m′ + 2)/2, d′ := p(m′, n). We have c ≤ c′, d ≤ d′. Then(
c+ d
d
)
≤
(
c′ + d
d
)
=
(
c′ + d
c′
)
≤
(
c′ + d′
c′
)
=
(
c′ + d′
d′
)
,
as required for the monotonicity. Now (5.7) follows from (4.23).

6. Appendix II
In this section, we provide a brief proof of Proposition 4.2. We first introduce following notions
and definitions. Let M be a n−dimensional (connected) complex manifold. Write Λ1, · · · ,Λm as
a basis of holomorphic vector field of M. In particular, we assume Λjh, 1 ≤ j ≤ n, is holomorphic
whenever h is holomorphic. As before, for a multiple index α = (α1, · · · , αn), write Λα = Λα11 ...Λαnn .
Let H = (h1, · · · , hN ) be a holomorphic map from M to CN , N ≥ n.
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Definition 6.1. For each l ≥ 1, q ∈M, define
El(q) := SpanC{ΛαH(q) : 1 ≤ |α| ≤ l}.
Remark 6.2. It is easy to see that if H is an embedding at q, then dimC (E1(q)) = n.
To establish Proposition 4.2, we need the following result.
Theorem 6. Let O be an open subset of M. Let l ≥ 1, n ≤ m < N. Assume that dimC (E1(q)) =
n,dimC (El(q)) = dimC (El+1(q)) = m for any q ∈ O. Then there exists complex numbers λ1, · · ·λN
that are not all zero, such that,
λ1Λjh1 + · · ·+ λNΛjhN = 0, for any 1 ≤ j ≤ n.
Proof. The theorem basically follows from a similar argument as in [4] (See also [16]). We sketch a
proof here. By the assumption that dimC (El(q)) = m, shrinking O if necessary, there exist multi-
indices α1, · · · , αm with each |αi| ≤ l. such that
dimC
(
SpanC{Λα
1
H(q), ...,Λα
m
H(q)}
)
= m for every q ∈ O. (6.1)
Since dimC (E1(q)) = n, we can choose in (6.1) α
i = i, 1 ≤ i ≤ n. Here we write for each 1 ≤ i ≤
n, i = (0, ...0, 1, 0, ..., 0), where the component “1” is at the ith position, so that Li = Li, 1 ≤ i ≤ n.
The assumption that dimC (El+1(q)) = m implies that for any multiindex β with |β| ≤ l + 1.
dimC
(
SpanC{Λα
1
H(q), ...,Λα
m
H(q),ΛβH(q)}
)
= m for every q ∈ O. (6.2)
By equation (6.1), we conclude that there exists j1, j2, · · · , jm such that, by shrinking O if neces-
sary, ∣∣∣∣∣∣∣
Λα
1
hj1 ... Λ
α1hjm
... ... ...
Λα
m
hj1 ... Λ
αmhjm
∣∣∣∣∣∣∣ 6= 0 at every q ∈ O. (6.3)
To make the notations simple, we assume, without loss of generality, that j1 = 1, · · · , jm = m. That
is, ∣∣∣∣∣∣∣
Λα
1
h1 ... Λ
α1hm
... ... ...
Λα
m
h1 ... Λ
αmhm
∣∣∣∣∣∣∣ 6= 0 at every q ∈ O. (6.4)
We conclude by equation (6.2) that for any multiindex β with |β| ≤ l + 1.∣∣∣∣∣∣∣∣∣
Λα
1
h1 ... Λ
α1hm Λ
α1hm+1
... ... ... ...
Λα
m
h1 ... Λ
αmhm Λ
αmhm+1
Λβh1 ... Λ
βhm Λ
βhm+1
∣∣∣∣∣∣∣∣∣ ≡ 0 for every q ∈ O. (6.5)
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Lemma 6.3. For any 1 ≤ ν ≤ n, and i1 < i2 < · · · < im−1 with {i1, · · · , im−1} ⊂ {1, 2, · · · ,m}, the
following holds:
Λν

∣∣∣∣∣∣∣
Λα
1
hi1 ... Λ
α1him−1 Λ
α1hm+1
... ... ... ...
Λα
m
hi1 ... Λ
αmhim−1 Λ
αmhm+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Λα
1
h1 ... Λ
α1hm−1 Λα
1
hm
... ... ... ...
Λα
m
h1 ... Λ
αmhm−1 Λα
m
hm
∣∣∣∣∣∣∣

≡ 0. (6.6)
Proof. The conclusion follows from (6.5). Indeed, the numerator of the left hand side of (6.6) can be
written as a summation of terms that are multiples of the left hand side of (6.5) for certain choices
of β. A detailed proof can be copied from page 1391 of [4]. 
Lemma 6.3 implies that the function in the big parentheses in the equation (6.6) is a constant
in O. We now fix some notations. If i1 < · · · < im−1 and (i1, · · · , im−1) = (1, 2, ..., iˆ0, ...,m)(Here
(1, 2, ..., iˆ0, ...,m) means (1, 2, ...,m) with the component “i0” missing.), then we write the constant
ci0 :=
∣∣∣∣∣∣∣
Λα
1
hi1 · · · Λα
1
him−1 Λ
α1hm+1
· · · · · · · · · · · ·
Λα
m
hi1 · · · Λα
m
him−1 Λ
αmhm+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Λα
1
hi1 ... Λ
α1him−1 Λ
α1hi0
... ... ... ...
Λα
m
hi1 ... Λ
αmhim−1 Λ
αmhi0
∣∣∣∣∣∣∣
Consequently, ∣∣∣∣∣∣∣
Λα
1
hi1 ... Λ
α1him−1 Λ
α1(hm+1 − ci0hi0)
... ... ... ...
Λα
m
hi1 ... Λ
αmhim−1 Λ
αm(hm+1 − ci0hi0)
∣∣∣∣∣∣∣ ≡ 0 in O. (6.7)
Since i0 may vary from 1 to m, we thus have m constants: c1, ..., cm. We now prove the following
lemma.
Lemma 6.4. The following holds in O for any i1 < i2 < ... < im−1 with {i1, ..., im−1} ⊂ {1, 2, ...,m} :∣∣∣∣∣∣∣
Λα
1
hi1 ... Λ
α1him−1 Λ
α1(hm+1 −
∑m
i=1 cihi)
... ... ... ...
Λα
m
hi1 ... Λ
αmhim−1 Λ
αm(hm+1 −
∑m
i=1 cihi)
∣∣∣∣∣∣∣ ≡ 0 in O.
Proof. Assume that (i1, ..., im−1) = (1, 2, ..., iˆ0, ...,m). Note that if i 6= i0, i.e., i ∈ {i1, ..., im−1}, then∣∣∣∣∣∣∣
Λα
1
hi1 ... Λ
α1him−1 Λ
α1(cihi)
... ... ... ...
Λα
m
hi1 ... Λ
αmhim−1 Λ
αm(cihi)
∣∣∣∣∣∣∣ ≡ 0. (6.8)
Indeed, the last column of the above matrix is just a constant multiple of one of the first m − 1
columns. Then Lemma 6.4 follows easily from equations (6.7) and (6.8). 
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We recall the following lemma from [4].
Lemma 6.5. Let b1, · · · ,bn and a be n-dimensional column vectors with elements in C, and let B =
(b1, · · · ,bn) denote the n×n matrix. Assume that detB 6= 0, and that det(bi1 ,bi2 , · · · ,bin−1 ,a) = 0
for any 1 ≤ i1 < i2 < · · · < in−1 ≤ n. Then a = 0, where 0 is the n-dimensional zero column vector.
By Lemmas 6.4, 6.5, and equation (6.4), we conclude that
Λα
j
(hm+1 −
m∑
i=1
cihi) = 0, ∀1 ≤ j ≤ m.
In particular, when 1 ≤ j ≤ n, since Λαj = Λj , We thus conclude that
Λjhm+1 −
m∑
i=1
ciΛjhi = 0, 1 ≤ j ≤ n.
This establishes Theorem 6. 
Remark 6.6. We state the following fact which is an immediate consequence of Theorem 6. With
the notions in Definition 6.1, assume that there do not exist constants λ1, ..., λN that are not all zero
such that
λ1Λjh1 + · · ·+ λNΛjhN = 0.
Let l ≥ 1, O an open subset of M. Assume dimC (E1(q)) = n, dimC (El(q)) = m < N, for any q ∈ O.
Then for a generic q˜ ∈ O, we have El(q˜) $ El+1(q˜).
Remark 6.6 implies Proposition 4.2.
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