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Abstract
In the present thesis the micromagnetic structure, as well as the magneti-
zation reversal, of epitaxial MnAs films on GaAs substrates is studied. Over
a wide temperature range, MnAs films show a coupled magneto-structural
phase transition. As a result of the strain imposed by the substrate, a phase
coexistence of the ferromagnetic α-phase and the nonmagnetic β-phase is
observed. The two phases arrange themselves in a regular fashion and the
ferromagnetic areas show a large variety of micromagnetic structures. The
shape and distribution of the self-organized phase pattern is determined by
the substrate orientation. For anisotropic substrates, a stripe pattern is found
whereas isotropic substrates lead to an island structure with three-fold sym-
metry.
In the focus of this work is the systematic investigation of the micromag-
netic structure of anisotropically strained MnAs films on GaAs(001). The
domain structure of MnAs films was investigated with MFM (magnetic force
microscopy). Earlier investigations at room temperature revealed a meander-
like pattern, which is due to antiparallel domains separated by a 180◦ Bloch
wall. The investigations have been expanded to a large variety of film thick-
nesses, as well as to different phase compositions which can be tuned by
the temperature, revealing a multitude of MFM contrast patterns aside from
the meander-like structure. So far, their micromagnetic origin has not been
understood. To completely characterize the micromagnetic properties of the
self-organized stripe structure, I expanded the temperature-controlled MFM
setup by a variable magnetic field assembly using a permanent magnet. Now,
the magnetic structure can be investigated with high lateral resolution as a
function of applied magnetic field without undesired sample heating. This
gives us access to the different magnetization reversal processes of MnAs
films on a microscopic scale.
A classification of the domain structure has been derived from MFM ex-
periments. Since the MFM signal does not allow the unambiguous deter-
mination of the domain structure, I derived a simple model on the basis of
uniaxial bar magnets that allows the calculation of the stray field - and thus
the MFM contrast - for the classified domain types. The stray field calcu-
lations agree qualitatively with the measured contrast. Up to three basic
domain types are found that are characterized by the number of subelements
perpendicular to the ferromagnetic stripe. More complex domain structures
can be explained by a combination of the basic domain types. Subsequent
XMCDPEEM (X-ray magnetic circular dichroism photoelectron emission mi-
croscopy) measurements generally confirm the domain classification scheme.
Although the employed complementary experimental techniques show a
mostly consistent picture of MnAs, the micromagnetic structure of the self-
organized ferromagnetic stripes cannot be understood on the basis of uniaxial
bar magnets. A fundamental problem is the fact that the introduction of sub-
domains implies a domain boundary that is perpendicular to the preferred
direction of magnetization. This leads to a strong stray field due to the large
divergence in the magnetization. XMCDPEEM measurements further show
that thick films exhibit a tendency to the formation of zig-zag shaped domain
walls, which is typical for domain walls with surface charges. Consequently,
the question after the magnetic ground state at remanence remained unan-
swered. Measurements of the magnetization reversal of MnAs films show that
the reversal is strongly depending on the nature of this domain transition.
A complete picture of the micromagnetic properties of MnAs films, ex-
plaining the domain structure and the magnetization reversal in a consistent
way, is based on the development and application of a three-dimensional
micromagnetic simulator. The main finding is that MnAs stripes start ex-
hibiting complex magnetization distributions in depth for thicknesses larger
than 100 nm. These structures are due to the planar symmetry of the mag-
netocrystalline anisotropy and thus due to the additional degree of freedom
of the magnetization in the basal plane. Consequently, the magnetization
arranges in domains of reduced stray field energy. The stability of the three-
dimensional micromagnetic structure depends on the properties of the self-
organized stripe structure, i.e., on the film thickness as well as on the ratio
of the stipe width to thickness — and thus the temperature.
Taking into account the magnetization distribution in-depth, the remain-
ing differences between the XMCDPEEM and the MFM results can be ex-
plained by the disturbing effect of the MFM tip. The properties of the zig-zag
shaped domain boundaries, commonly observed in thicker films, are analyzed
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and explained. Moreover, the micromagnetic structure of MnAs films on
GaAs(111) is simulated and the understanding of the micromagnetic proper-
ties is now covering all substrate orientations. Finally, the field-dependence
of the domains is investigated. It is shown that, in general, two different
magnetization reversal processes are observed that are characteristic for a
certain combination of film thickness and temperature. The reason for the
different reversal is the nucleation of in-depth domain types.
The results presented in this work are of fundamental importance for a
comprehensive understanding of the magnetic properties of strained MnAs
films on GaAs substrates. The results of the micromagnetic simulations, in
combination with the experimental results, allow for a determination of the
micromagnetic structure in an applied field throughout the phase coexistence
regime.
Keywords:
micromagnetic simulation, magnetic force microscopy, magnetization
reversal, epitaxial ferromagnetic films
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Zusammenfassung
In der vorliegenden Arbeit wurden die mikromagnetische Struktur sowie
das Ummagnetisierungsverhalten epitaktisch gewachsener MnAs Filme auf
dem Substrat GaAs untersucht. In einem weiten Temperaturbereich zeigen
MnAs-Filme einen gekoppelten magneto-strukturellen Phasenübergang. Auf
Grund der durch das Substrat aufgeprägten Verspannung stellt sich in die-
sem Temperaturbereich ein selbstorganisiertes Phasengleichgewicht zwischen
der ferromagnetischen α-Phase und der nicht ferromagnetischen β-Phase ein.
Im Resultat bildet sich eine regelmäßige Anordnung der Phasen heraus, wo-
bei die ferromagnetische Phase eine Vielzahl mikromagnetischer Strukturen
aufweist. Die Strukturbildung der MnAs-Phasen in dünnen Schichten ist in
Form und Verteilung abhängig von der Orientierung des Substrates. Es ent-
steht eine Streifenstruktur für anisotrop und eine inselartige Struktur mit
aufgeprägter dreizähliger Symmetrie für isotrop verspannte Filme.
Im Mittelpunkt dieser Arbeit steht die systematische Untersuchung der
mikromagnetischen Struktur von anisotrop verspannten MnAs Filmen auf
GaAs(001). Die Domänenstruktur von MnAs-Filmen wurde mittels magne-
tischer magnetischer Kraftmikroskopie (MFM) bestimmt. Frühere Untersu-
chungen an MnAs-Filmen bei Raumtemperatur zeigten vorzugsweise ein mä-
anderförmiges Muster, welches durch senkrecht zum Streifen orientierte, anti-
parallel magnetisierte Domänen entsteht, die durch eine Blochwand getrennt
sind. Eine Ausweitung der untersuchten Filmdicken, sowie der Zugang zu
unterschiedlichen Temperaturen und damit veränderten Phasenzusammen-
setzungen zeigten, dass neben der mäanderartigen Struktur sich noch eine
Vielzahl anderer Domänentypen im Phasenkoexistenzregime ausbilden kön-
nen. Deren mikromagnetische Struktur war bislang unverstanden. Um ei-
ne vollständige Charakterisierung der mikromagnetischen Eigenschaften der
selbstorganisierten Streifenstruktur zu ermöglichen, habe ich den Versuchs-
aufbau des temperaturgeregelten MFMs durch einen externen Magnetfeldauf-
bau erweitert. Diese Experimentieranordnung ermöglicht die Untersuchung
der magnetischen Strukturen mit hoher lateraler Auflösung in einem äußeren
Magnetfeld, welches während der Messungen angelegt werden kann und fer-
ner die Probe nicht erwärmt. Damit ist der experimentelle Zugang geschaffen
worden, die unterschiedlichen Ummagnetisierungsprozesse von MnAs-Filmen
auf mikroskopischer Skala zu studieren.
Eine Klassifizierung der Domänenstrukturen wurde aus den MFM-Experi-
menten abgeleitet. Da eine eindeutige Bestimmung der Domänenverteilung
aus den MFM-Ergebnissen nicht möglich ist, habe ich ein einfaches Modell
auf der Basis uniaxialer Stabmagneten entwickelt, welches es erlaubt, das
Streufeld und somit den MFM-Kontrast für die klassifizierten Elementardo-
mänen zu berechnen. Diese Streufeldrechnungen stimmen qualitativ sehr gut
mit dem gemessenen Domänenkontrast überein. Das Schema der Anordnung
von Domänen bei Remanenz unterscheidet bis zu drei elementare Typen, ab-
hängig von der Zahl der Subdomänen senkrecht zum ferromagnetischen Strei-
fen. Kompliziertere Domänenstrukturen lassen sich durch eine Kombination
der drei elementaren Domänentypen erklären. Durch nachfolgende Messung
mittels XMCDPEEM (Photoemissions-Elektronen-Mikroskopie des röntgen-
angeregten zirkular-magnetischer Dichroismus) ist das Domänenklassifizie-
rungsschema im Wesentlichen bestätigt worden.
Trotz der Einbindung der Ergebnisse komplementärer experimenteller
Techniken, die großenteils ein konsistentes Bild liefern, kann jedoch die mi-
kromagnetische Struktur der selbstorganisierten ferromagnetischen Streifen
im Rahmen des einfachen Modells – der Anordnung uniaxialer Stabmagne-
ten – nicht zufriedenstellend verstanden werden. Ein grundlegendes Problem
stellt die Tatsache dar, dass die Einführung der Subdomänen einen Domä-
nenübergang impliziert, der senkrecht zur bevorzugten Magnetisierungsrich-
tung verläuft und somit eine hohe Divergenz in der Magnetisierungsver-
teilung und damit ein starkes Streufeld aufweist. XMCDPEEM-Messungen
zeigten, dass dieser Domänenübergang bei dicken Filmen eine Tendenz zur
Bildung von Zick-Zack-förmigen Wänden hat, welches üblicherweise ein ty-
pisches Merkmal von Domänenwänden mit Oberflächenladungen ist. Damit
blieb die Frage nach dem magnetischen Grundzustand bei Remanenz unbe-
antwortet. Weiterführende Untersuchungen von Ummagnetisierungsprozes-
sen an MnAs-Filmen zeigten, dass deren Eigenschaften wesentlich von der
Bildung dieses Domänenübergangs abhängt.
Erst mit der Entwicklung eines mikromagnetischen Simulators für dreidi-
mensionale magnetische Strukturen auf mesoskopischer Skala ist es gelungen,
diese zentralen Fragen zu beantworten und eine widerspruchsfreie Deutung
der Domänenstruktur und der Unterschiede im Ummagnetisierungsverhalten
zu geben. Das entscheidende Ergebnis ist, dass ab einer kritischen Filmdicke
von etwa 100 nm die ferromagnetischen Streifen eine Domänenverteilung in
der Tiefe aufweisen. Diese Strukturen werden durch die planare Symmetrie
der magnetokristallinen Anisotropie, und somit dem zusätzlichen Freiheits-
grad der Magnetisierung in der basalen Ebene von MnAs, ermöglicht. Die
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Magnetisierung ordnet sich folglich in Domänen mit reduzierter Streufeld-
energie an. Die Stabilität der dreidimensionalen mikromagnetischen Struktur
hängt von den Eigenschaften der selbstorganisierten Streifenstruktur ab, d.h.
sowohl von der Filmdicke als auch vom Verhältnis ihrer Breite zur Filmdicke
– und damit der Temperatur.
Durch die Erkenntnis, dass eine magnetische Struktur in der Tiefe des
Streifens vorhanden ist, können die verbleibenden Unterschiede in den MFM-
und XMCDPEEM-Resultaten als Spitzen-induzierte Wechselwirkung erklärt
werden. Die Eigenschaften des bei dickeren Filmen auftretenden Zick-Zack-
förmigen Übergangs werden analysiert und interpretiert. Zudem wird die
mikromagnetische Struktur von MnAs auf GaAs(111) simuliert und damit
das Verständnis auf alle vorhandenen Substratorientierungen vervollständigt.
Desweiteren wird die Feldabhängigkeit der Domänen untersucht. Es wird
gezeigt, dass zwei generell unterschiedliche Ummagnetisierungsprozesse eine
Rolle spielen, die von der Temperatur und der Filmdicke der Proben ab-
hängen. Dies liegt in der Nukleation unterschiedlicher Domänentypen beim
Ummagnetisierungsprozess begründet.
Die in dieser Arbeit vorgestellten Resultate sind von grundlegender Bedeu-
tung für ein umfassendes Verständnis der magnetischen Eigenschaften von
verspannten MnAs-Filmen auf GaAs-Substraten. Die Ergebnisse des Simula-
tionsprogramms in Kombination mit den experimentellen Daten ermöglichen
die Aufklärung der mikromagnetischen Struktur in einem äußeren Magnet-
feld über den gesamten Phasenkoexistenzbereich hinweg.
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For more than 50 years, the progress in the semiconductor industry was fueled
by the steadily decreasing feature size of the electronic circuit components.
According to Moore’s law [91], which is in fact an empirical observation pub-
lished in 1965 and refined in 1975 [92], the complexity of an integrated circuit
doubles every 24 months. Already now, state-of-the-art PC processors are
fabricated with sub-100 nm technology. In the near future, mass fabrication
of truly nanoscale structures will pose a serious roadblock for engineering.
So far, only the charge of the electron has been exploited to carry, store, and
process data in information technology. The spin is a further fundamental
property of the electron that corresponds to a magnetic moment and thus
provides a means to interact with a magnetic field. The investigation of
spin-dependent electronic transport phenomena led to a new research field
termed magnetoelectronics. In ferromagnetic materials, the motion of an
electron depends on its spin orientation with respect to the local magnetiza-
tion. These spin-related effects can only be utilized, if the spin is conserved
during the transport. The characteristic length scale for spin conservation
ranges from a few nanometers up to several tens of nanometers for magnetic
alloys, and exceeds 100 nm for nonmagnetic metals [16].
The decrease of structural size and the introduction of spin-related phe-
nomena into conventional semiconductor devices requires ferromagnet-semi-
conductor hybrid structures. These structures, which allow the development
of devices with novel functionalities, were subject of intense research over the
past few years [106, 107, 138]. Among potential applications are high-density
non-volatile magnetic memory with integrated circuits, magnetic sensors cou-
pled with semiconductor circuitry, and optical isolators integrated with semi-
conductor lasers for optical communication systems [140]. The advantages
of magnetic logic devices would be non-volatility, increased data process-
ing speed, decreased electric power consumption, and increased integration
1
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densities compared to semiconductor devices.
A prerequisite for spintronic devices is the injection of electrons with a
controlled spin state into semiconductors at room temperature. Researchers
face the challenge of integrating suitable ferromagnets and semiconductors
with well-defined, atomically sharp interfaces, which allow for efficient spin
injection from the ferromagnetic layer into the semiconductor. For practical
applications, problems associated with the combination of dissimilar materi-
als, such as thermodynamical and morphological instabilities, as well as inter-
facial reactions, have to be solved [139]. Manganese arsenide is one of the few
ferromagnetic materials that can be grown epitaxially on the technologically
important semiconductors Si [3, 4, 140] and GaAs [141, 142, 143]. With a
Curie temperature above room-temperature (∼ 40◦C) and with GaAs being a
superior optical and electronic material, the hybrid structure MnAs/GaAs is
a promising material system, which demonstrates potential for spin injection
[110] and magneto-logic applications [96, 102]. For room-temperature appli-
cations, a detailed understanding of both structural and magnetic properties
of MnAs/GaAs heterostructures is mandatory.
The binary compound MnAs exits in different phases depending on the
temperature. The ferromagnetic α-MnAs phase crystallizes in the hexag-
onal NiAs structure and exhibits alternating hexagonal planes of Mn and
As atoms. In the bulk, α-MnAs is stable up to a temperature of about
40◦C, at which it transforms to quasi-hexagonal (orthorhombic) β-MnAs by
a first-order phase transition [12, 154, 155]. The lattice spacing within the
hexagonal plane (a-axes) abruptly shrinks by ∼ 1.0% and ferromagnetic or-
der breaks down in a discontinuous manner.
In epitaxial MnAs films, the phase transition is more complex as the
involved strain – that depends on the substrate orientation – leads to a
wide temperature coexistence region of both MnAs phases. Epitaxial MnAs
films of high quality can be grown by molecular beam epitaxy (MBE) on
GaAs(001) [119, 121, 140, 141], GaAs(113)A [20], GaAs(111) [34, 62] and
GaAs(110) [65]. On GaAs(001) surfaces, the phase transition of MnAs films
does not proceed abruptly, but a self-organizing regular pattern of alternating
α- and β-MnAs stripes is formed over a temperature range of 10◦C – 40◦C [60,
61, 103]. In the α-β-phase coexistence regime the magnetization continuously
decreases [19], but – as it is revealed by comparison with X-ray diffraction
data [61] – this is mainly due to the decrease of the ferromagnetic α-MnAs
fraction. The phase transition itself remains first-order [97]. As it will be
discussed later, the width of the α-stripes is a function of temperature1 and
1For a film thickness of 180 nm the width of the ferromagnetic stripes is 750 nm.
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the α-β-stripe periodicity scales with the film thickness. The α-β-stripe
array can be easily observed in AFM as the thickness of the α-stripes is
about 1.2% larger than those of the β-wires. The surface modulation due to
the phase coexistence was described within an elastic model and results in
almost rectangular cross-sections of the stripes [60, 103]. The micromagnetic
images exhibit a large variety of domain patterns that depend on the tunable
stripe width and film thickness [31, 87].
Despite the success in the growth of epitaxial MnAs and first magnetic
studies of the MnAs-on-GaAs system [87, 120], no explanation of the mi-
cromagnetic properties was yet given. In order to judge the applicability of
the material system for spintronics or magnetic memory devices it is neces-
sary to understand and control the magnetic domain structure of the film,
to predict the remanent state and to understand the magnetization reversal
characteristics in detail.
In this thesis, a systematic investigation of the magnetic domain structure
of MnAs films grown on different GaAs surface orientations is presented. The
domain structure is affected by the film thickness, by applying a magnetic
field and by the temperature due to the phase coexistence. The strain-
mediated self-organization of the phases determine both shape and arrange-
ment of the ferromagnetic phase. For the investigation of the micromagnetic
structure of MnAs films in the phase coexistence regime, magnetic force mi-
croscopy (MFM) is the method of choice imaging the domain structure with
sub-µm resolution [76]. The extension of the temperature-controlled MFM
setup by an in-situ applied magnetic field allows for a complete experimen-
tal determination of the magnetization distribution in the phase coexistence
regime. The experimental results have been extended by the analysis of
X-ray magnetic circular dichroism photo emission electron microscopy (XM-
CDPEEM) images. Both techniques are complementary: XMCDPEEM pro-
vides the direct observation of one magnetization component (parallel to the
incident beam) from the surface of the sample and in MFM the stray field,
i.e. only an indirect measure of the magnetization distribution, is recorded.
The self-organized arrangement of sub-µm-sized, ferromagnetic material
has lateral dimensions that lead to finite-size effects of the magnetization due
to film thickness and lateral confinement, while they are sufficiently large to
presume that the magnetization distribution sustain inhomogeneous three-
dimensional arrangements of the magnetization. Micromagnetic simulations
are needed to explore the internal structure of the magnetization, which is not
accessible by magnetic imaging techniques. For this purpose, a micromag-
netic solver capable of calculating the equilibrium magnetization distribution
4
of large three-dimensional arrays of mesoscopic ferromagnetic ensembles has
been developed and applied. The comparison of simulated results with the
experimental findings allows for an unambiguous interpretation of the differ-
ent, complicated and unexpected magnetization distribution. By applying
the troika of two complementary experimental techniques with the micro-
magnetic simulator, an understanding of the micromagnetic structure of the
self-organized magnetic nanostructures of MnAs/GaAs films was gained.
The structure of the thesis is as follows: a brief introduction to the ma-
terial system MnAs and a summary of the structural and integral magnetic
properties of MnAs films on GaAs substrate with the orientations (001) and
(111)B is given in Chapter 2. The measurement techniques used for the anal-
ysis with emphasis on magnetic force microscopy and supporting stray-field
simulations of the MFM response are described in Chapter 3. Chapter 4
provides an introduction to the theory of micromagnetism and deals with
the micromagnetic simulator. The implementation of the algorithm as well
as the evaluation of the numerical code are reported. In Chapter 5, the
magnetic structure of MnAs on GaAs(001) and GaAs(111)B in absence of
an applied field is discussed. Chapter 6 presents the field-dependent inves-
tigations of the stability of the domain structures in an applied field, and
of the temperature-dependent magnetization reversal processes in a set of
MnAs/GaAs(001) films. Finally, a summary and outlook is given in Chap-
ter 7.





The integration of ferromagnetic and semiconductor materials is challenging
as a suitable combination must allow for epitaxial film growth, exhibit ther-
modynamic stability without interfacial reactions, and morphological stabil-
ity without the formation of agglomerations on the substrate [139]. None of
the elemental ferromagnetic metals in combination with standard group IV
semiconductors, like Si, or III-V semiconductors, like GaAs, can meet all of
these stringent requirements [153].
Although the crystal structure, chemical bonding, electronic and other
properties are generally very different between ferromagnetic metals and
semiconductors, Mn-based ferromagnetic metallic compounds, sharing com-
mon atomic species with the underlying III-V semiconductor, were found to
be suitable alloys for dissimilar heteroepitaxy [140]. In particular, MnGa
and MnAl have been successfully grown on GaAs employing MBE, where
the precise control of the growth process is mandatory to obtain a compound
with the desired ferromagnetic properties [143]. The advantage of a magnetic
binary compound based on arsenides is the compatiblity with conventional
III-V MBE. Remarkably, MnAs fulfills these prerequisites and is therefore a
promising candidate to realize magnetic semiconductor hybrid structures.
This chapter gives an overview of the properties of bulk MnAs and summa-
rizes the epitaxial growth of MnAs films on GaAs substrates with different
orientations, namely on GaAs(001) and GaAs(111)B. Additionally, the struc-
tural and magnetic properties of MnAs films are explained as a consequence
of crystallographic orientation and epitaxial constraints of the substrate.
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2.1 Structural and magnetic properties
of MnAs
The ferromagnetic nature of MnAs is known since first experiments about
the synthesis of non-magnetic compounds to magnetic alloys has been per-
formed [51]. MnAs exhibits three different phases: the low temperature
α-phase, the intermediate β-phase and the high temperature γ-phase [48].
The crystal structure of the α-phase and the γ-phase is of hexagonal NiAs
(B81) symmetry with alternating hexagonal planes of manganese and arsenic
atoms, see Fig. 2.1(a).
MnAs is ferromagnetic in its α-phase up to about 40◦C at which it under-
goes a coupled magnetic and structural phase transition to the β-phase. The
ferromagnetic order of α-MnAs discontinuously breaks down, accompanied
by an abrupt change in volume: the lattice constant of the a-axis decreases
by ∼ 1.2%, while the c-axis remains unchanged. The temperature hysteresis
of about 10◦C and the latent heat of 7500 J/kg indicates a first order phase
transition [12, 24]. Additionally, the crystal structure of MnAs changes from
the hexagonal B81 structure to the orthorhombic MnP (B31) type. The crys-
tal structure of the β-phase deviates slightly from the other phases, since the
manganese atoms are displaced out of the centers of hexagonal symmetry to
form one shorter manganese-arsenic bond [155]. X-ray measurements reveal
that for increasing temperature the orthorhombic ‘distortion’ decreases con-
Figure 2.1: (a) Crystal structure (B81) of MnAs in the α- and γ-phase. (b)
Magnetic properties of MnAs (at atmospheric pressure). The image is taken
from Ref. [80]. The dotted line indicates the Brillouin function B1(T ).
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Table 2.1: Lattice constants, linear thermal expansion coefficients κα,β, sat-
uration magnetization and magnetocrystalline anisotropy constants of bulk
MnAs, taken from Ref. [23].
Structure Magnetism
c = 5.71 Å κα,β0001 = 2.8 · 10−5 Ku1 = −5.75 · 105 J/m3
κα
1120
= −1.1 · 10−4 Ku2 = 1.5 · 105 J/m3
a = 3.72 Å
κβ
1120
= 6.3 · 10−5 Ku3 = −1.15 · 105 J/m3
tinuously until the reversion to the hexagonal B81 structure at about 125◦C is
completed [155]. This temperature marks the phase transition from β-MnAs
to γ-MnAs, which is of second order. It is remarkable that it coincides
with the virtual Curie temperature of the extrapolated magnetization curve
of α-MnAs using the Brillouin function. Temperature-dependent measure-
ments of the susceptibility revealed that γ-MnAs is paramagnetic, obeying
the Curie-Weiss law, see Fig. 2.1 (b).
The magnetic order of β-MnAs cannot be conclusively determined and
waits for final experimental proof. On the one hand, the anomalous behavior
of the susceptibility of β-MnAs [see Fig. 2.1(b)] and the virtual disappearance
of ferromagnetic order at about T ≈ 130◦C indicate a remaining coupling.
Moreover, β-MnAs can be transferred back to ferromagnetic α-MnAs at tem-
peratures far above the α-β-phase transition temperature by applying large
magnetic fields [18, 57, 84]. The entropy change at the low temperature (first
order) phase transition does not imply complete randomization of the spins
[45]. On the other hand, this entropy change was evaluated to be larger than
one would expect for a transition between two ordered magnetic phases [24].
Additionally, no long range magnetic order has been detected by neutron
diffraction [7]. A possible explanation of these contradictory experimental
results has been proposed recently. Density functional theory studies of β-
MnAs discard paramagnetism and supports an antiferromagnetic state with
lacking long-range order [99].
Torque magnetometer measurements performed on single crystalline α-
MnAs provide anisotropy constants and magnetization values [23], exhibiting
an uniaxial magnetocrystalline anisotropy and a saturation magnetization at
35◦C of Ms = 630 kA/m. The anisotropy constants are given in Tab. 2.1.
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2.2 Epitaxial growth of MnAs-on-GaAs
MnAs can be grown epitaxially on different GaAs surface orientations em-
ploying solid source MBE. Successful heteroepitaxy has been demonstrated
on the substrate orientation GaAs[001] [119, 121, 140, 141], GaAs[113]A [20],
GaAs[111]B [62], and GaAs[110] [65]. Here, the epitaxial growth of MnAs
films on GaAs(001) and GaAs(111)B is briefly summarized.
For the epitaxial growth of MnAs on epi-ready GaAs(001) wafers, a GaAs
buffer layer of 100 nm thickness was grown at a temperature of 550◦C after
oxide desorption. The substrate is cooled down to 250◦C in As-rich environ-
ment, accompanied by a change of the surface reconstruction from (2 × 4)
to c(4 × 4) [119, 141]. MnAs films were grown with a rate of 5 to 20 nm/h
with a beam equivalent pressure ratio As4/Mn of 90 [118]. For this substrate
temperature MnAs grows in the γ-phase. In situ RHEED and RDS mea-
surements reveal that there exist two possible epitaxial relations for MnAs
on GaAs(001) surfaces, depending on the surface stoichiometry [119]: the A
orientation, where (1100)MnAs ‖ (001) GaAs and MnAs[0001] ‖ GaAs[110],
and the B orientation with (1100)MnAs ‖ (001) GaAs and [0001] MnAs (c-
axis) ‖ GaAs[110]. In both cases the c-axis and the a-axis of MnAs are
in-plane, however, the orientations differ by an azimuthal rotation of 90◦.
Figure 2.2: Epitaxial relationship of (a) MnAs on GaAs(001) in the A orien-
tation and (b) MnAs on GaAs(111)B.
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The crystal structure and the epitaxial relation are shown in Fig. 2.2(a).
The dominant orientation of the MnAs films is mainly defined by the surface
reconstruction and the termination of the GaAs(001) template. The growth
conditions were chosen to assure the A orientation.
Transmission electron microscopy revealed an atomically sharp interface
and no interfacial layer is apparent [149], although the lattice mismatch along
the a-axis is ∼ 7% and along the c-axis of MnAs ∼ 30%, respectively. At
the interface a coincidence lattice is formed along the c-axis direction where
every 4th MnAs {0002} plane matches every 6th GaAs {220} plane, leading
to a reduced lattice misfit of ∼ 5% [119].
For the growth of MnAs on GaAs(111) epi-ready GaAs(111)B substrates
were used, where the surface is As terminated. First, a 400 nm GaAs buffer





struction. The samples were then cooled down to the growth temperature
of MnAs films, ranging from 220 – 370◦C, accompanied by a change of the
RHEED pattern indicating a (2 × 2) reconstruction. The growth rate and
the As/Mn flux ratio were 230 nm/h and 2.5, respectively [62]. This leads to
MnAs films on GaAs(111)B substrates that are exclusively c-plane oriented
and the lattice mismatch along the a-axis is ∼ 7% [34]. The basal plane of
MnAs is now in the film plane [cf. Fig. 2.2(b)]. This is in contrast to the
growth on GaAs(001) where the prismatic plane of MnAs(1100) is in the film
plane.
2.3 Structural and magnetic properties of
MnAs films on GaAs
When cooling the MnAs/GaAs heterostructures from growth temperature
down to room temperature, one would expect that MnAs passes the two
phase transitions completely, ending up in the pure α-phase at room tem-
perature. Instead, a coexistence regime of α- and β-phase is established in
epitaxial films over a wide temperature interval. This is a quite intriguing
behavior, as the phase transition is of first order. The apparent violation
of Gibb’s phase rule turns out to be a strain-mediated phase coexistence in
heteroepitaxial films, where the free energy released at the phase transition
and the emerging elastic energy are balanced [60, 61].
The strain is caused by three interdependent properties of the system:
- the discontinuous change of the lattice constant a within the basal plane
at the phase transition
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- the crystallographic lattice mismatch between MnAs and GaAs
- the difference of the thermal expansion coefficients of GaAs and MnAs
Consequently, the epitaxial relation of film and substrate influences the
structural and magnetic properties. In the following, I will discuss the
consequences for MnAs films on the substrate orientations GaAs[001] and
GaAs[111]B.
MnAs/GaAs(001): The two lattice directions a and c are clamped to the
substrate leading to anisotropic strain. The thermal expansion coefficients
of MnAs are about one order of magnitude larger than those of GaAs [154].
Cooling from growth temperature to room temperature gives rise to a tensile
strain in the MnAs film along the c-axis direction [19].
On the other hand, the film behaves differently in the a-axis direction.
Here, the abrupt expansion of the basal plane causes two effects. First, in the
in-plane a-axis direction, the expansion causes a large strain that is effectively
reduced by forming β-MnAs. Second, the MnAs film changes its volume by
uniaxial expansion in the growth direction. The resulting modulation of
Figure 2.3: AFM micrograph of the two-dimensional strain modulation on a
215 nm thick MnAs film grown on GaAs(001) measured at room temperature
(left). The positions of the line scans, shown on the right hand side, are
indicated by white lines (i) and (ii) in the AFM image.
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the topography of the α-β-phase coexistence structure is about 1.7% and
compares well with the 1.9% calculated for a clamped bulk crystal [45]. In
result, the α-β coexistence regime exhibits ordered stripes of the two phases,
which relax the built-up strain along the a-axis direction. However, the
smaller strain along the c-axis direction remains intact [89].
The lateral distribution of the two phases can be identified with AFM
[63]. The height modulation due to the expansion of α-MnAs normal to the
film forms ridges consisting of α-MnAs (bright) separated by β-MnAs valleys
(dark), as illustrated in Fig. 2.3. The α-β-stripe structure is oriented parallel
to the c-axis. The period of the stripe structure, measured along the line
indicated by (i), is 1.1 µm and the peak-to-valley height modulation roughly
4 nm. Perpendicular to this array along the c-axis direction, a second height
modulation is visible that is indicated by the dotted white lines. Its period
is 1.28 µm and the height modulation is around 1 nm along line (ii). The
latter modulation can be attributed to the remaining strain along the c-axis
[89].
A multitude of samples has been analyzed to precisely determine the α-
Figure 2.4: Sketch of the phase content. The period of the stripe structure
p varies linearly with film thickness (a). The temperature dependence of the
phase content φ of ferromagnetic α-MnAs is shown for three film thicknesses
(b).
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β-stripe phase characteristics on the basis of XMCDPEEM measurements
[90]. The phase coexistence of MnAs on GaAs(001) shows two characteristic
features in dependence of film thickness (a) and temperature (b) in Fig. 2.4.
First, the period of the stripe structures p is linearly dependent on the film
thickness t (p = 4.8·t). Second, upon changing the temperature of a film with
a given thickness, the period of the stripes remains to first approximation
unchanged, whereas the phase content φ, and thus the ratio of the stripe
widths wα/wβ, varies within the range of purely α-phase (φ = 1) at the low
temperature onset of the phase coexistence (Tl ≈ 10◦C), up to the complete
disappearance of the α-phase (φ = 0) at the temperature Th ≈ 40◦C. The
α-phase content φ can be expressed as a function of temperature: φ(T ) =
a · (1 − T/Th)b. The parameters a = 1.10 ± 0.01, b = 0.368 ± 0.01 and
Th = (41.4± 0.12)◦C are obtained by fitting a set of data from samples with
three different film thicknesses. The largest errors in the determination of
the phase content occur close to the phase transition temperature, as the
stripes become discontinuous. For the fit, data near Th have been omitted
and only experimental values of φ in the temperature range of 10◦C to 40◦C
were considered. With these parameters the temperature onset of the phase
coexistence (φ(Tl) = 1) was determined to Tl = 9.4◦C. It has to be noted that
the fit parameters presented here are not universal for all films investigated,
but can differ slightly from sample to sample.
Further complications in determining the phase content as a function of
temperature arise from the fact that the film exhibits a temperature hystere-
sis. For a reliable prediction of φ at a certain temperature, the history of the
sample has to be taken into account. Second, the phase coexistence window
can be shifted to higher temperature by applying an external magnetic field
[98]. Third, the phase content is affected by the change of the stress in the
film. This is indicated by an increase of the phase content in the vicinity of
a crack at the same temperature [89].
The integral magnetic properties of MnAs on GaAs(001) have been deter-
mined by SQUID magnetometry [120]. An external field was applied along
the MnAs[1120], [1100] and [0001] directions. A representative result at room
temperature is shown in Fig. 2.5 for a 180-nm-thick film. The measurements
reveal that the easy axis of magnetization is along the [1120] direction, show-
ing a square-like loop with a small coercive field and a high remanent mag-
netization [Fig. 2.5(a)]. The film behaves like a single domain system. The
measured saturation magnetization is 480 kA/m. However, since a small
fraction of MnAs is already in the β-phase and does not contribute to the
SQUID signal, the saturation magnetization must be corrected for the phase
content [ φ (20◦C)= 0.86 ]. The phase-content-corrected saturation magneti-
zation is thus 550 kA/m. To saturate the magnetic moments along the other
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Figure 2.5: (a) Magnetization curve of a 180-nm-thick MnAs film on
GaAs(001) with the field applied along MnAs[1120] (in-plane a-axis). (b)
Comparison of the magnetization curves for a magnetic field applied along
[1120], [1100] and [0001].
two directions, relatively high fields are necessary: 2 T along the c-axis and
0.8 T normal to the film, respectively. The higher saturation fields can be at-
tributed to magnetic anisotropies, namely the magnetocrystalline anisotropy
along the c-axis in the plane and the shape anisotropy perpendicular to the
film plane. From the SQUID curves, the effective anisotropy constants Keff





In other words, Keff is a measure for the energy required to saturate the
magnetization along different directions, i.e. the area enclosed between the
magnetization curve M(H) and the M -axis [161]. From SQUID measure-
ments, the effective anisotropy constants were determined to be K(0001)eff =
520 kJ/m3 and K(1100)eff = 220 kJ/m3. The impact of shape anisotropy can
be estimated from the sample geometry. The demagnetization factors for
rectangular ferromagnetic prisms are given in Ref. [2]. For typical sam-
ple dimensions used in SQUID measurements (lateral size on the order of
mm, film thickness up to some 100 nm) it is appropriate to approximate the
sample as an infinitely extended plane. The shape anisotropy constant ob-
tained this way Kplaneani = µ0/2 ·M2s = 190 kJ/m3 is equivalent with the value
derived from the data of Fig. 2.5. Thus the magnetometry measurements
of MnAs on GaAs(001) reveal the easy plane character of the magnetocrys-
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talline anisotropy of bulk MnAs. Deviations from this value due to the strain
in the film are small and will be, to first order, neglected.
MnAs/GaAs(111)B: In contrast, for MnAs layers grown on GaAs(111)B
the hexagonal plane of MnAs lies in the film plane. The strain due to the
epitaxial constriction is now isotropic and its influence on the phase transition
is stronger compared to MnAs on GaAs(001). This is due to the fact that
the basal plane is now completely clamped and not partially linked to the
substrate, resulting in a wider phase coexistence regime which is additionally
shifted to higher temperatures [59, 78]. A disappearance of magnetization at
Th ≈ 50◦C and a phase fraction of φ = 0.8 at room temperature are reported
[78]. Small amounts of β-MnAs could be identified even at temperatures
Tl ≈ 10◦C [21].
It is difficult to determine the lateral arrangement of the two phases. In
AFM, a network of hexagonal structures is visible, showing a height modu-
lation above 5 nm. However, it is known that bulk MnAs shows almost no
change in the c lattice constant over the phase transition. Thus a significant
height difference between the two phases in the film cannot be expected and
Figure 2.6: LEEM image of a 300 nm thick MnAs layer on GaAs(111)B at
room temperature. β-MnAs (thin dark lines) formed a network, separating
large areas of polygonally shaped α-MnAs islands (bright). Electron energy:
14.5 eV, field of view (f.o.v.) 5 µm in diameter [10].
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the observed surface corrugation is most likely due to growth-related effects.
From chemical wet etching experiments on MnAs/GaAs(001) it is known
[135] that α- and β-MnAs have different etch rates. This property of MnAs
is used to visualize the distribution of the two phases for MnAs films on
GaAs(111)B [136]. The arrangement of the two phases agrees very well with
the structure obtained by LEEM imaging shown in Fig. 2.6. The structure
consists of α-MnAs islands having a polygonal shape originating from the
three-fold symmetry of the crystals, separated by a honeycomb-like network
of β-MnAs.
The hysteresis loops measured on MnAs films on GaAs(111)B also differ
in comparison to films on GaAs(001). Now, the basal plane is in the film
plane and the observed behavior along the [1120] and [1100] directions reveals
the magnetic isotropy in the film plane. The hysteresis curves are rounded
and the remanent magnetization is smaller than the saturation magnetiza-
tion. MnAs on GaAs(111)B demagnetizes at remanence by the formation of
domains. For the out-of-plane magnetization, both effects, shape anisotropy
and magnetocrystalline anisotropy, add up. The saturation field is the sum
of demagnetizing and anisotropy fields: for a magnetocrystalline anisotropy
field of 2 T and a saturation magnetization of Ms = 700 kA/m [see Fig.
2.7(a)] the saturation field is then close to 3 T.
Figure 2.7: (a) Magnetization curves for a 650 nm thick MnAs film on
GaAs(111)B. The field is applied in the film plane along two different di-
rections. The red and black curves represent fields applied along [1120] and
[1100], respectively. (b) Comparison of the magnetization curves of a MnAs
film/GaAs(111)B for a field applied in the film plane (red curve) and normal
to the film plane (black).
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In summary, the different epitaxial constraints induced by the substrate
orientation, give rise to a unique interplay of elastic properties in the het-
erostructures. The formation of a self-organized pattern of α- and β-MnAs
arises, reflecting the symmetry of the strain state. The boundary between
the two phases is oriented perpendicular to the stress direction. The inte-
gral magnetic properties measured by SQUID reveal a strong magnetocrys-
talline anisotropy, which impedes the magnetization along the c-axis. For
MnAs/GaAs(001), the shape anisotropy interferes with the planar magne-
tocrystalline isotropy, resulting in an easy axis character of the film along
the in-plane a-axis. For MnAs/GaAs(111)B, the planar magnetocrystalline




The primary goal of a magnetic imaging technique is to provide a spatially
resolved picture of the magnetization distribution M(r) throughout the sam-
ple. Knowing the magnetic structure is at the heart of understanding the
magnetic properties. An ideal magnetic imaging technique should allow high-
resolution imaging, both laterally and as a function of depth, fast imaging
to follow magnetization dynamics, imaging in an external field environment,
imaging magnetic devices where magnetic structures are buried under non-
magnetic overlayers and imaging without disturbing the magnetic structure.
To determine the magnetic properties of MnAs films on GaAs, the results
obtained from different measurement techniques were taken into considera-
tion. The macroscopic magnetic properties were determined with SQUID and
the micromagnetic properties using MFM and XMCDPEEM. The latter two
are magnetic domain observation methods exhibiting a comparable lateral
submicron resolution, however, they are complementary due to the different
origin of the measured signal. On the one hand, the surface magnetization
and magnetic domains of the sample can be directly visualized with XMCD-
PEEM. Together with SQUID, this allows for a quantitative mapping of the
magnetization in thin films. On the other hand, MFM exhibits a large infor-
mation depth on the order of the working distance. Unfortunately, instead
of measuring the magnetization directly, the stray field originating from the
magnetization distribution is imaged. The micromagnetic measurements are
supported by quasi-simultaneous topographical methods: MFM with AFM
and XMCDPEEM with LEEM, respectively.
In this Chapter, an overview of the experimental methods for the deter-




Commercial SQUID magnetometry [109] was used to measure the integral
magnetic properties. The samples were mounted on a sample rod, which is
equipped with a temperature control ranging from 2 K to 400 K. The sample
was placed in the magnetic field of a 5 T superconducting magnet. Pickup
coils detect the magnetic field originating from the magnetic moment of the
sample and the shielded SQUID detector converts the change of the magnetic
flux to a voltage signal.
The experimental setup of the SQUID allows the measurement of the
magnetic moment of a sample as a function of external magnetic field, de-
pending on its orientation in the field and as a function of temperature. The
absolute magnetization values can be determined knowing the volume of the
sample whereby the measurement of the film thickness is the main source of
error. Although the cross-section of the sample was measured by scanning
electron microscopy (SEM), fluctuations in the observed layer thickness due
to the cleaving amount to about 10%.
3.2 XMCDPEEM
XMCDPEEM is a relatively new technique that combines X-ray absorption
spectroscopy and electron microscopy. First successful measurements have
been performed in 1987 [126]. The contrast formation originates from the
difference in X-ray absorption coefficient depending on the relative orien-
tation of photon helicity and magnetization. The secondary electron yield
is proportional to the absorption coefficient and the emitted electrons are
detected in PEEM. The reason for the relatively late facilitation of the mag-
netic dichroism effect in case of soft X-ray absorption are the demands on
the X-ray source. Very high intensities of monochromatic X-rays are needed,
where the photon energy can be tuned and the polarization of the flux can
be controlled. Only synchrotrons can fulfill these demands.
The physical origin of magnetic dichroism in soft x-ray absorption is the
spin-dependence of the combined effects of spin-orbit coupling and exchange
splitting of the valence states. Optical excitations are governed by the dipole
selection rules. Applying these rules to the transition from core levels with
spin-orbit splitting to final states with exchange splitting yields the qualita-
tive features of magnetic dichroism.
The basic principle of XMCD can be explained with a simple two-step
model of excitation and transition for 3d transition metals, as illustrated
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in a one-electron picture in Fig. 3.1. First, the photoelectrons are excited
from the initial states of the 2p core level of Mn, which is split into two
levels due to the spin-orbit interaction: L3 (2p3/2) and L2 (2p1/2) with total
angular momentum j = 3/2 and j = 1/2. In the L3 state, spin and orbital
momentum couple parallelly (j = l + s) — in the L2 state antiparallelly
(j = l − s) — to each other. The dipole selection rules are: ∆j = 0,±1,
∆l = ±1, ∆m = +1 for left and ∆m = −1 for right circular polarized
photons, respectively. The helicity of circularly polarized light is defined to
be parallel (right) or antiparallel (left) to the X-ray propagation direction,
Figure 3.1: (a) Principles of magnetic circular dichroism in absorption at
the L2,3 edge. Schematic absorption and transition probabilities for right
circularly polarized light (RCP) that preferably excites spin-up electrons out
of L3 and spin-down electrons out of L2. (b) Calculation of the transition
probability for RCP and left circularly polarized light (LCP) assuming an
occupancy of majority and minority spin bands to be 4/5 and 1/5. Since
spin flips are forbidden, the measured resonance intensity directly reflects
the number of empty d band states of a given spin. (c) X-ray absorption
spectra (XAS) for the different helicity signals and the XMCD spectra, here
exemplary shown for Fe [132].
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thus photons carry an angular momentum of +~ and −~, respectively [131].
The excitation of the initial p electrons into the s-band (p → s) are of minor
importance, since the transition probability and the density of states above
the Fermi level is smaller as compared to a p → d transition1. The transition
probabilities for the p → d transition can be calculated using Fermi’s Golden
Rule. The spin polarization depends on the absorption edge and on the
polarization of the light. They are higher for electrons with an orbital angular
momentum parallel to the light helicity of the photon. For right-polarized
photons (RCP), photoelectrons with spin-up are preferentially excited from
the 2p3/2 level (62.5%) and with spin down from the 2p1/2 level (75%) [56],
since the levels have parallel and antiparallel spin-orbit coupling l + s and
l − s, respectively. This is shown in Fig. 3.1(a).
The magnetic properties enter in the second step. The spin polarization
of the excited photoelectrons is revealed only in case of an imbalance for
the spin-up and spin-down density of states in the 3d valence band. Since
spin flips are forbidden in dipole transitions, photoelectrons with spin-up
(down) from the p core shell can only be excited into spin-up (down) d hole
states. The 3d valence band acts as a "spin-detector" of the spin-polarized
photoelectrons and the transition intensity (and thus the absorption) is the
product of the spin-dependent transition probabilities and the number of
empty d states of a given spin. This is schematically illustrated in Fig. 3.1(a)
and (b), where the number of unoccupied spin-up states at the Fermi level is
larger than for the spin-down states. Therefore the absorption of RCP light
will be enhanced at the L3 edge and reduced at the L2 edge. The opposite
effect occurs for LCP light. This difference in the absorption is the X-ray
magnetic circular dichroism effect and it is quantitatively related by sum
rules to the magnitude of spin and orbital magnetic moments [17, 146].
The XMCD absorption spectra and the XMCD signal for both helicities
are shown in Fig. 3.1(c). In XMCD spectroscopy it is equivalent whether the
photon polarization is changed and the magnetization is kept fixed or whether
the magnetization direction is changed and the helicity remains fixed.
PEEM can be used to image magnetic domains based on the polarization-
dependent X-ray absorption. The difference in absorption coefficient can be
measured and imaged through the detection of the secondary electrons, which
is well suited for this purpose, as no polarization analysis, energy selection
or directional selectivity is necessary. The schematic setup of an PEEM is
shown in Fig. 3.2(a). Auger electrons are generated by radiationless recom-
bination process of X-ray-excited atoms, that originate secondary electrons
1In practice, the p → d channel dominates by a factor of > 20 [28])
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from inelastic scattering. A large secondary electron intensity is a direct mea-
sure of the X-ray absorption coefficient of the sample and provides a suitable
large PEEM signal [132]. The sampling depth, as illustrated in Fig. 3.2(b),
is determined by the cascading process of the scattered Auger electron and
is on the order of a few nanometers. The electron signal originates close to
the sample surface, as only secondary electrons escaping from the surface can
contribute to the detected yield. The emitted electrons are projected with
magnification onto a screen and the spatial resolution is determined by the
electron optics within the microscope.
In XMCDPEEM, contrast also arises from the surface topography and
differences in the local work function. The electric field is distorted at sur-
face topographical features, leading to a distortion of the electron trajectories
causing ridges to appear darker and grooves brighter than flat regions. In
Figure 3.2: (a) Schematic of PEEM imaging technique [133]. (b) Resultant
XMCD contrast of the L3 absorption edge for domains with magnetization
parallel and antiparallel to the incident photon beam for two different helici-
ties, leading to a strong absorption (bright), when the photon spin direction
and the spin quantization axis are parallel. Additionally, the cascading effect
from the emitting centers of the Auger electrons is indicated.
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order to eliminate the additional topographical contrast, XMCDPEEM im-
ages of the same spot are recorded with opposite photon helicity and then
subtracted. This way the helicity-independent structural contrast is removed
and the resulting difference image contains only helicity-dependent magnetic
contrast. The difference of the absorption probabilities of the 2p3/2 level for
different magnetization and circular polarizations are shown in Fig. 3.2(b).
The measurements have been performed at the ’Nanospectroscopy‘ beam-
line of the synchrotron ELETTRA in Trieste [29]. The layout of the beamline
is described in Ref. [71]. A Sasaki APPLE-II type undulator serves as source
of spin-polarized photons. It takes about 30 seconds to reverse the polarity
of the photon beam. After passing a pinhole and mirrors, the emitted X-ray
Figure 3.3: Schematic of the SPELEEM: (1) electron gun, (2) image column,
(3) magnetic beam separator, (4) specimen rod, (5) magnetic objective lens,
(6) sample manipulator, (7) preparation chamber, (8) air lock, (9) transfer
rod, (10) illumination, selected area and contact aperture, as well as energy
slits, (11) analyzer, (15) soft X-ray refocussing mirror. The picture is taken
from Ref. [122].
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light is dispersed by a monochromator and reflected by a refocussing mirror
into the specimen chamber of the SPELEEM [123]. The light illuminates the
sample at a grazing incidence angle of 16◦.
The geometry of the SPELEEM setup is shown in Fig. 3.3 [122]. The
microscope combines LEEM [9] and energy filtered XPEEM [8] operation
modes, as the imaging column hosts a hemispherical electron energy analyzer.
For XMCDPEEM imaging, the sample is illuminated by a monochromatic
X-ray beam with a photon energy of 639.5 eV, which is moderately focussed
such that it matches the maximum field-of-view (f.o.v.) of the photoelectron
microscope. The energy corresponds to the L3 absorption edge of Mn which
is chosen to map the X-ray absorption, because the maximum dichroitic effect
for two different helicities is observed if electrons from the Mn 2p3/2 core level
are excited and the photon spin direction and the spin quantization axis are
collinear (typically 20%). The spatial orientation of the spin quantization
axis is given by the sample magnetization M (majority spin antiparallel,
minority spin parallel). The sample is oriented such that the direction of
incident light from the X-ray source is oriented along the easy a-axis of MnAs.
The emitted electrons traverse the image column and the energy analyzer
and are projected onto a screen. The energy analyzer is used as an energy
filter, which leads to a reduction of chromatic abberations induced by the
broad inelastic secondary electron peak spoiling the lateral resolution [133].
The kinetic energy of the transmitted electrons is limited to 5 eV. In LEEM
mode, the electrons generated and collimated in the illumination system,
and deflected by the magnetic beam separator are decelerated in front of the
specimen from 18 keV to a kinetic energy of 4.5 eV. After reflection from the
surface the electrons are reaccelerated to 18 keV, and are now deflected by
the beam separator into the image column. Finally, they are transferred via
the energy analyzer into an image on the screen.
For transporting the samples to the beamline, the MnAs films were capped
with a 300 nm thick As layer. They were heated to ∼ 325◦C in the prepara-
tion chamber. After the complete desorption of the arsenic cap low energy
electron diffraction (LEED) patterns of MnAs (1100)-(1× 2) were obtained.
Figure 3.4 shows an example of the topographic (LEEM) and the corre-
sponding XMCD contrast of a 500-nm-thick MnAs film on GaAs(001). Both
images clearly exhibit the two-phase stripe structure of MnAs films. The
domains in the ferromagnetic stripe are clearly visible in the XMCDPEEM
image. The contrast in the difference image corresponds to a magnetization
collinear with the direction of incident light. The gray contrast originates
from β-MnAs. Since no exchange splitting is apparent, the transition proba-
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Figure 3.4: LEEM (a) and XMCDPEEM (b) image of the topography and the
magnetic contrast, respectively, of a 180-nm-thick MnAs film on GaAs(001).
The XMCDPEEM image contains additional information of the magnetiza-
tion component of the topmost surface, parallel to the incident photon beam.
The ferromagnetic stripes (α-MnAs) are separated by non-ferromagnetic ar-
eas of β-MnAs (grey, i.e. no magnetic contrast). The direction of magnetiza-
tion and photon wave vector of incident light and the magnetization direction
on the ferromagnetic stripes,represented by arrows, is illustrated in (c). It
shows that the stripe magnetization is either parallel or antiparallel to the
a-axis of the sample. Field-of-view diameter: 7 µm. Temperature T = 35◦C.
bility is helicity-independent, causing a gray contrast in the difference image.
A gray contrast in the ferromagnetic stripes has also been observed. This
can be attributed to a domain flip during the measurement, as reversing the
helicity of the photon source takes about 30 seconds.
3.3 MFM
The magnetic force microscope (MFM)[76, 114] is a variant of the scan-
ning force microscope family capable of recording the magnetostatic force,
or the force gradient, between a magnetic tip and a magnetic sample. The
advantage of this technique is that it works in ambient condition and no
special sample preparation is needed. However, the interpretation of the
measured signal is not straightforward, since MFM does not directly mon-
itor the magnetization distribution but the stray field emanating from the
sample. Additionally, the magnetic tip can distort the magnetization of the
sample. Nevertheless, MFM is the most commonly used imaging technique
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due to its easy implementation and low cost.
In this section, an overview of the technique as well as simulations of
the MFM contrast will be presented. Furthermore, the extension of the
conventional MFM technique by an external magnetic field setup is described.
3.3.1 Principle and modes of operation
Several different techniques have been developed to detect the magnetic in-
teraction between tip and sample. There are two modes of MFM operation:
static MFM, where the interaction force is measured through the deflection
of the cantilever, and dynamic MFM, where the change in the resonant prop-
erties of the cantilever is registered. All experiments have been performed in
dynamic mode, as it offers the advantage of a higher sensitivity and a lower
signal-to-noise ratio compared to the static mode when measuring long range
forces, like magnetic interaction [47]. The discussion is solely restricted to
the dynamic operation mode, which is responsive to force gradients, as will
be shown below. The common setup of an MFM is shown in Fig. 3.5.
In MFM, the cantilever and thus the tip is coated with a magnetic layer.
The cantilever is excited to oscillate close to its resonance frequency by a
Figure 3.5: Common MFM setup. The cantilever is excited to oscillate close
to its resonance frequency by a piezo bimorph. The cantilever deflection is
measured by a laser beam reflected onto a split photodiode. The difference
of the light intensities in the sectors gives access to the vertical deflection of
the tip.
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piezoelectric bimorph with a given amplitude Ad and frequency ωd. To de-
tect the deflection of the cantilever motion, and hence the force gradient, the
movement of the reflected laser beam onto a photosensitive detector is mea-
sured. The deflection can be detected with a resolution of < 1Å. The image
is obtained by raster-scanning the cantilever across the sample and recording
the change in the cantilever oscillation due to tip-sample interaction.
The motion of the cantilever beam can be modeled as an one-dimensional
damped, driven harmonic oscillator with quality factor Q, spring constant k
and effective mass m, exhibiting a resonance frequency ω0 =
√
k/m. The
free oscillation of the cantilever suffers a perturbation in a force field. The
tip-sample interaction can be treated as a spring in series with the cantilever.
An attractive force, and thus a positive force gradient (F ′ > 0), will make
the cantilever spring softer. The effective spring constant of the cantilever
can be written as:
keff = k − F ′ . (3.1)
The change in spring constant due to the force gradient causes a shift in
the resonance frequency of the cantilever ωr =
√
(k − F ′)/m. In a linear






The amplitude and the phase shift with respect to the driven oscillation
also vary linearly with the force gradient and can also be utilized to deter-
Figure 3.6: Force gradient detection techniques. The cantilever is driven at
a fixed frequency ωd. A frequency shift causes changes in (a) the amplitude
or (b) phase of the oscillation (slope detection method) [47]. The direct
frequency shift can be obtained in a frequency modulation (FM) technique
using a phase locked loop circuit (b).
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mine the force gradient. The approximation of the linear response is only
valid under the following assumptions: (1) the perturbation of the harmonic
oscillation of the cantilever is very small, (2) the quality factor and there-
fore the damping of the cantilever oscillation is constant, (3) the tip-sample
distance is constant, and (4) the oscillation amplitude of the cantilever is
small compared to the decay length of the magnetic interaction. If the last
condition is not fulfilled, the force gradient can be replaced by a weighted
average of the force gradient over the amplitude [42].
Two different principles, the amplitude modulation (AM) and the fre-
quency modulation (FM) mode, can be used to determine the force gradient,
see Fig. 3.6 [5, 77]. The first detection scheme exploits the change in the
oscillation amplitude A. If the cantilever is initially forced to vibrate at
ωd > ω0, then a shift in the resonance spectrum of the cantilever towards
lower frequencies due to an attractive interaction will cause a decrease in the
oscillation amplitude. In the frequency modulation (FM) detection system,
the cantilever serves as the frequency-determining component of a constant-
amplitude oscillation. The phase relation between the drive signal and the
cantilever oscillation can be kept constant by a phase locked loop (PLL) de-
vice and the cantilever is driven near its new resonance frequency. Thus, the
cantilever frequency shift can be directly monitored.
Unfortunately, in addition to the magnetic tip-sample interaction, there
are further interactions to consider, including the van der Waals interaction
and electrostatic interaction. Thus, the change of the cantilever status cannot
be directly attributed to the magnetic interaction. Instead, the total force
gradient is determined as follows:







It contains additional features of topographic and electrostatic origin.
To minimize these unwanted influences, the tip should be positioned at a
height where the magnetic interaction dominates over the other interactions.
However, for stable imaging the total force gradient has to be monotonic.
Since magnetic interactions can either be attractive or repulsive, an addi-
tional force gradient is needed to stabilize the feedback and to ensure loop
stability. According to Eq. 3.3, van der Waals interaction or the electrostatic
interaction can be used for the purpose of a ’servoing force‘, which has to
be larger than the strongest magnetic interaction. Unwanted contributions
from the topography and the electrostatic interaction have to be taken into
consideration in MFM imaging.
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To generate an image, the MFM can be operated in constant frequency
shift mode and in tapping-lift mode, see Fig. 3.7 [47]. In the constant fre-
quency shift mode, the image is acquired by maintaining the cantilever sta-
tus adjusting the tip-sample separation. The tip-sample distance is increased
over regions of magnetic attraction and reduced over regions of magnetic re-
pulsion. The scanning speed is chosen slow enough so that the servo loop
can fully respond to the changes in the interaction. Thus, the contours of
the total force gradient are measured and the tip-sample distance is the in-
formation signal. However, this signal also depends on the force distance
curve of the servoing force. To reduce interference effects of force gradient
contributions from magnetic and servoing interaction, the signal should be
independent of position and the servoing interaction much larger than the
magnetic interaction. This ensures a response independent of the force dis-
tance properties of both contributions. Usually the electrostatic interaction
is utilized. However, experiments applying a dc voltage between tip and sam-
ple have revealed that the measured response contains other artifacts, which
are caused by the difference in conductivity of α- and β-MnAs. The use of
the van der Waals force is advantageous since its contribution to the total
force gradient is known from independent AFM topography measurements.
However, using the van der Waals force, which is relatively weak and short
range, the advantage of a larger servoing force is lost and the magnitudes of
both contributions are comparable. The resulting response is nonlinear and
Figure 3.7: (a) Schematic of the constant frequency shift mode. The resulting
scan is a convolution of topography and MFM interaction. (b) Illustration
of the lift-mode operation. In a first scan (1) the sample topography is
measured, while the lift scan follows at elevated height h.
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can lead to asymmetric imaging due to magnetic force derivatives of opposite
sign. The obtained image will certainly be a convolution of magnetic con-
trast with topography, since the height modulation of the stripe structure
additionally irritates the measured signal.
In tapping/lift mode [see Fig. 3.7(b)], the topography and the contrast can
be separated. In a first scan the sample topography is obtained in tapping-
mode using the cantilever oscillation amplitude as a feedback signal. In a
subsequent scan the magnetic contrast is obtained in lift-mode monitoring the
cantilever frequency or phase shift upon re-scanning the previously measured
topography at an elevated height. This technique ensures a deconvolution of
magnetic and topographic interaction. In tapping/lift mode MFM the results
can be corrupted by drifts during data acquisition. Additionally, during the
first tapping scan, the stray field of the MFM tip can induce a substantial
distortion of the magnetic structures of the sample.
3.3.2 Theoretical consideration of the MFM response
The MFM response, i.e. the response due to the magnetic interaction between
tip and sample, enables in many cases for a qualitative characterization of
the micromagnetic properties of a sample, like the hard [46] or soft magnetic
[73] properties, or even the determination of the nature of domain walls as
Bloch- or Néel-like [94, 108].
The quantitative interpretation of MFM results, on the other hand, is a
challenging task. The magnetic interaction force between the tip and the
sample, F = −∇Et-s, is determined by the convolution of the tip magneti-
zation Mtip with the sample stray field Hs: Et-s ∼
∫
tip MtipHs. In case of
mutual non-disturbance of tip and sample magnetization, the convolution of
the sample magnetization Ms and tip stray field Htip yields the same result
and, by knowing the precise tip stray field, one can, in principle, determine
the sample magnetization Ms. The first problem arises as different magneti-
zation patterns will lead to the same stray field at a certain distance above
the sample [151].
The second problem is related to the magnetic probe in MFM. As the mea-
sured response is governed by the tip properties which are usually not known
in detail [1], some effort has been dedicated to develop suited calibration
standards for MFM tips[43, 66]. A few attempts have been made to measure
the magnetic stray field of the tip by electron holography [134], Lorentz mi-
croscopy [79, 127], and micro Hall probe measurements [145]. Also, the mag-
netization distribution of the tip has been calculated, assuming the tip as a
two-dimensional triangular structure [100] and based on a three-dimensional
model [148]. Nevertheless, it has to be noted that the calibration of the tip is
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laborious to obtain and, furthermore, the tip properties are difficult to main-
tain in the experiment. Beyond this effort, MFM tips are known to influence
the magnetic structure of the sample under investigation, which was a basic
assumption for the extraction of the sample magnetization above [94, 160].
Due to the complexity of the problem, practical MFM simulations are
based on a number of approximations mainly concerning a realistic tip mag-
netization. Common approaches are the point dipole model [49], the ellip-
soidal dipole model [67] and the magnetic charge model [79]. More advanced
tip models involve a spherical apex and a conical taper [113], a conically
shaped tip [52], a nonmagnetic truncated cone covered by a thin magnetic
layer [101], and a discretized probe [100], which are applied to samples with
rather simple and well-known stray fields. For calculating the MFM re-
sponse and resolution of samples with periodic magnetization features, such
as recording media, a Fourier transform approach was introduced for ob-
taining the sample stray field [54, 104]. For more complex situations, i.e. for
non-periodic magnetization distribution where every magnetic sample charge
has to be Fourier transformed and for films with a magnetization distribution
in depth, the method loses its advantages. The problem of the tip influence
on the sample magnetization has been addressed in the framework of micro-
magnetism, where the tip was treated as an effective monopole [40]. The
proper approach, however, relies on time-consuming iterative energy mini-
mization techniques. The magnetization state with the lowest energy, taking
into account exchange, anisotropy, and magnetostatic energies, represents
the equilibrium magnetization state of the MFM tip [75] and the sample.
The force density f acting on a magnetization Mtip in the stray field of
the sample Hs is given by f = µ0 · ∇ (Mtip ·Hs) and simplifies in the case of
mutual non-disturbance to:
f = µ0 (Mtip · ∇)Hs . (3.4)
Since MFM is based on dynamic force microscopy, the force gradient of
the magnetic interaction has to be calculated. The component of the force





= n · ∇(n · F) . (3.5)
For the following discussion of the force gradient, only the normal deriva-
tive d/dn of the normal component Fn of the total tip-sample interaction
force is considered:
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F ′n (r) =
dFn
dn
= n · ∇r (n · Ftot(r)) , (3.6)
where n is collinear with the oscillation direction of the cantilever [76, 113].
The total magnetic interaction between sample and tip is given by the
convolution of the magnetic field emanating from the sample Hs and the
magnetization of the tip Mtip, leading to a total force:




′) · ∇r)Hs (r− r ′) d3r ′ . (3.7)
By inserting Eq. 3.7 in Eq. 3.6, the force gradient can be written as:
F
′
n (r) = n · ∇r
n · µ0 ∫
tip
(Mtip (r
′) · ∇r)Hs (r− r ′) d3r ′
 . (3.8)
A careful discussion of Eq. 3.8 is important for interpreting the simulations.
For simplification, the normal vector is related to the surface of the sample as
n = ez. Then, only the z-component of the total force gradient contributes
to the frequency shift. That simplifies Eq. (3.8) further, yielding:
F
′








Hz (r− r ′) d3r ′
)
(3.9)
The assumption that n = ez, and thus F ′ = ∂Fz/∂z, neglects the tilt of
the cantilever that is usually not avoidable in an experimental geometry. As
a result, the experimental MFM contrast is asymmetric with respect to the
line of zero force. However, as this effect is rather small, it will be neglected
in our discussion [113].
Model of the sample stray field: Figure 3.8(a) shows a MFM scan of
a 180-nm-thick MnAs/GaAs(001) film at room temperature. The magnetic
contrast is located on the α-stripes and it is dominated by a meander-like
pattern extending along the stripe. The positions of the α-stripes, obtained
from the height modulation in the topography image, are indicated on the
right-hand side. A closer look on the magnetic structure Fig. 3.8(b) reveals
alternating bright areas at both ends of the ferromagnetic stripe (stretching
along the c-axis direction). These areas are partially connected by narrower
bright lines. The observed MFM contrast can be understood by assuming a
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Figure 3.8: (a) MFM scan of a 180-nm-thick MnAs film at room tempera-
ture. (b) Micromagnetic domain structure and resulting stray field of fer-
romagnetic α-MnAs stripes. The most likely domain configuration for the
measured MFM image are modeled as a sequence of oppositely magnetized
bar magnets separated by a 180◦ Bloch wall. An attractive (repulsive) mag-
netic interaction between the tip (magnetized along its axis) and the sam-
ple magnetization at the respective ends of the bar magnets results in dark
(bright) MFM contrast.
sequence of alternatingly magnetized bar magnet-like domains (magnetiza-
tion entirely along the easy a-axis), separated by 180◦ Bloch walls pointing
into and out-of the sample plane [cf. Fig. 3.8(b)]. This assumption is justified
as SQUID measurements revealed one easy magnetization direction along the
a-axis, i.e. across the width of the stripe.
Figure 3.8(b) explains the contrast mechanism resulting from the interac-
tion of the tip magnetization with the stray field of the domains. The mag-
netic stray field of the bar magnet-like domains will either point up (out-of
the plane) or point down (back into the plane) at the end of the ferromag-
netic stripe, as shown by arrows. The MFM is sensitive to the out-of-plane
component of the stray field which interact with the tip magnetization (along
the tip axis, cf. downward pointing arrow). The interaction between the tip
and the stray field of the sample depends on the relative orientation of these
two vectors. The parallel (antiparallel) orientation of the two magnetization
vectors results in an attractive (repulsive) interaction, giving a bright (dark)
contrast as shown in Fig. 3.8(b). Besides this contribution to the contrast,
narrower dark and bright lines are also seen between two oppositely oriented
domains. This is due to 180◦ Bloch walls where the magnetization vector ro-
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Figure 3.9: Model of the simulated domain structure.
tates through the surface normal direction (pointing out-of or into the plane)
to reverse its direction between two oppositely magnetized in-plane domains.
On the right-hand side of Fig. 3.8(b), the most likely domain configuration
(including the orientation of the Bloch walls) is sketched that matches best
the experimental image on the left.
The micromagnetic structure of the stripes in the film is modeled as an
arrangement of bar magnets with a constant magnetization. Furthermore,
it is assumed that the material is magnetically hard. In this model, the
individual in-plane magnetized bar magnets are separated by out-of-plane
magnetized bar magnets representing 180◦ Bloch walls. The dimension of
the sample structure is given in Fig. 3.9. The calculation is based on the
analytic expression of the stray field of uniaxial bar magnets [30]. In detail,
the simulated structure has the following dimensions: width of the ferro-
magnetic stripe (along the a-axis): 700 nm, width of the individual domain
(along the c-axis): 190 nm, film thickness: 180 nm, saturation magnetiza-
tion: 800 kA/m. The Bloch walls, separating the in-plane domains, modeled
as out-of-plane magnetized bar magnets with a thickness of 10 nm. These
parameters are representative for room-temperature experiments on a 180-
nm-thick MnAs film on GaAs(001).
Tip model: In general, the physical properties of the tip are influencing
the MFM response (cf. Eq. 3.7). Consequently, the tip shape as well as
the magnetic coating have to be treated in a suitable model. For simple
sample stray fields, such as a single point dipole [52, 101], a direct integration
over the tip is possible. For more complicated stray fields, e.g. the stray
field of current-carrying lines[43, 44], parallel wires [64, 70, 157, 158], or
rings [66, 72], the tip is modeled as a point dipole. In general, satisfactory
qualitative agreement of the calculated and the measured curves is achieved.
The position of the point dipole is usually within the real tip space and its
position and the magnetic strength is a fit parameter [72]. In other words,
the local magnetization of the tip coating is weighted by the stray field of the
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sample at the respective positions and subsequently added. Due to the decay
of the stray field with increasing distance from the sample, the position of
the effective magnetization is at a distance zeff away from the apex, inside the
tip. The advantage of this model is that Eq. 3.8 simplifies to a multiplication
of a function of the field Hs with the monopole or dipole moment of the
tip at the effective position zeff (which is δz above the working distance
z0). Numerical simulations based on this approach are very fast, however,
the tip parameters zeff and Mtip are physically unreasonable. The extreme
simplification of the tip magnetization has two major disadvantages: (1) the
tip geometry is omitted from the simulation, and, (2) reliable results are only
obtained in the case that the investigated sample stray field shows the same
decay behavior and a similar geometry as the tip stray field.
In order to obtain a quantitative model of the tip that is reliable, precise
and easily applicable, only a few, experimentally accessible – and thus useful
– parameters should be incorporated despite the increasing complexity. Con-
sequently, the tip was modeled as a cone with an opening angle γ, terminated
by a spherical apex (radius r, cf. Fig. 3.10). The two geometrical tip functions
were continuously merged at the point where the cone touches tangentially
the sphere (cf. Fig. 3.10). The magnetic properties of the coating are defined
by its thickness δtip and the remanent magnetization Mremtip . The magnetic
Figure 3.10: (a) Geometry of the modeled tip. (b) Scanning electron micro-
graph of a used MFM tip. The tip radius is rtip = 120 nm and the cone
opening angle γ = 17◦. As the tip coating is partially worn of, its thickness
can be determined to δ = 20 nm.
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coating is further treated as a multi-shell structure of magnetic dipoles. All
dipoles are oriented in the z-direction. Within this model, the influence of
the four geometrical and magnetic properties on the MFM response can be
systematically studied numerically as well as experimentally. Compared to
the simple point probe approximation, a more computing-intensive treatment
of Eq. 3.8 is necessary. On the other hand, the description of the magnetic
stray field is valid for the entire half-space above the sample and no restric-
tions concerning the stray field geometry and its decay have to be taken into
account.
Simulation of the MFM response: Based on the assumption that the
tip magnetization is predominantly along the z-axis upon magnetization
along its axis prior to the MFM experiments, we restrict ourselves to the
treatment of the z-component of the magnetic field of the sample. It should
be noted that, using the analytic expression given in Ref. [30], the second
derivative of the stray field behaves well as we are only interested in the up-
per half-space above the sample. Furthermore, the divergences of the field at
the corners of the bar magnet can be ignored, as the stray field is calculated
sufficiently far away from these points. Now, the integral in the expression
for the force gradient (Eq. 3.9) simplifies to the summation:
F
′








Hz (r− r ′) d3r ′
)
. (3.10)
The (x,y)-plane is discretized introducing an equidistant step size δs. Then,
the values zs (i · δs, j · δs) are calculated for the given tip geometry and an
approximation for Eq. 3.8 is obtained:
F
′
z(x, y, z) = µ0
∑
i,j




Hz (x + iδs, y + jδs, z0 + zs)
]
. (3.11)
The MFM response is further calculated from Eq. 3.11 requiring the tip
and sample input parameters, as well as the tip-sample distance. The result-
ing force gradient leads, together with the cantilever parameters, to the MFM
response. The detailed flow chart of the simulation procedure is depicted in
Fig. 3.11(a).
The expenditure of time required for the calculation of the MFM response
in a point above the sample depends on the rank of the involved matrices
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and is thus a function of the sampling grid. In case of the tip matrix, its rank
depends on the density and distribution of dipoles required for a sufficient
sampling of the tip. This is, in turn, not only depending on the tip geometry
but also on the decay length of the sample stray field. For practical calcula-
tions, a trade-off has to be made between the precision of the simulation and
the computing time. In principle, starting from a measured MFM contrast,
the experimental values of tip-sample distance z0 and oscillation amplitude
Ad can be used as fitting parameters for obtaining a good agreement between
measured and calculated contrast.
To estimate the tip dimension – and thus the rank of the tip matrix –
that has to be taken into account for a correct simulation, we calculated
the MFM response above characteristic points of the sample as a function
of the dimension of the tip matrix. Figure 3.11(b) shows the results for
two tip radii of curvature (rtip = 100, 140 nm) at two tip-sample distances
Figure 3.11: (a) Flow chart of the simulation procedure. (b) Plots of the
MFM response above characteristic points of the sample as indicated in the
figure (see insets): (b1) above the end of the in-plane bar magnet and (b2)
above the Bloch wall. The calculations were performed at working distances
of 50 and 100 nm, using tip radii of curvature of 100 and 140 nm, respectively.
The cone opening angle of the tip is 10◦.
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(z0 = 50, 100 nm). In (b1), the curves obtained above the end of an in-plane
magnetized bar magnet are shown. The shape of the curves is similar with a
stronger MFM response for smaller working distances. The tip geometry has
no significant influence on the curves. It is found that in case of z0 = 50 nm,
the tip matrix dimension n has to be larger than 10, whereas for z0 = 100 nm,
n ≥ 8.
A different behavior is observed for the out-of-plane magnetization within
a Bloch wall, modeled by a bar magnet. For a large working distance (z0 =
100 nm), the tip geometry has only a minor influence on the MFM response
and n ≥ 10 is sufficient for distinguishing the different tip shapes. When the
tip is kept at small distances above the sample (z0 = 50 nm), a dramatic
influence of the tip is observed due to the relative dimensions of tip and bar
magnet. First, using a small tip matrix, the MFM response is overestimated.
For n > 5, the tip geometry has a large impact on the response. Whereas
for a tip radius of 100 nm n = 7 is sufficient, a larger tip (rtip = 140 nm)
requires n ≥ 10. The tip geometry and working distance dependence of the
MFM response can be easily understood bearing in mind the distribution of
the second derivative of the stray field [113]. As a consequence of the close
vicinity of areas with opposite sign of ∂2Hz/∂z2, the MFM response strongly
depends function of the sampled area. For example, in case of a flat tip, large
oppositely oriented areas (∂2Hz/∂z2) contribute to the overall signal.
Figure 3.12 shows the simulated results of the domain structure (cf. Fig.
3.9). The z-component of the magnetic stray field H is presented in (a) at a
height of 100 nm. Hz shows a strong, smeared out contrast over the end of
the in-plane domains. On the other hand, the stray field of the out-of-plane
Figure 3.12: Hz-component of the stray field (a), the second derivative at a
tip-sample distance z0 of 100 nm (b) and the corresponding MFM response
(c) for the simulated domain structure shown in Fig. 3.9.
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magnetization (Bloch wall) is hardly visible. For the second derivative of the
magnetic stray field ∂2Hz/∂z2, shown in (b), a strong contrast enhancement
of the out-of-plane magnetization is obvious. Moreover, the contrast of the
in-plane domains is strongly localized at the ends of the domains. It is
worth noting that the ∂2Hz/∂z2-image is identical with the MFM response
for a strongly simplified tip represented by a single dipole. The artificial
introduction of the effective position of the single tip dipole causes a less-
localized and strongly underestimated MFM response, which is compensated
by an overestimation of the dipole strength. The general MFM response
(c) is given by the convolution of ∂2Hz/∂z2 with the realistic tip model (tip
radius of curvature 100 nm, magnetic coating thickness 40 nm, cone opening
angle 10◦, saturation magnetization 700 kA/m). Now, the finite size of the
tip broadens the localized ∂2Hz/∂z2-signal. The MFM image [Fig. 3.12(c)]
resembles the distribution of the stray field Hz [Fig. 3.12(a)] with the main
difference that the Bloch walls show an enhanced contrast.
The presented simulation of the MFM response in real space can be used
to at least qualitatively estimate the MFM signal of uniaxial domains of
cuboidal shape. This way, in principle, arbitrary tip shapes and sample stray
fields – provided that they can be approximated by an analytical expression
– can be simulated quantitatively. The method presented here is used to
correlate domain model and MFM response, which is presented in Chapter
5 in detail.
3.3.3 Extensions of the MFM setup
In the basic MFM setup, the measurements are performed at zero mag-
netic field and at room-temperature. In order to study the magnetic phase
transition of MnAs films in the α-β-coexistence region, the MFM setup was
equipped with a variable-temperature stage [86]. A Peltier element for cool-
ing and a resistive heater were operated by a programmable temperature
controller and a temperature sensor for the sample. The sample was mounted
on top of a ceramic pad (14×13 mm2) with a heat-conducting paste. Under
ambient conditions in air, the variable temperature stage was operated be-
tween 5 and 50◦C with a nominal thermal stability of ±0.1 K. Special care
was taken to prevent ground loops which lead to unwanted electrical noise.
Additionally, we combined the variable-temperature setup with the possi-
bility to apply an external magnetic field, which opens the door for studying
magnetization reversal processes, as well as the field-dependent domain evo-
lution and domain stability. The use of electromagnets offers a convenient
way of exciting moderate magnetic fields in MFM. For achieving magnetic
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fields above 10 mT, sample heating cannot be avoided easily [88]. Thus,
for combining magnetic fields with a precise temperature control, the use of
permanent magnets is advantageous. The core of the magnetic field unit is
a rotatable permanent magnet. It is placed inside a yoke, as schematically
shown in Fig. 3.13. Depending on the angle of rotation of the magnet, a vari-
able amount of flux is guided towards the sample. The two extreme cases are
illustrated in the inset of the Figure: on the bottom, the poles of the magnet
are facing the yoke, resulting in the transfer of the maximum magnetic flux
from the permanent magnet to the sample. Rotating the magnet reduces the
flux penetrating into the yoke. After a full 90◦ rotation of the magnet, shown
on the left-hand side, the magnetic flux coupled into the yoke is compensated
and the magnetic field at the sample position is zero.
The design of the magnetic setup was determined by the space restric-
tions of the variable-temperature stage and the commercial scanning probe
microscope setup. A detailed sketch of the magnetic field setup without the
temperature stage is shown in Fig. 3.13. The permanent magnet is made of
NdFeB (neodymium iron boron), a commercially available magnetic material
with a very high remanence and energy density. It measures 5×5×10 cm3
with the magnetic poles being the side planes of the cuboid [55]. Together
with soft iron caps, the cylindrical assembly can rotate freely inside the holder
and the magnetic flux is transferred effectively to the yoke. The yoke is made
of soft iron in order to obtain a low remanent field and a high saturation mag-
netization [6]. After machining the parts, they were annealed in a vacuum
oven under hydrogen atmosphere to reduce the remanence. The field across
the sample depends on the distance between the ends of the yoke. With a
sample space of 3×1.2 cm2, a maximum field of 236 mT can be obtained.
Higher field values are possible by narrowing the gap between the ends of the
yoke at the cost of the free sample space.
The magnetic field at the sample position depends on the rotation angle
in the assembly and was calibrated using a commercial Hall probe [88]. For
larger field values, the rotational position of the magnet determines the field
within an error of about 1%. The mechanical hysteresis, which is a result of
the tolerance of the mechanical drive system, is significant for small field val-
ues. Thus, for obtaining the precise field values, a Hall probe is permanently
fixed to the setup. It is used to measure the stray field of the yoke during
MFM experiments, which is calibrated with respect to the field at the sam-
ple position. Systematic errors are therefore reduced, as the magnetic field
applied to the sample can be directly monitored during MFM experiments
and readjusted when necessary.
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Figure 3.13: Sketch of the magnetic field assembly consisting of the perma-
nent magnet, its rotating unit, as well as the yoke which serves as a flux
guide. On the top right of the figure, a 3-dimensional cutaway sketch of
the assembled rotating permanent magnet is shown. Inset: Schematic of
the magnetic field setup: variable amounts of magnetic flux can be guided
towards the sample by a rotation of the permanent magnet. On the top,
the magnetic flux is shunted and the magnetic field at the sample position is
zero. In the other extreme case the maximum flux is picked up.
Chapter 4
The micromagnetic simulator
Micromagnetics is the continuum theory of magnetic moments that describes
the magnetic microstructure. It is an approach for deriving and explaining
the magnetization distribution of a ferromagnet and its dynamics. It is con-
sidered as the theoretical basis of domain analysis. This apparatus is essential
for a complete understanding of the formation of magnetic domains, as no
experimental procedure allows for the direct observation of the interior of a
ferromagnet. Therefore micromagnetic simulations can be considered as a
supplement to the experimental observations.
Micromagnetics is based on the variational principle that allows for the
determination of the magnetization distribution with the minimum total en-
ergy. The use of the variational calculus was first introduced by Landau
and Lifshitz [68]. Brown [15] essentially extended the theory by taking the
demagnetization effect into account, i.e. the energy of the stray field origi-
nating by the magnetization distribution. This leads to a set of differential
equations, the so-called micromagnetic equations, which are nonlinear and
nonlocal. This set of equations can only be solved analytically in some rare
cases, mostly by the introduction of strong simplifications which leads to
unrealistic approximations and therefore overidealized models.
Since the mid 1980s the ability to use large-scale computer power engen-
dered a renaissance of micromagnetism, because it enabled to study more
complex problems on large-scale magnetic samples in great detail. To date,
there exist several numerical micromagnetics packages [14, 25, 35, 117] which
are partly open-source projects. However, the demands for the simulation of
MnAs films with thicknesses of more than 100 nm and with lateral dimensions
of up to 5× 5 µm2 are challenging, as for an adequate numerical treatment
of the problem around 20× 106 interacting magnetic moments are required,
and the introduction of parallel processing principles becomes necessary. To
simulate three-dimensional magnetic structures of comparable size in general
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and MnAs in particular, a numerical scheme has been developed.
In this chapter, the basics of micromagnetics are reviewed with a focus on
the approximations of this classical theory. The details of the implementa-
tion of the developed numerical scheme is explained and a comparison with
other simulation schemes is presented. The capabilities of the developed
micromagnetic simulator are furthermore increased by the realization of a
routine to calculate the MFM response using a realistic tip model introduced
in Subsec. 3.3.2.
4.1 Basics of micromagnetism
Micromagnetics describes magnetic properties of a ferromagnet on an inter-
mediate length scale, larger than the lattice constant but small enough to
resolve the internal structure of domain walls [53]. The total energy of a
micromagnetic system is given by
Etot = Eex + Eani + Ed + Eext . (4.1)
It includes contributions such as the exchange energy Eex, the magne-
tocrystalline anisotropy energy Eani, as well as the magnetostatic energy
Ed and the Zeeman energy Eext due to an external field, which will be ex-
plained in detail below. The first two energy contributions are much stronger
compared to the classical field energy but for a large ensemble of magnetic
moments the latter, weak, long range energy contributions are becoming in-
creasingly important. On an intermediate length scale, none of these energy
contributions can be neglected and the detailed behavior depends on the
balance of the individual terms to the total energy.
Although the origin of the collective phenomenon of magnetism is of pure
quantum-mechanical nature, it is not possible to treat micromagnetic prob-
lems quantum-mechanically, for example by adding the anisotropy and mag-
netostatic energy terms as a perturbation to the exchange energy [37]. Cur-
rently the only realistic approach is to ignore the atomic nature of matter, to
neglect quantum mechanical effects, and to use classical physics in a contin-
uum description of a magnetic material. The transition from the quantum-
mechanical theory to the classical continuum theory of micromagnetism is
performed by replacing the spin by a classical vector of magnetic moment and
by approximating their lateral distribution by a continuous vector field [27].
The validity of such a theory rests in the fact that all energy contributions
are small compared to the exchange energy. They can only slightly missalign
parallel magnetic moments at neighboring lattice points. Therefore it seems
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legitimate to approximate the distribution of magnetic moments with a con-
tinuous function. As a consequence, sums over lattice points are replaced
by integrals over a volume and the technique of variational calculus becomes
applicable [15].
4.1.1 Energy contributions in micromagnetism
The inner energy of a ferromagnet is uniquely determined by the magnetiza-
tion field M(r) for a given set of temperature-dependent material parameters.
The total Gibb’s free energy1 is given by the integration of the contributing




(εex + εani + εd + εext) dV . (4.2)
The magnetization m is considered to be the only independent variable in
Eq. 4.2, with m(r) = M(r)/Ms under the constraint |m| = 1. Here, Ms is the
saturation magnetization of the material. Only the direction of magnetiza-
tion is assumed to be a spatial function, while the saturation magnetization is
constant throughout the sample. The energy terms are formulated as follows:
Exchange energy density: The exchange energy density is the term that
represents the quantum mechanical coupling originating the collective char-
acter of magnetism. The exchange interaction in the classical approximation




Jij Si · Sj = −2
∑
i<j
Jij cos(φij) , (4.3)
where Jij is referred to as the exchange integral of interacting spins Si
and Sj located at the lattice sites ri and rj, where φ is the angle between
interacting spins, which is assumed to be small. The transition to micromag-
netics is performed replacing the spin operators by the continuous function
of averaged magnetic moments m(r) at their respective positions. For small
angles cos(φij) ≈ 1 − 1/2φ2ij, Taylor expansion of m(r) up to second order










1In the theory of micromagnetism, neither temperature fluctuations nor temperature-
induced disorder are taken into consideration. Thus, the Gibb’s free energy and the inner
energy U , are identical (Etot = U − TS with T temperature and S entropy).
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where Aij is the exchange stiffness tensor. The exchange energy term is
typically assumed to be isotropic in micromagnetism. In this case, Aij =
A · δij, which reduces Eq. 4.4 to the exchange stiffness expression εex =
A [∇ ·m(r)]2, usually used in micromagnetics. It is a convenient approxima-
tion for cubic crystals where the exchange is governed by the nearest-neighbor
interaction [50].
For all non-cubic crystals, anisotropic exchange can be present and the
implementation of the exchange stiffness tensor is needed. Here, the exchange
anisotropy is solely related to the different bonding in the crystal. This must
not be confused with the rather weak relativistic anisotropies, which involve
spin-orbit coupling and depend on the angle between magnetization and the
crystal axes. The exchange energy density in Eq. 4.4 is isotropic with respect
to the magnetization, but anisotropic with respect to the Nabla operator
∇ = ∂/∂xi, reflecting a bonding-related anisotropy [130].
The exchange interaction tensor is defined to be positive to ensure an
increase of the energy with a change in the magnetization. It is assumed to
be symmetric, because an antisymmetric part is canceled out in Eq. 4.4 due
to the permutation of the derivatives.
The experimental determination of the exchange constant is rather in-
accessible and the quantity is most often derived indirectly from the Curie
point or the temperature dependence of the magnetization. An attempt
has been made to directly measure the spinwave stiffness constant and thus
the exchange constant of MnAs thin films [147]. The estimated value of
A = 1.7 · 10−14 J/m is orders of magnitude smaller than typical values, rang-
ing from 10−11 . . . 10−12 J/m. Recently, it has become possible to determine
the exchange stiffness for materials from first principles [13, 115]. Unfortu-
nately, no calculation of the exchange stiffness tensor or the stiffness constant
have been performed for MnAs so far. Therefore, the stiffness constant is es-
timated using the Curie-temperature TC = 130◦C, the Boltzmann constant
kB and the lattice constant between nearest neighbor Mn lattice sites c/2:
A(T = 0) · c/2 ≈ kB ·TC to A ≈ 1.9 ·10−11 J/m. For higher temperatures the
exchange stiffness decreases. For the micromagnetic calculations of MnAs an
exchange stiffness constant of A = 1 · 10−11 J/m was used throughout.
Magnetocrystalline anisotropy energy density: The energy of a fer-
romagnet depends on the direction of magnetization relative to the structural
axes of the material. This effect is called magnetocrystalline anisotropy and
is attributed to the spin-orbit interactions, which couples the spin moment
to the lattice. An expansion of the power series of magnetization compo-
nents relative to the crystal axes is used to describe the most important
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contributions.
Rarely more than the first two significant terms have to be considered,
since thermal agitation of the spins tends to average out the higher-order
contributions [53].
The magnetocrystalline anisotropy of the ferromagnetic α-phase of hexag-
onal MnAs is thus a function of only one parameter, the angle θ between the
c-axis and the direction of magnetization
εani = K0 + Ku1 [u×m(r)]
2 + Ku2 [u×m(r)]
4 + . . . . (4.5)
The subscript u is used here to refer to the uniaxial symmetry and u
is the unit vector of the anisotropy axis. The coefficients are temperature-
dependent constants and their values can be taken from experiments. For
bulk MnAs they are given in Tab. 2.1. For MnAs films grown on GaAs they
have been extracted from SQUID [118] and from ferromagnetic resonance
measurements [69], confirming a magnetically hard axis behavior along the
c-axis. Crystals with an easy axis along u are described by Ku1 > 0, and
with an easy plane perpendicular to u are described by Ku1 < 0. Therefore,
MnAs exhibits a ’planar‘ magnetic anisotropy, that reflects itself in a nega-
tive Ku1 . Figure 4.1 shows a graphic representation of the anisotropy energy
Figure 4.1: Anisotropy energy surfaces plotted (a) an axial Ku1 > 0 and
(b) a planar Ku1 < 0 symmetry. The contours of equal energy are added
with different colors for directions of the magnetization associated with high
energy (red) and low energy (green).
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contribution for an uniaxial and a planar magnetocrystalline anisotropy. It
visualizes the local energetic environment of a magnetic moment in a ferro-
magnet. The constant K0 has no influence of the energy dependence on the
magnetization direction. In the simulation it is used to balance the energy
contribution to reduce numerical errors and to improve the convergence.
Magnetic field energy: The magnetic field energy consists of two parts,
namely Zeeman energy due to an external field Eext and the demagnetization
energy associated with the stray field. The total energy of the system can be
influenced by externally applied magnetic fields. The external field Bext is
independent of the magnetization distribution and assumed to be spatially




M(r) ·Bext dV . (4.6)
The second part of the magnetic field energy is the most cumbersome
contribution to the total energy. The stray field originates from the magne-











M(r) ·Hd(r) dV . (4.7)
Here, µ0 = 4π · 10−7 V·s/A·m is the vacuum permeability. The first
integral, extending over all space, shows that the demagnetization energy
is always positive. For the calculation of the demagnetization energy it is
more practical to evaluate the second integral. The stray field originating
from a magnetization vector field is generally given by a scalar potential in
the absence of current densities [58]. In the magnetostatic case (∇ · B =
µ0∇ · (Hd + M) = 0, ∇×H = 0) it can be described introducing the scalar
magnetic potential ΦM
Hd (r) = −∇r · ΦM (r) , (4.8)
resulting in the Poisson equation for the scalar magnetic potential ∆ΦM =
∇ ·M. If there are no boundary surfaces, the solution is




∇r ′ ·M (r ′)
|r− r ′|
dV ′. (4.9)













The solution 4.10 is generally applicable, even for the limit of discontin-
uous distribution of M, because a limiting procedure can still be introduced
in order to discuss discontinuities in M [58].
The internal magnetic field H of a uniformly magnetized body M can be
conveniently expressed in terms of a demagnetizing tensor N to H = N ·M
with the demagnetization energy Ed = −µ0/2M ·N ·M. However, this holds
exactly only for an ellipsoidal body [15].
The tensor formulation can be used to develop an expression for the
macroscopic magnetic field in non-uniformly magnetized bodies of arbitrary
shape [95]. For a uniformly magnetized body with the magnetization M ′,











where the integration is over the magnetized region V ′. If V is a different



















dV ′ dV . (4.13)




M ·N ·M ′ V . (4.14)
In chapter 4.2.1 it will be shown, how the demagnetization tensor formal-
ism can be efficiently used in a generalized form to describe the demagneti-
zation energy of a stepwise constant magnetization distribution.
4.1.2 Equation of motion
To calculate the equilibrium magnetization configuration, the total free en-
ergy has to be minimized with respect to the magnetization m(r). The equi-
librium state of the system can be obtained using the variational calculus




= 0 . (4.15)

















= 0 . (4.16)
This is not the general form of the micromagnetic equations, as mag-
netostrictive terms and external stress are not included in the total energy.
The second term of the vector product in Eq. 4.16 can be considered as an
effective magnetic field Heff(r), which offers a simple interpretation of the
micromagnetic equations. The effective field provides a torque acting on
the magnetization. In equilibrium M(r)×Heff(r) = 0, the magnetization is
aligned in the effective field and the torque, which acts on the magnetization,







The variational procedure also yields boundary conditions. Surface and
interface effects enter at this point. For MnAs films surface and inter-
face effects of the exchange and the magnetocrystalline anisotropy have not
been reported so far. Therefore the von Neumann-type boundary condition
∂m/∂n = 0 is chosen.
A number of numerical minimization schemes are applicable to solve the
stationary state of a micromagnetic problem [125]. However, the energy
landscape of realistic magnetization distributions is rather complex, revealing
many local maxima, minima and saddle points. Therefore, the choice of
the initial magnetization distribution strongly influences the result [124]. A
more realistic approach to find the equilibrium magnetization is provided
by taking advantage of the magnetization dynamics. Literally spoken, the
path through the energy landscape is calculated, starting from the initial
magnetization and moving towards the energy minimum.
The equation of motion for a magnetization was derived by Landau and






M(r, t)×Heff(r, t) (4.18)
− α γ
(1 + α2) ·Ms
M(r, t)× [M(r, t)×Heff(r, t)] .
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where γ = 2.21 · 105 m/A·s is the gyromagnetic ratio of the free electron
spin and α is a phenomenological damping constant.
As illustrated in Fig. 4.2 (a) the first term in Eg. 4.18 describes the preces-
sion of the magnetization around the effective field and the second term the
energy dissipation. The latter finally causes the alignment of the magneti-
zation along the magnetic field as the system proceeds towards equilibrium.
The energy minimum is reached when the magnetic moments are aligned
with the effective field. The intrinsic time scale is determined by the Lar-
mor frequency; the precession time is smaller than nanoseconds. A deeper
understanding of the damping process is needed to precisely simulate the
magnetization dynamics. In the phenomenological description of micromag-
netics, the possible damping processes are taken care of in the parameter
α, which is usually set to a value between 0.1 and 1. The influence of the
damping parameter on the magnetization dynamics is shown in Fig. 4.2(b).
Although a large damping constant inhibits the motion of the magnetization
and thus affects the possibility to access different energy states, its choice is
not critical, if the Landau-Lifshitz-Gilbert equation (LLG) is only used to
evolve the system towards equilibrium, i.e. calculating a static micromagnetic
problem.
Figure 4.2: (a) Sketch of the gyromagnetic precession motion. (b) Calcu-
lated trajectories of a normalized magnetic moment on the unit sphere for
two different damping parameters (α = 0.5 red curve, α = 0.1 blue curve)
according to Eq. 4.18 after reversal of the effective field.
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The Landau-Lifshitz-Gilbert equation is the most widely used approach
in micromagnetic simulations to find the equilibrium magnetization distribu-
tion. Besides, it is the starting point of any dynamic description of micro-
magnetic processes.
4.2 Description of the implementation
4.2.1 Discretization of the magnetization distribution
and the effective magnetic field
To calculate the effective magnetic field and to solve Eq. 4.18, the magneti-
zation vector field is discretized in space and time. The spatial discretization
was achieved by introducing a grid with cuboidal cells with the dimensions
(∆x, ∆y, ∆z) and a volume of the subelements of ∆V = ∆x ·∆y ·∆z. The
magnetization is approximated by one vector for each cell, which represents
an average magnetic moment of the cuboid.
The required discretization level has to be chosen to ensure that the nu-
merical conversion of the continuous to a stepwise constant magnetization
distribution is sufficiently accurate to give meaningful results. The typi-
cal length scales are the magnetocrystalline and the magnetostatic exchange
lengths, lex =
√
A/K and lstat =
√
2A/µ0 ·Ms 2, respectively [53]. The cell
dimensions have to be smaller than the smallest of both to ensure a con-
vergence of the LLG [112]. For MnAs with a magnetocrystalline anisotropy
constant K = 7.2·105 J/m3, an exchange stiffness constant of A = 10−11 J/m
and saturation magnetization of Ms = 8 · 105A/m result in lex = 3.7 nm and
lstat = 5 nm.
The discretization of the effective magnetic field is straightforward for the
finite-mesh system. The partial derivatives of m(r) were approximated by
finite difference quotients, and the integration over the volume by a summa-
tion over cuboidal subelements for each energy term. The energy and the
contributions to the effective magnetic field of applied field and the local
interactions, like magnetocrystalline anisotropy energy and exchange energy,
are needed. For a cell with index i the fraction of the effective magnetic field









(mi · u)u− 4Ku2
µ0 Ms
(mi · u)3u . (4.19)
The contribution of the exchange interaction to the effective magnetic













mik+1,l+1 −mik−1,l+1 −mik+1,l−1 + mik−1,l−1
4 ∆k ∆l
,
where ∆k and ∆l are distances between neighboring cells along the re-
spective directions. Other discretization schemes for the exchange energy
have been investigated [26, 156] and it was found out, that a five-point dis-
cretization produces effectively stiffer exchange interaction between the spins.
The influence is small, however, a five-point approximation is less likely to
produce magnetization states in which neighboring magnetic moments have
large angles between them. For an appropriate consideration of the boundary
condition ∂M/∂n = 0 in the numerical scheme, this is only necessary for the
calculation of the discretized exchange energy of boundary cells. Obeying the
von Neumann boundary condition the grid is extended outside the boundary
by mirroring the cells.
The calculation of the demagnetization field in the discretization scheme
is the most complicated part, as Eq. 4.7 has to be evaluated. Fortunately,
in the approximation of a magnetization distribution M(r) with a stepwise
constant magnetization, the calculation of the demagnetization energy can
be performed using a generalized demagnetization tensor [95]. Applying Eq.
4.14 to an ensemble of subcubes, which approximate a ferromagnet in the
manner as described above, the demagnetization field of the cell with index




N(ri − rj) ·Mj, (4.21)













Mi ·N(ri − rj) ·Mj, (4.22)
where the demagnetization tensor is reduced to surface integrals, accord-
ing to Eq. 4.13 and changes to










The principle of applying the generalized demagnetization tensor is ex-
plained for two interacting subelements of cuboidal shape separated by a
52
Figure 4.3: Calculation of the generalized demagnetization tensor compo-
nents for the magnetostatic interaction between two subcubes at distance R.
The charged surfaces involved in the calculation are indicated, on the left for
the component Nxx and on the right for Nxy.
relative distance R = (X,Y, Z). The distance vector is defined between the
local reference points of the cubes and the local coordinates of each cube are
connected to the reference points, as shown in Fig. 4.3. Each component of
the demagnetization tensor involves interactions between two pairs of rect-
angular surfaces, because the normals of the faces are perpendicular to each
other. For the Nxx component four interactions between the parallel faces




[2 F (X, Y, Z)− F (X + ∆x, Y, Z)− F (X −∆x, Y, Z)] ,
(4.24)
with









dz dy dz ′ dy ′√
X2 + (y + Y − y ′)2 + (z + Z − z ′)2
.
(4.25)
The negative sign comes from the interaction of faces with opposite signs.




[G(X,Y, Z)−G(X −∆x, Y, Z)−G(X, Y + ∆y, Z)
+G(X −∆x, Y + ∆y, Z)] , (4.26)
with









dy dz dz ′ dx ′√
x ′ 2 + y2 + z ′ 2
. (4.27)
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The integrals in Eqs. 4.25 and 4.27 can be calculated straightforwardly
resulting in analytic functions, which are summarized in Ref. [95]. The de-
magnetization tensor is symmetric and the diagonal elements correspond to
interactions, where the faces of the two interacting cubic elements are parallel,
while the off-diagonal elements represent the interaction between perpendic-
ular faces. Thus all tensor components have the same form, either Nxx or
Nxy, and can be obtained by permutating the variables X, Y, Z and the cell
dimensions ∆x, ∆y, ∆z, revealing





Nxx (X, Y, Z, Nxy (X, Y, Z, Nxy (X, Z, Y,
∆x, ∆y, ∆z) ∆y, ∆x, ∆z) ∆x, ∆z, ∆y)
Nxx (Y, X, Z, Nxy (Z, Y,X,





The evaluation of the long-range magnetostatic field is the most time-
consuming part. For the calculation of the demagnetization energy, the dou-
ble sum of Eq. 4.22 has to be calculated. A direct calculation of the de-
magnetization energy requires O(N2) operations, where N is the total num-
ber of interacting subelements. For large data fields, the computation can
be substantially accelerated by using the convolution theorem and the fast
Fourier transformation (FFT), thereby reducing the number of operations to
O(N log2 N) [159]. The magnetization distribution and the demagnetization
tensor are Fourier-transformed and their product yields the demagnetiza-
tion field in frequency space, which has to be inversely transformed. For a
three-dimensional grid, six fast Fourier transformations are needed for one
evaluation of the demagnetization field.
To generalize the fast Fourier transformation technique to any boundary
condition, the finite size effect of the system is considered, applying the
standard zero padding techniques. The number of cells in each dimension
must be a power of two and no less than twice the original dimensions [105].
The utilization of the demagnetization tensors separates the geometry of the
particle and the magnetization distribution. The geometrical factors of the
demagnetization tensor remain constant and only need to be calculated once.
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Taking advantage of the convolution theorem, the Fourier transformation is
stored in an array and can be repeatedly used, which greatly reduces the
computational effort.
4.2.2 Time discretization
To solve a static micromagnetic problem, the LLG (Eq. 4.18) is used. The
evolution to equilibrium is performed by time integration for each cell. A




= f(t,m) , m ε R3N , m(t0) = m0 . (4.29)
Explicit numerical schemes, such as Euler or fourth-order Runge-Kutta
methods [152], and different types of Adam formulas are commonly used
methods for the simulation of the Landau-Lifshitz-Gilbert equation [74, 83,
137]. Although explicit schemes achieve a high order of accuracy in space
and time, the time step size is limited by the stability of the numerical
scheme. For micromagnetic problems with a small damping factor α, time
steps smaller than picoseconds are required [36] and implicit schemes be-
come more efficient. The stiffness of the Landau-Lifshitz-Gilbert equation
has been investigated by solving the system of ordinary differential equations
for different micromagnetic problems with an implicit and an explicit scheme
[150]. For non-stiff problems, explicit schemes and for stiff problems, implicit
schemes are recommended. For the latter technique, a nonlinear algebraic
system must be solved, which results in a more time-consuming procedure,
however, the appropriate time step can be much larger compared to explicit
methods. The stiffness of the problem can be interpreted as the ratio of com-
putation time needed for the evolution of the magnetization distribution. It
has been shown that a micromagnetic problem becomes more stiff, if the
spatial discretization is small or the exchange term becomes dominant. For
systems with a high magnetocrystalline anisotropy, the degree of stiffness for
the ODE system decreases. The choice of an appropriate numerical method
depends on the stiffness of the differential equation and therefore the algo-
rithm to solve the Landau-Lifshitz-Gilbert equation has to be well-suited for
the characteristics of the system [150].
So far, the Euler scheme is implemented. It is an explicit scheme, only the
right hand side of the Landau-Lifshitz Gilbert equation has to be evaluated.
The new magnetization vector of a cell with index i is
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To reduce the accumulation of errors, an integration step is followed by
a renormalization procedure, i.e. all magnetization vectors are normalized
to fulfill the constraint |m| = 1. This guarantees that the norm does not
drift away during time evolution and the stability of explicit schemes is sig-
nificantly improved. The choice of implementing explicit schemes can be
justified for MnAs, as it exhibits a high magnetocrystalline anisotropy con-
stant. However, for testing and benchmarking the micromagnetic simulator
by applying it to the standard micromagnetic problem, a high computational
effort results from the stiffness.
4.3 Parallelization scheme and general
algorithm
For a realistic simulation of the domain features of large structures, calcula-
tions on a parallel computer were performed. The most time-consuming step
during a calculation is the fast Fourier transformation, which is calculated
using the ’Fastest Fourier Transform in the West‘ package FFTW [39]. For
the parallelization, the message passing interface standard MPI is used[93],
as an MPI compatible version is available for FFTW.
In the parallelization scheme, two processors set up a unit that automat-
ically accounts for the implemented generalized boundary conditions of the
FFT. Additionally, a simple grid partitioning scheme was applied, where the
largest dimension of the real grid is divided into parts, which equals twice
the number of available processors.
As illustrated in Fig. 4.4, for the case of four processors the grid was
divided into two parts at the midpoint of the largest grid dimension. This
scheme can be easily extended to an arbitrary even number of processors.
For the Fourier transformation of the magnetization distribution and the
inverse Fourier transformation of the demagnetization field, the FFTW rou-
tine takes advantage of all processors. For the local energy contributions the
processors calculate the contributions of each subcube of its subgrid indepen-
dently. The magnetization components of the edge cells of the subgrid were
transferred to the processor evaluating the neighboring subgrid to calculate
the exchange stiffness energy and the effective field contribution of the edge
cells to the neighboring subgrid. The introduction of these ghost cells avoids
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Figure 4.4: (a) Parallelization scheme for four processors (CPUs). (b) Mem-
ory allocation scheme for four processors. The memory space occupied for
the magnetization vector field (dark) is first extended in all dimensions to the
next power of two N by filling with zeros (white). The grid is then divided
and sent to CPU 1 and CPU 2. CPU 3 and CPU 4 support CPU 1 and CPU
2 with FFT calculations. Their memories are initially padded with zeros.
latency and reduces bandwidth constraints between the processors, as only
the information of the magnetization vector at the boundary has to be sent.
A flowchart of the general algorithm is shown in Fig. 4.5. In the initializa-
tion routine, first the problem definition, i.e. the dimensions of the simulated
volume, the size of the subcells and all necessary micromagnetic constants,
is loaded. The grid is extended and subdivided for the processors according
to the parallelization scheme described above. The memory resources are al-
located, the demagnetization tensor and its Fourier transform are calculated
and the latter is stored. After the preconditioning, the initial magnetization
distribution, given in the problem definition, is read in.
In the routine ’update Etot/Heff‘ the energies and the effective field is
computed for the given magnetization array. First, the data at the inner
edges of the subgrid introduced by the parallelization are exchanged via ghost
cells, and the magnetocrystalline, exchange and Zeeman energy contributions
are calculated directly. The demagnetization energy is calculated by taking
advantage of all processors. Finally the effective field and the total energy of
the magnetization state is determined.
Now the effective magnetic field of the initial magnetization is known
and the relaxation algorithm for energy minimization can be applied. A
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Figure 4.5: Flow chart of the micromagnetic simulator.
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new state is determined using the LLG equation with a given time step ∆t
and with subsequent renormalization of the magnetization. The energy and
the effective field associated with the new magnetization distribution are
then updated using the routine ’update Etot/Heff‘. If the total energy of
the new state is decreased Enewtot < Eoldtot , the new state is accepted and the
next iteration is performed with a time step increased by a factor of two. If
Enewtot > E
old
tot , the evolution of the old magnetization state is reevaluated for
an iteration with a time step decreased by a factor of two.
The implementation of an adaptive time step algorithm allows to dy-
namically adjust the time step. In combination with a permanent energy
comparison and renormalization of the magnetization distribution after an
iteration step, a stable explicit scheme is ensured. The energy minimum
cannot be overshot due to an unadjusted time step, because in this case
the LLG is reevaluated with a smaller time step. Several stop criterions are
implemented to terminate the relaxation loop:
- difference between new and old magnetization state is smaller than a
desired value
- minimum time step size has been reached and the total energy is in-
creasing
- the torque acting on the magnetization due to the effective field is
smaller than the desired value
- maximum total iteration step number has been reached
If one of the stop criterions is fulfilled, the magnetization distribution is
considered as the equilibrium magnetization distribution. The state is saved
in an output file together with the corresponding energy contributions. If ac-
cording to the problem definition the external field is changed, the relaxation
loop is restarted.
4.4 Test of the numerical code
To test the reliability of the micromagnetic simulator, the micromagnetic
standard problem #1 (µMAG #1) has been solved and compared with pub-
lished results [81]. For this purpose, a complete hysteresis loop for a thin
permalloy film of 20 nm thickness and cuboidal shape with the lateral di-
mensions 1× 2 µm2 is calculated from +50 mT to −50 mT with a constant
step size of 1 mT. The magnetic field is applied along the long (x-axis) and
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the short axis (y-axis) of the rectangle, respectively (cf. Fig. 4.6). The mate-
rial parameters are chosen to be A = 1.3 ·10−11 J/m, Ms = 8.0 ·105 A/m and
a magnetocrystalline anisotropy Ku1 = 500 J/m3 with an easy axis along
the long axis of the rectangle. The direction of the applied field was ro-
tated by 1◦ counter-clockwise off the nominal axis to break the symmetry
of the problem. As an initial configuration, a fully saturated magnetiza-
tion along the applied field direction was assumed. Two different discretiza-
tion levels have been used: a cell size of 20 nm for a direct comparison
with the reported data, termed [cz20], and a cell size of 10 nm to assure a
discretization of the grid comparable to the magnetostatic exchange length
lstat =
√
2A/µ0M2s = 10 nm, termed [cz10].
The published data for µMAG #1 [81] of calculated coercitivity, remanent
states and switching fields do not compare well. Besides possible program-
ming errors, these differences can be attributed to the inappropriate methods
applied for the calculation of the demagnetization energy. As pointed out
in Subsec. 4.2.1 for a correct approximation of the magnetization distribu-
tion, the cell dimensions have to be on the order of the characteristic micro-
magnetic lengths. Two contributors calculated the demagnetization energy
directly. To get a result in a reasonable time, they strongly reduced the
number of interacting subcells to 800 [fr96a] and 814 [du96a]. A third con-
tributor [lu96a] introduced 1800 cells but reduced the computational effort
of the direct evaluation of the demagnetization energy by the truncation of
magnetostatic interaction range. The coarse discretization, and a possibly
inadequate cut off of the interaction, led to an apparent inconsistency of the
submitted results. Therefore, the data from contributions [fr96a], [du96a] and
[lu96a] were omitted. The coercive field and the average magnetization at re-
manence are summarized in Tab. 4.1. The results of the developed numerical
code [cz20] and [cz10] agree with the published data [81] and demonstrate
the reliability of the simulator.
The magnetization distribution at remanence after saturation, shown in
Fig. 4.6 (e) and (f), is not affected by the grid discretization. The rema-
nent magnetization pattern of the simulation is a typical flux closure pattern
known from permalloy which is termed ’S’ state. In absence of a magnetic
field, a surprising variety of possible magnetic states exists as metastable so-
lutions and their occurrence is strongly affected by the initial configuration.
The ’S’ state is not the ground state of the µMAG problem #1. For satu-
ration, the high field state converts into the ’C’ state, which is energetically
slightly preferred over the ’S’ state [111]. The main domain is magnetized
along the long axis to minimize the magnetocrystalline and the magneto-
static energies. To further reduce the stray field energy, the magnetization
also lines up along the short edges by forming edge states at the cost of
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Figure 4.6: Results of the standard µMAG problem #1. The geometry is
shown above; the largest dimension is along the x-axis. Hysteresis loops ap-
plying the field along the long axis (x-axis) and the short axis (y-axis) for
both magnetization components, parallel and perpendicular to the applied
field, are visualized. (a) Magnetic field along the long axis and magnetization
parallel to the field, (b) magnetic field along the long axis and magnetization
perpendicular to the field, (c) magnetic field along the short axis and mag-
netization parallel to the field, (d) magnetic field along the short axis and
magnetization perpendicular to the field. The magnetization distribution at
remanence after saturation along the long axis and the short axis are shown
in (e) and (f). The legend indicates the magnetization values of my.
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exchange and magnetocrystalline energy. The orientation of the magnetiza-
tion pattern depends on the initial saturation and the direction of the applied
field. Since the applied field was rotated 1◦ counter-clockwise off the nominal
axis, a magnetization along the +y-direction is preferred for the edge domains
in Fig. 4.6 (e). For a field applied along the short axis, the −x-direction is
preselected by the field, see in Fig. 4.6 (f). Saturating the moments along the
long axis or the short axis does not affect the remanent state of the structure,
independent of the discretization depth.
The hysteresis curves presented in Fig. 4.6(a-d) are depending on the cell
size. For the calculation of the hysteresis along the short axis (y-axis), they
only differ in the annihilation field of the edge domains, which is higher for
the result of [cz20] [cf. Fig. 4.6(c)]. Similar results were obtained for the
coercitivity and average magnetization. This is in accordance with [mo96a]
and the average components of magnetization 〈mx〉 and 〈my〉 also agree.
Besides [zn97a], the other contributions to the standard problem #1 did not
reveal an ’S’ state as the remanent state but a magnetization distribution
with a Landau state-like pattern. It has to be noticed that in case of [pb97a]
an ’S’ state is formed at an applied field of −1 mT. The reason for the
deviation of the remanent pattern of [ts96a] and [ts96b] can be possibly
attributed to the differences of the applied methods. Here a finite element
Table 4.1: Comparison of coercive fields and remanent magnetization of the
standard problem #1 of the calculated results with published data from Ref.
[81]. The names are according to the submission codes of the NIST Center
for Theoretical and Computational Materials Science (CTCMS). The names
[cz20] and [cz10] are the results of this simulator for a cell size of 20 nm
and 10 nm, respectively. 〈mx〉 and 〈my〉 are the averaged components of
magnetization.
literature results simulator
[mo96a] [ts96a] [ts96b] [pb97a] [zn97a] [cz20] [cz10]
µ0 Hc 4.9 13.0 5.3 4.9 13.8 5.8 9.3long 〈my〉 0.15 0.00 0.13 0.16 0.24 0.15 0.15axis 〈mx〉 0.87 0.75 0.86 0.86 0.89 0.87 0.87
µ0 Hc 2.5 9.3 7.5 3.4 6.6 2.2 2.2short 〈my〉 0.15 0.37 0.27 0.60 0.28 0.15 0.15axis 〈mx〉 0.87 0.01 0.09 0.53 0.88 0.87 0.87
62
method has been applied to µMAG #1 with average cell dimensions of 103×
103× 8.0 nm3 and 66.0× 67.3× 20.0 nm3, respectively.
The data of [cz20] and [cz10] for the calculation of the hysteresis loop
along the x-axis is also affected by the discretization. The coercive field
is different, revealing a larger value of 9.3 mT [cz10] for a smaller cell size
compared to 5.8 mT [cz20] [cf. Fig. 4.6(a)].
Although both values are in the range of published results (compare Tab.
4.1) it is worth to discuss the discrepancy. A detailed investigation of the
switching behavior of thin-film elements of this size has revealed two irre-
versible magnetization jumps in the hysteresis curve: a small first jump at
4.9 mT and a second jump corresponding to the switching field (8.8 mT)
[111]. At the first jump, a relatively stable three-domain configuration is
formed. The areas of almost initiated reversal in front of the edge domains
branch off and merge in the middle of the structure. At the second jump, the
switching is completed and an antiparallel ’S’ state forms. For a large cell size
of 20 nm [cz20] the merging middle domain already nucleates at 5.8 mT, ac-
companied by the generation of four vortices. The reason is a faded tendency
to correctly determine the energy of a vortex due to the coarse discretization
[112]. Two vortices are driven out at 10 mT, while at 17 mT all vortices
are annihilated. For the calculation with a finer grid only a single vortex
nucleates during reversal at −10 mT which is finally annihilated at −16 mT.
By applying the simulator to the µMAG problem #1 and comparing
with the published data [81, 112] it has been shown that the results of the
developed micromagnetic simulator are consistent with the reported data.
Deviations can be attributed to the insufficient discretization level used in
the reported simulation. The hysteresis loop for fields applied along the long
axis is in good agreement with the the investigation of the switching behavior
of thin-film elements, where the number of cells (256× 128× 2) is equivalent
to the cell size used in [cz10].
4.5 Extension to realistic MFM response
Using the micromagnetic simulator, the contribution of the individual energy
terms to the total energy, the averaged components of the magnetization as
well as the vector field of the magnetization is calculated. These results can
be readily correlated to SQUID or XMCDPEEM measurements. However, a
direct connection of simulator and MFM results is desired along with the ca-
pability to calculate the MFM response of realistic micromagnetic structures.
With the extension to calculate a realistic MFM response the simulator is
becoming the key element for micromagnetic investigations, bridging the two
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complementary experimental techniques and allows for the study of the in-
ternal micromagnetic structure. It is considered as an improvement of the
analytical method presented in Subsec. 3.3.2. The main advantage of this
approach is that arbitrary, three-dimensional sample and tip magnetization
distributions can be simulated in reasonable times.
Description of the simulation procedure: Since the stray field and
the demagnetization field are of same origin — the first is defined outside,
the latter inside the ferromagnetic volume — the stray field is evaluated
extending the grid of the simulator above the sample. This leads to an even
larger array and calculating the demagnetization energy by the use of the Fast
Fourier transformation and convolution theorem is the more advantageous.




Mtip(ri) ·Hs(ri) , (4.31)
where Mtip(ri) is the magnetization of the tip and Hs(ri) the stray field of the
sample at tip cell i. Under the assumptions made in Subsec. 3.3.2, namely
that magnetization of tip and sample are absolutely hard and normal vector
of the cantilever oscillation is parallel to sample normal n = ez, the MFM
response is thus proportional to the second derivative of the magnetostatic
energy between tip and sample with respect to the z-direction. The com-
mon 5-point approximation is used for obtaining the second derivative of the
magnetostatic energy by numerical differentiation:
E ′′ms = [−Ems(z0 − 2∆z) + 16Ems(z0 −∆z)− 30Ems(z0)
+16Ems(z0 + ∆z)− Ems(z0 + 2∆z)]/12(∆z)2 . (4.32)
The complete MFM image is then obtained by raster-scanning the tip
across the sample in steps of ∆x and ∆y and calculating E ′′ms at each scan
position.
For the implementation of the MFM response in the simulator, a tip of
finite size is placed at a certain height z0 above the magnetic sample, and
the entire structure is discretized in all three dimensions (cell size: ∆x ×
∆y × ∆z). The tip is assumed to have a constant magnetization and a
tip shape defined by the radius of curvature rtip, the side angle γ and a
coating thickness δ, see Fig. 4.7 (b). It has to be noted that, in principle,
arbitrary tip magnetization can be included in the simulation. This also
applies to magnetization distributions obtained for completely relaxed tip-
sample systems. In the present case, the tip is approximated by a cone with
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Figure 4.7: (a) Sketch of the implementation of the MFM response in the
micromagnetic simulator. The grid is extended above the sample and the de-
magnetization field is calculated. The second derivative of the magnetostatic
energy of tip and sample is calculated for each tip position (xtip, ytip), forming
an MFM response image. (b) Geometrical model of the tip showing the cone
opening angle γ, the coating thickness δ, and the tip radius of curvature rtip.
Contours of the z-component of the calculated tip stray field are shown for
γ = 10◦, δ = 40 nm, and rtip = 100 nm. The values are given in mT in the
figure. The bar on the lower right hand-side represents a length of 100 nm.
opening angle γ with a continuous transition to a spherical tip cap of radius
rtip.
For simplicity, the magnetization is further assumed to be oriented along
the z-axis. A finite tip height lz is considered, yielding n = lz/∆z number
of layers in the tip using the discretization mentioned above. Each layer
consists of a ring of magnetic material. The simulation of arbitrary shapes
in cartesian coordinates leads to structural boundaries. To account for these
effects, the magnetization at the boundary cells are weighted by the number
of cornerpoints within the magnetic tip coating. Figure 4.7 (b) shows the
simulated stray field of the tip with the same parameters used for the tip in
Subsec. 3.3.2.
MFM response: Figure 4.8(a) shows a gray-scale image of the MFM re-
sponse at a working distance of z0 = 100 nm for the sequence of three
oppositely magnetized, neighboring domains (cf. Fig. 3.9). The simulated
structure is the same used for the calculation using the analytical approach
presented in Subsec. 3.3.2 to allow a comparison of both methods. The con-
trast is dominated by bright and dark areas, located at the ends of the three
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Figure 4.8: (a) Simulated MFM image of the micromagnetic domain struc-
ture (cf. Fig. 3.9) using the micromagnetic simulator. (b) Logarithmic plot
of the MFM response as a function of the number of tip layers (∆z = 10 nm)
above an area of maximum contrast caused by an in-plane domain (upper
curve) and an out-of-plane magnetization (Bloch wall, lower curve), respec-
tively. The positions are indicated in the respective insets. The working
distance is z0 = 100 nm.
simulated domains, the bright areas are centered around the borders of the
geometrical dimensions of the domains (length × width = 700 × 190 nm).
Between the domains, the Bloch wall yields a much weaker contrast than
the dominating contrast from the in-plane domains (≈ 1/10). As a conse-
quence, a series of oppositely magnetized domains appears as a meander-like
structure in MFM experiments.
The influence of the tip sampling has to be carefully investigated. For
this purpose the MFM response atop of an area of maximum contrast caused
by an in-plane domain and an out-of-plane magnetization (Bloch wall) is
evaluated. Figure 4.8 (b) shows logarithmic plots of the MFM response as
a function of the number of tip layers n for the in-plane domain maximum
(upper curve) and the out-of-plane contrast maximum (lower curve), respec-
tively. The step size in the z-direction is 10 nm. As expected, the MFM
signal is about an order of magnitude weaker above the center of a Bloch
wall compared to an in-plane magnetized domain. From the curves, it is
obvious that the MFM response starts to converge for n at least > 10.
Finally a quantitative comparison of the two simulation methods on the
basis of the analyzed three-domain structure (cf. Fig. 3.9), incorporating
simplified Bloch walls where the rotation of the magnetic moments points
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out of the sample plane is given. In both cases, a step size of 10 nm was used
for the calculation. The simulation parameters were: M remtip = 800 kA/m,
M remsample = 700 kA/m, working distance z0 = 100 nm, rtip = 100 nm, δtip =
40 nm, and δsample = 180 nm. Figure 4.9 shows linescans across an in-plane
domain (labeled 1©, above) and across the two Bloch walls ( 2©, below), as
indicated in the image. For both types of contrast features, the plots agree
qualitatively very well. In general, it is observed that the magnitude of
the signal obtained using the micromagnetic simulator is smaller than using
the analytical method. This is a result of the coarse discretization of the
tip. The tip shape is not sufficiently approximated by the cells causing an
underestimation of the magnetization of the boundary cells in the case of a
cell dimension of 10 nm.
Figure 4.9: Comparison of the calculated MFM response employing the ana-
lytical method (squares) and the numerical method (circles). The plots along
the lines of maximum contrast across an in-plane domain are labeled 1© and
the across a (simplified) Bloch wall 2©.
The advantages and limitations of the analytical method can be summa-
rized as follows. First of all, quantitative results are obtained for the MFM
response. In order to simulate real MFM problems, the van der Waals in-
teraction can be easily implemented to account for topographically-induced
contrast. Moreover, arbitrary tip shapes can be approximated by a dis-
tribution of dipoles as described above. The major limitation is the large
computational effort. Moreover, only the interaction between magnetically
hard tips and samples can be simulated, i.e. relaxed tip magnetization cannot
easily be obtained by iterative energy minimization.
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The numerical method implemented in the micromagnetic simulator is
characterized by the fact that arbitrary sample and tip magnetization can be
treated. This also includes the possibility to relax the tip and the sample,
or the entire tip-sample system in order to investigate their mutual influence
[75, 116]. An additional advantage of the method is the fast computing
speed (for an unrelaxed tip-sample system) which is due to the fact that the
convolution theorem is employed for the calculation of the stray field. The
main shortcoming is the necessary discretization of the system, especially of
the tip, which leads to an underestimation of the magnetization for coarse
grids. This can be somewhat compensated for by a denser sampling grid,
however, due to the involved fast Fourier transform, the size of the grid is
limited by the memory that can be handled by the processor.
Table 4.2 lists the comparison of the figures-of-merit for the two methods.
In principle, there is independent of the approach a trade-off between preci-
sion, i.e. the quantitative character of the results, and computing speed. In
terms of the ease of simulating a given experimental problem, the analytical
method has a clear advantage as it allows for a straightforward translation
into the initialization file. In case of the analytical problem, the implemen-
tation is tedious and more time-consuming. The precision of the results ob-
tained with the two methods is, in principle, comparably high. The analytical
solution delivers quantitative results, whereas for the numerical solution, the
precision strongly depends on the discretization of the problem. However, the
density of the simulation grid is limited by the addressable computer memory
for the fast Fourier transform. The numerical method is characterized by its
fast computing properties. For the equivalent problem (cell size dimension
∼ 10 nm), only 600 s are necessary to obtain the MFM image compared to
> 1.6 · 105 s in case of the analytical method. In general, the computing
Table 4.2: Comparison of the capabilities of the analytical versus the nu-
merical method.
Analytical method Numerical method
Ease of implementation straightforward time-consuming
depends onPrecision high discretization




time scales with NlogN for the numerical method compared to N2 for the
analytical method, where N is the number of grid points. Moreover, the
advantages of the numerical method are the flexibility, i.e. the capability to
deal with arbitrary sample and tip magnetization, and the extensibility, i.e.
the possibility to implement the mutual tip-sample disturbance.
Chapter 5
The micromagnetic structure of
MnAs-on-GaAs
In this Chapter, the experimental investigation of the micromagnetic struc-
ture by MFM, XMCDPEEM and of micromagnetic simulations is presented.
The focus is on the regular stripe structure. First, the MFM results are ex-
plained by qualitative MFM response simulations (Subsec. 3.3.2) introducing
a domain classification scheme. The assumption of more than one domain
across the width of the stripes allows for a good agreement between sim-
ulation and MFM response, as confirmed by XMCDPEEM measurements.
Nevertheless, the classification scheme involves head-on domains, which are
energetically highly unfavorable.
Micromagnetic simulations reveal that the domain transition between
head-on domains is a domain wall only right at the surface of the film. In
depth, a diamond domain with an out-of-plane magnetization separates the
head-on domains. The symmetry of the magnetocrystalline anisotropy favors
the magnetization in the basal plane, thus for film thicknesses larger than a
critical value, a nucleation of out-of-plane magnetized domains is energeti-
cally possible.
In Sec. 5.1, the classification scheme and the simple micromagnetic model
based on MFM results is analyzed, and supporting simulations are presented.
These investigations are extended in Sec. 5.2 by the use of the micromagnetic
simulator, confirming the basic domain types of complex three-dimensional
structure. In Sec. 5.3, a description of zig-zag-shaped domain transitions
finalizes the discussion about the intra-stripe domain structure. The inter-
stripe coupling is analyzed in detail in Sec. 5.4, followed by the investigation
of the micromagnetic structure of MnAs/GaAs(111)B in Sec. 5.5.
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5.1 Simple micromagnetic model
The classification of the magnetic domains in MnAs films on GaAs(001)
is based on the number of domains across the width of the ferromagnetic
stripe, i.e. along the easy axis direction. A typical MFM image is shown in
Fig. 5.1. Three MFM-response patterns are highlighted in Fig. 5.1, marked
(I), (II), and (III). The in-plane a-axis is the easy axis of magnetization and
the relatively large effective anisotropies ensure that virtually all magnetic
moments are aligned along the easy axis. In the simplest configuration, type
(I), the stripe is either magnetized parallel or antiparallel to the in-plane a-
axis direction. In the demagnetized state, the individual bar magnets line up
with alternating orientation along the stripe. In the transition region between
two antiparallel aligned domains the magnetization gradually rotates from
parallel to antiparallel in the plane of the domain wall, parallel to the wall
normal. The reason is a smaller effective anisotropy normal to the film plane.
Therefore, the domain transition is a 180◦ Bloch wall. The bar magnet-like
domains, together with the 180◦ Bloch wall, lead to the meander-shaped
contrast in MFM (cf. Subsec. 3.3.2).
The type (II) domains have two possible configurations of the two sub-
domains, illustrated in Fig. 5.2, with the moments facing or pointing away
from each other. Triple-split domains [type (III)] have a more complex ap-
pearance. They also exist in an unevenly split subdomain partitioning (see
Fig. 5.1). From MFM temperature cycles it is known that the third subdo-
main appears gradually upon cooling, leading to an even partitioning ratio
at room temperature.
In order to understand the domain structure that leads to the apparent
MFM image, simulations of the MFM contrast are performed. The domain
structure is modeled by an arrangement of bar magnets with constant mag-
netization using the MFM response model introduced in Subsec. 3.3.2. For
the calculations, the tip is assumed to be spherically shaped with a radius
of curvature of 120 nm. The tip magnetization is assumed to be completely
oriented along the tip axis. The tip magnetization (Si cantilevers coated with
a 80 nm Cr-Co ferromagnetic layer [82]) is saturated along the tip axis with
a permanent magnet, which makes the MFM predominantly sensitive to the
out-of-plane component of the sample‘s stray field. A reasonable arrange-
ment of the domains based on the proposed classification scheme is used.
The total stray field consists of two different contributions: domains with an
in-plane magnetization along the easy axis and the Bloch walls exhibiting
an out-of-plane magnetization. This results in different distance dependen-
cies of the in-plane and out-of-plane magnetic stray field components in the
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Figure 5.1: Typical domain pattern of a 180-nm-thick MnAs film at room
temperature. Characteristic domain configurations, classified by the number
of subdomains along the a-axis direction, are highlighted. The type (I), (II)
and (III) configuration refer to one, two, and three subdivisions, respectively.





mated to be roughly 10 nm. Domain types (I) - (III) has been modeled for a
700 nm wide ferromagnetic stripe and the MFM contrast has been calculated
for a working distance of 100 nm.
Figure 5.2 shows a comparison of the measured and the simulated MFM
contrast for the proposed domain configurations of Fig. 5.1. Type (I) do-
mains, where the stripes are single domain across their width, are typical for
the upper and lower temperature limit in the α-β coexistence region. Very
narrow stripes tend to be also single domain along the MnAs[0001] direction;
their length is up to several µm. At higher resolution, bright areas are vis-
ible at the ends of the antiparallelly magnetized bar magnets. In-between
the domains, the contrast is due to differently oriented Bloch walls, either
rotating the moments through the direction pointing out of or into the sur-
face plane, respectively. This contrast is modeled correctly, as shown on the
left-hand side of Fig. 5.2, assuming the sketched distribution of magnetic
moments. It has to be noted that for domain types (II) and (III), neither a
Bloch nor a Néel domain wall along the length of the stripes was included in
the simulations.
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Figure 5.2: Comparison of the measured domain patterns (bottom) with the
simulated MFM contrast (middle) for the common domain types (I)-(III) in
MnAs films of Fig. 5.1. Black and white lines in the domain configuration
picture (top) indicate Bloch walls pointing out of and into the surface plane,
respectively. The dotted gray lines mark the border between subdomains.
The bars correspond to 500 nm.
More complex MFM patterns can be deduced from the classification
scheme by arranging different domain types along the MnAs[0001] direc-
tion (c-axis). Two prominent patterns, termed (II×II) and (I×III) according
to the involved domain types, are shown in Fig. 5.2. The asymmetry in the
MFM picture is not due to the tip shape, but due to Bloch walls between
the two subdomains as indicated by black and white lines in the domain
configuration images. The orientation of the Bloch wall was obtained by
finding the best agreement with the simulated image. Similarly, the Bloch
wall orientation also affects the appearance of the (I×III) domain pattern.
Basically, the (I×III) pattern is supposed to be a sequence of type (I) and
type (III) domains with variable length and width of the subdivision. The
width and the length were used as fitting parameters for the simulation.
XMCDPEEM measurements support the classification scheme of the ob-
served domains according to the number of sub-domains. Figure 5.3 shows a
XMCDPEEM image of a 180-nm thick MnAs film at room temperature [10],
yielding the magnetization component of the surface layers of the sample
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Figure 5.3: XMCDPEEM image of a 180-nm-thick MnAs film at room tem-
perature revealing the different domain types (I), (II), and (III) [10]. The
direction of incidence of the light is along the a-axis.
in the direction of incident photon beam. The ferromagnetic stripes can be
identified by the areas of black ( ~M  ~k) and white ( ~M  ~k) contrast in the
magnetic image. They are separated by non-magnetic areas (gray contrast).
The XMCDPEEM image clearly indicates that the ferromagnetic α-MnAs
stripes break up into sub-domains of opposite magnetization along the easy
a-axis. Typically up to three subdomains [cf. areas marked by rectangles in
labeled (I)-(III)] and also the (I×III) sequence are observed.
Although the simple micromagnetic model of bar magnets is consistent
with the experimental results obtained from independent imaging techniques,
it has a major drawback: it is physically unreasonable. A domain transition
along the main direction of magnetization is energetically unfavorable. This
inconsistency stimulated three-dimensional micromagnetic simulations of the
domain structure of MnAs stripes that will be discussed in the next Section.
5.2 The intra-stripe domain structure
So far, MnAs was treated as a system with an easy axis in-plane and an out-
of-plane intermediate hard axis. The inconsistency of the proposed simple
domain arrangement model makes it necessary to revisit the micromagnetic
properties of MnAs. In fact, the hexagonal basal plane of MnAs is an easy
plane of magnetization since the magnetocrystalline anisotropy constant Ku1
has a large negative value [23]. Shape anisotropy in thin films selects the
in-plane a-axis as the easy axis of magnetization. As a consequence of the
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easy-plane property of MnAs, thicker films exhibit truly three-dimensional
magnetization patterns, where the domain structure in the easy plane (i.e.
in-depth) resembles closure domains.
For the simulation of the magnetization distributions, we have assumed
the following values for the magnetic parameters of MnAs: saturation mag-
netization Ms = 4 · 105 A/m, exchange stiffness constant A = 1 · 10−11 J/m,
and magnetocrystalline anisotropy constants Ku1 = −7.2 · 105 J/m3 and
Ku2 = −3.6 · 105 J/m3. The dimensions of subelements of the simulation
grid were chosen to be on the order of the magnetocrystalline and the mag-
netostatic exchange lengths. Different thicknesses of the ferromagnetic stripe,
ranging from 50 to 200 nm, and ratios of width over thickness were assumed.
To account for the stripe structure, the dimension along the c-axis was al-
ways at least three times larger than the width. As a starting configuration,
the ferromagnetic stripes were assumed to be randomly magnetized. The
distribution was relaxed towards the energy minimum in the absence of an
external magnetic field.
Figure 5.4 shows cross-sectional views in the easy plane of the resulting
pattern of ferromagnetic α-MnAs stripes. In general, four different remanent
magnetization states are found depending on the geometry of the structure:
(a) ’S’ state, (b) Landau state, (c) diamond state, and (d) double diamond
Figure 5.4: Magnetization states of MnAs in the easy plane (cross-sectional
view in-depth cut along the a-axis direction): (a) ’S’ state, (b) Landau
state, (c) diamond state and (d) double diamond state, obtained by three-
dimensional micromagnetic simulations. The ’S’ and the Landau states lead
to the observed type (I) domains, the diamond state results in the type
(II) domains and the double diamond state in type (III) domains, respec-
tively. The magnetization component (my) along the a-axis is represented in
grayscale. The legend indicates the magnitude of my. Arrows are added to
indicate the magnetization directions.
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state. They give rise to the commonly observed type (I) (a,b), type (II)
(c), and type (III) (d) domains. The magnetic pattern in the basal plane
are known from soft magnetic thin film elements with low anisotropy and
sufficiently large size. The shape of these films allows only an in-plane mag-
netization, and the low magnetocrystalline anisotropy does not prefer an easy
magnetization direction. Thus the demagnetization energy can be reduced by
the formation of flux-closure patterns at the cost of exchange energy [53]. In
the case of MnAs stripes, the flux closure pattern can be formed in the basal
plane (the plane with no preferred magnetocrystalline anisotropy), which is
oriented perpendicular to the film plane. The c-axis is the hard axis, which
strongly impedes a magnetization component in this direction. It has the
same function as the shape anisotropy in soft magnetic thin film elements.
The easy plane character of the magnetocrystalline anisotropy acts like an ad-
ditional ‘degree of freedom’, giving rise to out-of-plane magnetized domains.
This is also the reason for the inconsistency of the simple bar magnet model,
as this was inspired by the integral magnetic properties of MnAs films. The
domain transition along the a-axis is neither of Bloch wall nor of Néel wall
type, but an out-of plane magnetized domain in depth.
The formation of out-of-plane magnetized domains, and consequently the
occurrence of type (II) and type (III) domains, is mainly governed by the
thickness of the MnAs film. For sufficiently thick films, it is energetically
favorable to nucleate an out-of-plane magnetized domain by the introduction
of domain walls, i.e. at the cost of exchange energy. The critical thickness is
estimated to be around 100 nm. Again, it has to be noted that this out-of
plane magnetized domain does not create an additional stray field but allows
for the formation of a flux-closure pattern and thus an overall reduction of
demagnetization energy. The magnetization states are not only affected by
the thickness of the film, but also by the geometrical ratio of depth-over-
width, which is tuned by the temperature.
In the following, the appearance of the three-dimensional intra-stripe struc-
ture in MFM and XMCDPEEM will be compared and discussed. Figure 5.5
shows the micromagnetic contrast obtained by XMCDPEEM (a) and MFM
(b) of a 180-nm-thick MnAs film. For the XMCDPEEM images only the
topmost layers contribute to the contrast. On first sight, the MFM contrast
is by far more complex. As MFM is sensitive to the out-plane component of
the stray field, the measured contrast is a result of the stray field associated
with the sub-domains and stripes being separated by nonmagnetic material.
Thus, in MFM the effect of a reduced stray field should be recognized. In-
deed, a strong bright contrast of the type (I) domain, revealing a large stray
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field at the edges of the stripe, is measured compared to the stray field of
type (II) domains. Furthermore, in the case of type (II) domains another
feature is visible in MFM at the edge of α-MnAs, which is not apparent in
XMCDPEEM. In areas of repulsion (dark contrast) a thin white line is visible
[cf. in Fig. 5.5(b)]. This is a convolution artifact introduced by measuring
in constant frequency shift mode. To maintain the frequency shift, the can-
tilever is positioned at very short tip sample distances, where topographic
features are becoming strongly pronounced.
In general, the statistics of the three domain types yield the same results
for both methods averaged over many images. Besides the good agreement of
simulated intra-stripe structure and experimental MFM and XMCDPEEM
results, two main discrepancies of stray field pattern and surface magneti-
zation distribution are apparent. First, MFM shows that type (I) domains
are typically an alternating sequence of oppositely magnetized areas along
the c-axis, whereas they appear as a single domain state extending along the
c-axis in XMCDPEEM. The alternating sequence of oppositely magnetized
type (I) ’segments‘ is observed in MFM for MnAs films with thicknesses down
to 80 nm. In contrast, for thicknesses below 80 nm, the stripes appear to
be single domain along the c-axis also in MFM measurements. Second, type
(II) and type (III) domains reveal a striking substructure in MFM composed
of fine straight or tilted comb-like features.
The remaining differences can be understood in the context of invasive ef-
Figure 5.5: Comparison of the micromagnetic imaging (5 × 5 µm2) of a
180 nm thick MnAs film by (a) XMCDPEEM and (b) MFM at different
spots. The position of the ferromagnetic (FM) and nonmagnetic (NM) stripes
is indicated above.
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fects of the MFM tip. First, the situation for films with thicknesses up to the
critical thickness of 100 nm is discussed. The preferred domain configuration
is the ’S’ state, associated with a high stray field. Single ferromagnetic stripes
exhibit a high demagnetization energy for type (I) domains extending along
the c-axis, which can be efficiently reduced by an antiparallel alignment of
neighboring domains. In XMCDPEEM no activation processes are involved
in the measurement procedure to provide an energy to transform to a se-
quence of antiparallel domains. However, in MFM experiments the magnetic
tip is operated near the sample surface. Simulations of the tip‘s stray field
yield a strength of 5 mT at working distances of 50 nm, i.e. the magnetic
tip provides a laterally confined field. The tip field seems to be sufficient to
flip parts of the stripes to form antiparallel domains along the c-axis. It is
remarkable that for extended alternating type (I) domains the width is com-
parable to the film thickness – a signature of an optimal demagnetization.
Once the stripe reveals an antiparallel arrangement, further scanning the
area with the magnetic tip does not alter the domain configuration; the initial
switching is irreversible. Sudden tip jumps due to an interaction are rarely
observed in experiments and it is assumed that the initial switching occurs
already upon approaching the sample surface with the tip. The invasive
effect of the MFM tip is not observed for thinner films, as stated above. This
can be attributed to the thickness dependence of the coercive field [20, 118].
For films thicknesses below 100 nm the coercive field increases and the stray
field of the tip is not sufficient to induce domain flipping.
For larger film thicknesses the situation is more complicated since now the
tip may influence the in-depth structure. The comb-like structure [cf. Fig.
5.5(b), labeled (I)×(III)] is more often observed in MFM than in XMCD-
PEEM images and can thus most likely be attributed to a tip-induced effect.
The interaction of tip and sample is smaller due to the reduced stray field
of type (II) and type (III) domains. For MFM experiments in the constant
force gradient mode, the tip is positioned closer to the sample surface to
maintain the total force gradient, causing a stronger distortion of the sample
magnetization by the stray field of the tip. There are a few possible scenar-
ios. As the easy-plane character of the basal plane of MnAs allows domains
with out-of-plane magnetization, the tip magnetization is aligned with one of
the vertically magnetized regions. Thus, the tip might be able to drag these
diamond domains across the stripe, which causes bright fine lines elongated
in the a-axis direction possibly resulting in the comb-like structure. On the
other hand, the tip‘s stray field is not large enough to drive out type (II) and
type (III) domains.
To finally answer the question of tip-induced distortions of all domain
types, micromagnetic simulations of both tip and sample are needed. For
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the calculation of these effect, the MFM-response simulation tool (Sec. 4.5)
has to be extended to a dynamic simulation of the combined tip and sample
system.
5.3 Zig-zag domain transitions
The investigation of thicker MnAs films (& 200 nm) revealed three types of
characteristic zig-zag shaped domain transitions separating head-on domains,
i.e. two domains facing each other with opposite magnetization. First, type
(II) and (III) domains exhibit a very characteristic zig-zag pattern along the
c-axis direction. To study the nature of zig-zag domain walls in detail, their
occurrence and characteristic as a function of ferromagnetic stripe width
and film thickness is investigated. Micromagnetic simulations consistently
explain the zig-zag domain walls as a result of the energy minimization of
the system. Second, a V-shaped domain configuration was found at the
transition between type (II) domains of opposite magnetization that will be
explained by micromagnetic simulations as well. Finally, the nucleation of
oppositely magnetized domains in thick films proceeds via the formation of
zig-zag shaped edge domains.
Thickness dependence: Figure 5.6 shows four XMCDPEEM images of
(a) 120 nm, (b) 215 nm, (c) 300 nm and (d) 500 nm thick MnAs films
[33]. The ferromagnetic stripes can be identified as areas with black and
white contrast. As discussed above, the stripe period p increases with the
film thickness. For the analysis of the thickness dependence of the zig-zag
pattern, the temperatures were chosen such that the ratio of the widths of
the α- and β-stripes wα/wβ is constant. Furthermore, only narrower stripes
are taken into account where the influence of inter-stripe coupling can be
neglected.
The micromagnetic contrast for the 120-nm-thick film [Fig. 5.6(a)] is gov-
erned by type (I) and (II) domains, whereas the thicker films show type (III)
domains as well. The domain boundaries between type (I) domains of oppo-
site magnetization (running along the a-axis direction) show a large tilt for
thin films and straight walls for thick films [cf. white circles in Figs. 5.6(a)
and (b)]. Type (II) domains are characterized by two oppositely magnetized
head-on domains separated by a domain transition running along the c-axis
direction. These walls are straight for the 120 nm thick film but they become
increasingly structured in thicker films. The 300 and 500 nm thick films ex-
hibit fully developed zig-zag walls [cf. white rectangles in Figs. 5.6(c) and
(d)]. Type (III) domains are never observed below a film thickness of ap-
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Figure 5.6: Thickness dependence of the micromagnetic domain structure in
MnAs films: (a) 120 nm, (b) 215 nm, (c) 300 nm and (d) 500 nm, probed by
XMCDPEEM. ~k indicates the direction of incidence of light.
proximately 150 nm. In the 215-nm-thick film, extended type (III) domains
show a zig-zag pattern along both domain boundaries [see rectangle in Fig.
5.6(b)]. This has also been observed in the narrower stripes of the 300-nm-
thick film. In contrast, wide ferromagnetic areas are characterized by tilted
domain boundaries closer to the edges of the stripe and less extended type
(III) domains.
In case of the 500-nm-thick film another type of zig-zag-shaped domain
configuration is observed which extends over the whole stripe – in contrast
to the zig-zag domain walls. In Fig. 5.6(d) a white circle marks a V-shaped
domain configuration. It presents another type of transition between oppo-
sitely magnetized type (II) domains, however, associated with an inclined
type (III) domain segment. The V-shaped domain configuration was also
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found for thinner films.
Dependence on the stripe width: To probe the dependence of the do-
main structure on the ferromagnetic stripe width, temperature-dependent
XMCDPEEM measurements on a 500-nm-thick film were performed. As
previously mentioned, thicker films exhibit a larger variety of domain struc-
tures, and the dynamics of many different structures can be observed si-
multaneously. Figure 5.7 presents a selection of images obtained during a
heating sequence. To ensure a magnetically well-defined state, the sample
was cooled through the phase transition to a temperature well below 0◦C. In
the complete α-phase, the sample shows no magnetic features on the probed
length scale until β-MnAs dots start to form at a temperature of approxi-
mately 10◦C. At 22◦C, β-MnAs reorganizes and forms stripe segments before
it finally exhibits a well-ordered stripe structure near 30◦C. The formation
of regular structures occurs at lower temperatures in thinner films.
With increasing separation of the ferromagnetic stripes in thick films,
Figure 5.7: Temperature dependence of the micromagnetic domain structure
of a 500-nm-thick MnAs-film: (a) 22◦C, (b) 24◦C, (c) 26◦C, (d) 32◦C, (e)
39◦C, and (f) 41◦C. The XMCDPEEM images measure 5× 5 µm2.
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they demagnetize by flipping the middle part of a stripe [cf. lower part of
Fig. 5.7(a)]. The partial flipping of the stripe leads to a type (III) domain
configuration with zig-zag domain boundaries near the edges of the stripe
[cf. rectangle in Fig. 5.7(a)]. This third type of zig-zag domain configuration
in MnAs represents a typical closure domain configuration in MnAs films.
At around 24◦C, the flipped areas separate and then start to extend
along the stripe as the stripe narrows between 26 and 32◦C [cf. Fig. 5.7(c)
and (d)]. The extended type (III) domains show a zig-zag pattern of both
domain boundaries, and the walls exhibit a partially correlated arrangement
of the zig-zag angles. In the narrower parts of the ferromagnetic stripe net-
work, only type (II) domains are found at 26◦C [cf. Fig. 5.7(c)]. This trend
continues until at approximately 35◦C, at which point type (II) domains are
predominant. At higher temperatures close to the phase transition temper-
ature, the remaining stripe segments are primarily in a single domain state.
Zig-zag domain wall statistics: After the qualitative description of the
influence of the geometrical parameters, namely film thickness and ferro-
magnetic stripe width, on the micromagnetic domain pattern, a statistical
analysis of the zig-zag domain wall angle is obtained from a number of mea-
surements. For this purpose, characteristic parameters of a zig-zag wall are
introduced: the periodicity P , the angle 2θ, and the amplitude 2A, as illus-
trated in Fig. 5.8(b).
From the analysis of type (II) zig-zag domains performed on a series
of temperature-dependent XMCDPEEM images, the mean values for 2A,
P , the maximum α-stripe width up to which type (II) domains are observed
wmaxα (II), and the minimum α-stripe width down to which type (III) domains
are still visible wminα (III), are listed in Tab. 5.1 for a 300 and a 500-nm-thick
film. Type (I) domains exist under all conditions. For the 300 nm film, type
Table 5.1: Mean values for the zig-zag amplitude 2A, the period P , the
ratio 2A/P , the maximum α-stripe width up to which type (II) domains
are observed wmaxα (II), and the minimum α-stripe width down to which type
(III) domains are still visible wminα (III).
MnAs thickness 2A P 2A/P wmaxα (II) wminα (III)
[nm] [nm] [nm] [nm] [nm]
300 367 517 0.70 555 544
500 464 742 0.63 784 976
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(II) domains vanish as soon as type (III) domains nucleate. This does not
imply that upon increasing the temperature suddenly only type (II) domains
are found. In fact, the dynamic strain balance during the phase transition
leads to a distribution of stripe widths wα at a given temperature. For the
500 nm film, the remarkable finding is that between a α-stripe width of
between 800− 1000 nm neither type (II) nor type (III) domains are present.
This is partially due to the formation of type (I) domains and due to the fact
that only a few segments of the stripes have a width in this range.
From the mean values of amplitude and period, one can calculate the
average zig-zag angle using tan θ = P/4A, yielding 2θ = 79◦ for the 300-nm-
thick film and 85◦ for the 500-nm-thick film.
As the individual stripe geometry affects the domain structure and thus
the zig-zag angle statistics, the zig-zag angle is analyzed as a function of
α-stripe width for the 300-nm-thick film. Again, only type (II) domain
boundaries were considered, as the formation of coupled zig-zags in type
(III) domains further complicates the analysis [cf. Fig. 5.7(d) on the left-
hand side]. As particularly evident in the 500-nm-thick film, the formation
Figure 5.8: (a) Plot of the zig-zag angle 2θ as a function of α-stripe width
wα for a 300-nm-thick MnAs film. Three regimes can be distinguished, as
indicated in the graph. (b) Definition of the angle θ, the period P , and the
amplitude 2A for a zig-zag wall [in a type (II) domain]. (c) XMCDPEEM
image of a zig-zag wall. The analyzed angles are indicated by black lines.
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of zig-zag type (III) domains proceeds via the coupling of both zig-zag do-
main boundaries, partially forming an elongated hexagonal structure.
Figure 5.8(a) plots the zig-zag angle 2θ as a function of stripe width wα.
The stripe width was measured locally along with the angle for the complete
set of data from 10 − 40◦C in steps of < 1◦C. The data points correspond
to the average angles and the error bars to the standard deviation. The
plot of the zig-zag angle exhibits three distinct regimes. In regime (i), below
a critical stripe width of 540 nm, a constant angle of 180◦ is found, i.e. a
straight domain wall. Straight walls are also characteristic for films thinner
than 150 nm (not shown) – independent of wα. Contrary to that, the 500-nm-
thick film (not shown) exhibits a straight domain wall only for very narrow
stripes (wα < 250 nm).
In the intermediate regime (ii) from 540 to 700 nm the zig-zag angle de-
creases linearly with increasing stripe width. Regime (iii) is again exhibiting
a constant angle, however, being approximately 115◦ for wα > 700 nm. For
thicker films, the lower limit for 2θ is 90◦ and it is observed for α-stripes
wider than 725 nm.
It is now interesting to focus on the stripe width below which the do-
main boundaries straighten, i.e. when the zig-zag boundaries are no longer
energetically advantageous for the system. We find wα = 540 nm for the
300-nm-thick film and wα = 250 nm for the 500-nm-thick film, i.e. geomet-
rical ratios of wα/t = 1.8 and 0.5, respectively. This finding excludes the
possibility that the geometrical ratio, and thus the shape anisotropy, is the
governing factor for the observed zig-zag wall behavior, because otherwise
one should find a critical ratio (wα/t)crit which is universal for the material
system.
The origin of zig-zag domain walls in MnAs: Zig-zag shaped domain
transitions are rarely observed. A prerequisite for the appearance of zig-
zag domain walls is a reduction of the total energy by the formation of
zig-zag domain walls. On first sight it seems peculiar, since the elongation
of a domain wall is at the cost of exchange energy. However, one possible
zig-zag configuration is the formation of head-on domains in Gd-Co films.
Domain walls between head-on domains are strongly charged, since different
normal components of the magnetization on both sides of a domain wall are
apparent[144]. Usually charged walls are most likely occurring in samples
with low saturation magnetization or very thin films, as charges dramatically
increase the magnetostatic energy. For Gd-Co films the nucleation of a zig-
zag-shaped wall reduces the charge density per domain length, the shape is
a energetic compromise between magnetostatic energy associated with the
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charge on the wall and anisotropy energy associated with deviation of the
magnetization from the easy axis over a wide region [38]. In other words,
the sheer reduction of the charge density per domain length at the cost of
exchange and anisotropy energy is taken place. The zig-zag angle is inversely
proportional to the film thickness t with the proportionality constant being
determined by the exchange constant and the saturation magnetization. The
zig-zag amplitude 2A scales with film thickness as t3.
For the system MnAs-on-GaAs, we find apparent head-to-head domains,
however the domain transition is not a wall. Moreover, the domain wall angle
is not a result of the shape anisotropy, as we should observe the same angle
for identical α-stripe width-to-thickness ratios wα/t. Considering the three-
dimensional magnetization pattern that is the basis of a type (II) domain –
namely the diamond state – the previously discussed model for the formation
of zig-zag domains is not appropriate. In the following, the discussion is re-
stricted to single zig-zag domains, i.e. type (II) domains, as zig-zag patterns
in type (III) domains couple across the stripe which further complicates the
situation. The model of the zig-zag domain wall in type (II) domain struc-
tures is shown in Fig. 5.9(a). It is known from other systems, such as iron
whiskers, and commonly termed V-line [22]. It will be shown that the zig-zag
shape of this boundary is a result of the reduction of demagnetization energy.
For the simulation of the zig-zag domain walls, a ferromagnetic stripe
measuring length × width × thickness = 1024×384×120 nm3 with a cell size
of 8 nm was considered. The dimensions and the cell size are a compromise
between computation time and precision. As a starting configuration, a dia-
mond state extending along the stripe was assumed. Upon relaxation of the
initial magnetization configuration, the straight domain boundary separating
the oppositely magnetized stripe areas exhibits a zig-zag shape. The results
of the simulation are shown in Fig. 5.9(b). On the left, the in-plane compo-
nent of the magnetization my, and on the right, the out-of-plane component
mz is depicted at the surface of the structure (top), in the middle, and at the
interface with the substrate (bottom). The in-plane component at the sur-
face – that corresponds to the contrast observed in XMCDPEEM – exhibits a
zig-zag shape. The modulation becomes even clearer in the image of the out-
of-plane component of the magnetization on the right. The amplitude of the
modulation further increase towards the middle plane and finally decreases
again towards the interface (bottom layer). The energy of the initial magne-
tization distribution was 3.231 · 104 J/m3, which reduces to 3.139 · 104 J/m3
for the relaxed zig-zag structure. The formation of the zig-zag pattern is at
the cost of exchange energy (1.665 · 104 J/m3 → 1.741 · 104 J/m3), while the
demagnetization energy is reduced (1.561 · 104 J/m3 → 1.397 · 104 J/m3).
The change in anisotropy energy is more than a magnitude smaller and can
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Figure 5.9: (a) Model of a zig-zag domain wall in MnAs films. The underlying
domain structure shows a diamond state. The rotated close-up illustrates
the zig-zag angle and tilt of the diamond state. (b) Simulated magnetization
distribution [top view of the surface (top), the middle and the interface layer
(below)] indicating the micromagnetic nature of the zig-zag domain wall in
MnAs. On the left, the in-plane component of the magnetization (my) and
on the right, the out-of-plane component (mz) is shown.
thus be neglected. Thus, it can be concluded that the driving mechanism
of the zig-zag formation in MnAs is the minimization of the stray field of a
diamond state.
Within this context, the dependence of the zig-zag angle on the stripe
width can be understood. In case of wide stripes [cf. Fig. 5.8(a), regime (iii)],
a constant angle of 115◦ is found. This angle corresponds to the minimum
energy of type (II) domains for the given film thickness. In regime (ii), the
zig-zag angle is a linear function of the stripe width. As the fully developed
diamond domain requires a certain space in the a-axis direction, the stripe
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dimensions restrict the movement of the diamond domain. Consequently,
the amplitude of the zig-zag is reduced and thus the angle increased. The
required space for a symmetric diamond domain is on the order of the film
thickness. Finally, if the stripe width is below twice the film thickness, the
space is becoming too small for the diamond domain to establish a zig-zag
pattern.
Explanation of the V-shaped domain configuration: The second type
of domain configuration exhibiting a zig-zag shape is the V-shaped structure.
It extends across the whole stripe width and is commonly observed for thick
films [cf. white circle in Fig. 5.6(d)]. It represents a transition between type
(II) domains via a skewed type (III) domain resembling a V-shape. For the
micromagnetic simulation, a sample measuring length × width × thickness
= 1024 × 340 × 120 nm3 with a cell size of 8 nm and an initial completely
random magnetization was used. Figure 5.10 presents a detailed look on
one half of a simulated V-shaped structure. On top, an image of the in-plane
magnetization component my of the uppermost layer is shown, corresponding
to the observed XMCDPEEM contrast. Below, cross-sections of the out-of-
plane magnetization component mz at the respective positions indicated in
the image above are depicted.
Starting on the left, a type (II) with a stretched diamond domain is
observed. In contrast to the case described above, where the position of
the diamond domain oscillates with a zig-zag shape along the stripe, the
diamond domain overstretches [cross-section (2)] and is ripped apart (3). An
antiparallel diamond domain nucleates (4) in the middle of the stripe that
drives out the edge domains (5). The transitional type (III) domain can be
found in the 4th cross-section. The stretched edge domains (dark) start to
retract (6) until the inverse of the initial type (II) domain configuration is
reached again (7). In cross-section (8), the reverse process starts again.
Comparing the results for the zig-zag domain wall and the V-shaped
domain configuration, it is found that in both cases the governing underlying
domain pattern is a stretched diamond domain. The difference lies in the
correlation of the upper and lower tip of the diamond. Whereas the zig-zag
domain is due to an oscillatory in-phase movement of both tips, the V-shaped
transition is characterized by an out-of-phase stretching. In other words, the
position of the zig-zag pattern on the top and bottom layer of the film is
identical for the zig-zag domain and mirrored for the V-shaped domain.
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Figure 5.10: Micromagnetic simulation of the V-shaped domain transition.
For clarity, the out-of-plane component mz is depicted. Top: image of the
in-plane component (my) of the magnetization of the uppermost layer; bot-
tom: corresponding cross-sectional cuts of the out-of-plane components of
the magnetization in the hexagonal plane. Their positions along the stripe
are indicated in the image above.
5.4 Inter-stripe coupling
Besides the micromagnetic properties of individual ferromagnetic stripes, the
ensemble of the self-organized ferromagnetic structure can lead to effects in
the magnetic properties of the system. So far, the intra-stripe structure
along has been discussed in detail. Now, the interaction between the stripes
is investigated. The study has been performed relying on MFM and XM-
CDPEEM data which reveal consistent results. I will restrict the discussion
to XMCDPEEM experiments, as a straight-forward quantitative analysis is
possible. Films of four different thicknesses, 120, 180, 300, and 500 nm were
investigated. Before every measurement, after the removal of the As cap
layer, the samples were cooled down well below 0◦C rendering the films are
in the pure α-phase.
Figure 5.11 shows a sequence of XMCDPEEM images recorded at increas-
ing temperatures in the same area of a 120-nm-thick film. In the complete
α-phase (0◦C), the film exhibits very large single domain areas (compared to
the f.o.v. of 5 µm). Upon heating to the nucleation of the β-phase at 10◦C,
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Figure 5.11: Influence of inter-stripe coupling on domain patterns of a 120-
nm-thick MnAs film on GaAs(001) imaged by XMCDPEEM (f.o.v. diameter:
5 µm).
no change in magnetization is observed. At 13◦C, the β-phase material (gray
contrast) is largely unordered and its presence has no apparent influence on
the micromagnetic domain structure. At 16◦C, the β-phase material tends
to form a regular stripe array, and slight changes in the domain structure
become apparent. At 23◦C, the β-phase is fully ordered and the common,
regular α-β-stripe structure is present. At this temperature, domain flipping
may occur due to the separation of the extended ferromagnetic domains into
smaller compartments by the introduction of the β-stripes. As indicated in
Fig. 5.11 by a rectangle, two tails of the domain with bright contrast have
almost formed one extended domain in pure α-phase. However, the develop-
ment of an extended domain does not occur until β-stripes are incorporated,
which separate the antiparallel domains and reduces the size of the compart-
ment sandwiched between two bright domains at neighboring stripes. Then
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the antiparallel domain flips, indicating a magnetostatic biasing effect of the
neighboring stripes and thus inter-stripe coupling.
It has to be noted that the commonly observed domain walls in the pure
α-phase are inclined with respect to the easy axis. Inclined domain walls
exhibit an additional stray field contribution to the total energy, compared
to straight domain walls, and become unstable as soon as the large domains
get separated by the introduction of β-MnAs. The domains extending across
the stripes favor domain walls running along the a-axis direction as this
eliminates the contribution of the stray field. The inter-stripe regime is
therefore characterized by extended domains across the stripes, the formation
and the flipping of compartments.
The micromagnetic structure undergoes a dramatic change at 26 ◦C.
Within the extended domains, areas of opposite magnetization nucleate.
Now, the demagnetization of the individual stripes is favored at larger stripe
separations and closure domain intra-stripe structures are preferred. If only
type (I) domains are present, the demagnetization results in a sequence of
oppositely magnetized domains [cf. Fig. 5.11]. In the present case, however,
higher order domains are also observed that are not extended across the
stripes but still show an intra-stripe structure. Above 28◦C, all type (I) do-
mains transform into type (II) domains until the stripes become so narrow
that they transform back to single domain again. Close to the phase tran-
sition at 40◦C, the α-stripes finally decompose into isolated ferromagnetic
dots.
From the discussion of the decoupling behavior of the 120-nm-thick film,
two main results can be deduced: the inter-stripe coupling, i.e. correlated
domains over several α-stripes, governs the micromagnetic properties of the
stripe structure up to the temperature of 26◦C. Once the inter-stripe cou-
pling breaks down due to an increasing distance between the ferromagnetic
stripes, intra-stripe structures with small demagnetization fields nucleate.
The formation of relatively dense antiparallel domains or type (II) domains
leads to a reduction of the stray field energy at the cost of exchange energy.
The samples investigated with XMCDPEEM are nominally demagne-
tized. This is usually reached by cooling them down from the γ-phase (typ-
ically from above 300◦C) in zero applied field. However, as the field-of-view
is on the micron-scale, an effective net magnetization is observed, i.e. only
by averaging over larger film areas the film proves to be not magnetized. By
analyzing the net magnetization and domain wall boundary length as a func-
tion of temperature (or, similarly, stripe separation), a quantitative insight
into the decoupling of the stripes can be achieved. Plots of the relative areas
of a ferromagnetic stripe occupied by the parallelly and antiparallelly magne-
tized domains and the respective domain wall lengths between the parallelly
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Figure 5.12: Quantitative analysis of the inter-stripe coupling behavior of a
120-nm-thick MnAs film. (a) Plot of the parallel and antiparallel magnetized
fraction of the ferromagnetic areas. The curves correspond to the relative
area of black and white contrast of the XMCDPEEM images, shown in Fig.
5.11. (b) Boundary length of regions with white and gray, white and black,
and black and gray contrast, respectively.
(white) and antiparallelly (black) magnetized domains and the nonmagnetic
areas (gray contrast) are shown in Fig. 5.12 for a 120-nm-thick film.
Two regimes can be clearly distinguished in the plots of the relative mag-
netization [Fig. 5.12(a)]. Large relative magnetization values are found at low
temperatures. A plateau with moderate smaller net magnetization is reached
between 16 and 23◦C. In this plateau regime, the extended domains are more
ordered across the stripes by domain flipping and domain wall movement as
a result of inter-stripe coupling. Between 26 and 27◦C, the net magnetization
vanishes as type (II) domains that show no net magnetization are introduced,
replacing type (I) domains. The balancing of the different magnetization di-
rection indicates the effective demagnetization of individual ferromagnetic
stripes. This occurs most likely due to the nucleation of flux-closure do-
mains, whereby the inter-stripe coupling is lost. Accompanied by the sudden
drop of the ratio of parallel and antiparallel domains, a large increase in the
domain boundary length between oppositely magnetized domains is found
[cf. Fig. 5.12(b)].
The two coupling regimes are an universal property of the stripe array
and, to a certain degree, independent of film thickness. Figure 5.13 shows the
plots of the net magnetization and domain wall length for three additional
film thicknesses: 180, 300, and 500 nm. For the thinner films, a f.o.v. win-
dow of 5 µm was analyzed and for the 500-nm-thick film a window of 10 µm.
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Figure 5.13: Quantitative analysis of the inter-stripe coupling behavior of
(a) a 180-nm-thick MnAs film, (b) a 300-nm-thick MnAs film and (c) a
500-nm-thick film. For all film thicknesses, the relative amount of parallel
and antiparallel magnetized domains (left-hand side) and the corresponding
boundary lengths (right-hand side) are shown.
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The ratio of the oppositely magnetized areas is different for the starting
configurations. For the 180-nm-thick sample a gradual decrease of the net
magnetization is observed due to a sample drift during the heating cycle.
No complete demagnetization is reached up to the maximum temperature
that was analyzed. In case of the 300-nm-thick film (b), the observed area is
completely magnetized in one direction and the decrease of the polarization
starts at ∼ 20◦C. Above that temperature, the relative magnetization decays
very slowly in case of the 300-nm-thick film and stays roughly the same in
case of the 500-nm-thick film. Again, no complete microscopic demagnetiza-
tion was observed up to the phase transition temperature. In fact, the net
magnetization after the breakdown of the inter-stripe coupling depends on
the magnetization ratio at the beginning of the heating cycle and on the film
thickness. This effect can be attributed to the limited field-of-view and to
the formation of three-dimensional magnetization patterns in thicker films.
As mentioned above, XMCDPEEM is only sensitive to the topmost layer.
All films show a steep increase in the length of the domain wall sepa-
rating areas of black and white contrast at the temperature coinciding with
the formation of a plateau with reduced net magnetization. This onset tem-
perature shifts to lower values for thicker films. In general, the length of
the domain wall between areas of black and white contrast is a measure of
the gain of the total energy by the formation of flux-closure domains. Upon
further heating, the domain wall length goes to zero as the break-up of the
continuous α-stripes close to the phase transition temperature renders the
stripe segments in a single domain state. Furthermore, it should be noted
that the plotted domain boundary lengths are absolute values and not cor-
rected for the amount of ferromagnetic material. In case of the 500-nm-thick
film that is known to exhibit complex three-dimensional domains, a second
steep increase of the domain wall length to a value of 100 µm is observed
above 22◦C. As in case of the thinner films, at higher temperature and thus
narrower α-stripes, the domain wall length decreases again as the single do-
main state is energetically preferred. It has to be noted that the tendency of
thick films to form type (III) domains limits the information value of the net
magnetization at the surface concerning the demagnetization of individual
stripes. Thus, it cannot be concluded from the remaining net magnetiza-
tion in case of the thicker films that the domains are not able to decouple
completely.
The tendency to form enclosed domains, i.e. areas of opposite magneti-
zation within a larger domain, can be obtained from looking at the length of
the domain boundaries between ferromagnetic areas of the respective mag-
netization and the nonmagnetic areas. The 120-nm-thick film exhibits an
equal domain boundary length for both magnetization directions with β-
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MnAs upon complete demagnetization [cf. Fig. 5.12 (b)]. On the contrary,
the thicker films (180 and 300 nm) show a preference of one magnetiza-
tion direction over the other in the plateau region [cf. Fig. 5.13(a) and (b)].
However, as the domain wall length between the ferromagnetic domains in-
creases, enclosed domains form that reduce the stray field energy by their
domain structure in-depth and not by the sole compensation of the surface
magnetization.
To obtain a deeper insight into the inter-stripe coupling due to magnetic
interaction, two-dimensional micromagnetic simulations were performed. From
the experiments, it can be concluded that the relevant magnetic features are
domains that extend across ferromagnetic stripes (in the a-axis direction).
Thus, in order to describe the coupling, the initial magnetic intra-stripe
structure is not of primary importance. Since MnAs films exhibit an easy
plane of magnetization perpendicular to the c-axis that plays an increasing
role with decreasing contribution of the shape anisotropy for thicker films,
a three-dimensional micromagnetic simulation code should, in principle, be
employed. However, as three-dimensional simulations of a large array of cou-
pling ferromagnetic stripes are very time-consuming and as closure domain-
like structures do not result in a significant stray field (the magnetic inter-
action between stripes is strong for domains that exhibit a large stray field),
less computing-intensive two-dimensional simulations are presented.
The α-β-phase coexistence is modeled by placing nonmagnetic material
between three ferromagnetic stripes. The sample is 1280× 1280 nm2 (128×
128 grid points) and the ferromagnetic stripe width is varied from 420 nm
down to 10 nm. The following parameters for MnAs were used in the two-
dimensional simulation: exchange stiffness constant A = 1.0 ·10−11 J/m, sat-
uration magnetization Ms = 8 · 105 A/m, and magnetocrystalline anisotropy
constants Ku1 = −7.2 · 105 J/m3 and Ku2 = 3.6 · 105 J/m3. The y-axis of
the coordinate system of the simulator corresponds to the magnetocrystalline
hard axis (c-axis). The goal of the simulations is not to reproduce the mi-
cromagnetic fine structure, but to get an insight into the coupling between
the stripes. Therefore, the commonly observed type (II) and (III) domains
will not appear in the simulated magnetization distributions as they are in
fact three-dimensional magnetization patterns.
As an initial configuration, the ferromagnetic α-stripes of a chosen sep-
aration wβ were assumed to be randomly magnetized. The random magne-
tization was allowed to relax at zero applied field. The results as a function
of stripe separation are shown in Fig. 5.14. At a separation of wβ = 10 nm
(=̂ 11◦C), domains typically extend over several stripes (in the a-axis direc-
tion) and few domain walls are present, in accordance with the experimental
observations. Furthermore, the domains which are not coupled across all
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three stripes show slightly tilted domain walls (with respect to the a-axis).
As the width of the ferromagnetic stripes is decreased, the magnetization of
some areas of the stripes flips. This results in domains that extend over all
three stripes, which is a fingerprint of the inter-stripe coupling. The flip-
ping of the domains occurs predominantly for domains with previously tilted
domain walls. Upon further decreasing the ferromagnetic stripe width (in-
creasing the width of the nonmagnetic spacer), the spatial ordering of the
domain structures vanishes as the magnetic coupling between the stripes be-
comes too weak. The ferromagnetic stripes then try to minimize their stray
fields individually, resulting in an increased number of domain walls. Upon
complete decoupling of the stripes, the domain width (in the c-axis direc-
tion) becomes the same for all stripes. At a separation of wβ = 610 nm,
the simulations show that the narrow stripes exhibit a predominant out-of-
plane magnetization as the stripes are now narrower (20 nm) than they are
thick (50 nm). The respective plot of the relative magnetization is shown
Figure 5.14: (a) Micromagnetic simulation of the domain structure of cou-
pled ferromagnetic stripes. The stripe separation wβ is indicated above the
images. White and black contrast: parallel and antiparallel magnetization,
respectively; gray: nonmagnetic areas. (b) Plot of the parallel and antiparal-
lel magnetized fraction of the ferromagnetic areas of the simulated structure
as a function of temperature.
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in Fig. 5.14(b). As in the experimental data, clearly two regimes can be
distinguished. In contrast to the experiments on the 120-nm-thick film, the
first decay of the net magnetization happens more gradually and is connected
with the formation of extended domains across the stripes. The second de-
cay of the net magnetization is due to the formation of compartments as the
stripes are completely decoupled. Since two-dimensional simulations are not
able to yield type (II) domains, the simulated demagnetization is solely due
to the reduction in magnetic dipole interaction.
The inter-stripe interaction and the coupling behavior may also have an
impact on the magnetization reversal. As long as the films are thinner than
the critical film thickness for the nucleation of in-depth domains, the inter-
stripe coupling can have a magnetostatic biasing effect. To reverse the mag-
netization, the applied magnetic field has to overcome the coercive field and
the biasing field of neighboring stripes.
5.5 Micromagnetics of
MnAs-on-GaAs(111)B
For MnAs films on GaAs(001), the magnetization distribution in the basal
plane is experimentally not accessible by imaging techniques. However, a
cross-sectional view of the ferromagnetic stripes would complete the inves-
tigation of the micromagnetic structure of MnAs-on-GaAs(001). Unfortu-
nately, cleaved samples have elastic and thus micromagnetic properties that
differ from the regular α-β-stripe structure. In order to gain insight into
the domain structure of the basal plane at remanence, XMCDPEEM mea-
surements have been performed on MnAs films on GaAs(111)B [21]. It was
found that MnAs on GaAs(111)B exhibits a self-organized structure on the
nanoscale [136]. However up to now, no correlation between the topographic
structure and the magnetic properties have been found [85]. Here, the dis-
cussion is mainly focussed on the type of domains in the basal (0001) plane
of MnAs.
Figure 5.15 shows an XMCDPEEM image of MnAs/GaAs(111)B at rema-
nence, after a decapping procedure to completely remove the As protection
layer and cooling down to 19◦C. The plane of incidence of the light was
slightly misaligned to the MnAs[2110] axis. The magnetic contrast reaches
from dark to bright, corresponding to the magnetization ranging from fully
parallel to fully antiparallel, respectively. Neutral gray contrast is obtained
for nonmagnetic areas, as well as for a vanishing projection of the magnetiza-
tion vector along the selected MnAs[2110] axis ( ~M ⊥ ~k). The micromagnetic
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Figure 5.15: Micromagnetic XMCDPEEM image of a 270-nm-thick MnAs
film on GaAs(111)B recorded at 19◦C. The wave vector ~k of the incident
light is indicated on the right-hand side. Ferromagnetic α-MnAs arranges in
a network of quasi-hexagonal structures, separated by nonmagnetic β-MnAs.
Two close-ups of quasi-hexagonal elements reveal the common magnetization
patterns: (a) vortex-like domain and (b) distorted stripe domain.
domain pattern obtained by XMCDPEEM imaging [cf. Fig. 5.15] shows a
number of discrete contrast levels in the ferromagnetic areas, reflecting the
projection of the magnetization ~M onto ~k. The coexisting nonmagnetic β-
MnAs areas exhibit a neutral gray contrast and form a honeycomb-like net-
work that is indicated by a dotted line. The exact position of the β-MnAs
can be obtained from LEEM imaging [10, 11] at the sample spot. Two rep-
resentative quasi-hexagonal α-MnAs areas are highlighted and zoomed into
in Fig. 5.15(a) and (b). The first structure shown in (a) exhibits three con-
trast levels, where the dark and bright contrast areas occupy each two of the
hexagonal segments, while a similar, neutral gray level is seen in the remain-
ing two segments. This contrast belongs to a vortex-like state, as will be
shown later. The second domain pattern depicted in Fig. 5.15(b) shows basi-
cally three areas with largely opposite magnetization and it further exhibits
a fine structure.
In principle, the magnetic easy plane character of the MnAs(0001) face
leads to a number of domain configurations, as no direction is preferred.
This can be held responsible for the difficulties in interpreting the MFM
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Figure 5.16: Calculated magnetization vector field in the remanent state of
two representative domain patterns. (a) Vortex-like domain pattern and (b)
(distorted) stripe domain pattern.
observations [85]. To understand the micromagnetic contrast of MnAs-on-
GaAs(111)B, two-dimensional micromagnetic simulations are performed [32].
An array of hexagonal, ferromagnetic α-MnAs columns with a side length of
300 nm, separated by 50 nm wide nonmagnetic material is assumed. Thus,
the lateral size of the simulated structure is the same as the average size of the
observed quasi-hexagonal structures. The simulated hexagonal pattern mea-
sures 1585×1640 nm2. The two-dimensional unit cell of the simulation is cho-
sen to be (5 nm)2 which has the same dimensions as the magnetocrystalline
and the magnetostatic exchange lengths in MnAs. Reasonable parameters
are used for the two-dimensional simulations: exchange stiffness constant
A = 1.0·10−11 J/m, saturation magnetization Ms = 8·105 A/m (from magne-
tization curve measurements), and an uniaxial magnetocrystalline anisotropy
with the constants Ku1 = −7.2 · 105 J/m3 and Ku2 = −3.6 · 105 J/m3. The
axis of the magnetocrystalline anisotropy (c-axis) is collinear with the z-axis
of the coordinate system. The thickness of the simulated film was set to
50 nm, as a strong thickness-dependence of the magnetization distribution is
not expected.
As an initial configuration, the ferromagnetic hexagons were assumed
to be randomly magnetized. The simulation of the hexagonal structure in
Cartesian coordinates leads to structural boundaries that are approximated
by a staircase along the grid lines. The approximated magnetic boundary
conditions introduce deviations of exchange and stray field contributions to
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the effective field, which can cause discrepancies in the switching mechanism
and the formation of vortices near the staircase-approximated boundary [41].
Nevertheless, the remanent magnetic configuration shows that the magneti-
zation vector is parallel to the boundary of the hexagon. Thus, the staircase
approximation seems appropriate for the present magnetic problem.
For the simulation, a random magnetization was allowed to relax in zero
applied field and the result is shown in Fig. 5.16 for the most two common
states – the vortex-like state (a) and the (distorted) stripe state (b). In the
vortex-like state, the magnetization is largely parallel to the respective hexag-
onal boundary, leading to a domain pattern with a six-fold symmetry. This
is in correspondence with the magnetization of the ferromagnetic hexagon
in Fig. 5.15(a). The arrows represent the direction of the local magnetiza-
tion M(r). In the stripe state, basically three predominant magnetization
directions can be seen, leading to the observed contrast. A closer look at the
domain structure reveals a number of neighboring vortex-like states in the
vicinity of the staircase boundary, which is a consequence of the staircase
approximation.
The stripe state is also governed by coupling across the β-MnAs spacers.
Because the magnetocrystalline anisotropy, as well as the shape anisotropy,
impede an out-of-plane magnetization, the demagnetization and exchange
energies govern the formation of domains. They exhibit the tendency to
form flux-closure domains. Thus, MnAs(0001) on GaAs(111)B behaves in




Magnetization reversal is a key property of magnetic materials and of impor-
tance for technological applications. The shape of the hysteresis loop exhibits
signatures of different reversal processes. With complementary MFM exper-
iments the domain formation is investigated on a microscopic scale. The
combination of both techniques allows for a correlation of both the domain
structure and the hysteresis.
In this Chapter, the field dependence of micromagnetic domain pattern
is studied. In the first Section, the evolution of the magnetization distribu-
tion is investigated starting from a demagnetized state in an applied field by
combined SQUID and MFM measurements. Supporting micromagnetic sim-
ulations provide an explanation of the field-dependent stability of the domain
structure. In the second Section, a detailed analysis of the magnetization re-
versal characteristics of MnAs films is provided. In the α-β-phase coexistence
regime, two distinctively different reversal characteristics are apparent. They
are found to be a function of temperature and film thickness. On the basis
of micromagnetic simulations, the experimental findings are explained in a
consistent way.
6.1 The virgin curve
The influence of an external magnetic field on the domain structure of MnAs
films on GaAs(001) is studied. A nominally 180-nm-thick MnAs film1 was
investigated at room temperature with the variable-temperature and field

































Figure 6.1: Room temperature field-dependent MFM measurements on
MnAs-on-GaAs(001): field sequence of selected MFM scans recorded along
the virgin curve. The field of 0 to 15 mT was applied along the easy axis
direction, as indicated. The development of the three basic domain types can
be followed looking at the white circular and rectangular markers. The do-
main configuration of a particular area with type (I) domains is highlighted
(see black rectangle).
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setup presented in Subsec. 3.3.2. The sample was aligned with the exter-
nal magnetic field along the a-axis of MnAs. The demagnetized state was
prepared by heating the film above the phase transition temperature until
it was completely in the β-phase and then cooled down to room tempera-
ture in zero applied field. The MFM cantilevers had a spring constant of
0.05 N/m and a resonant frequency of 80 kHz. The tip was coated with a
60-nm-thick Cr-Co film, resulting in a radius of curvature at the tip apex of
∼ 90 nm [86]. The MFM tips were magnetized along the tip axis. Accompa-
nying measurements of the magnetization hysteresis were carried out with a
SQUID magnetometer [109].
Figure 6.1 shows a series of MFM images of the same sample area as
a function of applied field. The different field values are indicated in each
image. The areas marked by a white rectangles allow for a direct observation
of the behavior of the basic domain types in an applied field. The arrows in
the area marked by a black rectangle illustrate the magnetization distribu-
tion. At a field value between 1 and 2 mT, type (III)-related domains start
to transform into type (I) domains. The last type (III)-related domains are
driven out between 4 and 6 mT. Type (II) domains, on the other hand, trans-
form into type (I) domains between 2 and 4 mT. Upon further increase of the
Figure 6.2: (a) MFM image of the MnAs film in a demagnetized state.
The ferromagnetic (FM) and nonmagnetic (NM) stripes are indicated on
the right-hand side of the figure. (b) Corresponding magnetization distribu-
tion showing areas of parallel, antiparallel, and zero net magnetization. The
β-phase areas show light grey contrast.
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field, the remaining type (I) domains get oriented in the field direction until,
above 10 mT, all ferromagnetic stripes are in a single domain state (see black
rectangle). Interestingly, the few type (I) domains that remain antiparallel
magnetized up to above 10 mT are correlated across the stripes and finally
align at 15 mT. At lower fields, these domains further exhibit irregular do-
main walls, different from the other antiparallel magnetized sections of the
film that align at lower fields.
The results of the field-dependent MFM, which can be interpreted on
a microscopic scale, are compared to SQUID measurements of the sample
at room temperature. A detailed evaluation of the MFM data is shown in
Fig. 6.2. The relative magnetization aligned in the direction of the exter-
nal field is determined by analyzing the width of parallel and antiparallel
magnetized type (I) domains of the ferromagnetic stripes along the c-axis as
a function of applied field. Since type (II) domains and more complicated
domain structures exhibit an almost vanishing net magnetization along the
a-axis, they are neglected in the analysis. Finally, the absolute values for the
magnetization are obtained by multiplying the deduced ratio of parallel and
antiparallel magnetized type (I) domains with the magnetization of the fully
Figure 6.3: Hysteresis curve measured at room temperature with the field
applied along the easy a-axis. The solid line shows the SQUID measurement
and the black circles indicate the relative values obtained by field-dependent
MFM. The value for the coercive field is ±5 mT.
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magnetized state measured by SQUID at 15 mT. The estimated values from
MFM data analysis (black dots), as well as the hysteresis curve along with
the virgin curve measured by SQUID magnetometry at room temperature
(solid line), are shown in Fig. 6.3. Prior to the measurement of the virgin
curve in SQUID, the sample was demagnetized in an alternating magnetic
field.
To get a deeper insight into the intra-stripe domain structure and inter-
stripe coupling in an applied field, micromagnetic simulations were per-
formed. The geometry of the striped structure is deduced from the phe-
nomenological phase-coexistence characteristics described in Sec. 2.3. In the
beginning of the time-consuming simulation we falsely assumed a film thick-
ness of 180 nm (nominal film thickness of grown layer). SEM measurements
reveal a film thickness of 140 nm, however recent results show a qualitatively
similar behavior for 140 nm thick films.
For a 180-nm-thick MnAs film the period of the stripes is p = 4.8 ·
180 nm = 864 nm. At room temperature, the phase fraction of the α-phase is
φ(21◦C) = 0.88. Thus, the width of the ferromagnetic stripe is wα = 760 nm
and that of the nonmagnetic stripe wβ = 104 nm.
The choice of the in-plane dimensions are a compromise between com-
putational time, numerical convergence and length scale of the investigated
phenomena. Since inter-stripe coupling is apparent too, the simulated area
consists of at least two ferromagnetic stripes with a width of 760 nm, sep-
arated by a 100-nm-wide nonmagnetic stripe. Also, the length along the
stripes has to be sufficient for realistic domains to form. The cell dimensions
have to be of the order of the micromagnetic exchange length, which is 5 nm
in the case of MnAs. For a good compromise between physical demands and
calculation time, the sample was divided into 128 × 128 × 14 cells (length
× width × thickness) of (13 nm)3. The thickness of the film is 182 nm.
Along the width of the stripes, the first and the last 60 cells can have a
magnetic moment, separated by a buffer layer of 8 cells that corresponds to
a width of the β-stripe (wβ = 104 nm). The width of the α-stripe is slightly
overestimated with wα = 780 nm — a deviation of about 20 nm. Typical
micromagnetic parameters for MnAs were used, as discussed in Chapter 4
and given in Sec. 5.2. The x-axis of the coordinate system of the simulator
corresponds to the magnetocrystalline hard axis (c-axis), the y − z-plane to
the easy plane, and the z-axis is along the film normal.
In accordance with the SQUID measurements, the ferromagnetic α-stripes
were assumed to be demagnetized in the start configuration. This was re-
alized by initializing a random magnetization distribution with normalized
magnetic moments for each cell, which is part of the ferromagnetic stripe.
For the β-stripe, no magnetic moment was assumed. The initial magneti-
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Figure 6.4: Magnetization distribution of (a) the initialized state (randomly
magnetized) and (b) the relaxed state at zero applied field. The in-plane
magnetization distribution my is visualized at three positions in film depth
(z = const): at the surface, in the middle of the film, and at the interface
with the substrate. Two cross-sectional cuts along the a-axis (x = const)
show the z-component of the magnetization Mz at the positions labeled 1©
and 2©.
zation distribution was allowed to relax at zero applied field. The result
is shown in Fig. 6.4 for z = const at the surface (top), in the middle of
the film (middle), and at the interface with GaAs (bottom). For the repre-
sentation of the magnetization distribution, the in-plane component of the
magnetization along the a-axis (my) is chosen. Additionally, the magnetiza-
tion distribution of the z-component of the magnetization (mz) in depth of
selected cross-sectional cuts labeled 1© and 2© is shown in Fig. 6.4 (bottom).
Note that the x-component of the magnetization is not shown, because the
strong magnetocrystalline anisotropy of the system prevents a magnetization
in the x-direction (the magnitude is always smaller than 1/50 of the total
magnetization).
Three main domain types are identified, consistent with the MFM find-
ings: type (I) is characterized by a uniform magnetization along the a-axis,
also largely uniform in depth. A classical domain type (II), where the out-
of plane magnetized domain is symmetrically located in the middle of the
ferromagnetic stripe is not seen in Fig. 6.4, however domains that originate
from oppositely magnetized areas can be identified in cross-section 1© below.
The simulations show that the surface magnetization distribution that led
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to the classification scheme does not reach through the film. In fact, a sin-
gle ’diamond’ state turns out to be the origin of the type (II) stray fields. A
type (III) domain is found along line 2© top. The initial three-fold separation
of the magnetization on the surface splits further up towards the middle of
the film and becomes three-fold again close to the interface (inverted mag-
netization). The cross-section 2© (top) reveals that the type (III) domains
commonly observed in MFM are due to a double diamond state.
The stability of the simulated domain structure is studied in an applied
magnetic field that was applied in the +y-direction and increased in steps of
2.5 mT up to 10 mT and of 6 mT beyond. The magnetization distribution
for selected field values is shown in Fig. 6.5 for the in-plane cross-section (my)
and in Fig. 6.6 (mz) for a cross-sectional view of the easy plane along the
cuts indicated in Fig. 6.5. Upon applying a magnetic field of 10 mT, a do-
main wall movement is obvious, leading to an increase of parallel magnetized
domains (white contrast) and a reduction of the overall domain wall length.
Both trends decrease the total energy. The straightening of the domain wall
decreases the exchange energy and an expansion of parallel magnetized areas
increases the Zeeman energy and thus reduces the total energy. An example
of a domain wall straightening is apparent in the upper layer for the upper
stripe by increasing the external field from 2.5 to 5 mT. The gradual do-
main wall movement is apparent everywhere in the series up to a complete
alignment of the magnetization in the external field.
Additionally, a switching of the domains occurs from 16 mT on. First,
type (III) domain changes to type (I), whereas antiparallel type (I) domains
remain stable. Only near the boundary of the simulated structure antiparallel
type (I) are aligned in the field. However, at this field only type (I) are stable.
They are partially extended across the nonmagnetic spacer. Upon further
increasing the applied field, the antiparallel domain that does not extend
over both stripes, flips at 22 mT. The domain that is correlated remains
stable up to 28 mT. This can be attributed to the presence of an inter-stripe
interaction. The magnetostatic field of the adjacent ferromagnetic stripe acts
like an additional biasing of the local effective field, which enables a switching
of type (I) domains that are not correlated at smaller applied fields. For
the correlated antiparallel type (I) domain, the stability is increased and
a flipping occurs at higher fields. These findings are in accordance to the
experimental observations. Type (I) domains is the more stable domains
configuration at applied fields, for type (I) domains correlated across the
stripes the switching occurs at larger field values.
The cross-sectional views along the indicated positions of the simulated
structure, presented in Fig. 6.6, reveals a similar behavior. For the cuts at
position 2©, the ferromagnetic stripe shows a type (I) domain in an ’S’ con-
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Figure 6.5: Field-dependence of the in-plane magnetization distribution my
at the surface, in the middle, and at the interface of the MnAs film with
GaAs. The direction of the applied magnetic field is shown on the right-
hand side. The lines 1© and 2© indicate the positions of the cross-sections
shown in Fig. 6.6.
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figuration and a type (III) domain. Upon increasing the applied field, the
domains of the ’S’ state change to a flower state. At the edges of the ferro-
magnetic stripe the minor edge domain (black contrast) grows. At 7.5 mT,
the flower state is fully developed and upon further increasing the applied
field, it changes again to an ’S’ state. The edge domains already extends
far into the ferromagnetic stripe and a switching of the domain is almost
initiated. For slightly higher fields the domain flips. The type (III) domain
switches at 16 mT, however, the changes at smaller fields are not so pro-
nounced. The type (III) exhibits a rotation of the out-of-plane magnetized
domains (’diamonds’) with increasing field, thereby increasing the size of the
domains aligned along the applied field at the cost of the antiparallel aligned
domains. Finally, in saturation, the cross-section of the ferromagnetic stripe
shows a flower state.
For the cuts at position 1© the situation is by far more complicated.
In the beginning, domain types (I) and (II) are apparent, but they evolve
differently upon increasing the applied field. The type (I) domain is in an
’S’ state that remains up to 28 mT. The edge domain does not rotate to
Figure 6.6: Field-dependence of the the out-of-plane magnetization distribu-
tion mz of two selected cuts, indicated by lines 1© and 2© in Fig. 6.5.
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initiate a switching event, but another domain type is introduced at higher
fields, similar to the domain type (II). This is not the domain type (II) as
introduced in the classification scheme in Sec. 5.2 but a vortex-like state.
Whereas the diamond state shows a rotation of the diamond-like structure
with increasing field, thereby reducing the antiparallel oriented moments, the
vortex-like state remains pinned. The introduction of a vortex-like state at
higher fields for the type (I) domain at the position of 1© can be explained by
a domain wall movement. The pinning centers are embedded in the domain
walls.
The interesting question is why some domains switch at larger and some
at lower fields. Already at zero applied field, the relaxed micromagnetic
structure contains vortex-like configurations. They can be easily identified
in the cross-sections of the middle layer, see Fig. 6.5. Between the domains,
the y-component of the magnetization distribution (my) is almost zero (see
gray line). Here, the Bloch walls are located. At some points, however, the
in-plane magnetization of adjacent domains almost touch each other. The
domain transitions are very thin and these points act like a vortex which is
persistent up to the disappearance of the antiparallel magnetized domains.
They move in an applied field to allow an increase of parallel aligned do-
mains. The vortex state acts like a pinning center and domains that are
surrounded by many pinning centers remain up to higher fields. It has to
be clarified, whether these points have a physical origin or have been intro-
duced artificially in the simulation: the initial magnetization distribution of
highly disordered magnetic moments at adjacent grid points can introduce
the tendency of vortices. The exchange energy of the initial configuration is
calculated to be 50 times higher than for the relaxed state, which supports
that the initial configuration is magnetically highly disordered. Additionally,
the three-point difference scheme of the exchange energy underestimates the
gain in exchange energy, when neighboring magnetic moments have large
angles between them (Sec. 4.2.1) and are tolerated. The discretization using
cell sizes larger than the exchange length also underestimates the exchange.
To analyze the influence of the vortex-like structures on the experimen-
tal MFM images and to correlate the simulated domain structure with the
experimental observations, the stray field of the simulated structure was cal-
culated 100 nm above the surface (Fig. 6.7), i.e. at a typical working dis-
tance for MFM measurements. The stray field was obtained by the summa-
tion of the in-plane and out-of-plane magnetic field contributions obtained
from the dipole approximation of the magnetization distribution. The mea-
surement plane was sampled by a 50 × 50 points grid with a step size of
∆x = ∆y = 40 nm. In general, the simulated stray field images reproduce
the typically measured MFM contrast. At zero applied field, three differ-
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Figure 6.7: (a) Field-dependent calculation of the stray field (z-component)
at a height of 100 nm above the simulated structure. The positions of the fer-
romagnetic stripes are indicated by rectangles. The circles mark the positions
of pinning centers in the magnetization distribution for different depths: yel-
low circle, blue rectangle and red triangle for the position in the surface layer,
middle layer and interface layer, respectively. (b) Magnetization distribution
of the surface in-plane magnetization. The pinning centers are indicated by
yellow circles.
ent domain types are observed. With increasing field, type (II) and (III)
domains vanish. A small number of domains remains antiparallel magne-
tized and their size further decreases by domain wall movement. The stray
field images show straight domain walls, whereas the magnetization distri-
bution at the surface exhibits curved walls to connect the vortex-like pinning
centers. Surprisingly, the vortex-like pinning centers are also visible in the
calculated stray field. They correlate with the position where the apparent
orientation of the domain wall changes. The contrast change occurs more
often for the domain walls of the pinned domains. As already pointed out
in the description of the experimental MFM images, the magnetic domains
that flip at higher fields exhibit ’irregular’ domain walls at lower fields. The
irregularity can be attributed to a vortex-like structure, because the pinning
of the domain and the fingerprint in the stray field coincide. It is not clear if
the pinning centers in the experiment are due to structural inhomogeneities
or a real feature of the magnetic structure.
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In conclusion, the experimental findings and simulation results concerning
the change of the proposed domain types in an applied field are consistent.
The field range of switching events can be attributed to the pinning effect
of the vortex-like structures and to the biasing effect of the neighboring fer-
romagnetic stripes. If the stripes are already aligned in an external field,
the switching of the domains occurs at smaller fields. This may explain the
systematic tendency of the simulated structure to align in the external field
at higher values, since only two interacting stripes are simulated due to the
limitations in computation time.
6.2 Magnetization reversal
So far, the stability of the domain structures in an applied field has been dis-
cussed, where the initial configuration is a completely demagnetized state.
Now, a full hysteresis cycle is considered, starting from an initial magnetiza-
tion configuration that shows saturation and complete alignment along the
applied field. For the investigation of reversal processes, SQUID magnetom-
etry and field-dependent MFM are used. The variable-field MFM measure-
ments were performed with the rotatable permanent magnet setup explained
in Chapter 3.3.2. The magnetic hysteresis loops were measured by SQUID
magnetometry [109]. For a complete hysteresis cycle the external field was
applied along the a-axis and c-axis direction in the film plane up to maximum
field values of 2 T.
In general, two different behaviors were found in field-dependent MFM
measurements at room temperature. Depending on the film thickness, in
one case, the film magnetization switches collectively at the coercive field,
while in the other case, the film demagnetizes almost completely in the re-
manent state. To find the origin of this behavior, a set of films with different
thicknesses was systematically investigated with SQUID magnetometry at
different temperatures. The obtained hysteresis curves are consistent with
the MFM results. The two different magnetization reversal characteristics
occur for all investigated films. The single domain behavior of thin films dis-
appears for higher temperatures in the phase coexistence regime, whereas for
thicker films the square-like hysteresis changes to the more rounded curves
with low remanent magnetization already at lower temperatures.
The samples were prepared for the MFM experiments by first heating
above the phase coexistence regime and then cooling them down resulting in
the demagnetized state as described in Sec. 6.1. Then, the virgin curve was
measured up to saturation with the field applied along the in-plane a-axis.
A series of MFM images acquired at 15◦C is shown in Fig. 6.8 (a). Square-
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Figure 6.8: (a) MFM scans at 15◦C corresponding to the decreasing field
trace. The respective scans are indicated in the magnetization curve (c). The
magnetization reversal occurs by the homogeneous switching of all stripes in
the film. The white circle mark areas that are reference points as described
in the text. The arrows in the rectangle indicate the magnetization of the
particular area. (b) Sketch of the MFM contrast formation (bottom) and
the resulting MFM contrast (top). (c) Hysteresis loop measured by SQUID
magnetometry with the field applied along the easy a-axis direction at 15◦C.
The square-like hysteresis loop exhibits a coercive field of 5 mT.
like hysteresis loops are commonly observed in thin MnAs films. At 15 mT,
the film is in a single domain state and the magnetization is along the positive
direction of the applied magnetic field. It is not straightforward to interpret
the MFM image of a saturated film in the coexistence regime. In this case,
the MFM response shows neighboring dark and bright stripes, separated by
larger gray areas. In Fig. 6.8(b), a schematic of the stray field (cross-section)
of fully magnetized stripes is shown (bottom). The stray field emanates from
the sample in the area of the β-MnAs stripes and points into and out-of the
sample plane at the respective end of the domain. The MFM contrast ob-
tained with a tip magnetized along its axis is bright (dark) in case of the stray
field pointing out-of (into) the sample plane, as illustrated in Fig. 6.8(b) top.
The position of the ferromagnetic stripes is verified by simultaneously ac-
quired topography scans (not shown). The position of a ferromagnetic stripe
segment is indicated by a black rectangle and the magnetization by arrows
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[cf. measurements 3© and 4©, Fig. 6.8(a)]. When reducing the applied field
to zero, the observed domain structure remains unaffected, which is in accor-
dance with the high remanent magnetization ratio Mr/Ms of 0.99 observed
by SQUID magnetometry. A ratio of the remanent magnetization to the
saturation magnetization Mr/Ms close to unity indicates that the reversible
part of the magnetization is very small, as expected for coupled ferromag-
netic stripes. This behavior continues down to almost -5 mT, where the
coercive field is reached and the magnetization of the ferromagnetic stripes
reverses collectively. The identification of the collective domain reversal is
not obvious, since the changes in the MFM images are hard to identify. The
striped structure is conserved, because the magnetization flips at once, how-
ever, the relative position of areas with attractive and repulsive interaction
are changed. One way of recognizing the collective domain reversal in MFM
is the tracking of topographical defects that are also visible as artifacts in the
magnetic imaging mode, e.g. indicated by the white circle. Additionally, a
pinned domain that has not flipped at −5 mT is indicated by another white
circle, too. The pinned domains lead to a partial reversal, which shapes the
hysteresis curve. The height of the tail is proportional to the number of
pinned domains. The pinning is continuously driven out for higher fields up
to a complete saturation at almost twice the switching field. This is in accor-
dance with the findings for the switching fields in Sec. 6.1, where the pinned
domains do also not switch until the applied field was doubled compared to
the coercive field of unpinned type (I) domains.
In contrast to the square-like hysteresis loops observed for the 140-nm-
thick film at 15◦C, thicker MnAs films exhibit more rounded hysteresis loops
with strongly reduced remanence. To investigate the properties of the rounded
hysteresis loops in more detail, we performed MFM measurements of the mi-
cromagnetic domain structure on a 180-nm-thick film at 20◦C. Especially
in combination with AFM, the possible influences of structural defects on
the magnetization and thus the hysteresis loop can be studied. The MFM
images presented in Fig. 6.9 (T = 20◦C) are obtained by first fully magne-
tizing the film. Upon decreasing the applied magnetic field, a single domain
state is found (see image in Fig. 6.9 at 30 mT), as observed for the thin
film in Fig. 6.8. The domains start to flip at 18 mT, leading to a multido-
main state. The positions of the flipped domains appear to be correlated
across the stripes (in the a-axis direction). Further, the magnetization re-
versal proceeds via the nucleation of reversed domains rather than domain
wall propagation. The flipped domains are also spatially correlated, both
in the a-axis direction as well as slightly tilted towards the c-axis direction
(see 10 mT image of Fig. 6.9). This may have two origins: first, a magnetic
effect due to coupling across the stripes or due to a disturbance by the MFM
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tip. Second, besides the α-β-stripe structure, additional surface features are
found in topography images that exhibit both an a-axis oriented as well as a
slightly tilted step morphology [63]. It is very likely to assume a connection
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Figure 6.9: MFM images of a 180-nm-thick MnAs film recorded at decreasing
applied fields as indicated. At 30 mT, the sample is fully magnetized. By
reducing the applied field below 18 mT, a continuous decrease of the magne-
tization aligned in the field direction is observed. From 18 down to 10 mT,
an increasing number of oppositely magnetized domains nucleate, however,
no domain wall movement is obvious. The domains are correlated across the
stripes along the a-axis direction. Below 10 mT, the extended single domains
along a stripe decompose into segments of alternatingly magnetized domains.
At zero applied field, the sample is almost completely demagnetized.
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rect correlation between the surface defects and the position of the flipped
domains was found. It will be discussed later that the nucleation of a domain
with antiparallel magnetization is the reversal characteristic of flux-closure
magnetic structures.
Below 10 mT, different domain types appear that all yield a very low net
magnetization. On the one hand, alternating sequences of type (I) domains
along the c-axis are formed, i.e. single domain across the width of the stripe.
Alternating sequences of oppositely magnetized type (I) domains efficiently
demagnetize the stripe as a whole. On the other hand, extended areas of
type (II) domains appear. Type (II) domains are composed of two oppositely
magnetized stripe segments along the a-axis direction.
Figure 6.10(a) shows the corresponding hysteresis loop measured at 25◦C.
The hysteresis curve is rounded with a very small remanent magnetization
Mr/Ms = 0.12. The coercivity is approximately ±6 mT. The curve re-
sembles the behavior of a two-phase system consisting of a hard and a soft
magnetic contribution [128]. The contribution of the part of the film that
has a magnetically hard axis along the field direction can be identified in
Fig. 6.10(b), where the influence of the hysteresis is canceled out by the
Figure 6.10: Hysteresis loop of a 180-nm-thick sample measured at 25◦C (a).
The added forward and backward scans (b), and the subtracted traces (c),
reveal that the material behaves like a coupled two-phase system with a hard
and a soft magnetic component.
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addition of the forward and backward traces of the hysteresis loop. The
curve shows an almost linear behavior and the magnetization saturates at
approximately 60 mT. The presence of an additional soft axis loop can be
extracted by the subtraction of the forward and backward traces, illustrated
in Fig. 6.10(c). The symmetric two-peak structure shows maxima located
at ±19 mT. From the height of the maxima a remanent magnetization of
Mmax/2 = 92 kA/m3 is obtained, and the half width at half maximum leads
to a field of ∆H ≈ 12 mT.
To characterize the different magnetization reversal regimes in MnAs
films, three film thicknesses at different temperatures in the phase coexis-
tence interval between 10 − 40◦C were investigated. The subtraction of the
forward and backward branches of the hysteresis curve, i.e. the difference
curve, is shown for 140, 180, and 215 nm thick films in Fig. 6.11 (a), (b),
and (c), respectively. The curve at 15◦C in Fig. 6.11(a) corresponds to the
hysteresis curve presented in Fig. 6.8(c) and the curve at 25◦C in Fig. 6.11(b)
to Fig. 6.9.
The 140-nm-thick film shows difference curves from 10◦C to above 30◦C
resembling a rectangle function centered around zero applied field. The rect-
angular shape is corresponding to an ideal square-like hysteresis loop. The
width of the curve is twice the coercive field Hc and the height twice the
remanent magnetization Mr. With increasing temperature, Mr decreases
because of the temperature-dependent decrease of the ferromagnetic α-phase
content. At 30◦C, the curve becomes rounded at zero applied field and a
Figure 6.11: Subtracted hysteresis curves for (a) 140, (b) 180, and (c) 215 nm
thick MnAs films; all three curves are plotted using the same scaling. Inde-
pendent of film thickness, a double peak structure is visible at higher tem-
peratures. For lower temperatures, all films exhibit square-like hysteresis
loops resulting in the step-like function centered around zero field. In case of
the 215-nm-thick film, square-like loops start appearing below the α-β-phase
coexistence temperature of 10◦C.
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shoulder develops at fields slightly higher than Hc. At this temperature, a
transition takes place from the square-like hysteresis regime to the previously
described two-phase characteristics. At 35◦C, the two-phase behavior is fully
developed. The 180-nm-thick film tends to the same qualitative behavior,
however, the transition takes place between 20◦C and 25◦C. Furthermore,
the offset of the maxima in the two-phase regime increases with increasing
temperature. Below the transition temperature, the rectangular curves ex-
hibit a convex decay slightly above the coercive field, whereas the side lobe
changes to a concave shape at 20◦C.
The thicker film (215 nm) starts exhibiting the two-phase behavior al-
ready at the onset temperature of the α-β-phase coexistence regime of 10◦C.
Therefore, Fig. 6.11(c) also shows measurements at 0 and 5◦C, i.e. fully in the
α-phase. These two rectangular curves clearly indicate the square-like loop
behavior. The shift of the split maxima is larger than for the 180-nm-thick
film at the same temperature. The same observations are made on a large
set of samples, reaching from very thin samples (25 nm) to samples up to
the maximum thickness of 500 nm at which cracking is observed [20, 21].
How does the magnetization reversal occur in MnAs films on GaAs(001)?
The experimental findings can be summarized as follows: a double peak
structure is visible in the hysteresis difference curves at higher temperatures,
independent of film thickness. With increasing film thickness, the two peaks
already form at lower temperatures. The offset of the double peaks at a given
temperature is larger for thicker films. Two-phase loops are well-known for
systems composed of a hard and a soft magnetic phase [128, 129]. In this
system, we observe (i) morphological features which might indicate a mag-
netically different phase, and, (ii) different MnAs orientations on GaAs(001).
(i) In case of the 180-nm-thick film, the MFM images in Fig. 6.9 reveal a
correlation of the flipped domains across the stripes in the array. The onset
of the correlated magnetic features at fields below 18 mT determines the
further nucleation of domains. A similar streaky pattern is also found in to-
pography scans, however, no correlation between topographic and magnetic
features was verified. (ii) As mentioned above, A- and B-oriented MnAs is
rotated by 90◦ with respect to each other in the film plane, such that the
easy axis of magnetization lies in the hard axis direction of the other phase.
A hysteresis loop in the hard axis direction of A-oriented MnAs, which is a
sign of B-oriented MnAs in the film, was not found for the investigated sam-
ples. Furthermore, one would expect the full saturation of the magnetization
along the a-axis to occur at an applied field of 2 T (which is the saturation
field of the hard axis), and not at 60 mT as observed in Fig. 6.11. As the
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B- to A-oriented phase ratio is high for thin films, and since phase mixing
only occurs in the interfacial area, thin films should exhibit a stronger alter-
ation of the magnetic properties. This means that the B-orientation is not
responsible for the pinning either.
Thus, it is worth to directly investigate the magnetization reversal of the
micromagnetic structure of an individual stripe. The magnetization rever-
sal of an ’S’ state is well known from calculations of a number of thin film
elements, where the ’S’ state lies in the film plane [37, 111]. The switching
occurs in principle between two oppositely magnetized states exhibiting a
steep transition in magnetization at the coercive field. The resulting square-
like loop is slightly rounded as a result of the edge domains. This behavior is
experimentally found for thin films, as well as for thicker films at low temper-
atures. For thicker films, the remanent state is most likely a Landau state
which exhibits a reduced remanent magnetization. In high applied fields,
the Landau state transforms into a so-called flower state that is closest to
a uniformly magnetized state with deviations from the main magnetization
direction at all four edges (cf. upper right-hand side inset in Fig. 6.12). Con-
sequently, the hysteresis loop is characterized by the gradual transition from
the flower state to the Landau state, resulting in a partial demagnetization
of the sample already at large applied fields. For very thick films, the re-
manent state is dominated by the occurrence of a single or double diamond
state. Again, at large applied fields, the sample exhibits a flower state. The
corresponding hysteresis curve is similar to the result obtained for films with
a Landau state at remanence. However, the switching from the flower to the
diamond state occurs already at larger applied fields, leading to the observed
broadening of the magnetization difference curves [compare Fig. 6.11(b) and
(c)].
Figure 6.12 shows the simulated hysteresis loop of a 208-nm-thick MnAs
sample related to the Landau state. The magnetization reversal was stud-
ied on a sample measuring width (along a-axis) × width (along c-axis) ×
thickness = 416 × 1664 × 208 nm3 and a cell size of 13 nm. The ratio of
width (along a-axis) to thickness of 2 : 1 corresponds to a temperature of
approximately 30◦C. For these parameters it is not assumed that inter-stripe
related phenomena affect the reversal and it is sufficient to simulate a single
stripe. The hysteresis curve was calculated starting with a fully magnetized
sample at 500 mT with the magnetization pointing in the +y-direction. The
field was gradually reduced and the relaxed magnetization distribution was
calculated. At selected fields, cross-sectional views of the magnetization dis-
tribution in the easy plane are shown. The calculated hysteresis loop is
qualitatively in good agreement with the observed curve shown in Fig. 6.10.
As discussed above, the film starts in a flower state at high fields. Upon
118
Figure 6.12: Simulated hysteresis loop for a 208-nm-thick MnAs film show-
ing a Landau state at remanence. The magnetic field is applied along the
in-plane a-axis direction. The insets show cross-sectional views of the mag-
netization distribution in the easy plane. The grayscale plots represent the
magnetization component my at the respective field values.
decreasing the field, the edge domains grow thereby reducing the magneti-
zation only slightly. At approximately 200 mT the field is small enough for
the nucleation of a large, oppositely magnetized domain (cf. cross-sectional
view at 120 mT). This Landau state is asymmetric — in contrast to the
Landau state at remanence. For a lower temperature of approximately 20◦C,
i.e., a stripe width of 832 nm, a diamond state is nucleating at lower field,
resulting in a narrower magnetization difference curve as the one observed
experimentally [cf. Fig. 6.11(c)].
The numerical simulations lead to a basic understanding of magnetization
reversal and the involved processes. Additional simulations reveal that the
exact hysteresis curves depend to a large degree on the geometry of the
simulated slab, and less on the chosen material parameters. Depending on
pinning effects (not related to material inhomogeneities) and the chosen cell
size, the coercive field can shift although the overall curve shape remains the
same. Due to the uncertainty in some material parameters of MnAs, the
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exact experimental geometry, and the lack of material inhomogeneities that
might be responsible for the nucleation process, it is not reasonable to try to
reproduce the experimental curve quantitatively.
Chapter 7
Summary
In this thesis, the micromagnetic structure of the material system MnAs-
on-GaAs has been studied. The experimental work is based on MFM mea-
surements and their interpretation is supplemented by XMCDPEEM data.
Based on qualitative MFM response calculations, using the analytical so-
lution of the stray field of uniaxial bar magnets, a classification scheme of
the domain structure has been proposed. Three different domain types are
distinguished according to the number of domains across the width of the
stripe. The MFM contrast can be explained resulting from an arrangement
of bar-shaped uniaxial domains. There is a good qualitative agreement of
simulation and experiment, and the proposed domain structure is further
confirmed by XMCDPEEM. Nevertheless, the deduced domain configuration
is associated with an unreasonable magnetization distribution. The main ob-
stacle is the unreasonable assumption of a straight domain wall separating
head-on domains. Additionally, MFM and XMCDPEEM results differ for
thicker films, which suggests the existence of a complex three-dimensional
domain configuration.
To resolve these inconsistencies, and to unambiguously determine the
micromagnetic structure of the stripe array, a simulator was developed. It
allows for the calculation of the three-dimensional magnetization distribution
of large structures. The equilibrium magnetization distribution is obtained
by the time integration of the Landau-Lifshitz-Gilbert equation, whereby the
demagnetization energy is calculated efficiently using a fast Fourier transfor-
mation technique. The reliability of the simulator was successfully demon-
strated solving the micromagnetic standard problem #1.
In a first step, the micromagnetic simulator was applied to the MnAs
stripe structure. Distinct domain patterns evolve as a result of the system’s
attempt to reduce its energy through the formation of flux-closure patterns
in the easy plane. The domain patterns are consistent with the classification
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scheme. However, the simulations reveal that the domain transition between
head-on domains – apparent in type (II) and type (III) domains – is not
a domain wall but an out-of-plane magnetized domain. The reason is the
planar symmetry of the magnetocrystalline anisotropy, favoring the magne-
tization in the basal plane. For films thicker than a critical value of 100 nm, a
nucleation of out-of-plane magnetized domains effectively reduces the demag-
netization energy of the stripe due to the formation of flux-closure patterns.
The possible domain structures are not only affected by the thickness of the
film, but also by the width an distance of the ferromagnetic stripes, and thus
by the temperature.
Several magnetic phenomena have been investigated in the light of the
three-dimensional micromagnetic structure. For film thicker than 200 nm a
zig-zag pattern is observed in XMCDPEEM. Depending on the width of the
ferromagnetic stripes, which is a function of temperature, the zig-zag angle
increases from 90◦ in the case of wide stripes to a straight wall for narrow
stripes. A diamond-like state consisting of two intersecting sub-surface do-
main walls is the underlying magnetic structure resulting in the observed
domain walls. The zig-zag pattern of the domain boundary is explained by
stray field minimization of the diamond state along the stripe.
The magnetic coupling of submicron-sized stripes was investigated by
temperature-dependent MFM and XMCDPEEM. A specific coupling state
can be selected by a certain combination of stripe period and width, i.e. film
thickness and temperature. Micromagnetic imaging in combination with
simulations reveals two coupling regimes: strong magnetic coupling between
the stripes creates micromagnetic domains extended across several stripes,
whereas weak coupling allows for demagnetization within individual stripes.
The observed behavior is universal for all film thicknesses as the geometrical
relationship of stripe period and film thickness is constant. For thicker films,
the breakdown of inter-stripe coupling occurs at lower temperatures which
is attributed to a stronger tendency to nucleate flux-closure type domains.
To investigate the influence of the easy plane character of the magne-
tocrystalline anisotropy, we study the micromagnetic properties of MnAs
grown on GaAs(111)B where the c-axis is normal to the surface. As ex-
pected, these films exhibit completely different domain patterns compared
to films on GaAs(001). In the course of the first order phase transition, fer-
romagnetic α-MnAs forms a network of quasi-hexagonal areas separated by
β-MnAs. The analysis of the XMCDPEEM images and simulations reveal
closure domains that mainly appear either as a vortex-like state or a stripe
structure.
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For possible applications the magnetization reversal behavior has to be
understood. For this purpose, variable-temperature MFM was complemented
with a magnetic field setup. To avoid sample heating, and thus to combine
magnetic fields with a precise temperature control, the magnetic field unit
uses a rotatable permanent magnet. Variable amounts of flux can be guided
via the yoke towards the sample.
The stability of the different domain types at remanence is investigated.
Increasing fields drive out the complex domains first, leaving alternating
type (I) domains behind. The remaining magnetization process aligns an
increasing fraction of the domains along the field direction by domain wall
movement. Micromagnetic simulations confirm the observed behavior.
The magnetization reversal was studied by MFM imaging in conjunction
with SQUID magnetometry and micromagnetic simulations. The investi-
gated thin samples show square-like hysteresis loops and the corresponding
field-dependent MFM measurements confirm a collective flipping of the do-
mains at the coercive field. Thicker samples, as well as thinner samples at
higher temperatures, generally exhibit a rounded magnetization curve with
a very low remanent magnetization. Based on three-dimensional micromag-
netic simulations, the micromagnetic structure as well as the magnetic hys-
teresis are explained in a consistent way.
In the future, a detailed investigation of the influence of size, shape and
distribution of the ferromagnetic areas on the micromagnetic structure of
MnAs/GaAs(111)B should be performed. Moreover, nanofabrication tech-
niques can be applied to the pattering of MnAs to extend the investigation
to other confined geometries. Since MnAs is conductive, it is very interesting
to investigate the magnetotransport properties on the nanoscale.
The development of the MFM contrast simulation package – that has
been integrated with the micromagnetic simulator – enables the quantita-
tive calculation of the tip-sample interaction. Its general concept allows the
application to arbitrary probe-sample combinations, which have not been
accessible for present simulators so far. It can also be used to predict ex-
perimental parameters for optimal MFM contrast and resolution. Finally,
the possibility to calculate mutual tip-sample disturbances dynamically will
provide the necessary quantitative insight into this useful, yet difficult to
interpret, micromagnetic imaging technique.
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