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Abstract. The relationship between stock prices and exchange rates is an important topic of long 
standing. But there are still significant gaps in our knowledge of this area, not least, the ambiguity 
about the sign of the effect of a change in one of these variables on the other.  While there are 
many possible reasons for this ambiguity, one which we explore in the Australian context in this 
paper is the omission of commodity prices.  We show that a bivariate relationship which omits 
commodity prices performs badly but that once commodity prices are added to the relationship, 
our results are plausible and robust.  We also throw light on the commodity-currency issue and 
show that the link from the exchange rate to commodity prices is stronger and more consistent 
than that in the opposite direction. 
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1. Introduction 
Since the collapse of the Bretton Woods agreement in the early 1970s  and the consequent 
widespread adoption of more flexible exchange rate arrangements by both developed and 
developing countries, there has been a rapid expansion of interest in the field of exchange-rate 
determination as evidenced, not least, by the burgeoning literature in the area. An important part 
of this literature has dealt with the relationship between stock prices and exchange rates, interest 
in which has intensified with the liberalisation of capital markets, higher cross-market return 
correlations and the progression of world trade and investment, making for rapid growth in 
international trade in financial assets  (see, e.g., Aydemir & Demirhan 2009).  
While the past 30 years has seen the development of a large body of empirical research on 
the relationship between exchange rates and stock prices, interest in the topic has not been 
restricted to academics.  Even small fluctuations in stock prices and exchange rates each affect 
individual wealth, company profitability, government policy decisions and, to a broader extent, 
cultural attitudes.  This widespread interest, which has been stimulated by the persistent media 
coverage of the fluctuations in both these variables, has been the motivation for the formal 
investigation of their relationship reported in this paper.  
Studying these two markets in Australia is logical since, not only are Australia’s markets 
well developed, transparent and liberalised, but the country is an active participant in foreign 
trade.  Moreover, Australia’s reputation as an important world commodity exporter make it an 
obvious setting in which to explore the importance of commodity prices for the exchange-rate-
stock-price relationship. 
The structure of the paper is as follows.  In the next section we provide some background 
information and briefly review important aspects of the literature.  The next section describes the 2 
 
data and tests the stationarity properties of the variables we propose to use.  The results are 
reported in the next two sections, the first of which focuses on the bivariate relationship between 
stock prices and exchange rates while the second extends the framework by introducing 
commodity prices into the empirical model.  We draw conclusions in the last section.   
 
2. Background and literature 
We begin with a consideration of the relationship between stock prices and exchange rates.  
At the theoretical level, there are two main approaches to modelling this relationship, the first of 
which may be called the flow approach and the second the stock approach.  The flow approach 
derives from the original work of Dornbusch and Fischer (1980) and Meese and Rogoff (1983) 
and the simplest version combines an open-economy ISLM-type model with the dividend-
discount model (DDM) of stock prices.  If the Marshall-Lerner condition holds, a depreciation of 
the (real) exchange rate (a rise if the exchange rate is measured as the domestic currency price of 
foreign exchange as we assume) will result in a rise in real output which, via the DDM, will 
translate into a rise in stock prices as company profitability increases and this is factored into 
stock prices.  This model therefore predicts a positive relationship between stock prices and the 
exchange rate. 
The stock approach comes in various forms and we briefly discuss two and mention a 
third.  The first is the monetary approach, a model with a long history, having started life as the 
monetary approach to the balance of payments in the days when exchange rates were largely fixed; 
see, e.g., Canto et al. (1983).  This model consists essentially of the purchasing-power parity (PPP) 
condition and an equilibrium condition for the money market in which the demand for money is 
negatively related to the rate of return.  A rise in stock prices raises the rate of return, making 3 
 
money less attractive since it earns a zero return.  The fall in the demand for money increases the 
price level which, via PPP, increases the exchange rate.  Thus this model predicts a positive 
relationship between stock prices and the exchange rate, just as the flow model does.   
The second stock model is the portfolio-balance model of Branson (1983) and Frankel 
(1983).   In this case we imagine investors holding an internationally diversified portfolio.  A rise 
in domestic stock prices attracts foreign funds into the domestic stock market, putting pressure on 
the domestic currency to appreciate, i.e., the exchange rate to fall.  Thus, this model predicts a 
negative relationship between the two variables of interest.   
It should be noted that the portfolio-balance model is to be distinguished from Hau and  
Rey’s (2004) portfolio-rebalancing hypothesis.  They imagine an internationally-diversified 
investor who, following an increase in domestic stock prices, finds the portfolio is over-weighted 
in domestic stocks and so sells domestic and buys foreign equities, which puts pressure on the 
domestic currency to depreciate, i.e. for the exchange rate to rise.    
Empirical literature on the relationship between stock prices and exchange rates is 
extensive and generally inconclusive.  Thus, early work using US data such as that by  Franck and 
Young (1972),  Aggarwal (1981), Soenen and Hennigar (1988) and Soenen and Aggarwal (1989) 
produced different signs for different periods and methods.  Subsequent analysis such as that by 
Ma and Kao (1990) broadened the data set, including information on six industrialised economies 
and found evidence in favour of the flow approach although the sign of the stock-price effect 
depends on whether the country is export- or import-dominated.  
Smith (1992) and Ong and Izan (1999) both used an asset-markets approach and also 
found mixed results, as did Baharumshah et al. (2002), using data for the Malaysian ringgit, and 
Rhaman and Uddin (2008) using data for Bangladesh. 4 
 
While much of the earlier literature focussed on a one-way relationship between stock 
prices and exchange rates, more recent literature, starting with Granger et al. (2000) recognises 
the joint endogeneity of the two variables; see also Kim (2003), Ramaswamy and Yeung (2005), 
Richards, Simpson and Evans (2009) and Aydemir and Demirhan (2009).   Other extensions have 
been to more sophisticated methods such as those incorporating non-linearities (Chang et al., 
2009, Ismail and Isa, 2009), dynamic conditional correlations (Wong and Li, 2010) and volatility 
(Zhao, 2010, Narayan, 2009).  Despite this wide-ranging literature, there is no consensus on the 
sign and magnitude of the effect of changes in stock prices on exchange rates and vice versa.  
Moreover, except for the paper by Richards, Simpson and Evans (2009), little is known about the 
relationship of the Australian exchange rate and Australian stock prices which is our primary 
interest.  Before turning to a further exploration of this issue, we briefly review the literature on 
the importance of commodity prices for the determination of the exchange rate. 
The notion of a commodity currency dates back (at least) to the papers by Chen and 
Rogoff (2003) and Cashin et al. (2003) with subsequent development by Cashin et al. (2004), 
Clements and Fry (2008), Chaban (2009) and Chen et al. (2010).  The notion of a commodity 
currency is relatively simple – for a country (often a developing country) which has a heavy 
reliance on commodity exports, the value of the currency is likely to be significantly influenced 
by changes in world commodity prices. With world commodity prices in terms of foreign 
currency taken as exogenous, a rise in commodity prices increase the supply of commodities and 
therefore the demand for the currency of the commodity-supplying country with the result that the 
currency appreciates (the exchange rate falls).  There is therefore a negative relationship between 
commodity prices and the exchange rate.  The effect in the reverse direction has also been 
explored, although less often.  In particular, both Clements and Fry (2008) and Chen et al. (2010) 5 
 
examine the effect of exchange rates on commodity prices.  The evidence reported in these papers 
provides clear empirical support for the relationship between the exchange rate and commodity 
prices for commodity-exporting countries, with both Clements and Fry (2008) and Chen et al. 
(2010) arguing that the reverse effect is stronger. 
Of the papers cited above, the only one which examines the three-way relationship 
between stock prices, exchange rates and commodity prices is the one by Chaban (2009) although 
the focus of that paper is whether the Hau and Rey (2004) portfolio-rebalancing effect also holds 
for commodity-exporting countries.  Thus there are no studies which specifically address the issue 
of whether the relationship between exchange rates and stock prices is importantly influenced by 
the presence or absence of commodity prices for commodity-exporting countries such.  We make 
a contribution to filling this gap with an analysis of the Australian case.   
 
3. The data 
We use data for three variables: stock prices, the exchange rate and commodity prices.  
Stock prices were measured by the ASX/S&P200 index, the exchange rate by the Australian 
dollar/US dollar exchange rate and commodity prices by the Reserve Bank of Australia Index of 
Commodity Prices.  All were taken from the Reserve Bank’s website, 
http://www.rba.gov.au/statistics/index.html.  The frequency of the data was determined by that of 
the Commodity Price Index the highest frequency for which is monthly.  While the other two 
variables are available at higher frequency, they were converted to monthly data.  The sample 
period was limited by the period for which the stock price index is available: December 1979 to 
December 2010.   The units of the series are as follows.  The stock price index has a base of 
December 1979 = 500, the exchange rate is in terms of Australian dollars per US dollar and the 6 
 
Commodity Price Index is measured relative to the base 2008/09 = 100.  All variables are 
converted to logs for the econometric analysis. 
We begin by reporting some preliminary statistics.  In particular, we test for the 
stationarity of the data using the standard test for a unit root, the augmented Dickey-Fuller (ADF) 
test (see Dickey and Fuller, 1981).  The test is carried out in the framework of the following 
equation: 
  Δyt = α + β.t +γyt-1 + Σi δiΔyt-i + εt       ( 1 )  
in which we test the null hypothesis, H0 γ =1.  The test requires the prior specification of the 
deterministic components (whether α and/or β is zero) as well as the number of lags of the 
dependent variable used as regressors to ensure the absence of autocorrelation.  To assess the 
sensitivity of the results to the specification, we report test statistics for various alternatives in 
Table 1. 
 




SIC  Lags = 3  Lags = 12 
Variable  β = 0  β ≠ 0  β = 0  β ≠ 0  β = 0  β ≠ 0 
ls  0.4975 0.2645 0.5040 0.2632 0.7279 0.3394 
le  0.3311 0.8928 0.2143 0.7464 0.1646 0.8038 
lm  0.9914 0.9662 0.9914 0.9662 0.9978 0.9886 
  α = 0  α ≠ 0  α = 0  α ≠ 0  α = 0  α ≠ 0 
Δls  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Δle  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Δlm  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Notes: the numbers in the body of the table are p-values; the lag length in the column headed “SIC” are 
chosen on the basis of the Schwarz Information Criterion; α and β are the intercept and the coefficient of the 
trend term in the ADF equation, equation (1) in the text; ls, le and lm are the logs of stock prices, the 




It is clear from the results reported in the table that all three variables are clearly no-stationary in 
the levels but stationary in their first differences, i.e., they are all integrated of order 1, I(1).  This 
conclusion is independent of lag length and deterministic specification. 
 
4. The results 
As is the case in much of the empirical literature discussed in section 2, our modelling 
strategy is to use theoretically unconstrained time-series models.  In particular, we use the vector-
autoregressive (VAR)/vector-error-correction (VEC) modelling framework.  Since the variables 
are all I(1), either a VAR model in the first differences or a VEC model is appropriate, depending 
on whether the variables are cointegrated or not.  We therefore proceed first to tests of 
cointegration, using the Johansen (1991) procedure.  The test outcomes will not only determine 
whether a VAR or VEC model is appropriate but also provide information on whether a stable 
long-run relationship exists between the variables being tested.  
Since the argument in this paper is that, at least for commodity-exporting countries, the 
ambiguous nature of the relationship between stock prices and the exchange rate is because of the 
omission of the commodity prices from the equation, we begin by testing for cointegration 
between just stock prices and the exchange rate before moving on to the tri-variate case of  stock 
prices, exchange rate and commodity prices.  We also report bivariate tests for commodity prices 
and the exchange rate (which throws light on the commodity-currency argument).  Results are 
reported in Table 2 for lags of 1 and 3 in the VAR part of the VEC model used as a testing 
framework and both with and without a trend term in the cointegrating vector.  P-values for both 








Lags = 1  Lags = 3 
No  trend Trend No  trend Trend 
Trace Eigenv. Trace Eigenv. Trace Eigenv. Trace Eigenv. 
le, ls  0.2132 0.5838 0.2690 0.2469 0.1123 0.3701 0.1544 0.1243 
le, lm  0.1268 0.2195 0.0205 0.0194 0.2315 0.1980 0.0521 0.0352 
le, ls, lm  0.0004 0.0007 0.0021 0.0023 0.0050 0.0084 0.0241 0.0369 
0.1379 0.0981 0.2271 0.1365 0.1894 0.1423 0.2726 0.1590 
Notes: the numbers in the body of the table are p-values for the test of no cointegration; the two rows of 
numbers for the last case apply to the alternative hypotheses of one and two cointegrating vectors 
respectively; all tests are based on Johansen (1991) and the tests differ according as there is a trend term in 
the cointegrating vector or not; ls, le and lm are the logs of stock prices, the exchange rate and commodity 
prices respectively. 
 
We begin by considering the relationship between stock prices and the exchange rate for 
which test results are reported in the first row of numbers.  Clearly there is no cointegration 
between these variables.  This is true whether we use the trace or the eigenvalue test and whether 
we allow for a trend in the cointegrating vector or not.  It also appears insensitive to lag length.  
Although tests suggest a short lag length is sufficient to remove autocorrelation,  tests with 12 
lags were also conducted (but not reported) and they produced the same outcome.  Thus, we find 
no long-run relationship between these two variables, a finding consistent with the rather mixed 
results reported in the literature. 
If, as we argued earlier in the paper, this weak relationship between stock prices and the 
exchange rate reflects the absence of commodity prices from the equation, it ought to be the case 
that adding commodity prices will improve the statistical quality of the relationship.  Results 
relevant to this question are reported in the last two rows of the table.  We report two rows for this 
case since, with tree variables, there are potentially two cointegrating relationships.  The first of 
row reports p-values for the null that there are no cointegrating vectors against the alternative that 
there is at least one and the second that there is one cointegrating vector against the alternative of 
two.  Again, we report both the maximum eigenvalue and the trace statistics, for two of the more 9 
 
common deterministic specifications (with and without a trend in the cointegrating relationship) 
and for one and three lags.  The outcome is quite clear – there is one and only one cointegrating 
relationship between the three variables, this result being independent of test used, of 
deterministic specification and of the number of lags.   When the trend is included in the 
cointegrating regression, it is insignificant (with a t-ratio of 0.8901) and we therefore report the 
estimated regression without trend.  When estimated within the Johansen VEC framework (using 
three lags in the VAR part of the model) it is: 
let = -0.0524 - 0.4234lmt + 0.2542lst      ( 2 )  
  (7.59)   (7.59) 
where the numbers in parentheses are t-ratios.  Clearly both variables are significant at any 
reasonable level of significance and the signs of the estimated coefficients are plausible.  In the 
long run, a rise in commodity prices is associated with an appreciation of the domestic currency 
and a rise in stock prices is associated with a depreciation of the currency.  The sign of the 
estimated coefficients is not affected by using just one lag in the VAR part of the VEC model or 
by using OLS to estimate the relationship; magnitudes also change little in these cases so that the 
estimated relationship looks quite robust. 
The cointegration results, therefore, appear to support our conjecture that the weak 
relationship between stock prices and the exchange rate is the result of the omission of 
commodity prices, at least for a commodity-exporting country such as Australia.  There is an 
alternative perspective on the Australian dollar, however, and that is the commodity currency 
view which asserts that the main influence on the Australian dollar is the level of commodity 
prices so that the stronger relationship between stock prices, commodity prices and the exchange 
rate largely reflects the exchange-rate-commodity-prices relationship and has little to do with 
stock prices.  The second row of numbers in Table 2 throws light on this issue.  It reports p-values 10 
 
for the hypothesis that there is no cointegrating relationship between the exchange rate and 
commodity prices.  The results are clearly mixed but there is a definite pattern – there is 
cointegration irrespective of lag length and test type but only if there is a trend in the 
cointegrating regression.  The importance of the trend term is underscored by its t-ratio: around 6, 
irrespective of lag length.  If we interpret the trend as a proxy for a missing variables and thus a 
measure of our ignorance, we can argue that the missing variable may be stock prices since with 
stock prices added to the equation there is cointegration without a trend and, indeed, the trend 
term is insignificant with a t-ratio of less than one.   
We turn now to matters of dynamics, considering causation, both long-run and short-run, 
and examining the impulse response functions.   We begin with causation.  Since our variables are 
non-stationary but cointegrated, we can distinguish between long-run and short-run causation.  
We test short-run Granger causality using standard tests in a two-variable VAR model specified 
in the first differences to ensure stationarity of the variables.  In this framework, for two I(1) 
variable x  and y, we say that x causes y in the short run if the lagged Δx variables in the Δy 
equation are jointly significant and vice versa for the causality from Δy to Δx.     
Long-run causality is a less common concept.  A test for it was recently proposed in a 
paper by Canning and Pedroni (2008).
1  Although they developed the tests for the case of 
causality in cointegrated panels, the test statistics are actually derived in a single-equation context 
and easily applicable outside the panel situation.  However, the tests as they are developed by 
Canning and Pedroni are strictly  applicable only to bi-variate models, notwithstanding the fact 
that they have been applied to larger systems in the literature.
2  We therefore apply them in our 
                                                 
1 We note that the tests published in Canning and Pedroni (2008) have circulated for some time in unpublished 
working papers.  See Canning and Pedroni (1999, 2004). 
2 See, e.g., Lee (2005) and Lee and Chang (2008). 11 
 
three-variable system with some caution and also apply an older and more general test by Toda 
and Yamamoto (1995).  
The intuition behind the Canning-Pedroni test is simple.  The cointegrating vector between 
two I(1) cointegrated variables describes the long-run relationship between them and the error-
correction term in the VEC model consists of deviations from this long-run equilibrium 
relationship.  If the two variables are to tend to this equilibrium relationship in the long run, it 
must be the case that a change in one variable will be associated, in the long run, with a change in 
the other in order to keep the relationship satisfied.  But this is not necessarily a causal 
relationship.  It is possible, for example, that an exogenous change in x will be followed by a 
change only in y or a change only in x or, more likely, by a change in both x and y to ensure that 
equilibrium is re-established.  In the second of these cases there is no long-run causality running 
from x to y, while there is such causality in the other two.  We can test which of these possibilities 
is valid very simply by using the significance of the coefficients of the error-correction terms in 
the VEC molde equations: if a deviation from long-run equilibrium caused by a change in x has a 
significant effect on Δy (that is, the error-correction term in the Δy equation is significant), x 
causes y in the long run and vice versa.
3 
The test by Toda and Yamamoto (1995) is not restricted to the two-variable case and 
proceeds in terms of a VAR model specified in the levels of the cointegrated variables even 
though they are non-stationary.  If the VAR model in the levels of the variables has known order 
of k and the highest degree of integration of the variables is d, a VAR(k+d) model is specified, 
estimated by OLS and standard tests for causality are carried out but using only the first k lags.  
                                                 
3 Note that this requires an additional restriction which is that a shock to the y innovation has a permanent effect on y 
itself, something Canning and Pedroni impose in their application on theoretical grounds. This additional restriction 
appears to be ignored in many applications of the Canning-Pedroni procedure; see, for example, Basu et al. (2003), 
Christopoulos and Tsionas (2005) and Narayan and Smyth (2008) 12 
 
The results for the short-run causality tests are in Table 3; the first column of numbers 
refers to tests of causality as defined above and the second repeats the tests within a three-variable 
VAR model which we carry out to assess the sensitivity of our results to the number of variables.   
 
Table 3: Short-run causality 
Hypothesis  2-variable VAR  3-variable VAR 
lm does not cause le  0.1439 0.1542 
ls does not cause le 0.7980  0.9201 
le does not cause lm 0.0007  0.0114 
ls does not cause lm 0.0143  0.2154 
le does not cause ls 0.6069  0.3650 
lm does not cause ls 0.0886  0.0447 
Note: numbers in the table are p-values for the test of no causality 
 
Focussing on the two-way relationship between stock price and the exchange rate, we see that 
there is no causality between them in either direction, even at the 10% level.  This supports earlier 
findings of a weak or non-existent relationship between the exchange rate and stock prices.  The 
results do not change if we add commodity prices to the VAR model used to compute the test 
statistic, as shown by the results in the “3-variable VAR” column.  Turning to commodity prices, 
there is no evidence that they cause the exchange rate as would be predicted by a commodity-
currency story.  This also is not sensitive whether the third variable (stock prices, in this case) is 
present in the equation.  There is, however, strong evidence that the exchange rate causes 
commodity prices providing support for the notion of a currency-commodity as put forward by 
Clements and Fry (2008) and Chen et al. (2010).   Finally, there is  evidence that stock prices 
have predictive power for commodity prices although this effects disappears when the exchange 
rate is added to the model. 
Consider now long-run causality.  We begin by reporting the estimated VEC model, based 
on two lags in the VAR component of the model.  The estimates are in Table 4.   13 
 
 
Table 4: The estimated VEC model 
ect = let – 0.2698lst + 0.4801lmt + 0.2304 
[-7.85]       [7.09] 
Variable  Δle equation  Δls equation  Δlm equation 
ect-1 -0.0301 0.0554 -0.0524 
  [-1.46] [  1.73] [-4.27] 
Δlet-1  0.1619 0.0644 -0.0801 
  [ 2.58]  [ 0.66]  [-2.14] 
Δlet-2  0.0464 -0.1287 0.0461 
  [ 0.75]  [-1.35]  [ 1.25] 
Δlst-1  0.0022 0.0356 0.0321 
  [ 0.06]  [ 0.61]  [ 1.44] 
Δlst-2  0.0107 -0.0247 -0.0060 
  [ 0.28]  [-0.42]  [-0.26] 
Δlmt-1  0.1427 0.0961 0.2427 
  [ 1.50]  [ 0.65]  [ 4.29] 
Δlmt-2  -0.0443 -0.2833  0.1423 
  [-0.47] [-1.96]  [  2.56] 
const  -0.0006 0.0072  0.0020 
  [-0.34]  [ 2.44]  [ 1.76] 
Notes: t-ratios in brackets. Δle, Δls and Δlm are the first differences 
of the logs of the exchange rate, stock prices and commodity prices; 
ec is the error-correction term. 
 
The cointegrating equation reported in the top panel of the table is similar, although not identical 
to the one reported as equation (2) above.  The difference is accounted for by the different number 
of lags in the VAR part of the model.  Both le and ls are clearly significant.  The error-correction 
term (the deviation from the long-run cointegrating relationship) is significant at the 5% level 
only in the commodity price equation suggesting that there is clear evidence for adjustment to the 
long-run position only through commodity prices although it is also significant at the 10% level in 
the stock price equation.  There is little statistical evidence that the exchange rate does much to 
re-establish long-run equilibrium – its coefficient is significant only at the 20% level and the 
magnitude of the coefficient is markedly smaller than the other two.  If we interpret this as 
evidence for long-run causality (as we could more confidently in a two-variable setting), there 
seems to be evidence that long-run causality runs to commodity prices and, less so, to stock prices 14 
 
and not at all to exchange rates.  This is quite consistent with the results for short-run causality 
reported above.    
As discussed above, there is an alternative more general test for long-run causality due to 
Toda and Yamamoto.  Results for this test are reported in Table 5.  These show that there is long-
run causality running from the exchange rate to commodity prices, providing further evidence of a 
currency-commodity story.  Again, there is no evidence that commodity prices cause the 
exchange rate in contrast to the predictions of the commodity-currency model.  Finally, there is 
weaker evidence that stock prices also cause commodity prices.  All in all, the results  are quite 
consistent with those of the tests for short-run causality and the more informal information on 
long-run causality obtained from the estimated VAEC model.    
 
Table 5: Long-run causality 
Hypothesis p-value 
lm does not cause le  0.3752 
ls does not cause le 0.9821 
le does not cause lm 0.0038 
ls does not cause lm 0.0771 
le does not cause ls 0.4140 
lm does not cause ls 0.2243 
Note: numbers in the table are p-values for the test 
of no causality. 
 
Finally, we turn to the impulse response functions (IRFs).  The IRFs measure the dynamic 
effect, within the estimated VEC model, on each of the endogenous variables of a shock to an 
equation error term.  There are various ways of computing the IRFs.  The most straightforward is 
simply to shock one of the reduced-from error terms.  However, in practice these errors are 
generally correlated and shocking them independently would violate this relationship.  For this 
reason it is common to transform the model errors into independent innovations using the 
Choleski decomposition of the model’s covariance matrix.  This has the advantage that the errors 15 
 
can be shocked independently and interpreted as structural shocks but the disadvantage that, since 
the Choleski matrix is not unique, neither are the resulting IRFs.  In particular, the IRFs are 
dependent on the order in which the variables are included in the model.  The seriousness of the 
“ordering problem” is mitigated when the correlation of the model errors is low.  An alternative to 
the use of the Choleski-based procedure is to compute generalised IRFs (GIRFs) due to Pesaran 
and Shin (1998) which takes into account the historical correlation between the errors to compute 
the IRFs.  We report Choleski-based IRFs in Figure 1.  They are based on a variable ordering: 
commodity prices, stock prices and exchange rates so that commodity prices affect themselves, 
stock prices and the exchange rate contemporaneously, stock prices affect themselves and the 
exchange rate within the period and the exchange rate affects only itself in the same period as the 
shock occurs.  Experimentation with GIRFs (not reported) suggest that the ordering of the 
variables is not important to our overall conclusions.  We start with the relationship between stock 
prices and the exchange rate and see that there is a relatively weak relationship between them – 
the effect of stock prices on the exchange rate is small and tends to disappear over time while the 
effect of the exchange rate on stock prices is permanent but small.  Turning to the commodity-
currency question, there is a considerable and long-term effect of the exchange rate on commodity 
prices but little effect in the opposite direction, supporting our earlier conclusions that there is 
more evidence for a currency-commodity than vice versa.  Thus, overall, the IRFs support the 
conclusions arrived at on the basis of the cointegration and causality tests.   16 
 
 
Figure 1 Impulse response functions 
 
5. Conclusions 
This paper started from the observation that the relationship between stock prices and the 
exchange rate is very weak, empirically, and the conjecture that, at least for commodity-exporting 
countries such as Australia, this might be the result of the omission of commodity prices from the 
equation.  We investigated this using Australian data and were also able to throw light on the 
closely related commodity-currency question. 
We found considerable evidence to support our conjecture.  First, stock prices and the 
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feature we interpreted as evidence of a missing variable.  Further, when we included commodity 
prices in the equation, all three variables were cointegrated and the trend term was unnecessary 
and insignificant. 
The causality analysis showed that in the short run the exchange rate has a significant 
effect on commodity prices and that commodity prices, in turn, affect stock prices so that this is a 
potential link between stock prices and the exchange rate.  However, the long-run effect from 
commodity prices to stock prices is weak and the IRFs show that the magnitude is also small so 
that while there is statistical evidence for this as a transmission channel, the effect is likely to be 
small and short-term, with most of the adjustment to the long-run relationship between the tree 
variables being carried out by commodity prices.     
On the commodity-currency issue, we observed a strong effect from the exchange rate to 
commodity prices but little effect in the opposite direction suggesting a currency-commodity 
rather than a commodity-currency as has been suggested in earlier work by Clements and Fry 
(2008) and Chen et al.(2010).  These results were also borne out by the analysis of IRFs.  18 
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