Functional architectures facilitate orderly transmittal of representations between cortices, allow for local interactions between neurons, and ensure a uniform distribution of feature representations with respect to larger-scale topographies. We sought to correlate such topographies with internal cognitive states. A psychophysical task for which the monkey was required to detect a change in one of two identical peripheral expanding flow fields tested for spatial shifts of attention. The monkey was cued as to which flow would change with a small cue near the fixation points. Reaction time data indicate that the monkey's performance in the optic flow detection task depended on the location of the cue. Using optical imaging of intrinsic signals, we show that a monkey's internally generated locus of attention is correlated with an 800 -860 m patchy topological architecture across the cortical surface of the inferior parietal lobule. The attentional patches vary in location but are stable in spatial frequency. The patches are embedded in a larger-scale and stable representation of eye position. Trial-by-trial analysis of the images indicates that the organizational scheme with simultaneous stable and variable subcomponents occurs within the experiment of 1 d, as well as across days. This novel functional architecture is the first to be correlated with attentional mechanisms and could support a fine-scale functional architecture underlying hemispatial neglect, an attentional deficit caused by parietal lesions.
Introduction
Single-unit recordings in the inferior parietal lobule of behaving monkeys are correlated with eye position, oculomotor, visual, and attentional signals (Bushnell et al., 1981; Motter and Mountcastle, 1981; Mountcastle et al., 1981; Andersen et al., 1985 Andersen et al., , 1990 Read and Siegel, 1997; Constantinidis and Steinmetz, 2001) . However, electrophysiological studies have not located any topographical order across the cortical surface to these processes because of the impossibility of making reconstructions over the years needed to complete such studies.
Changes in eye position alter the strength of individual neuron responses to visual stimuli in the parietal cortex (Andersen et al., 1985; Read and Siegel, 1997) . Optical imaging of changes in the oxygenation of hemoglobin within and across the cortical surface permits the evaluation of global neuronal network activity (Malonek and Grinvald, 1996) . Area 7a and the dorsal prelunate (DP) area, two gyral portions of the inferior parietal lobule, are accessible to direct visualization for intrinsic optical imaging (Siegel et al., 2003) . Area 7a, which lies close to the intraparietal sulcus, is modulated by the inferior, contralateral position of the eye in the orbit. The neighboring DP represents the superior, contralateral eye position. A push-pull relationship between these two areas suggests that they may have a distributed representation of the position of the eye (Siegel et al., 2003) .
Single-unit studies have also shown parietal neurons are selective to the retinotopic location of a visual stimulus (Andersen et al., 1985; Read and Siegel, 1997) . Optical imaging confirms this element of spatial perception in the behaving monkey in a unexpected manner (Heider et al., 2005) . Reproducible retinotopic maps were obtained daily in the dorsalmost aspect of DP (DPd). Within each of two monkeys, this representation within DPd was unchanging across months of observation. In contrast, the representation of upper and lower retinotopy in area 7a was not consistent across the days of recording, confirming the suggestion (Gilbert, 1993 ) that cortical topographic maps can change. We sought to determine whether the variability seen in area 7a was the result of ongoing covert attentional or other cognitive mechanisms that were not explicitly under experimental control during these procedures.
First, we demonstrated that there is a distribution of the tuning of neurons for spatial attention across areas 7a and dorsal prelunate gyrus. The approach was to have the monkeys perform an adaptation of a task long recognized to demonstrate shifts of spatial attention (Posner, 1980) . Because area 7a neurons respond strongly to optic flow stimuli , we had the monkey respond rapidly to one of two identical optic flow stimuli. A visual cue was used to direct the monkeys' "attentional spotlight" (Crick, 1984) to the location of a specific change in optic flow of one of the stimuli. Intrinsic optical imaging was then performed on the visualized cortex during the task. A "patchy" representation of attention was embedded within the eye position gain field map. The role of this embedded representation in guiding attention and in hemispatial neglect is considered.
Materials and Methods
All experiments were approved by the Rutgers University Institutional Animal Care and Use Committee and were performed according to the guidelines published by the National Institutes of Health.
Surgical procedures. Experiments were performed in two rhesus monkeys (6.5-7.5 kg). All surgical procedures were identical to those described previously (Siegel et al., 2003; Heider et al., 2005) ; these two monkeys were used in the previous work and can be identified by their naming codes. Briefly, the monkeys were prepared for chronic experiments with emphasis on exceptional head rigidity for repeated optical measurements. A 20 mm chamber was placed over the right hemisphere in the first monkey (M1R) and the left hemisphere in the second monkey (M2L), with a chronically implanted artificial dura permitting long-term optical recordings (Shtoyerman et al., 2000; Siegel et al., 2003; Heider et al., 2005) .
Behavioral task. Monkeys performed a reaction-time task based on a standard spatial attention paradigm (Posner, 1980; Posner and Petersen, 1990) in which its attention is cued to one of two spatially separate yet identical stimuli. In any one experimental run, the task was performed with two eye positions (e.g., 10°a bove or below the primary position) (Fig. 1a) . After the onset of the 0.1°red fixation point, the monkey pulled a lever and began fixation. After 2000 ms, two identical expanding optic flow stimuli were presented 10°o n either side of the red fixation point, at right angles to the line connecting the two fixation point locations (e.g., 10°to the right or left) (Fig. 1a) . Simultaneously, a 1°diameter cue was presented 2.5 o on one side of the fixation point, to instruct the monkey which nearby flow stimulus would later change. The monkey had to detect a change from structured to unstructured (i.e., random) (Siegel and Andersen, 1988) in the cued optic flow within a reaction time window. The cued change in the expansion optic flow occurred at a time randomly selected in the time window of 4000 -5500 ms after the trial began and had to be detected within a reaction time window of 150 -800 ms. Correct fixation and key releases were rewarded with juice; this task was performed 90 -100% correct.
In one set of experiments, two vertical eye positions were used. In a second set of experiments run on different days, two horizontal eye positions (10°to the left and right of the primary position) were used. In the experiments when the fixation positions were up and down, the flow stimuli were presented to the left and right, with the cue being to the left or right. In the experiments when the fixation positions were left and right, the optic flow stimuli were above and below the fixation point; the cue was either above or below. Larger cue eccentricities (5 and 10°) were used on experimental days when the monkey's performance was poor for the smaller eccentricities (26% of 115 experiments). The occasional poor performance was attributed to the animal's motivation.
To determine whether the monkey had indeed attended to the cued optic flow stimulus, a behavioral experiment was run in which 20% of the trials contained an invalid cue, i.e., the monkey was cued to attend to one optic flow stimulus, but the change in the structure occurred in the other one (Fig. 1b) ; typically, the "invalid" trials should have a longer reaction time (Posner, 1980) . The behavioral control experiments were run approximately once per week to avoid the monkeys becoming aware of the invalid cue and altering their strategy. The monkeys had a consistent behavioral strategy of attending to the cued optic flow stimulus. Figure 1d illustrates the data from a single behavioral test from M1R; the invalid cue significantly increased the monkey's reaction time in all four conditions (ANOVA; p Ͻ 0.05).
All of the dots forming the optic flow stimulus moved uniformly at 6 o /s radially from the center of expansion. The stimulus consisted of 48 0.1°white points (10°in diameter); their centers were displaced 10 o from the fixation point on either side. The point life was 533 ms, and the dots flickered asynchronously. Initially, the fraction of structure was 1; after the change to the unstructured motion, the fraction of structure was 0 (Siegel and Andersen, 1988) . (The stimulus looked like randomly moving flickering dots when the fraction of structure was 0.) The 1°radius cue stimulus was typically positioned 2.5°(and sometimes 10°) from the red fixation point and was made of 32 dots flickering with 533 ms point life.
All tasks were performed with the head fixed and eye position monitored with an ISCAN (Cambridge, MA) infrared tracker. Incorrect key release or eye movements Ͼ1°terminated the trial.
Behavioral data were analyzed by an ANOVA of the reaction time taken for the key to be released relative to the instant the motion started to change from structured to unstructured optical flow. A three-way ANOVA was computed with "cue validity" (whether the cue position correctly predicted optic flow change), "cue position," and "eye position" as the independent terms (PROC GLM; SAS Institute, Cary, NC); all interaction effects were permitted. The probability of the main or interaction effects were tallied on a run-by-run basis. Typically, the monkey performed from 400 to 800 correct trials on any given day; hence, there were 100 -200 correct trials per condition. Cue validity was taken as significant when there was an interaction or independent effect at p Ͻ 0.05.
The task was designed to shift the monkeys' attention to one location, hold it there, and avoid inhibition of return (Posner, 1980; Taylor and Klein, 2000) . In the classical studies on the inhibition of return, subjects responded to a task in which the cue was flashed in a peripheral field, followed by a variable delay, followed by the stimulus onset. The inhibition of return occurs when the attention is removed from a peripheral location, so that there is a delay in responding to a stimulus presented in that portion of visual field. In our task, the cue was always present together with the stimulus, and the monkeys did not have to shift their attention toward a new location; they had to keep their attention on the optic flow stimulus throughout the task. Hence, inhibition of return should be minimized in these behavioral studies.
Optical imaging. The inferior parietal lobule was optically studied, because it has been implicated by spatial attention in single-unit electrophysiological experiments (Bushnell et al., 1981; Mountcastle et al., 1981; Constantinidis and Steinmetz, 2001) . Optical imaging data from two surface areas, 7a and DP, were collected while the monkeys performed an experiment of a fixed block design of two eye positions by two cued stimulus locations. The designation DP will be used here to refer to the dorsalmost aspect of this gyrus and corresponds to DPd as used by Heider et al. (2005) . Imaging was performed with an Optical Imaging (Rehovot, Israel) VDAQ 2001 system (Siegel et al., 2003; Heider et al., 2005) . The cortex was illuminated at 605 nm via a filtered halogen bulb powered by stabilized direct current (DC) supply; frames were collected at 7 Hz. Thirty-seven frames were collected starting at the fixation point onset. The camera was focused at a depth of 500 m below the surface capillaries. Images were collected at ϳ720 ϫ 480 pixel resolution and binned online to ϳ360 ϫ 240 pixels. Simultaneously, behavioral data were collected by a second computer. All data were moved to an IBM SP2 for combination and analysis. All behavioral error trials were eliminated from the data set. The experiments were performed for 14 months in monkey M1R and for 5 months in M2L. A total of 170 maps were collected: 124 in M1R and 46 in M2L. The experiments were performed at a range of magnifications (23-54 pixels/mm); the features reported here were magnification invariant.
Data analysis. One hundred to 200 correct trials per condition (400 -800 total) were collected. Data was converted from the Optical Imaging format and analyzed with the Khoral Research (Albuquerque, NM) package in conjunction with SAS. As in previous work (Siegel et al., 2003) , the "difference signal" on a trial-by-trial basis was computed from the activity at 2000 -3000 ms after stimulus onset after subtraction of the baseline signal [Ϫ1000, 0 ms] relative to stimulus onset. These times are when the visually evoked optical signal peaks (Siegel et al., 2003; Heider et al., 2005) . This difference was normalized by the baseline signal to give a percentage change. Trial rejection was performed on masked data. A mask to obliterate large surface blood vessels was computed, and the average cortical signal excluding the masked regions was computed for every trial. Trials that were Ͼ1 SD of the mean of all trials were excluded from analysis to remove outliers (Siegel et al., 2003) . This procedure is termed the baseline normalization analysis (BNA) by Siegel et al. (2003) .
All additional analysis was performed on all of the pixels in the images. The sign of the signals were inverted to account for the expectation that the optical signal at 605 nm is inverted from expected electrical activity (Malonek and Grinvald, 1996; Siegel et al., 2003) . As per Siegel et al. (2003) , no filtering was applied to the data.
The optical signal for pixel (I, J ) was modeled with two different models. Equation 1 had a linear sum and interaction of eye position in degrees (E i ) and the cued stimulus position in degrees ( i ), to match with the behavioral conditions. Equation 2 did not have the interaction term. These models were given as follows:
where O i is the optical signal for the ith trial, A is the eye position coefficient, B is the cue position coefficient, D is the intercept, and i is the residual error. An interaction between eye position and cue location was modeled by the term C. [The indices (I, J ) are dropped for clarity.] Both models were computed, and the Akaike Information Criterion (AIC) (Akaike, 1969) was used to choose the better model for each pixel. Overall, the purely linear model (Eq. 2) was a better model for 84.5 Ϯ 4.9% of the pixels in 10 experiments examined; thus, the purely linear model was used to model the optical signal across all pixels. An example of the selection of the model using the AIC analysis for the data of Figure 2 is provided as Figure 3 . It should be noted that the noise in the data, as well as any effects not accounted for by the model, were accounted for by the residual error term i . The purely linear model (Eq. 2) defines a planar surface in eye and cued stimulus position. The intercept D represents the interpolated signal for both the eye position and the cue position at the origin (E i ϭ i ϭ 0). The A and B are the steepness of the slope for the eye and cue dependency. To simultaneously represent these two dependencies, a circle space representation was constructed to represent the experimental conditions resulting in the greatest signal modulation (i.e., steepest slope). The angle of the plane for each pixel is given as (I, J) ϭ arctan[B(I, J)/A(I, J)]. Thus, ϭ (0, ) would be a pure eye position tuning, whereas ϭ (Ϫ/2, /2) would represent a pixel modulated only by the cue location and, hence, the locus of attention. The magnitude of the slope in that direction was given as the length of the vector (A, B) from the origin.
A three-step procedure estimated the spatial frequency and phase components of parameter maps and single trials. First, a 512 ϫ 512 floating point image was constructed with a value of 0 everywhere as the digital fast Fourier transform (FFT) required power of images with dimension of power of 2. The 370 ϫ 240 pixel image under consideration was embedded in the center of this image. Because the FFT is periodic, the sharp boundaries induce a spurious spatial frequency. This is reduced by multiplying the image by a circular Gaussian mask (maximum amplitude, 1; spatial coefficient, 77 pixels); second, an FFT was then used to compute a complex value for each horizontal and vertical frequency combination. For each of these points, the complex numbers were converted to a power and phase, resulting in two spatial frequency maps. The third step was to reduce the two-dimensional FFT to one dimension. A series of 18 cuts in frequency space (every 10°) were made through the power component of the FFT, each going through the origin. Each cut yielded a one-dimensional FFT for power as a function of spatial frequency. Some of these would have low power because the original image had low power in that orientation, whereas others would have greater power. The power under each of these one-dimensional FFTs was computed, and the one-dimensional FFT with the greatest power was selected as a model of the data. The phase as a function of spatial frequency for this orientation was also recorded. These procedures are similar to those of Obermayer and Blasdel (1993) .
Results

Psychophysics of behavioral task
To determine whether the monkeys' attention was directed to the cued optic flow stimulus, a behavioral experiment was run in which 20% of the trials contained an invalid cue (Fig. 1b) ; typically, the invalid trials should have a longer reaction time (Posner, 1980) . The behavioral control experiments were run approximately once per week to avoid the monkeys becoming aware of the invalid cue and altering their strategy. The monkeys had a consistent behavioral strategy of attending to the cued optic flow stimulus. Figure 1d illustrates the data from a single behavioral test from M1R; the invalid cue significantly increased the monkey's reaction time in all four conditions (ANOVA, p Ͻ 0.05). In 23 of 32 (72%) behavioral tests in the two monkeys, there was a significant effect of the validity of the cue on reducing the reaction time, demonstrating the effect of the attentional spotlight. However, this was most often seen as an additive or interaction effect with the eye position in 17 of 23 experiments (Fig. 1e) .
A stepwise linear regression for the dependence of the reaction time on the eye position and cue position was performed for both animals. The model was given as a linear sum plus an interaction term for eye position and cue position. Using the stepwise model, forty-six experiments demonstrated significant effects in the linear model; of these, 31 experiments had significant effects (p Ͻ 0.05) for a dependence on eye position and/or cued flow position with no interaction effect. The remaining 15 had interaction effects. (These interaction effects are complicated to examine graphically and are not described further.) The eye position/ attentional locus effect was examined by animal to illustrate their strategy (Fig. 4) . A point is provided for each experiment for which purely linear effects of eye position and/or attentional locus were found. An average vector was computed across all such experiments for each animal. Individually, each animal demonstrated a vector significantly different from the origin (0°, 0°) (M1R, p Ͻ 0.0001, n ϭ 23; M2L, p ϭ 0.02, n ϭ 8; Hotelling's one-sample test) (Batschelet, 1981) . The two populations of reaction time dependencies were significantly different (pϭ0.012, Watson-Williams two-sample test) (Batschelet, 1981) , indicating that the two monkeys had significantly different performances. For example, M1R had a mean vector formed from the slope for eye position dependence and the slope of cue position dependence of (0.82 ms/°, 0.30 ms/°). This indicates that, on average, a 10°downward shift of eye position increased the reaction time by ϳ8.2 ms with a right shift of the focus of attention position increasing the reaction time by 3.0 ms. Combining these parameters, the longest increase in reaction time would be 8.73 ms for a downward eye position and a rightward shift of attention; conversely, the largest decrease in reaction time would be for an upward eye position and a leftward attentional target of 8.73 ms. For M2R, the corresponding values would be Ϫ3.0 and 15.4 ms, corresponding to a 15.7 ms maximal change. It can be noted that the effects on any one day can be much greater than these aggregate averages, with some days having effects as large as 40 ms for a 10°s hift in attention or eye position. This dependence on eye position as well as cue validity indicates that a particular eye position may alter the attentional processing mechanisms or that the animal has particular biases. Behavioral biases in monkeys are not unique; there is a retinotopic bias for motion perception (Newsome et al., 1985) , as well as for oculomotor tasks (Wardak et al., 2002; Schiller and Tehovnik, 2003) . In our study, these biases were not "trained" into the animal but appear to represent some strategy that develops unconstrained by the task. Surprisingly, to the best of our knowledge, interactions between eye and cue position have not been studied with psychophysics in human or nonhuman primates. If such biases are confirmed in other studies, this suggests interplay in their representation in the cortex
Optical recordings
Optical cortical responses to upward versus downward fixations verified previous results on the topography of gain fields in areas 7a and DP; indeed, the data matched that from the same hemispheres studied previously (Siegel et al., 2003) . A difference of the average of the images collected when the animal fixated in the two different vertical positions showed the appropriate increases and decreases in reflected 605 nm light (Fig. 2b) . The darkness apparent across the extent of area 7a indicated that it was activated by lower field fixations, and the lightness across the extent of area DP indicated activation by upper visual fields. However, a new feature was observed never seen in the previous studies of these animals: patchy regions with a scale of ϳ0.5-1.5 mm superimposed on the gain fields. This feature appeared in the measurement for which the rightward cued image was differenced from (Shtoyerman et al., 2000) . The scale of (0, 3000) represents the raw analog-to-digital converter values from the OI system. The black line shows the putative border between the two areas based on a large vessel running across the surface (Siegel et al., 2003) . b, Subtraction analysis for eye position map; all upward (Up) fixation conditions were averaged and subtracted from all downward (Dn) fixation conditions. c, Subtraction cued stimulus position map; leftward (Lt) cued conditions were subtracted from rightward (Rt) cued conditions. A linear regression analysis was used to quantify these effects (see Materials and Methods). the left cued image (Fig. 2c) . These patches could represent the topographical distribution of electrophysiological attentional effects (Bushnell et al., 1981; Mountcastle et al., 1981; Constantinidis and Steinmetz, 2001) .
The contribution of the eye position and cue effects were first quantified using a linear regression model allowing for two additive terms to account for the variance in the optical signal (see Materials and Methods). Three effects were associated with the task. First, the intercept ( Fig. 2d ) was found to be independent of eye and cue position. Second, the gain field parameter map indicated an eye-dependent modulation, replicating the previous result (Siegel et al., 2003) of area 7a representing the lower visual field and DP the upper visual field (Fig. 2e ). Third, a cued stimulus location map was found that was clearly patchy (Fig. 2f ). This last map suggested a fine spatial structure for the horizontal loci of attention (Fig. 2f ) .
The possibility that the cued stimulus position and the gain field signals interact, as might be expected from electrophysiological recordings (Andersen et al., 1985 (Andersen et al., , 1990 Read and Siegel, 1997) , was examined by a comparison of models (see Materials and Methods and Fig. 3 ) (Heider et al., 2005) . It was not possible to fully separate the data with patches into a "spatially flat" gain field and a fully patchy cued position map. The addition of an interaction term (Eq. 1) was not a better model for the data according to the AIC, and higher-order models were not attempted to better separate the effects. Although there are higher-order models that could be used, typically, the AIC has a single minimum, suggesting that we had reached the best model for the data. More complex models could have been used, but the small signalto-noise ratio of the intrinsic signal precludes such testing. It is noted that it is unlikely that the patches emerged simply from the use of regression models, because previous studies (Siegel et al., 2003; Heider et al., 2005) using very similar models in the same animals never showed patches of the sort described herein. In conclusion, using numerical approaches, within the framework of the data we have, it was not possible to improve on the model with separable eye position and cue position maps.
The overall signal of more reflectance in DP and less in area 7a fits with the previous study (Siegel et al., 2003) . That there were patches in the eye position-dependent map was unexpected in that vertical gain fields are reasonably flat (Siegel et al., 2003) . A color circle space representation combining the tuning of each pixel to the eye position and the cued stimulus position illustrates that both the horizontal position of the cued stimulus location and the eye position was systematically represented across the crown of the inferior parietal lobule (Fig. 2g) . The broad shift in colors between 7a and DP represents previously established gain field tuning, whereas the patches represent the cue positiondependent tuning. The AIC map for the linear model looked the same as that for the linear with interaction model. However,whentheAICwascomparedonapixel-by-pixelbasisbetweenthetwomodels,almostallof the pixels in the model without the interaction (Eq. 2) had a lower value. The results for the model without the interaction are shown in Figure 2 . e, Masked circle space map. Pixels are masked black for the map in which the AIC indicated that the model with interaction was better. f, Masked interaction map. Similarly, the pixels in the interaction parameter map were set to 0 (middle gray) for the pixels that were best modeled by the linear model. The range for the gray scale for each image is indicated below each image. The circle space convention is the same as in 
wherea-dareregressioncoefficients
i is the trial error for the ith trial and RT is the reaction time. A stepwise regression wasusedtoensurethatallcoefficientsweresignificantlydifferentfrom0atpϽ0.05.Forthose 31 experiments for which only a and/or b were significant and c was not significant, a vector was formed (a, b); these are graphed here. The average vector by animal was computed, and circular statistics showed that each animal's average performance was significantly different from the origin andfromeachother (Batschelet,1981) .Theaveragebehavioraldependenceforeachanimalisshown by the drawn line.
Time course of the optical signal
The time course of the tuning was examined in multiple ways. First, individual patches were selected by drawing regions of interest "by eye" over different colored portions of the map computed from the difference images. The average signals for each of these square regions of interests were then computed on a frame-by-frame basis. The baseline was used to normalize the signal (Fig. 5) . Eleven such patches demonstrate that the time course of the signal for a rightward cue is strongly modulated by eye position (Fig. 5G , compare the two solid lines). Similarly, the response to the leftward cue is modulated by eye position (compare the dashed lines). Comparison of the thick solid to the thick dotted lines illustrates the effect of the cue position (and presumably attentional focus). The magnitude and direction of each of these effects varies with position on the cortex. The time course of each of these patches can be seen to depend on both the eye position and the location of cue that directed the monkey's "attention." The relative amplitudes of each of these time courses matches that expected using the difference in the baseline versus evoked signal (i.e., baseline normalization analysis).
The selection of patches, although often obvious, does have an element of arbitrariness. A second technique to examine the time course was to segment the maps based on the sign of regression coefficients. Rather than extract all of the individual patches, the cortical map was segmented into four groups, each representative of the possible combinations of two eye positions and two cue positions. To do this, each regression coefficient map was segmented into two portions: all positive and all negative values. All logical combinations of these resulted in four exclusive segmentations: the portion of the image with positive eye position gain and positive cue (EϩCϩ), positive eye, the portion with negative cue (EϩCϪ), etc. The time course for each of these four segments was thus computed by masking the original time course data with each of these four segmentations. Figure 6a illustrates the original map, with Figure 6b showing the four segments or masks. The four time courses corresponding to the four stimulus conditions are shown for each segmented region (Fig. 6c) . For example, in the top right part of b, much of the masked region corresponds to area DP. In the top right part of c, the blue lines are above the black lines, corresponding to more reflected light with lower eye positions. This is as expected because DP represents upper eye position (recall that the reflected light is inversely related to the expected single-unit signals). The separation between each pair of dotted and solid lines indicates the effect of the cue position (and most probably attention). The other masked regions of interest have different tuning. To summarize these effects, the average response from the two yellow shaded regions are computed from the time course and differences computed in a similar manner to baseline normalization analysis. The relative tuning of the different masked regions can be observed from this change in light reflectance (Fig. 6d) .
Thus, four different inter-related analyses demonstrate the key effect of both eye position and cue position modulating the optical signal across the cortical surface. A simple difference in images shows both effects. The pixel-by-pixel regression provides a map of the relative effects of each parameter across the cortex. Patches can be isolated by eye to examine the time course of subportions of cortex. Finally, segmenting the cortex into four categories provides an "average time course" for each type of response.
Ipsilateral versus contralateral representation of cued location
Both ipsilateral and contralateral attention (i.e., cued stimulus position) were represented in both areas 7a and DP in all leftright "attentional tasks" in the two animals. That ipsilateral attention is represented was unexpected based on human and monkey parietal neglect syndrome. Lesion studies in human and monkey subjects indicate that the effect of parietal lesions is contralateral neglect, albeit briefly for human left lesions (Critchley, 1953; Posner et al., 1984; Heilman et al., 1993; Rafal, 1994; Kastner and Ungerleider, 2000) . Moreover, human imaging studies have failed to observe these bilateral attentional effects (Kastner and Ungerleider, 2000; Astafiev et al., 2003) , perhaps because of the limited resolution available with human functional imaging. It may be that the apparent contralateral neglect is more depen- dent on the eye position topographic representation than previously realized. Indeed, two human case studies indicate that eye position-dependent attentional neglect can occur (Nadeau and Heilman, 1991; Nadeau et al., 1997) . As suggested by Heilman, the eye position dependence of attentional signals may permit another affordance toward rehabilitation for patients with parietal neglect.
Control for presence of cue stimulus
The patches in the cued stimulus position map had two possible basis; first, the cue could directly activate the cortex as a "sensory" stimulus Andersen et al., 1990) , and, second, it could cause a spatial shift in the locus of attention, thus altering the cortical topography. The former is unlikely because area 7a and DP neurons are essentially "blind" to small unattended stimuli Andersen et al., 1990) . Even so, the effects of the small stimuli were tested on the optical response. A control experiment was performed with the cue presented in the absence of the two optic flow stimuli; the attention was directed to the fixation point by the requirement of the monkeys' detection of its slight dimming, i.e., the eccentric cue had no relevance to the completion of the task (Fig. 1c) . Thus, the task sequence was the fixation point came on at one of two locations; 2000 ms later, the small test cue came on to the right or left. At a time randomly selected over the interval of 5000 -6000 ms after the fixation onset, the fixation point dimmed. If the animal released the key within the reaction time window, he received a juice reward. Thus, the monkey was required to attend to the central red fixation point and ignore the cue.
The patches were not observed in the cue and eye position maps when the cue was behaviorally irrelevant, yet the gain field effect could still be observed (Fig. 2h-k) . Thus, the presence of the cue alone has no measurable direct sensory effect on these intrinsic optical signals.
Control for presentation of a pair of optic flow fields
Although there were no patches for the cue-only condition compared with the standard task, it is possible that the patches could simply arise from the presence of the two flow fields. As a control for this, one of the two monkeys (M1R) performed a task for which no cue was present. Thus, the animal was required to fixate, but he did not know which of the two displays was to change. (In these experiments, the flow was presented above and below the fixation point. As shown in Figures 15 and 16 , cued attention up and down under similar conditions leads to patches.) Under these conditions (n ϭ 8 experiments), the patches were not found in the difference maps when the monkeys were fixating straight ahead (Fig. 7) . Under these conditions, the monkey had two possible strategies. First, he could spread his attentional focus broadly to encompass both displays. Alternatively, he could shift attention back and forth between the two displays. During the period of optical data collection and analysis, the monkey saw identical visual stimulation and did not know which of the two stimuli were to change. In some experiments, the monkey showed a bias to one side. For the 23 psychophysical tests, six showed a significant effect of reaction time at p Ͻ 0.05; of these, five showed a leftward bias and one showed a rightward bias.
It was also of interest to compare the mean reaction time for this task with the cued optic flow task. If the monkey was indeed shifting his attention or distributing his attention between the two flow fields in the control task in which two flows were presented in the absence of the cue, the overall reaction time would be expected to be longer. Data was compared for tasks in which Each of these masks corresponds to one quadrant of the color key of a. This "Cue Left/Gain Up" mask is the set of pixels for lies between 0 and 90°in the color key (predominantly blue quadrant). c, Time course of the optical signal for each of the masked regions. To compute this time course, the average response for each of the four stimulus conditions was computed on a frame-by-frame basis. This provided ϳ80,000 time courses, each with 37 frames for each of the four stimulus conditions. The pixels foreachstimulusconditionwerethenaveragedusingthefourmasksofb.Thisyielded16timecourses of 37 frames each. Hence, the top left graph of c is the average time course computed for the pixels of the corresponding mask of b. The four lines in the graph correspond to each of the four stimulus conditions.Forthisgraph,thereisaclearseparationbetweentheblueandblacklinesthatarisesfrom the effect of eye position on the response. The differences in the dashed and solid lines represent the effectofthecueonthetimecourseforthosemaskedpixels.Inthetopright(CuedRight/GainUp)ofc, theeffectofthecuepositionisstrongerthanforthe"CuedLeft/GainUp"maskeddata. the cue was above or below the fixation point. The reaction times were 404.6 Ϯ 107.8 ms for the standard cued task (n ϭ 2744 trials) and 433.3 Ϯ 120.2 ms for the uncued two-flow control described in this section (n ϭ 2641). These two groups were significantly different at p Ͻ 0.001. As expected, the control task in which only the cue was presented and the animal needed to respond to a dimmed fixation point had the shortest reaction time of 377.6 Ϯ 41.3 (n ϭ 1242 trials). (The large number of trials was obtained by grouping across experiments for each of the different test conditions.)
These behavioral and optical results indicate that the presence of the two optic flow stimuli cannot solely account for the patches and that the animal did not have an upper versus lower preference for the stimulus position when he was not cued for position. Furthermore, it can be concluded from the two controls conditions that the patches occur only when the animals are shifting their attention to one of the two identical flow fields. The regression analysis suggests that patches occur correlated with the cues; the presence of the patches in the eye position parameter maps suggests that there is a finer-scale modulation of the gain fields over the broad modulation between area 7a and DP reported previously (Siegel et al., 2003) .
Patch quantification using spatial fast Fourier transforms
The patches in the attentional task are qualitatively ϳ1 mm in size. In the control task, they appeared to be absent. A numerical calculation termed the "spatial FFT" was used to quantify the spatial frequency content of the parameter maps (see Materials and Methods). It is similar in concept to the well known timebased fast Fourier transform that is often used to compute the temporal frequencies inherent in a time-varying sequence.
The FFTs of the parameter maps for the attentional cued and the control experiments were computed; two examples are shown in Figure 8 . Two experiments were selected that imaged similar regions of cortex at the same magnification. Under the attention cued experiments, there was a clear peak at 1.47 cycles/mm that corresponds to a characteristic spatial wavelength of 680 m (Fig. 8a, thick line) . By comparison, the normalized root mean square (RMS) power of the control experiment (Fig.  8a , thin line) was always less than that of the attentional experiment. Indeed, at the spatial wavelength of 680 m, the normalized RMS power of the control task was 11.9-fold less than that of the attentional task. This analysis of two experiments suggests that the scale of the patches is 680 m and that they are absent when the monkey performs the control task. The gain fields for the two experimental conditions were extremely similar (Fig. 8b) , indicating matched low-frequency components of this eye position-related signal. Indeed, although FFT analysis was not performed, ϳ1 mm patches were never evident by inspection in the original gain field studies in the inferior parietal lobule (Siegel et al., 2003) .
These results were consistent across experiments, as shown by averaging the RMS power of the FFTs (independent of phase) for Figure 7 . Simultaneous presentation of two flow fields in the absence of a cue. a, M1R performed a task for which a red fixation point was presented at the primary position (0°, 0°) followed at 2000 ms by a pair of flow fields. A cue as to which flow field was to change was never given. At a random interval 2000 -3500 ms later, one of the two changed, and the animal released the key for a juice reward. The timing for evaluating the change in the optical signal was as described in Materials and Methods for the other experiment. Thus, the stimulus configuration during the optical measurement was exactly the same in the two conditions. b, The two stimulus configurations used. In one, the upper flow field changes, and, in the other, the lower field changed. c, Four examples of the difference maps. The average response from the trials when the upper stimulus changed was subtracted from the trials when the lower stimulus changed. the two types of experiments. The majority of the experiments were performed with left-right attentional shifts (n ϭ 39) and the left-right cue controls (n ϭ 11), and so these were subject to additional quantitive analysis. The average brightness was subtracted from each parameter map for each experiment (DC removal), and then the FFT was computed. The average FFT was computed for each group of experiments across the two animals (Fig. 9) . Two FFT curves were computed for each experiment in each animal: the first being for the eye position regression parameter, the second for the cue position. For both parameter maps, there is a divergence in the power at a spatial frequency of approximately Ϯ1.2 and Ϯ1.25 cycles/mm for the two parameter maps. This corresponds to the characteristic spatial wavelength of 800 -833 m. Similar results were found for each individual animal.
To quantitively compare the two conditions across the spatial frequencies, a two-way ANOVA was computed, with one independent variable being the spatial frequency and the other being the task condition (attentional shift vs control cue alone). These tests were performed for each animal individually (M1R and M2L) and for each map, resulting in four ANOVAs (Table 1) . There were significant statistical differences between the attentional versus control conditions for every map for both animals. The significant effect of spatial frequency and task condition also was found when the data were combined across both animals. These graphical and statistical results demonstrate the scale of these patches being repeatable and significant across multiple experiments and two animals.
A second analysis was performed to determine which spatial frequencies were significantly different between the two conditions. The FFT power spectra were binned from Ϫ3 to 3 cycles/mm in 0.5 cycles/mm bins. The logarithm of each value was computed, and a Student's t test was used to compare the cued versus control conditions. As expected from the ANOVA, most of the comparisons were highly significant. Except for one set of conditions, the probability that the two conditions were significantly different was p Ͻ 0.001. Even with an ␣ correction for multiple comparisons, the cued and control power was different. The only case in which this was not true for all spatial frequencies was for the test when the monkey fixated up or down and the cue was provided left and right (as in Fig. 1a ). Under these conditions, some of the bins were not significant for the cue-based map (Fig. 9B, right  panel) . These were between the peaks at 1.2 and 2.4 cycles/mm. The bins containing 1.2 and 2.4 cycles/mm were significant.
The average spatial wavelength of 800 m across these experiments is similar to those obtained with almost identical quantitive FFT analysis of orientation tuning and ocular dominance from V1 optical data (Obermayer and Blasdel, 1993) . A characteristic wavelength of 640 -679 m and 822 m for orientation and ocular dominance, respectively, was reported. This suggests that similar neural mechanisms might subserve the scaling for the functional architecture of attentional patches in the inferior parietal lobule and that of primary visual cortex (Hubel and Wiesel, 1977) . These results, taken with the monkeys' behavioral dependence on the cue location and the absence of cortical patchy modulation in the presence of the cue alone, lead to the conclusion that the emergence of the patches is correlated with the drawing of the monkey's spatial attention along the horizontal meridian.
Stability and variability in maps
It was evident from the segregation method on multiple data sets (data not shown) and visual inspection of the circle maps that there was variation in the distribution of the location of attentional patches across days. Although the position of the patches was variable, certain aspects of the maps were highly consistent across days and experimental conditions. First, the gain fields always showed a reliable and clear segregation at the blood vessel, which divided the imaged region into upper and lower eye position representations over the period March, 2000 to June, 2003 for M1R and an 8 month period for the second. Second, the periodicity of the patches was stable across the attentional experiments. Third, the patches were consistently absent when the monkeys' attention was restricted on the fixation point. Although there are examples of variability of representations across time (Wall et al., 1986; Kaas et al., 1990; Wilson and McNaughton, 1993; Darian-Smith and Gilbert, 1995) , these can have very different underlying causes and timescales. The variability and stability of these measurements was examined in three ways.
Monte Carlo analysis
The intraday variability was examined in detail as an important constraint on the range of hypotheses and mechanisms for the interday variability of the location of the patches. First, a Monte Carlo analysis (Siegel et al., 2003) discounted stimulusindependent noise as the source of the patch structure on the data of an individual day (Fig. 10) . Two randomized analyses were performed. First, half of the single trial images were randomly selected, and the maps were constructed. This process was repeated multiple times, and the results were averaged. The null hypothesis was that there was a random relationship between the images and the stimulus conditions. To construct data under this hypothesis, again, half of the trials were selected; however, they were randomly assigned to stimulus conditions. The average of 200 repetitions of this resulted in a flat map with no patterns. Hence, it was concluded that the patches could not arise randomly and were related to the location the animal was cued to attend. 
Spatial trial-by-trial analysis
A trial-by-trial analysis indicated that the patches varied as the experiment progressed, whereas the gain fields were fixed (Fig. 11) . Patches could be observed in single trials (Fig. 11a,c) ; a mediolateral slice through each trial demonstrated that there was a sharp border in the gain fields, as reported previously (Siegel et al., 2003) , at the central blood vessel, whereas the patch locations were not consistent from trial to trial (Fig. 11b) . Other architectonic features in the control experiments remained constant across single trials (Fig. 11d) .
To quantify these intraday effects, statistics were computed for the amplitude of this mediolateral slice by behavioral condition (Fig. 11e,f ) . The cued attention experiment showed periodicities in the amplitude of the signal (apparent by eye and quantified below), which were lacking in the control experiment. The control experiment presented a number of clearly demarcated transitions that could be observed in all classes. In contrast, the transitions between light and dark regions in the cued attention experiment were different across classes.
To compare the variability between the two experiments, the mean reflected light and SE was computed across all four behavioral conditions for both the control and attentional test (Fig.  11e,f; for clarity, the error bars are illustrated for only one behavioral condition per experimental test.) The SEs are clearly larger for the attentional test. To further quantify this, the average value of the SE across trials was then computed and compared for the control and cued experiment. The SE was 50% greater in the cued attention compared with the control test (i.e., 0.302 Ϯ 0.001 vs 0.203 Ϯ 0.001%, respectively; n ϭ 943). Thus, it is concluded that the spatial distribution of the reflected light has apparent periodicities (as expected from FFT of the parameter maps) and is more variable in the cued attention experiment compared with the control of attending to the fixation point.
FFT trial-by-trial analysis
A trial-by-trial analysis of the power of the frequency components demonstrated that the periodic patches were indeed present in each trial (Fig. 12) . The spatial frequency from the patches of a single trial could be extracted (Fig. 12b) . (For these measurements, the orientation of the FFT selected with the largest power was vertical in the image crossing the main blood vessel at 90 o ; see Materials and Methods.) Stacking these by condition (Fig. 12c ) demonstrated an RMS power in the spatial frequency out to ϳ1.5-2.0 cycles/mm. It was not possible to discern a consistent relationship in the phase, even at 860 m across trials and conditions in the attentional task, suggesting that the patches were moving across the cortical surface (Fig. 12d) . Certainly some phases were more common, otherwise the average spatial maps would be uniform. Stated another way, there were some portions of the cortex that tended to have similar signals and other that tended to be more variable.
The RMS power for the control experiment (Fig. 12g) had a narrow central peak that did not extend out to 1.5 cycles/mm. This indicated the lack of patches on a trial-by-trial basis. The consistency of the phase in the control experiment is as expected for the lower frequency components (Fig. 12h) . To quantify the means and variability in the FFTs within trials, the data were converted from the polar-angular representation of RMS power and phase to complex rectangular coordinates for each single trial FFT of Figure 12 . To compute the variability of the power, the individual components in the complex plane for each frequency were averaged, and the mean and SE were computed. These provided both the average RMS power as a function of frequency, as well as the SE of the power measurement. Averaging in the complex plane ensures that the phase information is not lost and that nonlinearities in the power computation do not impact the estimated error.
The mean power spectra were similar across the four different classes of the cued attention task (Fig. 13a) . The power spectra for the control task were also similar across the four stimulus conditions. Compared with the control task, the attentional power spectra was broad out to 1.5-2 cycles/mm. To emphasize the regions that were different, the ratio of the two power spectra was computed for each of the four behavioral conditions (Fig. 13b) . The spectra for all of these ratio plots peaked at ϳ1.5 cycles/mm, presumably representing the patches found in the cued attentional task and not the control task.
The mean phase profiles reflected the different characteristics of the data in the spatial domain (Fig. 13c,d) . First, the mean phase as a function of frequency was different across the four behavioral conditions. This was observed for both the control and cued attention tasks and is equivalent to the differences found in the spatial domain. For example, in the control conditions, low (Ͻ0.5 cycles/mm) spatial frequency power is observed across all conditions (Fig. 13d) . When the monkey is fixating down, and the cue is presented left and right, there is a phase shift at these low frequencies. This phase shift is essentially the area 7a and DP difference in signal from vertical eye position. When the animal is fixating up, the phase shift is reversed. These differences in the phase profiles in part underlie the low spatial frequency shifts in the average condition maps (Fig. 13f ) . For average condition maps, there is a vertical reversal in brightness between areas 7a and DP.
The phase plots are more complex in the cued attention task (Fig. 13c) . Very little similarity occurs in the cue left versus right conditions when the monkey is fixating up, nor are the phase plots similar when the monkey looks down. Translating this result into the spatial domain, the variation in the mean phase reflects the different locations of the patches locations across the average condition map (Fig. 13e) . Thus, for both the cued attention and the control task, the mean phase matches the spatial domain results.
The second characteristic of variability in the patches within a day is also reflected in the phase plots. Moreover, the use of the phase information permits isolation of the effects to the patch spatial frequency. The variability of the phase of the patches was examined within each stimulus condition (Fig. 14) . A spatial fre- Table 1 . Statistical significance of effects of spatial frequency and task (attention vs cue only) on power of FFT Independent variables quency to represent the patches was selected to be centered at 1.5 cycles/mm (1.25-1.75 cycles/mm) based on the power ratio (Fig.  13b) . The four distributions of phase angles were significantly different from each other using a distribution-free circular 2 test ( p ϭ 0.004; df ϭ 45; bin width, 20°). To specifically examine the variation in the phase independent of the mean, the data are assumed to adhere to a von Mises distribution. This distribution is a circular equivalent of the normal distribution. The significance of difference in the variance of the angular phase (i.e., the concentration parameter) was computed by the WatsonWilliam-Mardia test (Batschelet, 1981) . This measure of the phase variability was significantly different (p Ͻ 0.001) across all four cued attention conditions (p ϭ 0.003). These results indicate that ranges of phases at the spatial frequency of the patches were different across the different conditions. Translated to the spatial domain, these results indicate that the patches shift from trial to trial.
Together, the data and analyses of trialby-trial data support the hypothesis that the patches of ϳ1.5 cycles/mm consistently appear during the cued attentional task and are lacking in the control task. These fixedsized patches are mobile. The phase of the patches is changing throughout the cued attentional task. The range of variability in phase is restricted enough so that the phases do not completely cancel each other in the course of an experiment (as might occur with totally random phases.)
Upward versus downward cued locations
The effect of upward and downward cues was also examined. In two monkeys, a set of experiments (n ϭ 31) was performed with rightward and leftward fixations, and patchy maps were observed for upward and downward cue stimulus location (Figs. 15c, 16f) . As expected from the previous study (Siegel et al., 2003) , the horizontal gain fields maps (Figs. 15b, 16e) were much weaker than the vertical gain field. Using the circle space map, updown cued spatial location patches were observed to cover the cortical map in a manner similar to the left-right patches (Figs. 15e, 16g) . Additional studies are needed to examine the precise relationship between the up-down and left-right patches in which monkeys have to shift their attention to one of four positions. Nonetheless, the complete coverage of the imaged portion of cortex for both vertical and horizontal loci of attention suggests a continuous and systematic millimeter scale representation of the direction of attention within the larger-scale gain fields; however, their precise organization remains unknown.
The patches were not observed when the cue-only physiological control was performed for cues in the upper and lower visual field (n ϭ 9) (example in Fig. 16h-k ). An analysis in two animals across this set of experiments demonstrated a 3.08-fold peak increase at 1.09 cycles/mm for the eye position map (wavelength of 917 m). For the cue position maps, there was a 3.22-fold increase at 1.21 cycles/mm (826 m) in the power spectrum. The effect of spatial frequency and task was significant at the p ϭ 0.0001 level for both maps using an ANOVA. These wavelengths are similar to that of the left-right attention experiments.
One possibility for the variability in patch location (or phase) was that the patch location was determined by the monkey's . The Monte Carlo analysis was performed with and without shuffling the relationship between the measured optical signals and the stimulus conditions. Shuffling destroyed the patch structure. Hence, these patterns are dependent on the stimulus conditions. To show this, the trials from the experiments were randomly split into two subsets, and Equation 2 was fit to the data. The "Monte Carlo A" and "Monte Carlo B" maps are the resulting parameter maps. One-half of the data were also reanalyzed with Equation 2, but the relationship between the collected data and the stimulus condition was randomized, yielding the "Shuffled" maps. This process was repeated 200 times, yielding 600 maps. The averages of each of these groups are shown. a, The eye position gain field parameter maps are reproducible when one-half of the data are sampled (Monte Carlo A and B). However, shuffling destroys the gain fields. The error between the Monte Carlo A and B is shown to be much less than that between Monte Carlo B and the Shuffled data. b, The cue position parameter maps are reproducible. Shuffling the data destroys the cue position-related patches. Note that the gray scale on the images is different from other figures.
behavioral performance. Although the monkey performed well above criterion in these experiments, there might have been a dependence on the reaction time. Hence, we ordered the frequency components and phase by the reaction time. There did not appear to be any consistent obvious variation in the spatial frequency or phase with the reaction time (data not illustrated). An additional alternative was that the spatial frequency and phase changed in an orderly manner through the experiment; ordering the data by the trial sequence also did not reveal an effect. However, more quantitive and higher dimensional approaches such as independent component analysis currently under development might reveal the source of the variation of the phase of the patches as relates the monkeys' measurable behavior (Siegel et al., 2002) .
Discussion
Behavioral evidence for shifts in spatial attention Attention was directed spatially using a task based on Posner's (1980) original behavioral paradigm. The monkeys demonstrated a shift of attention, as evidenced by the reaction-time dependence on cue location and validity. If the animals had simply ignored the cued location, distributing their attention evenly across the screen, or rapidly shifting their attention back and forth, then the reaction times should not have been dependent on the cue location and validity.
Characteristics of the gain field and attentional topographies
The optical data collected during the task was modeled as separable eye position-dependent and cue position-dependent components. The eye position parameter map had two spatial components: a portion divided between areas 7a and DP and the ϳ1 mm patches. The component of the eye position was split between areas 7a and DP, matching that described for the gain fields in our previous work (Siegel et al., 2003) . The cue position map only had the ϳ1 mm patches that ran across the 7a/DP border. The border in the eye position map between areas 7a and DP was stable both within and across experiments. The location of the patches in the combined color-coded parameter maps shifted between experimental days. This was evident in shifts in phase in the Fourier-transformed data of the parameter maps. The invariant size of the patches was evident from the spatial frequency of the patches.
Concomitant stability of eye position and variability of the patches
Functional architectures are typically temporally stable when assessed with optical imaging. The primary evidence is orientation tuning and ocular dominance in striate cortex of behaving monkey. However, in most intrinsic optical imaging studies, the animal is anesthetized and its cognitive state (e.g., attention and intention) is irrelevant. In the striate cortex studies in behaving monkey for which anesthesia was not used (Grinvald et al., 1991; Vnek et al., 1999; Shtoyerman et al., 2000; Arieli et al., 2002) , the monkey was typically required to fixate a central point and not shift its attention from that location. Such stability in striate obtained with intrinsic imaging indicates that the technique itself is reliable. Indeed, in our experimental setup, a stable retinotopy across multiple days in V1 (Heider et al., 2005) and a stable representation of eye position in areas 7a and DP over months (Siegel et al., 2003) is demonstrated.
Not all cortical representations must be completely stable over time, especially when modulated by cognitive factors. The retinotopy studies of the inferior parietal lobule suggest that there can be variability in its representation (Heider et al., 2005) . Indeed, studies of plasticity in the somatosensory cortex (Allard et al., 1991) and in primary visual cortex (Kaas et al., 1990; DarianSmith and Gilbert, 1995) make it clear that maps are malleable. Gilbert (1993) has made an explicit proposal that functional architectures were plastic. Additional perceptual learning alters the tuning properties of single neurons in V4 (Yang and Maunsell, 2004) . Given that many neurons will be involved, the map across V4 must change. In other studies in which the receptive field properties of neurons in parietal cortex are altered on a trial-bytrial basis (Bushnell et al., 1981; Constantinidis and Steinmetz, 2001) , the emergent map must also change.
In the present studies, some aspects of the inferior parietal lobule functional architecture were variable across time, and some were unchanging. The locations of the patches changed across days and even within sessions. However, at the same time Figure 11 . Single-trial analysis of optical data. To examine the position of the patches within an experiment, a section was taken through the data as indicated by the thin gray vertical bar in a and c. This 215 m strip was then averaged horizontally to yield an ϳ6.4-mm-wide profile of the signal at the center of the image. These were grouped by stimulus condition and stacked vertically with time running sequentially from the top to the bottom of each group. The border between areas 7a and DP is indicated by the dashed line. The leftmost column is data from the attentional task, and the rightmost column is data from the control task. The fixation and cue positions are indicated in the leftmost part of the figure. b, The reflectance of the single trials in the attentional task can be seen to show the eye position gain field response by comparing each of the major groupings. For example, the upper fixation has a darkening of the DP cortex, whereas the lower fixation has a brightening of the DP cortex. However, the patches, which are seen as shorter periodicity fluctuations in brightness, vary between trials. d, In the control task, the same areal dependence on eye position is observed. However, the periodic patches are not seen. Evident are small spatial fluctuations that are maintained across trials, as indicated by the small vertical arrow. The small horizontal arrows indicate the trials from which a and c are selected. e, The mean of the reflected light by behavioral condition is graphed for the 215 m strip for the attentional task. Approximate 1 mm periodicities can be observed in the signal. The heavier lines are when the monkey is fixating down. The SE of the reflected light is given only for one condition. The vertical dashed line matches that of b. f, The mean reflected light for the control task is plotted as in e. The signal smoothly modulates with spatial position and has a lower SE. The shape of the spatial profile is reasonably repeatable across conditions. this was occurring, the eye position gain field representation was stable. The internal control of stability of the eye position signal indicates that the recordings themselves have stability. What is perhaps even more intriguing is that, although patch locations were variable across and within days (as evidenced by direct inspection and by the spatial phase), the spatial frequency map was temporally stable. These data indicate multiple coactive mechanisms in areas 7a and DP simultaneously generating different types of cortical representations.
Source of the variability in the cued attentional task
The question arises as to the source of the variability in the cued attentional task. The variability could arise from instrumentation noise. However, recordings in V1 made with the identical system show no such variability (Heider et al., 2005) . Furthermore, the measurements were made with different magnifications. Any sensor noise would have lead to the patches size being insensitive to magnification.
A second source for the variable topography of the attentional maps could arise from changes in the monkey's behavioral strategy. For example, there could be small shifts of attention within the peripheral visual field to which the monkey directed his attention. Indeed, the monkey could set his attention anywhere within the 10°optic flow stimulus. Additional experiments are needed to explore this possibility, including shrinking the size of the stimulus to tightly restricting the locus of the monkeys' attention. Indeed, alterations in attentional strategy have been posited as the source of variability in retinotopic maps in inferior parietal lobule (Heider et al., 2005) .
A third major source of the changes in the maps is physiological variation or physiological noise. For example, it is well accepted that there is variation of neuronal discharge from unknown sources (Shadlen and Newsome, 1998) . Furthermore, the coupling between the neuronal activity and the hemoglobin signal could vary as a result of physiological factors beyond experimental control (e.g., heart or respiration rate) (Logothetis, 2002) . Finally, the variability could arise directly from dynamic cortical processing strategies (Edelman, 1987; Crick and Koch, 2003) . With each successive stimulus presentation and behavioral trial, different collections of neurons may be activated through the interactions between ascending, descending, and intracortical circuits. Indeed, such malleable neural circuit dynamics could arise from, or be the source of, different behavioral strategies.
At this time, it is impossible to resolve which of these behavioral or physiological sources could account for the variability in the attentional patches reported here. Two types of experiments can further explore these possibilities. First, manipulations of the experimental design to alter the vigilance and attentional focus of the animal may be used to determine whether the behavioral variability may be placed under experimental control. This would separate nonspecific physiological effects from sources directly related to aspects of the attentional task. The second series of experiments would be measurements of single neurons through electrical means. Certain predictions are next.
Expected electrical measurements
Intrinsic optical signals are indirect measurements of overall neuronal activity arising from metabolic activity in the upper cortical layers. However, in every study performed to date, there has been a match between the neuronal properties evaluated using singleelectrode electrical measurements and optical measurements, including areas 7a and DP (Siegel et al., 2003) . These intrinsic signals are related to the fine-scale axonal and dendritic elements with large surface area to volume ratio (Malonek and Grinvald, 1996; Logothetis, 2003) . Thus, it is predicted that recordings from multiple electrodes should show variable tuning in either the local field potential or single-unit activity over time. The observed variation in phase should be observable if long-term chronic recordings are made from multiple sites.
Recordings from collections of neurons could be used to test whether Crick and Koch's (2003) hypothesis of dynamical cortical processing is expressed in the activity of inferior parietal lobule neurons. Depending on the exact inputs and interactions of Figure 12 . Trial-by-trial analysis of the frequency components for the spatial attention experiment and the control. Each trial was analyzed using an FFT as described for Figure 11 . The resulting FFTs were color coded and organized by stimulus condition and by stimulus presentation. a, A single trial in the spatial domain collected when the monkey was fixating up and the cue directed attention to the left. The periodic patches can be seen in this trial (and indeed in every trial of this experiment). frea, Frequency. b, FFT of the single trial with peaks in the power spectrum. c, The stacked FFT power of all of the trials. The arrow to the left indicates the FFT computed in b. The phase appears random from trial to trial. Fix, Fixation. d, Control task circle map. e, A single trial taken when the monkey was fixating up, attending to the fixation point; the "ignored" cue was to the left. Patches could not be observed in the individual trials of this experiment. f, FFT of the single trial. Periodicities can be observed, but they are smaller in amplitude. g, Stacked FFTs for the control task. There is no periodicity apparent at the 1 cycle/mm value in the trials. h, The phase is slightly, although consistently, retarded for frequencies Ͻ1 cycle/mm. (Fig.  12 F) .] The RMS power of the cued attentional task is broader than that of the control task. Fix, Fixation. b, Ratio of the power in the attentional and control tasks. The power is approximately threefold greater for the attentional task than the control, peaking at ϳ1.5 cycles/mm. The spikes in the ratio plots arise from the repeated sharp valleys of the mean control power. c, Circular mean and SEM for the phase for the cued attention task (for computational details, see Results). inferior parietal lobule, different "nascent coalitions" of neurons may dominate over other collections of neurons, giving rise to the spatial variability we report.
Electrode recordings were not performed here because of the need to maintain the imaging chambers for many years (Siegel et al., 2003) . The electrode makes holes in the artificial dura, and, when it reaches the fine microgranular layer of tissue formed between the cortex and the artificial dura, it can catch and either tear the tissue or substantially indent the cortex, compromising the vasculature and jeopardizing the longevity of the study. Different technical approaches need to be developed to permit simultaneous long-term assessment of local field potentials, single units, and optical measurements to test these varied hypotheses.
The role of a variable functional architecture
The fine attentional architecture is embedded within the largerscale gain field topography, much as orientation tuning is mapped within retinotopy in primary visual cortex. The systematic repetition of patches embedded in linear gain fields guarantees that, for every combination of eye position and attentional locus, patches throughout areas 7a and DP will be modulated (Siegel, 1998) . This is unlike more sensory-based topographies, e.g., V1 (Hubel and Wiesel, 1977; Ts'o et al., 1990; Blasdel and Campbell, 2001) or the middle temporal area (MT/V5) (Albright et al., 1984) , which are locally organized around spatially delimited receptive fields. If the variability in the patches indeed represents a variable mapping superimposed on a highly consistent gain field, then a mechanism for areas 7a and DP to participate in diverse functions emerges. It has not escaped our notice that the on-line neural construction of the patches would permit this portion of association cortex to subserve a multitude of cognitive processes, as a function of the ongoing inputs and behavioral state. However, a "readout" mechanism for such a variable map remains to be defined.
The result of a distributed spatial attention representation within the large-scale gain field topography should allow for a multitude of local interactions among nearby attentional patches. The lateral excitatory and inhibitory interactions of the upper layers (Callaway, 1998) should support the formation and dissolution of particular coalitions of neurons (Crick and Koch, 2003) either correlated with, or causing, shifts of attention. This is a different mechanism than the attentional spotlight model (Crick, 1984) , although these patches could be under thalamic (i.e., pulvinar) control. The interrelationships between eye position gain fields and the attentional representations would be ideal for guiding and planning eye movements and other motor behaviors toward particularly salient targets in the surrounding world (Goodale and Milner, 1992; Siegel, 1998) .
Two different hypothetical expressions of functional architectures may be involved here. The first is rather well established and accepted: "topography reflects anatomical connectivity." An example is ocular dominance in adult Old World primates. Projections from the lateral geniculate nucleus are segregated, forming the ocular dominance patterns that can be imaged by 2-deoxyglucose studies, single-unit recordings, or optical imaging. We term this the "anatomical hypothesis" for cortical topography.
The second hypothesis is based on a different set of considerations: "ongoing neuronal activity is the source of the topographic map." Maps are based, in part, on the existing connectivity, but modulation, activation, depression of synapses, interactions between neighboring neurons, etc. can alter the functional architecture of the relationships between neurons across the cortex "on-line" over rapid timescales. There are a number of examples of altered primary sensory topography by external manipulations (Jenkins et al., 1990; Kaas et al., 1990; Allard et al., 1991; Darian-Smith and Gilbert, 1995; Li et al., 2004) , but these studies lacked the means to appreciate how quickly the maps could change. The topography could be altered across the second timescale, as appears to occur in inferior pari- etal lobule under cognitive control. Ultimately, both the "anatomical" and functional mechanisms will play a role in normal brain function and in the plasticity of the brain in individuals who suffer neurological compromise.
