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Abstract
On-Demand Nanoscale Phase Manipulation of Vanadium Dioxide
by Scanning Probe Lithography
Dustin Schrecongost
This dissertation focuses on nanoscale phase manipulations of Vanadium Dioxide. Nanoscale
control of material properties is a current obstacle for the next generation of optoelectronic and
photonic devices. Vanadium Dioxide is a strongly correlated material with an insulator-metal
phase transition at approximately 345 K that generates dramatic electronic and optical property
changes. However, the development of industry device application based on this phenomenon has
been limited thus far due to the macroscopic scale and the volatile nature of the phase transition.
In this work these limitations are assessed and circumvented.
A home-built, variable temperature, scanning near-field optical microscope was engineered for
Vanadium Dioxide manipulations and detections. Using this instrument, various scanning probe
lithography based methods are implemented to induce new nanoscale phases. Three new phase
transitions are discovered; a monoclinic metallic at the nanoscale, a rutile metallic metastable
phase, and a van der Waals layered insulator. These new phases are studied and characterized to
further understand phase manipulations in strongly correlated materials. One of the new phase
transitions, monoclinic metallic, showcases plasmonic excitations. This phenomenon is used to
demonstrate various nanoplasmonic devices such as rewritable waveguides, spatially modulated
resonators, and reconfigurable planar optics. Finally, Oxygen Vacancy diffusion of the monoclinic
structure is monitored to determine the temporal limitation for device applications. The discovery,
demonstration, and study of these phases clearly shows the ability to manipulate Vanadium
Dioxide on the nanoscale for the first time. Phase control is accomplished under ambient
conditions and is stable over long periods of time. This technology opens the door for
multifunctional device application using strongly correlated materials.
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Chapter 1
VO2 Introduction
Optoelectronic and photonic devices are part of our way of living in the year 2020. The general
population is ignorant to the significance this technological field has on their everyday lives. These
devices are the backbone of high speed communications, information processing, entertainment
devices, and medical instrumentation1-3. Photonic devices rely on our ability to control and
manipulate light waves through their amplitude, phase, and polarization4. Conventional refractive
optics require a long propagation distance to accumulate substantial effects due to the refractive
index of the optical element. However, this necessary spatial footprint is not compatible with
progressive technology miniaturization5. This spatial limitation leads into the field of artificial
media for manipulating light waves.
The idea to engineer artificial materials has been around since the end of the 19th century6.
Metamaterials are artificially structured materials that exhibit extraordinary electromagnetic
properties not available in nature7. They have been used to demonstrate phenomenon and
performance such as negative index of refraction8-10, perfect lenses11,12, perfect absorbers13-15,
electromagnetic chirality16, and enhanced nonlinear effects17,18. An extension of the 3D
metamaterial is the 2D version, a metasurface. Metasurfaces are based on Huygens’ principle;
every point on a wavefront is itself the source of a spherical wavelet that all mutually interfere to
result in the overall wavefront19,20. Subwavelength arrays of planar structures are patterned to
generate surface currents which effect individual pixels of the total wavefront20. This
subwavelength manipulation over the entire wave allows for unique optical engineering, and the
planar nature of metasurfaces makes them on-chip compatible for nanophotonic devices in future
technology21.
A current trend in metadevices, metasurface based devices, is to incorporate dynamic tunability
or modulation. If the metasurface arrays can be distorted, the overall function of the metadevice
can be manipulated22. For example if the length of a rectangular, metal slab is affected, the
resonant wavelength for constructive interference has been adjusted. The idea is identical to
standing waves on a string, interference conditions are a function of length. This array distortion

2

has been accomplished using microelectromechanical actuators to vary spatial parameters of the
metasurface23. Although, an alternative, more passive option for metadevice tuning and
modulation is to add an active layer to the device. This is a separate heterostructure layer that can
be manipulated by a variety of stimuli to alter electromagnetic properties. The goal is to alter the
electromagnetic environment around the metasurface arrays and thus the interaction between array
elements24,25. Liquid crystals26,27, ferroelectrics28, graphene29-31, strongly correlated materials32-34,
and chalcogenide glasses35-37 have all successfully been used as active layers to create
multifunctional metadevices. However, two material families are primarily used as these active
layers because of their drastic and reliable electromagnetic property tunability; Vanadium Oxides
and chalcogenide phase change glasses. The specific compounds used are VO2 and GST;
Ge2Sb2Te5 or Ge3Sb2Te6 depending on specifically desired optical properties38-40.
VO2

𝜺 (NIR)

𝜺 (MIR)

GST

Insulator

⟶

Metal

Crystalline ⟶
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→
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3

→

9

𝜀 ′′
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→

5

𝜀′

6

→

−21

𝜀′

33

→

14

𝜀 ′′

0.3

→

89

𝜀 ′′

13

→

0

Amorphous

speed

≈ 100 fs

≈ 1 ps

endurance

> 1010 cycles
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Growth &
Fabrication

Table 1.1 VO2 & Ge2Sb2Te5 phase transition comparison. Both VO2 and Ge2Sb2Te5 have drastic
optical property changes across their phase transition in the NIR and MIR. Both happen on
ultrafast time scales, have high endurance, and are mature in their growth/fabrication technology.

3

Both of these materials are considered phase change materials where a phase transition leads
to the electromagnetic property variation. As can be seen in Table 1.1, both materials have drastic
optical property changes across their phase transition in the near infrared (NIR)41-43 and mid
infrared (MIR)43-45, both happen on ultrafast time scales46,47, have high endurance48,49, and are
mature in their fabrication/growth technology50-56. I will note that Table 1.1 is an overview of
material properties that will vary based on growth conditions and phase transition activation
mechanism, but it summarizes the overall appeal of these materials. These materials seem similar,
but the phase transitions are very different. GST is most commonly in a semiconducting,
amorphous state with minimal free charge carriers so a lack of optical absorption. Upon annealing
GST, it crystallizes with resonant bonds that induce a free carrier density leading to the modulation
of optical properties. Further melting and quickly quenching the GST will reset the phase back to
the amorphous state 43,57,58. In contrast, VO2 is a first order phase transition where it changes from
an insulator to a metal due to electron correlation effects. The lattice remains crystalline across the
phase transition albeit with a modified lattice structure. The VO2 phase transition will be further
discussed in sections 1.2 and 1.3 as this material is the focus of this work.
GST is exclusively used for industrial applications such as optical data storage like rewritable
DVDs, CDs, and blue rays38,59-61. Thus the question becomes why is GST chosen over VO2 in
industry? There are three specific drawbacks in VO2 technology that has kept it less relevant for
industrial applications. This dissertation will provide knowledge and solutions to these issues
through “On Demand Nanoscale Phase Manipulation of Vanadium Dioxide by Scanning Probe
Lithography”.
1. The VO2 insulator-metal phase transition (IMT) is most commonly achieved through
thermal activation. Thus the need to heat the material automatically means that the IMT
cannot be controlled under ambient conditions. There has been progress in activating the
phase transition with other stimuli such as doping and strain which will be discussed in
section 1.3. However, the ability to activate and reset the IMT in an on-demand manner
under ambient conditions has remained elusive.
2. The VO2 IMT is a volatile phase transition. The VO2 is heated above the critical transition
temperature (Tc) to activate the IMT, and then the temperature has to remain elevated or
the VO2 will transition back to the insulating phase upon cooling. The need to maintain the
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metallic phase temperature is not energy efficient for application. Doping the VO2 with
Oxygen vacancies (OVs) has recently shown a more stable phase transition62,63, but further
understanding of the OV dynamics is needed before proclaiming a truly non-volatile VO2
phase transition.
3. VO2 phase transitions are on a macroscopic scale. The entire film undergoes the IMT. This
works for overall modulation, but limits any spatial variation for a high density of binary
data storage. Recently it has been demonstrated that microscale phase transitions can be
accomplished through defect engineering64, but a volatile heating process is still necessary
to control phase transitions at multiple critical temperatures. Local domain control in
ambient conditions and in a non-volatile manner is desired for reconfigurable spatial
control over device functionality or monolithic photonic devices. Also achieving nanoscale
spatial resolution would make the phase transition on-chip compatible with current telecom
nanophotonics 65.

1.1 Overview of Project
Going forward, the remainder of chapter 1 will be dedicated to background information on the
VO2 IMT. The optical and electrical property variation of both VO2 phases (insulating and
metallic) will be compared. Then the corresponding structural transition will be analyzed along
with the band structure of each phase. Lastly, a variety of phase transition stimuli will be discussed.
Typically the phase change is activated thermally but doping, strain, field effect, and UV light
have also been proven reliable.
Chapter 2 will be dedicated to instrumentation for the experimental work performed in this
dissertation. The bulk of the experiments were performed using a home-built Scanning Near-field
Optical Microscope (SNOM). This instrument was engineered specifically for SNOM, and is also
capable of other common scanning probe based imaging modes along with common reflectance
optical measurements. Chapter 2 will discuss the various imaging modes performed with this
home-built instrument along with unique design features.
Chapter 3 will study on demand, nanoscale phase manipulations of VO2 under ambient
conditions. Three new IMT activation methods are demonstrated and their base electromagnetic
properties characterized. The most applicable of these phases is then chosen for further analysis in
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chapter 4. The MIR optical and plasmonic properties are diagnosed in detail and utilized to
demonstrate nanoplasmonic devices. Then in chapter 5 metallic domain lifetimes are monitored to
understand OV dynamics. The acquired data can then be used to model future device lifetimes.
Finally this work is concluded along with an outlook on how this research can benefit the
scientific community. The local optical property variation may benefit society’s transition towards
integrated photonic circuitry. Also the plasmonic properties of metallic VO2 will allow for a
monolithic optical engineering platform. Appendices A, B are attached at the end to shed light on
other examples of scanning probe based nanoscale manipulations and measurements. Multiferroic
domains are able to be identified, and their electric dipole orientation analyzed and even reorientated in some cases. Also photovoltaic modulation of complex oxides is demonstrated by
creating and erasing local electron gases. Scanning probe based manipulations are opening up new
opportunities in a variety of solid-state physics research areas.

1.2 Properties of Thermal VO2 Insulator to Metal Phase Transition
VO2 is most well-known for its first order IMT. At room temperature it is an insulator, but at
approximately 345 K metallic puddles begin to form and percolate as it undergoes a phase
transition to a metallic state due to its strongly correlated nature of d band electrons66,67. More
specifically, it is a Mott insulator; a class of materials where Coulomb repulsion between strongly
correlated electrons dominates over all other processes and blocks electron motion at low
temperatures and energies68. The coulomb repulsion introduces an energy barrier for the electrons
to hop between lattice sites, but at elevated temperatures the material overcomes this energy barrier
and becomes metallic. Several Vanadium Oxide compounds undergo this IMT. However, the
transition temperature in VO2 (345 K) is easily obtainable, and thus has made VO2 an attractive
candidate for studying strongly correlated materials69. The VO2 IMT causes drastic electric66,70,71
and optical41,42,44,45 property changes as can be seen in figure 1.1. The resistivity decreases
approximately 3-4 orders of magnitude in thin films, and up to 5 orders in bulk form72. Optically,
the room temperature phase is practically transparent (k ~ 0) and metallic at high temperatures (n
< k) for wavelengths greater than about 1 μm. The increase in free carrier density increases the
absorption of the film in the infrared regime.
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Figure 1.1 Electrical and optical properties of VO2 (a) Resistance vs temperature across the IMT.
(b) MIR refractive index across the IMT 45. (c) Refractive index vs wavelength in the visible and
NIR for the metallic and insulating phases 41.
Simultaneously to these electromagnetic property changes, VO2 undergoes a structural phase
transition as well. At high temperatures, it has a rutile lattice with parameters 𝑎𝑅 = 𝑏𝑅 =
4.56 Å, 𝑐𝑅 = 2.85 Å73-75. A rutile structure is a body-centered tetragonal lattice. Vanadium atoms
are encompassed by 6 Oxygen atoms creating a VO6 octahedron. These octahedron have short VV chains (2.85 Å) along the [001]𝑅 𝑐𝑅 axis which is important to the metallic conduction as will
be discussed with the metallic phase band structure. Along the other axes, the octahedrons are
rotated with respect to each other and no V-V chains are formed. A representation of the rutile
VO2 lattice can be seen in figure 1.2a. Decreasing the temperature, the VO2 structural phase
transition takes place at Tc. The structure distorts into a monoclinic lattice. The Vanadium atoms
displace along the [110]𝑅 & [11̅0]𝑅 axes, but are still enclosed within their VO6 octahedra. The
monoclinic lattice is shown in figure 1.2b. The distortion allows for the generation of V4+-V4+
dimers along the 𝑐𝑅 axis. The dimers have a short intradimer distance of 2.62 Å, and a longer
interdimer distance 3.16 Å76. This variable distance along the 𝑐𝑅 axis leads to the insulating
characteristics of the monoclinic phase. The monoclinic lattice has parameters 𝑎𝑀 = 5.75 Å, 𝑏𝑀 =
4.53 Å, 𝑐𝑀 = 5.38 Å, 𝛽 = 122.6° 77. The structural phases across the transition can be related to
each other via 𝑎⃗𝑚 ~ − 2𝑐⃗𝑅 , 𝑏⃗⃗𝑚 ~−𝑎⃗𝑅 , 𝑐⃗𝑚 ~𝑏⃗⃗𝑅 + 𝑐⃗𝑅 78.
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Figure 1.2 Lattice structures of rutile and monoclinic VO2 (a) Lattice structure of rutile metallic
phase. (b) Lattice structure of monoclinic insulating phase.79
The band structure of VO2 near the Fermi level has thoroughly been investigated and is
dominated by hybridization of the V 3d and O 2p orbitals80-82. There are five V 3d states available
for hybridization; 𝑑𝑥𝑦 , 𝑑𝑥𝑧 , 𝑑𝑦𝑧 , 𝑑𝑥 2 −𝑦 2 , 𝑑𝑧 2 . Two of these orbitals (𝑑𝑥𝑦 , 𝑑𝑧 2 ) point directly towards
Oxygen atoms forming higher energy σ bonds. Another two orbitals (𝑑𝑥𝑧 , 𝑑𝑦𝑧 ) are oriented
between the Oxygen atoms forming lower energy π bonds. The hybridization between the V 3d
and O 2p orbitals cause both the σ and π bonds to split into filled bonding states with O 2p
characteristics and anti-bonding states, σ* and π*, with V 3d characteristics. The π* band is
partially filled while the higher energy σ* band is completely above the Fermi level. The remaining
V 3d state (𝑑𝑥 2 −𝑦 2 𝑜𝑟 𝑑// ) is also a V-O π bond but is oriented along the asymmetric [001]𝑅 𝑐𝑅
axis in the direction of the V-V chains. The asymmetry causes a decrease in the V-O hybridization,
but an increase in V-V orbital overlap. This band is a partially filled conducting band. When
distorting to the monoclinic lattice, the V-V chain is broken into V-V dimers splitting the 𝑑// band
into filled and empty states. Also the V 3d – O 2p orbital overlap is increased thus increasing the
splitting of bonding and antibonding states. The increased band splitting shifts the π* state above
the Fermi level. The net result is a band gap of approximately 0.65 eV80-82. The band diagrams of
the rutile and monoclinic states are shown in figure 1.3.
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Figure 1.3 Band structure of rutile and monoclinic VO2 (a) Rutile metallic phase band structure
near Fermi level (b) Monoclinic insulating phase band structure near Fermi level.81
One question left about the IMT is which came first the chicken or the egg? Which portion of
the phase transition, the IMT or the structural change, is the cause and which is the effect. It has
long been debated if VO2 is a Peierls or Mott insulator44,67,78,80,83. In the case of the Peierls
insulator, the structural transition causes the band splitting and the IMT is the result. This would
make VO2 a common band insulator. For a Mott insulator, electron-electron correlations (Coulomb
repulsion) are the cause for the band gap. The current consensus is that VO2 is a Mott insulator.
Femtosecond pump-probe measurements were performed in situ with temperature dependent xray diffraction (XRD) to show the IMT happens first and followed by the structural phase
transition84,85.

1.3 VO2 Phase Transitions Activated by Other Stimuli
In recent years, researchers have realized that the strongly correlated nature of VO2 allows for
phase transitions to be activated by a variety of stimuli such as strain81,86,87, doping88-97, field effect
gating62,63,82,87,98,99, and UV light100. These various methods are leading to breakthroughs for local,
ambient control over metallic VO2. This section will focus on explaining how and why each
method is capable of activating VO2 phase transitions. Variations of these stimuli are used to
accomplish on demand nanoscale phase manipulations in this thesis.
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Uniaxial strain applied to VO2 thin films has been shown to greatly affect the IMT
temperature62,81,86,87 whereas hydrostatic pressure shows minimal effect101. Figure 1.4a shows
electrical resistivity transition curves for films grown on different substrates62. The different
substrates provide different strains applied to the films due to lattice mismatch62. The Tc value is
shown to vary by as much as 50 K. The change in Tc can be understood by thinking about the role
that the strain plays with respect to the lattice. First a uniaxial stress (force per area) is applied to
a film. Second, in response to this stress the lattice parameters are altered. This change in length
is strain; 𝜂 = ∆𝑙⁄𝑙 . The amount of lattice displacement is based on the materials Young’s Modulus;
𝑠 = 𝐸𝜂 where s is stress and E is Young’s Modulus 102. VO2 is most commonly grown with the 𝑐𝑅
axis oriented out of plane and is the case for the samples used in this thesis. In this scenario, a
compressive strain will compress the 𝑐𝑅 axis which increases the V-V orbital overlap of the 𝑑//
band. The result of this will be further splitting of the 𝑑// band in the monoclinic phase. However
in contrast, the compressive strain will increase the length of the 𝑎𝑅 lattice parameter which
decreases the V-O orbital overlap. This decreases the splitting of the π band, and lowers the π*
band towards the Fermi level as can be seen in figure 1.4b. The smaller band gap allows for
conducting electrons at lower temperatures. This is how strain is used to lower Tc.

Figure 1.4 Response of VO2 to compressive strain (a) Resistivity vs temperature of VO2 films
grown on different substrates to apply different compressive strains along the 𝑐𝑅 axis62 (b)
Response of the band structure in the monoclinic phase near the Fermi energy as compressive
strain is applied to the out of plane 𝑐𝑅 axis.
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A second, well established method for shifting the VO2 Tc is doping the film88-97. A percentage
of V4+ ions can be replaced by impurity ions at growth, shifting the charge carrier density and the
Fermi energy. Similar to semiconductor band behavior103, lower valence impurities can be used to
add acceptor states which decrease the Fermi energy. This has been found to increase the VO2 film
Tc. Higher valence impurities add donor states which decreases Tc. The general trend of Tc for
different valence doping impurities can be seen in figure 1.5a. Interestingly, doping the VO2 film
with other 4+ valence ions shows less effect than other valences 91,92. However, an effect can still
be seen due to the strain applied by the varying ion radius. Thus the larger effect is the change in
charge carrier density rather than strain.

Figure 1.5 Response of VO2 to ion doping (a) The change in Tc for different valence ions doped
into VO2 films (≈1%). (b) Lattice structural changes induced by electrolyte gating. (c) Evolution
of the band structure due to electrolyte gating. (d) Temperature dependent resistance of pristine
VO2 vs gated VO2. 99
In this thesis, the primary phase transition induced is similar to VO2 phase transitions
demonstrated by field effect gating. This stimuli enables defect doping of the VO2 film. Initial
experiments were conducted by placing an electrolyte gel on a VO2 film surface. When applying
a voltage between the gel and surface with the gel acting as the positive, Oxygen Vacancies (OVs)
can be accumulated in the VO2 lattice62,63,82,99. The electric field drives a migration of negative
Oxygen ions from the film to the electrolyte gel. The gel acts as an electrolyte sink, and the Oxygen
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migration leaves behind OVs. This migration is anisotropic. The OV injection only takes place
along the 𝑎𝑀 (𝑐𝑅 ) axis63,104. With enough OVs, the VO2 transitions from insulating to metallic.
However, the lattice remains monoclinic but with a 3% lattice expansion along the 𝑎𝑀 (𝑐𝑅 )
axis62,63,82,99. The VO2 is now in a monoclinic metallic (MM) phase that is stable over long periods
of time. The lattice expansion decreases the V-V orbital overlap, decreasing the d// band splitting.
Also the loss of Oxygen leads to charge redistribution and an increase in carrier density; 𝑂𝑜𝑥 ↔
1

𝑉𝑂̈ + 2𝑒 ′ + 2 𝑂2 ↑ 82,99,100. The effect of the OVs on the monoclinic phase can be seen in figure
1.5b. UV light has also been used to demonstrate doping of VO2 with OVs to generate
metallicity100. VO2 OVs are estimated to have an activation energy of 3-3.5 eV

105,106

thus high

energy UV light is needed for OV generation. Light below 3 eV does not show the same effects100.
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Chapter 2
Scanning Probe Imaging Modes & Designing a Home-built SNOM
Chapter 2 is dedicated to the home-built SNOM that is responsible for the vast majority of
the experimental work done on this project. The primary experimental techniques performed
with this instrument along with unique design features are highlighted. A SNOM is the
combination of an Atomic Force Microscope (AFM) and table top optics. The SNOM cannot
exist without both portions. AFMs are mature, scanning probe based instruments with a wide
range of different imaging modes for characterizing a variety of material properties such as
topography, electric domains, magnetic domains, and surface roughness. This chapter will start
by reviewing fundamental working principles of AFMs. Next more sophisticated AFM
functionalities, scanning probe lithography and Kelvin Probe Force Microscopy (KPFM), are
introduced because these AFM modes are utilized for VO2 phase manipulations and detections.
Then optics will be incorporated with the AFM to upgrade the instrument to a SNOM that
captures optical information. Near-field optical microscopy is discussed along with the homebuilt instrument features. The necessity of the optics requires design modification compared to
most commercial AFMs. Design specifics are discussed in section 2.4. Lastly, all the mentioned
imaging modes are demonstrated simultaneously. In situ measurements of SNOM and KPFM are
accomplished for the first time. This new imaging mode demonstrates the capability to correlate
optical and electrical properties with nanoscale spatial resolution.

2.1 Atomic Force Microscopy
An AFM is a versatile tool for sample surface classification with sub-angstrom out-of-plane
resolution by giving quantitative analysis of local forces. The main working principle of an AFM
is to measure the force between a sharp probing tip and sample surface while raster scanning one
of them relative to the other depending on instrument design107. This sequence systematically
provides a 3D image of the force applied spatially throughout the sample surface. These force
measurements have the versatility of working on conducting or insulating materials, which is
unique compared to other scanning probe instruments such as a scanning tunneling microscope
108

. The sharp probing tips used are known as cantilevers, and they come in a variety of shapes and
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sizes. For the purpose of this dissertation, cantilevers will be restricted to a basic cantilever design
where there is a large chip with a rectangular beam out of one end, and at the end of the beam is a
sharp cone shaped tip with apex radius of approximately 10 nm depending on the make and model.
The size of the tip apex radius defines the in-plane spatial resolution, and the nanoscale resolution
is one of the advantages of AFMs. A diagram of a typical cantilever is shown in figure 2.1.

Figure 2.1 Illustration of AFM cantilever. Design of a typical AFM cantilever. 108

Figure 2.2 AFM force vs distance approach curve 108
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The beam of the cantilever has an associated spring constant, k, and resonant frequency. This
spring constant is the key in quantifying the forces between the tip and sample by using Hooke’s
Law, F = - k*z. By knowing the distance that the cantilever is displaced and the spring constant,
the force between the cantilever and sample surface can be calculated. As the cantilever is moved
closer and closer to the sample surface it primarily is responding to van der Waals forces. Figure
2.2 shows the force experienced by a cantilever as it approaches the sample surface. At distances
far from the sample surface, the cantilever experiences no interaction with the sample. As it moves
closer, the cantilever experiences an increasingly attractive van der Waals force until the tip and
sample are brought into physical contact.

Figure 2.3 Illustration & example of AFM measurement (a) Typical AFM measurement setup.
1. Cantilever interacts with sample surface. 2. Laser deflected from the back of the cantilever and
collected in a segmented detector to equate displacement. 3. Feedback sent to either sample or tip
to raise/lower to maintain cantilever set point108. (b) Example AFM topography image taken in
noncontact mode with home-built AFM. Sample is graphene on SiC. SiC is comprised of terraces
as can be seen in the image. Scale bar represents1 µm.
When changes to the force between the sample surface and tip takes place, the cantilever is
displaced up or down. AFMs measure the force by measuring this displacement. This is done by
focusing a laser on the back of the cantilever beam and placing a four quadrant photodetector in
the path of the reflected light. As the cantilever is displaced by topography changes for example,
the laser spot is moved within the segmented detector. The relative intensity reading in each

15

quadrant of the detector is the AFM measurement and feedback mechanism while raster scanning
(figure 2.3a). The feedback tells the sample or tip to either raise or lower to maintain a preset,
constant force on the cantilever. The home-built AFM in this work runs off a different
measurement technique which will be discussed in section 2.4.
An AFM has two primary modes of operation, contact and noncontact. In contact mode, the
cantilever tip is brought into contact with the sample surface in the repulsive force regime, and a
raster scan is begun. As the cantilever tip is displaced up or down by topography as shown on the
photodetector in figure 2.3a, a feedback loop raises and lowers the sample to maintain a constant
force as the raster scan is performed 109. This mode of operation creates high resolution topography
images of the sample surface by recording how far the sample had to raise and lower at each point
of the pixelated raster scan. The second primary mode of operation, noncontact mode, involves
oscillating the cantilever tip at the designed resonant frequency using a piezoelectric actuator. The
oscillations can be produced by other stimuli, but piezoelectric actuators is the most common
method. The oscillations have an amplitude, phase, and frequency describing the motion of the
cantilever 110. Interaction with the sample will effect these properties providing information on the
interaction. The oscillation initially has free air amplitude as seen by the photodetector and
measured by a lock-in amplifier. As interaction occurs, the oscillation amplitude decreases. A set
point is given for the desired amplitude of oscillation while scanning. Then similar to contact
mode, a raster scan proceeds, and the sample is moved up and down by a feedback loop that
maintains constant amplitude of the cantilever oscillation. Tapping mode offers some advantages
to contact mode. One is that there are three potential quantities for operation of the feedback loop;
amplitude, phase, and frequency 110. All three are affected by the interaction of the tip and sample
surface and can be measured simultaneously. A second advantage is that less degradation occurs
to the tip and sample surface. The tip is not in constant contact with the sample surface in this
operating mode 110. An example topography image taken in noncontact mode with the home-built
system is shown in figure 2.3b. The image is taken of a single layer of graphene on SiC. The SiC
terraces are clearly visible in the image and demonstrate the picoscale resolution.
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2.2 Scanning Probe Lithography
An AFM is typically known as an instrument that is used for measuring a variety of forces or
surface features. However, it can also be used as a lithography style of tool. The AFM tip can be
used for material manipulations. The application and future of nanotechnology requires the
capability to fabricate the desired nanostructures. Nanoscale spatial resolution and positioning with
versatile material compatibility has proven difficult111,112. Many lithography techniques have been
developed or modified thus far for nanotechnology such as electron-beam lithography,
photolithography, nanosphere lithography, and ion beam lithography113-117. Electron-beam is the
most often used technique currently. It is capable of the required resolution but is very time
consuming which limits its commercial application. Also it requires a resist to be placed on the
sample surface which can leave residue behind and harm sample quality or device performance.
This has proven detrimental to research with 2D materials such as graphene116,118.

Figure 2.4 Diagram of various scanning probe lithography methods. Classification of SPL
methods according to the dominant tip-surface interaction used for patterning. Broken down into
4 categories; electrical, thermal, mechanical, and diffusive processes. 111
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Recently AFMs are gaining more attention as a lithography tool. Scanning probe lithography
(SPL) has emerged as a resist-free, single-step lithographic technique with nanoscale spatial
resolution. It has low technological requirements being performed in ambient conditions and even
has the ability to handle soft matter and 2D materials111,118,119. The basic principle of SPL is to use
the scanning probe to locally perform a material modification. The probe can maneuver in designed
patterns and has spatial resolution set by the radius of the probe apex, ≈ 10 nm. SPL techniques
are primarily divided into two main categories; material removal and material addition. Figure 2.4
subdivides these two divisions into many of the different SPL techniques that have been
demonstrated thus far such as oxidative, dip pen, thermal, and mechanical

111

. These different

techniques have successfully demonstrated various localized material modifications on silicon
compounds120,121, polymers 122 123 124, proteins 125, ferroelectrics126 127, and 2D materials such as
graphene 128 129 130 131 132, phosphorene 133, MoS2 134 135, and WSe2 136.

Figure 2.5 Illustration of reduction and oxidation SPL (a) Reduction SPL pulls oxygen ions out
of the sample using an applied tip bias. (b) Oxidation SPL forces oxygen from the atmosphere into
the sample using an applied tip bias.
In the following chapters, I will be working with both material removal and addition on
strongly correlated VO2 thin films. The scanning probe is used to apply different forms of stimuli
with nanoscale resolution. In one experiment strain is applied by the scanning probe by pressing
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down on the film with increased force. As explained in chapter 1, compressive strain lowers the
Tc of the VO2 IMT. The primary phase transition of this project is induced by using the scanning
probe to supply an electrical bias between the tip and sample. In samples such as SiO 2120,121,
MoS2134 135, and graphene128 129 130, it has been found that oxygen stoichiometry can be altered. A
water layer on the film surface can be ionized by the local electric field under the cantilever tip.
These Oxygen ions then migrate towards the film surface to oxidize the sample. This is known as
oxidation SPL by the lithography community. If the bias is reversed, Oxygen can then be pulled
1

out of the film leaving behind Oxygen Vacancies; 𝑂𝑜𝑥 = 𝑉𝑜̈ + 2𝑒́ + 2 𝑂2 ↑
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. This is known as

reduction SPL. These lithography styles are similar to the electrolyte gating discussed in chapter
1, except now the electrolyte gel is replaced by the water layer naturally on the film surface. A
schematic of reduction and oxidation SPL are shown in figure 2.5.

2.3 Kelvin Probe Force Microscopy
As discussed in section 2.1, AFMs measure the force between the tip and sample. In the most
fundamental measurement modes, these are van der Waals forces. However, other forces can
also be measured such as Coulomb interactions. AFM’s are increasingly used to diagnose
electric potentials of material surfaces while simultaneously measuring the topography.
Rather than mechanically oscillating the cantilever at its resonant frequency using
piezoelectric actuators, oscillations can also be accomplished by driving with an AC bias. In this
scenario, the cantilever oscillation amplitude is affected by the electric field between the tip and
sample which depends on the local electrostatic properties of the sample. Raster scanning and
mapping out the change in cantilever oscillation allows an image to be created that is based on
the local surface potential and work function of the sample. This imaging mode is known as
electrostatic force microscopy and is the simplest of the electrostatic force probing modes137.
However, it only obtains qualitative changes to the sample work function. KPFM is an
electrostatic force microscopy mode that improves upon the qualitative results and makes them
quantitative138,139. A feedback loop nullifies the electric field between the tip and sample by
supplying a DC bias between them. The base idea was first conceived by Lord Kelvin in 1898
using two metal discs140.
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There are two primary styles of KPFM that will be discussed; amplitude modulated (AM)
and frequency modulated (FM). AM-KPFM was implemented in 1991139 and is the more
common of the two modes for measuring the electrostatic force.
1 𝜕𝐶

𝐹𝑒𝑙 = 2 𝜕𝑧 𝑈 2
𝑈 = 𝑈𝐷𝐶 −

∆𝜑
𝑒

(2.3.1)
+ 𝑈𝑚𝑜𝑑 cos(𝜔𝑚𝑜𝑑 𝑡)

(2.3.2)

The force between the tip and sample is comprised of three terms (2.3.2). UDC is the DC bias
supplied between the tip and sample. Δφ is the local contact potential difference between the tip
and sample. This is the difference of the work functions, and the naturally existing force. Then
Umod is an AC bias supplied for modulating the cantilever. Equation 2.3.1 and 2.3.2 together can
be separated into three terms based on their modulation frequency.
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(2.3.3)

In AM-KPFM, experimentally one can modulate the cantilever [Umodcos(ωmodt)]. The
cantilever oscillation amplitude is demodulated by a lock in amplifier at ωmod. Next a DC bias is
used to nullify the amplitude of the oscillation; (UDC = Δφ/e) 141 142 143. As the raster scan takes
place, the feedback loop continuously adjusts UDC. This maps the work function of the sample
surface relative to the tip work function. It is a quantitative map of the work function. Typically
the electric modulation operates on the 2nd harmonic of the cantilever while the 1st harmonic is
reserved for noncontact topography measurement. Both are run in situ.
Some experimental setups choose to use a dual pass, lift off method. First the topography is
measured on the first harmonic. Then the cantilever is lifted by 10-50 nm and scanned again. This
time only electric modulation takes place but it can also be at the 1st harmonic. This allows for a
stronger modulation due to the AC bias. In this method, topography and electrostatic forces are
more decoupled since they are run on separate passes, and the liftoff removes topography
influence. The drawback of this dual pass method is that it requires longer scan times and a loss of
spatial resolution due to the diverging electric field with liftoff distance. Overall AM-KPFM is
reliable and simple to implement. However, the force between the tip and sample is not completely
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localized to the tip apex and sample surface as commonly depicted. The large metallic body of the
cantilever itself influences the measurement with a background contribution142,143. The force from
all the metal components each have a 1/z distance dependence.

Figure 2.6 FM-KPFM frequency bands. Frequency spectrum of the cantilever oscillation. An
applied AC bias is responsible for the modulation frequencies. The gray region represents the
experimentally used spectrum for FM-KPFM. 141
This non-localization of the electric field leads to the major advantage of FM-KPFM, reducing
the influence of the cantilever body on the overall measurement. The force gradient is measured
instead of the force142,143 which provides a much greater distance dependence. This makes the tip
apex influence dominant over the cantilever body. In AM-KPFM, the modulation voltage was
applied at a cantilever resonance. FM-KPFM supplies a lower frequency modulation voltage,
typically 𝜔𝑚𝑜𝑑 ≈ 5 𝑘𝐻𝑧. The force gradient (

𝜕𝐹
𝜕𝑧

), will create side bands off of the resonant

frequency based on this modulation frequency as shown in figure 2.6.
1

𝑘−𝜕𝐹 ⁄𝜕𝑧

𝑓0′ = 2𝜋 √

𝑚∗

1 𝜕𝐹

≈ 𝑓0 (1 − 2𝑘 𝜕𝑧 )

(2.3.4)
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Figure 2.7 Example AM-KPFM image. AM-KPFM image obtained of Au electrodes and
graphene on top of LAO/STO. The dark regions represent both conductors, Au and graphene. The
yellow/orange region is the insulating LAO/STO. The bright white channel is a written 2DEG
channel in the LAO/STO interface. Scale bar represents 10 µm.
Demodulation then takes place at the side band f0+fmod, where the oscillation amplitude is
nullified in the same manner as AM-KPFM (2.3.3). The topography can still be mechanically
measured at f0 provided fmod is larger than the bandwidth of f0. The force gradient is not sensitive
to the body of the cantilever as the gradient creates a 1/z2 dependence. The cantilever body is much
further away than the tip making the FM method a truer measurement of surface potential and with
greater spatial resolution 141 142 143. An example KPFM surface potential image of Au electrodes
and graphene on LAO/STO is shown in figure 2.7. The dark regions represent both conducting
graphene and Au electrodes. The yellow/orange areas are the insulating LAO/STO background.
Also the bright white channel is a written 2DEG channel in the LAO/STO interface. This image
was taken in AM-KPFM mode. Example FM based images will be shown in section 2.5.

2.4 Scanning Near-field Optical Microscopy & Instrument Design
Chapter 2 thus far has entirely focused on AFMs and their strengths such as nanometer spatial
resolution. However, the biggest drawback of AFMs has not been discussed. They do not obtain
any optical information about a sample. “Light is our primary source of information about the
environment which surrounds us 144.” It provides the fingerprints of the materials it interacts with.
Conversely many optical experiments are limited by spatial resolution. The diffraction limit of
light limits the spatial resolution to approximately λ/2, while atomic distances are typically on the
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order of a few angstroms 145. Thus the area under investigation in most optical experiments are
much greater in size than the nanoscale domains of many materials.
SNOM has emerged in the new millennium as an optical technique that breaks the diffraction
limit of light146. This technique combines two well-known instruments, a scanning optical
microscope and an AFM. A brief overview is that light is focused from the optical microscope
onto the metallic tip of the AFM which confines the light proportional to the size of the tip apex
radius of curvature and within the near-field approximation of light-matter interaction. The light
can then interact with the sample surface with spatial resolution that is wavelength independent
and determined by the AFM tip

144

. Then the scattered light from the near-field interaction is

collected and measured during a raster scan. SNOM is the optical property imaging mode of an
AFM. It was first experimentally realized in the 1980’s when 2 different groups developed 2
aperture based SNOM systems. Then in the 1990’s s-SNOM (scattering type SNOM) was
successfully demonstrated which is the vast majority of today’s SNOM setups 147.
The primary purpose of engineering the home-built AFM in this work was to gain the SNOM
imaging mode. Throughout this section the operational setup, SNOM imaging mode, and design
customization will all be discussed. First the table top optics within the scanning optical
microscope will be discussed. This is the primary operational setup difference between a
commercial AFM and SNOM setup, the addition of table top optics. A diagram of my optical
table is shown in figure 2.8. The optical table begins with two light sources. The primary one used
for SNOM is a Daylight Solutions quantum cascade laser operating in the MIR regime. This laser
offers up to 80 mW of power and is tunable between 10.4-11.2 μm where many material
resonances exist such as surface plasmon polaritons148-150 and surface phonon polaritions151-153.
Initially the light passes through a beam expander to make the beam diameter approximately 8
mm. This allows for a higher numerical aperture focusing objective later in the optical setup. Also
the optical path length is long, and beam divergence is inversely proportional to diameter154. The
light is then used in a common Michelson interferometer setup. It passes through a beam splitter
creating two arms; the main arm and reference arm. The main arm passing straight through the
beam splitter is directly sent into a high vacuum chamber where the sample is housed. Inside the
high vacuum chamber, the light is focused by an off axis parabolic mirror (NA=0.5) to the AFM
tip. The only optical element inside the vacuum chamber is the parabolic mirror, and it is oriented
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with its optical axis 65° from the sample surface normal allowing the maximum collection angle
above the sample surface. The scattered light from the tip is collected by the same parabolic mirror
and sent back through the interferometer. At the beam splitter, the collected light is now reflected
to a HgCdTe (MCT) detector. The initial reflecting arm at the beam splitter is used as a reference
arm for amplification and homodyne detection

155 156

. The reference arm is retro reflected by a

mirror on a nano-positioning stage back to the beam splitter and to the MCT detector. The two
arms are focused together to interfere at the MCT detector. The constant reference arm is used as
a stable phase to measure phase changes in the SNOM optical signal. The interfering reference
arm is also used to amplify the SNOM optical signal.

Figure 2.8 Diagram of SNOM optical table. Optical table diagram of SNOM setup. The table is
equipped with two light sources; red diode laser and MIR QCL. Both are used in common
Michelson interferometer setups where the light reflects from the sample surface, travels back to
a beam splitter, and is directed to the proper photodetector.

24

The second light source is a red diode laser with the same Michelson interferometry setup.
Before light enters the vacuum chamber, a long pass filter is used to combine the two light sources.
They are aligned to be parallel and coincident. Inside the vacuum chamber, the sample, AFM tip,
and light focal point all need to reach the same interaction point. This has to be done by a high
magnification camera and alignment of each element individually. The visible light is used for the
alignment of the invisible MIR light. The entire goal is to focus the MIR light into this interaction
point. It should be noted that SNOM can also be performed using the visible light as the operation
is wavelength independent. Care needs to be taken as optical windows for the high vacuum
chamber are sensitive to wavelength. A ZnSe window needs to be used to allow transmission of
the MIR light, and the visible light can still be detected by the naked eye with only μW power.

Figure 2.9 Transmission spectrum of ZnSe. Wavelength vs transmission for a ZnSe window. 157
It is important to discuss further the homodyne background suppression scheme. Inside the
vacuum chamber, light is being focused to the AFM tip. The focal point size of the light is
fundamentally limited by the diffraction limit of light. It is on a micro scale while the tip size is
nanoscale. A large percentage of the light reflects off other entities other than the tip such as the
cantiléver body and sample. This light can also be collected and is known as background light.
The background light over powers the near-field probing signal scattered only by the tip, and
background suppression has to be performed to isolate the useful near-field signal. SNOM is run
with the AFM in non-contact mode so the tip is actually oscillating above the sample surface at
frequency ω. It has an oscillation amplitude of a few tens of nanometers. Within this distance
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variation, the near-field signal is constantly changing as the tip oscillates due to the evanescent
nature of the near-field interaction. The near-field signal has a nonlinear distance dependence. The
near-field signal can be demodulated at higher harmonics due to this nonlinear dependence on the
distance from the sample surface

155

. However the background signal is not evanescent and is

essentially a constant while the tip is oscillating. Therefore the background signal will have
minimal contribution at higher harmonics. By demodulating at higher harmonics, measurements
of the gradient with respect to the distance are being taken. The background signal is constant and
doesn’t have this gradient. Figure 2.10 shows SNOM images taken of an Au electrode on
LAO/STO when being demodulated at different harmonics of the oscillation frequency. The
images are taken with an oscillation frequency of 72 kHz and 10.8 µm light.

Figure 2.10 SNOM images of high harmonic background suppression. SNOM amplitude images
of an Au electrode on LAO/STO taken with 10.8 µm light. (a) AFM topography (b,c,d,e,f) SNOM
amplitude demodulated at 1st,2nd,3rd,4th,6th harmonic.
The background effects can clearly be seen in the 1st harmonic image where there is minimal
background suppression. The image has optical artifacts compared to the higher harmonic images.
At the 2nd harmonic and higher the artifacts are removed, and the fringe patterns on the Au are
surface plasmons reflecting off the Au edge. Further background suppression could be obtained
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by using a pseudoheterodyne detection scheme which involves a modulated reference arm for
quantitative phase information. The setup I use throughout this project is a homodyne detection
scheme which only consists of a stable, amplifying reference arm.
Thus far it has been discussed that in a SNOM setup light can break the diffraction limit due
to the AFM tip acting as a nano-antenna, but not what quantities are actually being measured. Light
scattered from the tip is carrying information about the sample surface. The metallic tip becomes
polarized due to the incident light focused on it. The induced polarized charges in the tip are then
what interact with the sample surface. It creates an electrostatic method of images style of problem
as illustrated in figure 2.11158.

Figure 2.11 Finite dipole model diagram. (a) SNOM systems focus light to the AFM tip and then
collect the scattered light. (b) Finite dipole model for the polarized spheroid tip interacting with
the sample surface. 158
This tip sample interaction is modeled as the finite dipole model where the tip is approximated
as a dipole with only the close proximity charge interacting with the sample surface. The key points
of this method of images problem need to be highlighted. The electric field induced charge in the
tip Q0 interacts with the sample surface due to its close proximity. The interaction is based on the
permittivity of the sample, and the image charge then acts back on the tip as shown in equation
2.4.1 and 2.4.2158.
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Then this interaction needs to be seen in the scattered light for measurement. The tip is a
radiating dipole in the incident light, thus scattering new light. The scattered light is based on the
polarizability of the tip. If the sample was not present, the scattered light would be constant.
However, the locally induced image charges effect the dipole moment of the tip and thus the
scattered light in equations 2.4.3-2.4.6158. There is an effective polarizability. This is how the nearfield interaction between the tip and sample is probed using SNOM. The scattered light is a
qualitative measurement of the dielectric function of the sample. An example SNOM image taken
in the home-built setup is shown in figure 2.12. The sample is Au nano-cubes patterened on
LAO/STO (left) and a thin Au electrode (right). The topography and SNOM images demonstrate
the nanoscale spatial resolution. The SNOM image shows contrast between the Au and LAO/STO
based on the dielectric function of the materials.
𝐸𝑠𝑐𝑎 ~𝑝 = 𝛼𝐸0

(α = polarizability)

(2.4.3)

𝑝=𝑄∗𝑑

(p = dipole moment)

(2.4.4)

𝑝𝑒𝑓𝑓 = 𝑝0 + 𝑝𝑖

(2.4.5)

𝐸𝑠𝑐𝑎 ∝ 𝛼𝑒𝑓𝑓 𝐸𝑖𝑛𝑐

(2.4.6)

Figure 2.12 Example SNOM image. (a) AFM topography image of Au nano-cubes. (b) SNOM
image of Au nano-cubes demodulated at the third harmonic. Left region are Au nano-cubes on
LAO/STO. Right region is Au nano-cubes on Au. Scale bar represents 500 nm.
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Transforming an AFM into a SNOM seems simple experimentally, buy a commercial AFM
and focus light on the AFM tip. However, there are design requirements such as the AFM tip needs
to have an open optical path, and a maximized numerical aperture and collection angle are
necessary to improve the signal to noise ratio. This home-built SNOM was designed with
numerous features to maximize the instrument capability. First the sample stage is equipped with
both coarse and fine positioning systems. A piezo scanner controls fine motion during imaging.
Also coarse positioning motors comprised of strike-slip piezo actuators control 3D positioning.
The PCB board that holds the sample also has a 28 pin connection system for the capability of any
variety of electrical biasing. Numerous styles of PCB boards have been built for different samples.
A Solidworks representation of the sample stage and holder can be seen in figure 2.13a.
Next the AFM tip has to be added with similar 3D positioning control while maintaining an
exposed cantilever. The AFM system is modeled in figure 2.13b. The overall spatial design is
abnormal. A wheel that sits in a tower (not shown) holds a thin, stem-like structure. This design
exposes the cantilever to external light for 180°. Thus it also increases the possible collection angle
of scattered light. Also there are no spatial constraints for additional external optics. This body
style minimizes the AFM spatial footprint. At the top of the stem, strike-slip piezo actuators supply
the 3D tip positioning. The top of the wheel allows easy access for necessary electrical connections
for the AFM.
The entire system, sample stage and AFM, is designed to be vacuum compatible. As mentioned
previously, all parts are housed within a high vacuum chamber capable of experiments at 10 -5
mbar. A resistive heater is attached beneath the sample to heat VO2 samples above the IMT
transition temperature, and the system is designed with attachments for a cryostation. A cold finger
may be attached beneath the sample in the hollow sample positioning stages to allow for future
low temperature measurements.
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Figure 2.13 SNOM custom design schematic (a) Solidworks drawing of sample holder and
positioning stage. (b) Solidworks drawing of AFM.
One of the common spatial constraints encountered when transforming an AFM into a SNOM
is housing the feedback system. As discussed in section 2.1, a laser and detector are needed to
measure the deflection of the cantilever. These elements require large spatial footprints. This
home-built SNOM system utilizes a different style of feedback system based on interferometry.
Figure 2.14 shows the Solidworks model for the flexure interferometer feedback system. Single
mode, 1310 nm light is delivered to the back of the cantilever by an optical fiber. The optical fiber
is angled normal to the cantilever so that the reflected light from the cantilever is collected by the
same optical fiber. The optical fiber network includes a circulator so that the collected light is
directed to a photodetector rather than back to the light source. The end of the optical fiber at the
cantilever is flat cut with no antireflection coatings so that a second piece of light is reflected back
into the optical fiber as well159. These two pieces of light represent two arms of an interferometer
which interfere and show cantilever displacement information.
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Figure 2.14 Schematic of flexure interferometer feedback system.
The interferometer arm reflected within the optical fiber has a constant phase assuming laser
stability. However, the cantilever is separated from the optical fiber by the flexure body design. A
piezo actuator known as the quadrature is used to stretch the flexure and change the optical path
length of the second interferometer arm. As a DC voltage is applied to the quadrature, clear
interference fringes are seen by the photodetector as the relative optical path length is changed
(figure 2.15). The quadrature is given a set point with feedback on these fringes at a location with
maximum slope. As small displacements of the cantilever take place, it results in a sensitive change
to the photodetector signal. This change in signal is a direct consequence of the force applied on
the cantilever tip.
A second piezo actuator known as the dither is placed in direct contact with the cantilever. This
piezo actuator is responsible for the mechanical, resonant oscillation of the cantilever for noncontact mode operation. The dither piezo is strategically positioned so that the cantilever is placed
directly on the piezo actuator during operation. The resonance curve of the cantilever with this
experimental setup is shown in figure 2.16a. A frequency sweep is taken with a constant driving
amplitude to find the greatest oscillation amplitude of the cantilever. There is one clear Gaussian
peak representing the resonant frequency of the tip. In contrast, the resonance curve in figure 2.16b
comes from the oscillations being supplied through the metal body by the quadrature. Many other
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resonance peaks are obviously coupled into the overall signal. This is known as a “forest of peaks”,
and is a consequence of mechanical resonances of the metal body being excited 160,161.

Figure 2.15 Flexure interferometer displacement measurement. As a DC voltage is applied to
the quadrature piezo, its length increases and stretches the flexure body design. The difference in
optical path length of the two interferometer arms is increased creating interference fringes.

Figure 2.16 Cantilever resonance curves (a) Resoance curve when the oscillations are caused by
a dither piezo in direct contact with the cantilever. (b) “Forest of peaks” created by resonances
of the metal AFM body when oscillations are induced through the metal body.
By designing the home-built AFM with specific spatial constraints, it has been transformed
into a SNOM. The interferometer feedback system and minimal body design has allowed a
completely exposed cantilever tip and an abundance of space for optical elements. The external
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optics then induce a polarization of the AFM tip, field interaction with the sample surface, and
collection of scattered light. Optical information is obtained by the scanning probe with nanoscale
spatial resolution, independent of the optical wavelength. The tip is also in close proximity to the
sample surface scattering near-field optical data as well as far-field. This home-built SNOM is also
high vacuum, variable temperature, and has an abundance of electrical connections and lock in
amplifiers. This is a versatile SNOM design that allows environmental control for a variety of
experimental designs.

2.5 In situ KPFM + SNOM
The work done in this thesis is largely based on all of the scanning probe based methods
discussed thus far in chapter 2. As you will see in chapter 5, it became necessary to measure both
KPFM and SNOM simultaneously. Correlation between the surface potential and dielectric
function is used to understand VO2 phases and their stability. However, speed of measurement is
an issue for understanding temporal evolution. The VO2 OVs diffuse away over time, and scanning
probe based images are lengthy; typically about 10 – 30 minutes. Thus taking a KPFM image and
then a SNOM image takes 20-60 minutes. In that time frame much of the diffusion process has
taken place, and the two images are not a direct correlation.
With that issue in mind, let’s review how the different imaging modes are run. Non-contact
topography measurements are based on a piezo actuated resonance of the cantilever. This takes
place at the fundamental resonance frequency, f0, of the cantilever. In these experiments a 70 kHz
cantilever is used. Changes in topography effect the oscillation amplitude of the tip. Then a lock
in amplifier demodulates the cantilever oscillation amplitude at f0. FM-KPFM adds on top of that
an AC bias at a low frequency, fmod =5 kHz. This creates a side band frequency of the cantilever,
f0+fmod, which is based on the electrostatic interaction between the tip and sample. The surface
potential influence on the cantilever oscillation is demodulated by another lock in amplifier at
f0+fmod. Both the topography and KPFM images are taken in situ. SNOM images are also taken in
situ with topography. While the topography is being measured, scattered light from the tip is
collected for SNOM. Another lock in amplifier is used to demodulate the scattered light at higher
harmonics of the tapping frequency, 2 or 3 f0. SNOM measurements do not require any new
resonance of the cantilever.
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Figure 2.17 In situ SNOM and KPFM images. (a) Topography of the VO2 film surface. (b)
SNOM image of a scanning probe induced metallic VO2 phase induced into the insulating VO2
background. (c) KPFM image of the VO2 phases and the voltage applied during the scanning
probe lithography process. All three images were taken in situ. (d) Correlation between the KPFM
and SNOM images for the metallic VO2 phase. Scale bar represents 1µm.
This then brings up the question, can all three measurements be taken in situ? It has never been
done before! The answer is yes, with enough lock in amplifiers. Figure 2.17 demonstrates all three
images being taken in situ of a metallic VO2 phase being induced into the insulating VO2 film by
scanning probe lithography. This figure demonstrates all the scanning probe functionalities that
have been discussed so far. AFM non-contact topography, KPFM surface potential measurement,
and SNOM optical contrast of a phase induced by scanning probe lithography are all measured in
situ by the home-built SNOM.
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Chapter 3
Nanoscale Phase Manipulations of VO2
In this dissertation, one of the three major goals listed in the introduction is to induce localized
phase manipulations of VO2 whereas previous works have been demonstrating macroscopic phase
transitions162-168. Decreasing the domain size will allow for a higher density of binary pixels for
memory elements, display screens, or even monolithic photonic devices that will be demonstrated
later in chapter 4. This chapter is dedicated to demonstrating and characterizing a variety of
localized VO2 phase transitions. Various scanning probe lithography methods are used for single
step stimuli application with a 30 nm tip apex radius. Using these methods, multi-type phase
transitions going beyond the regular thermodynamic phase diagram can be produced. These
anomalous material phases are patterned in a reconfigurable and stable manner which allows them
to be subsequently studied by systematic electrical/structural/optical characterizations.
The VO2 thin films used in all of the following experiments were grown by molecular beam
epitaxy (MBE) on r-plane Al2O3 at Pennsylvania State University50. The films are all 30 nm thick.
First a characterization and identification of the thermally activated IMT is taken of the thin film.
In the as-grown films, a sharp transition at TC = 345 K from the room temperature (RT) monoclinic
insulating phase to the rutile metallic phase was detected (figure 3.1). On the top of figure 3.1a,
the electrical resistance drops by 3 orders of magnitude across the IMT. The bottom plot is
monitoring the far-field optical reflectance of the film showing the dramatic optical property
modulation achieved. Temperature dependent SNOM amplitude images were also taken
throughout this temperature sweep. They show the nucleation of metallic phase domains beginning
to at 342 K. Then the domains begin to grow with temperature until at 348 K, the entire film is a
uniform metallic structure. The temperatures shown in the SNOM images are also marked in the
resistance and reflectivity plots by dotted lines. Note that as the metallic domains begin to take
form at 342 K, there is an immediate change to the optical reflectivity. However, the electrical
resistance does not become affected until the metallic puddles begin to merge together forming
constant electrical pathways. The electrical resistance does not change until about 345 K. The
surface topography remains unaffected throughout the temperature sweep.
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Figure 3.1 Property modulation of VO2 thin film across the IMT (a) electrical resistance (top)
and 10.8 μm far-field optical reflectance (bottom) vs temperature. (b) Surface topography of VO2
film remained unchanged during temperature sweeps. (c) SNOM images of the same area revealed
the temperature dependent emergence and growth of metallic regions around the transition
temperature. The six temperatures displayed are also labeled in (a) by dash lines. Scale bars
indicate 1 μm.
Now I will move on to scanning probe based phase manipulations. The techniques used are
summarized in figure 3.2. I start by describing the overall observations, then the detailed
methodology and mechanisms of each phase are characterized and discussed in the succeeding
paragraphs. From the pristine film, a monoclinic metallic phase can be created by a positively
biased AFM probe (Figure 3.2b,c). For the convenience of discussion, I refer to this phase as “PB”,
short for positive bias. Subsequent scans on top of PB structures with negative probe bias generates
a van der Waals layered compound of Vanadium Oxide hydrates (Figure 3.2d,e). I refer to this
phase as “PNB”, positive bias first and then negative bias. When the pristine film is maintained at
a temperature near but below TC, a metastable rutile phase can be induced by the contact strain
from an unbiased probe. I refer to this metallic phase as “ZB” for zero bias.
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Figure 3.2 Overview of scanning probe induced phase transitions. (a) Monoclinic insulating
state of VO2 film. (b) PB induced surface electrochemical process creates a monoclinic metallic
phase. (c) SNOM image of metasurface pattern of PB structures. Annealing the sample above Tc
erases the PB phase, restoring pristine VO2. (d) PNB induced surface electrochemical process
further transforms the PB phase into a van der Waals layered insulating compound. (e) AFM
image shows 50% lattice expansion in PNB structures. (i) PNB completely removed by sonication
and leads to a nano-sculptured film. AFM image shows the locally exposed Al2O3 terraces after
sonication. (f) By heating the pristine film to a few degrees below TC , onset of rutile phase occurs.
(g) At such temperatures, contact strain can switch the local area into rutile phase. (h) SNOM
image shows a strain induced ZB structure and a bias induced PB structure side-by-side. ZB
structure restores to pristine after being cooled to RT. All scale bars indicate 1µm.
The lithographic precision and advantage can be seen in figures 3.2c, e, h. Synchronized
control over the probe scan trajectory, bias, and loading force allows nanoscale-microscale twodimensional patterns of PB, PNB, and ZB structures to be created in an on demand manner with
just a single step. Then the patterns are reconfigurable as well because they can be erased and then
rewritten. ZB structures restore to the pristine insulating phase after cooling the sample to RT. PB
structures are stable at RT but can be erased by annealing the sample above TC. Using these
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methods, both PB and ZB structures can be repeatedly written and modified without any
observable material degradation. PNB layered structures are also highly stable in ambient
conditons but can only be removed completely by sonication, leaving behind a nano-sculptured
film as shown in figure 3.2i.

3.1 ZB Phase
I will first identify and discuss the formation of the ZB phase. It is important to note that with
MIR frequencies, small carrier density modifications usually have only negligible effects on the
dielectric constant of the material. Instead, the generation of sizable SNOM contrast requires
significant changes in the electronic characteristics, which makes SNOM a highly effective tool
for detecting phase transitions (figure 3.1) 169 44 64.

Figure 3.3 Strain induced metastable phase. (a) SNOM images taken through a temperature
cycle. The two triangular metallic regions are created by positive bias (PB) and zero-bias (ZB)
contact mode scans at 341 K. Scale bar is 500 nm. (b) Simulated distribution of in-plane and outof-plane strain underneath the probe and their dependences on the probe loading force. Scale bar
is 2 nm. (c) Possible mechanism of metastable phase transition by probe-induced strain.
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Figure 3.3 shows the MIR SNOM amplitude images of two triangles written side-by-side at
341 K, just before reaching the IMT. The two triangles were written using the same probe and
same loading force. In this experiment, the left-side pattern was inscribed using a positive probe
bias (PB) while in contact mode which will be discussed further later, and the one on the right was
written with zero probe bias (ZB) while in contact mode. Unlike the unpatterned region in the
monoclinic insulating phase, the two triangles both exhibited strong near-field intensities that are
similar to the high-temperature rutile metallic phase (figure 3.1). However, after thermal cycling
the sample back to RT and then up to 341 K again, the ZB triangle completely disappeared leaving
only the PB triangle visible in the SNOM image. To reiterate, the sample was heated to the rutile
phase, cooled back to RT, and then brought back to the initial 341 K. The distinct temperature
sensitivities of PB and ZB structures suggest that they likely represent two different material
structures. I attribute the ZB structure to a metastable rutile phase stabilized by the probe induced
contact strain81,86. Through finite element method simulation, it was found that a compressive
strain as large as 1.8% can be generated in the film region underneath the probe with a loading
force less than 10 nN (figure 3.3b). Such strain level is comparable to what has been achieved in
mechanically bent VO2 nanobeams where greater than a 10 K decrease of the IMT transition
temperature was reported86. As illustrated in figure 3.3c, when the energy barrier separating the
monoclinic and rutile phases is lowered by thermal heating, probe-induced compressive strain can
trigger the local formation of a lower-temperature rutile structure (ZB). Though, just like the
regular high-temperature rutile phase, the ZB phase is energetically unfavorable at RT, and thus
will restore to the monoclinic phase after thermal cycling. Thus the ZB phase is a metastable rutile
phase that can be induce locally, but still does not solve VO2 stability issues under ambient
conditions. It is likely that stiffer cantilevers could be used to apply more strain to reduce the
transition temperature further.

3.2 PB & PNB Phases
In contrast to the ZB phase, the metallic PB phase is found to be highly stable at RT and have
many interesting properties. For instance, PB structures created by a biased AFM probe have a
~0.7 nm topographical height difference comparing to the pristine region (figure 3.4a). This is a
2.3% out of plane lattice expansion which is similar to the 3% out of plane expansion found during
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field effect gating experiments performed on VO262,63,82,99. Next figure 3.4b shows the transient
resistance change measured between two surface electrodes as a 1 µm wide, 15 µm long PB
channel was being written by a raster-scanning probe. Although the resistance measurements were
significantly shunted by the parallel conducting background of pristine VO2, steep resistance
reduction steps were clearly resolved at each line scan. Conductivity of the PB channel was
extracted by finite element method and found to be around 50 times larger than pristine VO2 at
RT. Upon cooling to low temperatures, the conduction between electrodes connected by a PB
channel remained ohmic from 300 K to 2 K. The gradual resistance increase saturated below 100
K in figure 3.4c, indicating a metallic transport that was not restricted by band gap. This behavior
is very similar to the Arrhenius plots of doped semiconductors.

Figure 3.4 Surface topography and electrical properties of PB and PNB phases. (a) AFM
topography measured at the edge of a PB region (top) and a PNB region (bottom). (b) Transient
resistance changes measured when positively biased probe was raster-scanning on pristine film
to produce a PB channel between two electrodes. (c) Temperature dependent resistance changes
in pristine film and PB phase. (d) Transient resistance changes measured when negatively biased
probe was converting the PB channel to PNB phase. (e) Topography of a region containing several
different written structures (top), and the conducting AFM line profiles measured at different
positions within this region.
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Besides in-plane transport, out-of-plane electrical conduction was also characterized by
conducting AFM measurements in figure 3.4e. In this measurement, current flowing through the
scanning probe was measured at a bias of 0.1 V, too small to generate any observable material
modifications. Interestingly, probe current was much lower in the PB regions comparing to pristine
film, which seems to contradict the results of in-plane conductance measurements. I attribute this
discrepancy to an insulating V2O5 surface layer formed in air170 that significantly affected the outof-plane conductance measurements. X-ray photoelectron spectroscopy (XPS) measurements
(figure 3.5) were performed to verify this using a commercial Physics Electronics PHI 5000 Versa
Probe system equipped with a focused monochromatic X-ray source (Al K at 1486.6 eV with
100 m beam size). All XPS experiments were carried out at RT at a pressure better than 10-8 mbar
and showed that the V5+ concentration at the surface of metallic PB structures was larger than the
pristine film, likely caused by a thicker V2O5 layer.

Figure 3.5 XPS spectrums measured in different VO2 phases.
Now I will compare these same properties for the PNB phase. Figure 3.4d shows the transient
resistance increase measured between two surface electrodes when the PB channel was being
converted to the PNB phase by a negatively biased probe on the same area. After the scan, the
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resistance became even larger than the pristine value measured before the PB channel was formed,
indicating the large resistivity of the PNB phase. Zero probe current was found when conducting
AFM measurement was performed over the PNB regions (figure 3.4e), further supporting its
insulating character. The most interesting property is the topography. The surface of written PNB
structures rose above the 30 nm-thick pristine film by 15 nm (figure 3.4a), corresponding to a large
volume expansion of 50%. The in plane dimensions of PNB structures can be easily controlled by
probe bias amplitude and scan speed as expected in scanning probe lithography, but the large out
of plane expansion ratio was very robust and barely affected by writing parameters (figure 3.6).

Figure 3.6 Images of PNB structures with different writing speeds. (a) Optical image of patterns
written with probe speeds of 50 nm/s, 100 nm/s, and 200 nm/s. Scale bar indicates 5 µm. (b) Work
functions measured by KPFM overlaid on their topography. The three squares were written with
different probe speeds of 200 nm/s, 100 nm/s and 50 nm/s (from left to right), but exhibited the
same height increase. The inset shows the topography line profile across one square.
One more question remaining to characterize these phases is to try and identify the lattice
structures. Micro-X-ray diffraction (μXRD) (figure 3.7) and electron backscatter diffraction
(EBSD) (figure 3.8) measurements were performed to try and provide this information. μXRD was
performed using a monochromatic 11 keV x-ray beam with sub-micron resolution at the 7-ID-C
beamline of the Advanced Photon Source171. The x-ray beam was focused down to a spot of radius
of ~500 nm by a Fresnel zone plate, which is large enough to avoid sample damage and is
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sufficiently small to provide necessary spatial resolution for the patterned region. EBSD data was
acquired on an FEI Quanta 600 scanning electron microscope using the Oxford NordlysMax 2
EBSD system. Acquisition of data was performed at 10 kV and a beam current on the order of
hundreds of pAs. Monoclinic VO2, rutile VO2, and Al2O3 phases were selected from the existing
phase databases for indexing Kikuchi bands.

Figure 3.7 Structural properties by μXRD spectrums of phases near the monoclinic (200) peak.
In the pristine region, the monoclinic (200) Bragg peak ((200)M ) was observed in μXRD. Also
EBSD showed clear Kikuchi patterns of the monoclinic structure. At temperatures above TC ,
μXRD showed the (200)M peak shifted to higher out-of-plane scattering vector ( QZ ), consistent
with the reduced lattice spacing along the c-axis in the rutile phase172. In the PB region, the (200)M
peak position was shifted to a lower QZ value compared to the pristine film in figure 3.7 which
agrees with the lattice expansion seen by AFM. The EBSD pattern in figure 3.8 then observed the
same Kikuchi pattern as pristine VO2. These observations indicate that the PB region has a
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monoclinic crystalline structure. In contrast, diffraction intensities of X-ray and backscattered
electrons were both very weak in the PNB region, indicating the loss of long range crystalline
order. It is likely that the PNB phase has an amorphous characteristic similar to when VO2
undergoes ion bombardment 64,173.

PNB+sonication

a

Pristine

PB

b

Pristine

PNB

c

Pristine

Figure 3.8 EBSD patterns of different VO2 phases obtained on (left) and off (right) different
written square structures with the indexed Kikuchi bands shown below. Middle column shows the
SEM images of the written structure. Yellow indexed phase is hexagonal Al2O3,while the red phase
is monoclinic VO2.
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Under typical ambient conditions with 40%-45% relative humidity at 293 K, PB structures are
reliably written. They just require contact mode scans at 1 μm/s and tip biases larger than 10 V.
Faster writing speed can be achieved by increasing the bias magnitude. For example, under typical
ambient conditions, to create a PB dot with 200 nm diameter requires a stationary probe dwell time
of 600 ms at a bias of 20 V. The minimum dwell time reduces to 200 ms for a bias of 30 V and
150 ms for a bias of 40 V.
To understand the formation mechanism of the PB phase, control experiments with varied bias
conditions and writing sequences were performed in figure 3.9. PB channels (connecting
electrodes 3,4 and 5,6 as marked in figure 9a) were written by applying a 20 V bias to the probe
through a 1 G  current limiting resistor (R0). A probe current of 2 nA was found during the
contact mode scans indicating a large contact resistance (RC) of ~9 G  . Since RC is much larger
than R0, the voltage across the probe-sample junction was close to the full 20 V and the field
underneath the probe is large (figure 3.9b). For the channel between electrodes 1 and 2, the same
20 V bias was applied but the probe current was kept at 20 nA. This is accomplished by increasing
the probe loading force to generate a significantly lower contact resistance. While the force
required to form a low-resistance contact varies from tip to tip, such contact can typically be
produced within reasonable number of attempts by monitoring the probe current while adjusting
the AFM set point and tip approaching speed in the meantime. Since in this case the contact
resistance was much less than the current limiting resistor, the increased probe current was
obtained at the expense of reducing the field underneath the probe (figure 3.9b).
Unlike regular PB structures, the center channel written with large current but small field was
barely visible under the optical microscope (figure 3.9a). Its electrical property also remained
semiconducting, albeit with a reduced activation energy compared to the pristine film as indicated
by the slope of the Arrhenius plot in figure 3.9c. Positive probe bias writing was also tested in a
high vacuum of 10-5 mbar. In vacuum, the contact resistance at probe-sample junction was always
very small regardless of the loading force, and no writing effects could be detected by either optical
or electrical methods. Clearly, a large electric field applied across the probe-sample junction, rather
than a large probe current, is the key element enabling the PB phase formation.
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Figure 3.9 Varied writing sequences and conditions. (a) Optical image of three channels written
with same probe bias but different contact resistances. (b) Influences of contact resistance on the
probe-sample junction current and field. (c) Temperature dependent resistance changes measured
between different pairs of electrodes. (d) Optical images of structures produced by two different
writing sequences, and after they are stored in air for two days and then heated to 370 K for half
an hour. Region enclosed by red dashed lines were scanned by positive probe bias, and regions
enclosed by blue dashed lines were scanned by negative probe bias. Scale bar indicates 5 µm.
I propose the following mechanism to explain the formation of the PB phase. The VO2 film
surface is hydrophilic based on the water droplet contact angle in figure 3.10
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. Thus a surface

water layer is formed at ambient lab conditions with a relative humidity of about 40%175-178. Across
the water meniscus formed between the AFM probe and the sample surface, electric fields larger
than 109 V/m can be generated by small probe biases178-182. Under such intensive fields, ionization
of water molecules (2H2O  H3O+ + OH-) occurs at a high rate179 183 184, and the water meniscus
acts like a nanoscale “electrolyte” puddle (figure 3.2b,d). At positive probe biases, reducing H3O+
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ions are driven toward the sample surface by the field and react with the oxygen ions provided by
VO2, leaving OVs behind in the film similar to electrolyte gating experiments discussed in chapter
1. Similar tip bias induced electrochemical reactions183-189 have also been reported in other
materials including metals, semiconductors, and oxides, where localized oxidation/reduction can
be generated depending on the nature of the sample material and the bias polarity applied. Charge
neutrality of the defect formation mechanism leaves the oxygen-bond electrons in the lattice,
which occupy the conduction band formed from vanadium d orbitals62,82,88,190 giving rise to
sufficient free carrier concentration when the local OV density becomes large enough. This
explains the increased conduction. The generation of large densities of OVs is also consistent with
the lattice expansion63,191 observed by μXRD and the degraded EBSD pattern as shown in figures
3.7 and 3.8.

Figure 3.10 Hydrophilic water contact angle image
The generation of the PNB phase by negative probe biases can only be achieved by scanning
over a PB region. Figure 3.9d shows the optical images of structures produced by two different
probe scanning sequences. In the first sequence a 10 µm square was first scanned with a probe bias
(Vp) of 20 V, and then the center 5 µm square was scanned for a second time with Vp = –20 V.
This sequence generated a PNB square surrounded by a PB frame. In the second sequence, the
first scan over the 10 µm square was done with Vp = –20 V and the second scan over the center
5 µm square was done with Vp = 20 V, which produced two additional region types of NB (negative
Vp only) and NPB (negative Vp first and then positive Vp). Comparing to the pristine film, PB,
PNB, and NPB regions all showed clear optical contrasts, while the NB region was visibly
unchanged, indicating that directly applying negative bias to the pristine film has much less effect.
Under negative probe bias, strongly oxidative hydroxyl ions (OH-) from ionized water are driven
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toward the film. However, likely due to the difficulty for large hydroxyl ions to migrate deeper
into the crystalline lattice, these ions had little effect on pristine VO2 film when writing with NB.
Whereas in PB regions with a higher density of oxygen vacancies, OH- can more easily enter the
film and occupy OV sites. During this process, I hypothesize that hydrate structures may form,
such as VO2·H2O and V2O5·H2O (Table 3.1). These compounds have Van der Waals layered
structures with inter-layer distance much larger than VO2, which are consistent with the observed
large volume expansion and easy material removal by sonication. The drastic crystal structure
modifications associated with hydroxylation also explains the loss of long range crystalline lattice
order as observed by μXRD and EBSD in figures 3.7 and 3.8.

Interlayer Distance

Sheet Density of

Electrical

Vanadium

Properties

V2O5·H2O

Experimental

(Ref 192,193)

report not
found

d  5.8 Å

nV  0.101Å-2

VO2·H2O

Experimental
report not

(Duttonite)
(Ref 194,195)

found

d  4.4 Å

nV  0.083 Å-2

Table 3.1 Possible compounds in PNB structures.
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PB and PNB regions are both stable at RT in air (figure 3.9d, figure 3.11). After heating the
sample to 370 K for half an hour to activate the rutile metallic phase, most of the PB structure
transitioned back to the pristine state. A complete reversal was achieved by prolonging the heating
step to an hour. This reversion was not only shown in optical reflectance but also verified by
Raman spectroscopy (figure 3.11). In contrast, the layered compounds in PNB phase remained
stable after being heated, and are only removed by sonication.

Figure 3.11 Raman spectra of different VO2 phases (a) Raman spectrum of pristine monoclinic
VO2. (b) Evolution of Raman spectrum and optical contrast in PB and PNB phases in air at room
temperature and after heating to 370 K for an hour. Small but sharp Raman peaks marked by
dashed lines are from the Al2O3 substrate. The rest of the peaks are from the monoclicnic phase
while the rutile phase is Raman inactive in this frequency range.
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To summarize, a metastable transition between monoclinic and rutile phases can be triggered
by probe-induced strain. Compressive strain is known to decrease the IMT of VO2, and here for
the first time localized domains of the IMT due to strain are demonstrated. Although this phase
transition is not stable at RT. However, with a firmer tip to increase the amount of strain the
transition temperature could be decreased even further. Also a stable metallic phase can be created
at the nanoscale by performing scanning probe lithography with a positively biased AFM probe.
This phase can either be restored to the regular insulating monoclinic phase by annealing the
sample or further transformed into an insulating layered compound with a subsequent negative
probe bias. The introduction of this dissertation argued that VO2 had three limitations (size,
stability, ambient creation) for further innovation, and two out of the three have been answered
and solved in this chapter. VO2 insulating to metallic phase manipulations can be controlled at
ambient conditions on a localized nanoscale of about 150 nm.
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Chapter 4
Monoclinic Metallic VO2 Optical Properties
In the previous chapter 3, multiple localized VO2 phase transitions were demonstrated.
Throughout the remainder of this dissertation, the focus will be on the monoclinic metallic phase
induced by a positively biased AFM tip because this is the only localized phase transition that is
metallic and stable in ambient conditions. Moving forward, I will refer to it as the MM-phase for
monoclinic metallic instead of the previously used PB phase. Similarly the thermally activated
rutile metallic phase will be known as the RM-phase, and the as-grown monoclinic insulating
phase known as the MI-phase.
At this point the MM-phase lattice structure is known, the conductivity increase, the
topographical lattice expansion, and that it is seemingly stable. Optically all I know is that there is
a clear visible contrast between the MM and MI-phase. Chapter 4 will be dedicated to further
understanding the optical properties of the MM-phase. Also can these properties be used for device
application? The high-temperature RM phase has been shown to support surface plasmon
polaritons (SPP) at infrared frequencies

41,42,44,196

, coherent collective electron oscillations.

However, since the thermally-driven phase transition is volatile and difficult to control at
nanoscales, the studies have been very limited38,64,197,198. It is possible that the increase in carrier
density due to OV doping gives the MM-phase similar SPP resonances. SNOM images in chapter
3 of the MM and RM-phases do appear very similar so their optical properties are likely similar.

4.1 Optical & Plasmonic Properties
To probe for SPPs, rectangular MM-phase strips were written near the edge of a large gold
electrode deposited at the sample surface as depicted in figure 4.1a. Then figure 4.1b shows a
SNOM image of a 30 µm × 4 µm MM-phase strip taken at 0  2 / k0  10.9 µm. Besides of an
overall material contrast between the MM-phase strip and the surrounding MI-phase region, clear
fringes are also found along the strip, consistent with the propagation of SPP waves. SNOM is
commonly utilized to image SPP interference fringes

199-201

. The saturated color portion of the

SNOM image is the gold electrode, known to have a very strong SNOM signal.
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Figure 4.1 SPP propagations in MM-phase VO2 (a) Illustration of the sample configuration with
the AFM-written MM-phase strip near an Au electrode. (b) Inset shows the SNOM image taken on
a 30 µm × 4 µm MM-phase strip using an incident wavelength of 0  2 / k0  10.9 m . Scale
bar represents 5 µm. Grey dots plot the SNOM line profile along the strip. Red curve shows the
fitting result based on equation 4.2. (c) Scenario 1, two opposite-traveling SPP waves are launched
by the SNOM tip and reflected at the Au/MM-VO2 edge and the MM-VO2/MI-VO2 edge. (b)
Scenario 2, SPP is launched at the Au/MM-VO2 edge and travels along the MM-VO2 strip.
Two possible SPP launching and propagation scenarios 199,200 were considered to understand
these SPPs as depicted in figure 4.1c,d. In the first scenario (figure 4.1c), two SPP waves traveling
in opposite directions are launched by the tip of the SNOM probe. The sharp AFM tip has been
known to be the scattering source for light to launch SPPs in other experimental situations on
graphene and noble metals

199-201

. The launched SPPs travel along the MM-phase VO2 strip and
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are reflected at the two opposing ends of the MM-phase strip. The reflected SPP waves recombine
at the probe tip and are scattered into the far-field to be detected. In this case, the total electric field
relative to the SNOM measurements are the superposition of the scattered fields of the two
opposite-traveling SPP waves launched by the probe tip and the reference beam used in SNOM
detection:
L
R
E  ESPP
 ESPP
 Eref

 Atip exp ikSPP x  rMM / Au exp ik SPP x 
 Atip exp ikSPP  L  x   rMM / MI exp ik SPP  L  x  

(4.1)

 Aref exp i 

The phase of the incident light at the tip position is used as the phase reference, L  30 m is the
length of the MM-phase VO2 strip, rMM / Au is the SPP reflectance at the MM-VO2/Au boundary,

rMM / MI is the SPP reflectance at the MM-VO2/ MI-VO2 boundary, and  is the relative phase of
the reference light that was tunable in experiments. Out of the three terms in equation 4.1, only the
first two terms are modulated by the probe dithering but the strength of the last term is much
stronger. Therefore, the leading terms of the lock-in detected SNOM intensity in this scenario can
be expressed as:
I SNOM ~ ESPP

2

''
'
I 0  2 Atip Aref rMM / Au exp  2k SPP
x  cos  2kSPP
x  1 

(4.2)

''
'
 2 Atip Aref rMM / MI exp  2kSPP
 L  x  cos  2kSPP
 L  x   2 

Here, 1 ,2 include the phase difference between rMM / Au and rMM / MI . It can be seen that, I SNOM in
'
this scenario is expected to exhibit interference fringes with a width of  / kSPP
as the sample scans

(i.e. x varies). Since the experimentally observed fringe width was 7.75 µm (figure 4.1b), this
'
'
entails that the SPP wavelength is SPP  2 / kSPP
 15.5 m , and kSPP
 0.7k0 , where k0 is the

free-space wavevector of the incident light.
In the second scenario (figure 4.1d), the SPP wave is launched at the gold edge which then
travels rightward toward the SNOM probe, also a well-documented scenario 199-201. The total field
in this case is:
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Au / MM
E  ESPP
 Eref

exp  k0 x cos   AAu / MM exp ikSPP x   Aref exp i 

(4.3)

, where   25 is the light incidence angle. Following equation 4.3, the corresponding SNOM
intensity becomes:
I SNOM ~ ESPP

2

''
'
I 0  2 AAu / MM Aref exp  kSPP
x  cos  kSPP
 cos   k0  x   

(4.4)

'
, which is expected to exhibit a fringe width of 2 /  kSPP
 cos   k0  . Again, considering the

experimental fringe width of w  7.75 µm, the SPP wavelength in this case should be
'
SPP  2 / kSPP


2
'
 4.7 m , and kSPP
 2.4k0 .
2 / w  cos   k0

Fittings according to both equation 4.2 and 4.4 were performed to the SNOM data shown in
''
figure 4.1b to find the corresponding kSPP
values. The results based on equation 4.2 were
'
''
'
''
kSPP
 0.7k0 kSPP
 0.06k0 , and results based on equation 4.4 were kSPP
 2.4k0 kSPP
 0.12k0 .

While the best agreement with experimental data was achieved using equation 4.2, to more
accurately identify the origin of the SPP mode, I further examined the two fitting results by
comparing them to the physical model that describes the SPP propagation in the
dielectric/metal/dielectric tri-layer structure. In such structures, when the metal layer is thick, two
decoupled SPP modes are present, one bounded by the top metal/dielectric interface and another
by the bottom interface. When the metal film thickness decreases below the optical penetration
depth (~200 nm), as is the case in the air/30 nm MM-VO2/Al2O3 system studied here, the two bulk
metal/dielectric SPP modes strongly hybridize and evolve into two new thin-film modes (SPP1
and SPP2). Dispersion relations of the two thin-film SPP modes can be found by solving the
following equations202,203:
2
2
ki2  kSP

P  k0  i ,i  1(MM-VO
2 ),2(air),3(Al 2 O3 );

exp(2k1d ) 

k1 / 1  k2 /  2 k1 / 1  k3 /  3

k1 / 1  k2 /  2 k1 / 1  k3 /  3

(4.5)
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, where d =30 nm is the thickness of the metallic MM-VO2 layer,  2  1 is the air permittivity,

 3  0.15  i0.05 is the permittivity of Al2O3 at the MIR incidence frequency, and 1  1'  i1'' is
the unknown complex permittivity of MM-phase VO2.

Figure 4.2 Maps of the complex permittivity matching observed SPP mode. The four maps
represent four different combinations of the two thin-film SPP solutions obtained from equation
4.5 and the two SPP launching scenarios as depicted in figure 4.1.
'
''
 ikSPP
Solving equation 4.5, I mapped out the SPP wavevectors kSPP  kSPP
in a large complex

permittivity range ( 1'   100,0 ,1''  0,100 ). The results are plotted in figure 4.2, in which the
yellow areas indicate the (1' , 1'' ) value region showing good match with the experimentally
'
extracted kSPP
value, and the light blue areas indicate the (1' , 1'' ) value region with good
''
agreement with the experimentally extracted kSPP
value. The intersection of these two types of

regions mark a possible  1 value that could produce the experimentally observed SNOM signal in

55

figure 4.1b. Considering both of the two solutions of equation 4.5 and the two SPP launching
geometries as shown in figure 4.1c,d, there are a total four scenarios that need to be evaluated. As
shown in figure 4.2, two possible solutions were found: one is 1  21  i76 that is associated
with the tip-launched SPP1 mode, and another is 1  30  i1.5 which is associated with the Au
edge-launched SPP2 mode.

Figure 4.3 Relative reflectance comparing metallic VO2 phases. Blue curve and dots represent
the measured reflectance ratio between high-temperature RM-phase and the MI-phase at various
wavelengths. Red curve and dots represent the experimentally measured ratio between AFM
written MM and MI-phase. Error bar for the MM-phase at 10.9 μm is due to thickness variation
of the film. Thickness sensitivity of reflectance at the MIR frequency can be seen in figure 4.6d.

𝜺′

𝜺′′

MI

5.4

0.3

MM

-21

76

RM

-21

89

Table 4.1 MIR (10.9 μm) complex permittivity of VO2 phases
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R

r21  r13 exp i 2k0 n1d 

2

1  r21r13 exp i 2k0 n1d 

, where r21 

(4.6)

n n
n2  n1
, r13  1 3 are the Fresnel reflectance at the air/VO2 and VO2/Al2O3
n2  n1
n1  n3

interfaces, n2  1 is the air refractive index, n3  0.4  i0.06 is the refractive index of Al2O3, and
n1  1 is the refractive index of VO2. Using the literature reported permittivity (5.4+i0.3) of MI-

phase VO2

41,42,44,196,204

, the relative reflectance expected for a MM-phase permittivity of

1  21  i76 is RMM / RMI = 0.47, whereas the corresponding value for 1  30  i1.5 is
RMM / RMI =1.5. Apparently, the first solution of 1  21  i76 is the only one that is consistent
with the experimental reflectance measurements. This permittivity value in the MIR is very close
to literature values of the RM-phase as can be seen in Table 4.1. According to the optical
reflectance measurements, the MM and RM-phases behave optically similar throughout the entire
spectrum from visible to MIR (figure 4.3), and the RM-phase permittivities are well documented.

Figure 4.4 Film thickness dependence of SPP mode (a) The evolvements of the two thin-film SPP
modes in Al2O3 / MM-VO2 / Air tri-layer structures as the VO2 film thickness decreases from 1 µm
to 30 nm. The red circle marks the mode observed experimentally. (b, c) Field profiles of the two
SPP modes along the out-of-plane direction in 500 nm films (b) where the mode coupling is weak,
and in 30 nm films (c) where the coupling is strong.
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When the VO2 film is thin, the strong field overlapping between the VO2/air and VO2/Al2O3
interfaces causes the two SPP modes to strongly hybridize and become sensitively dependent on
the film thickness. Dispersion relations of the two modes were calculated using the extracted
permittivity for the thickness range of 30 nm - 1µm (figure 4.4a). Their out-of-plane field profiles
at two representative thicknesses are also modeled and shown in figure 4.4b,c. The experimentally
detected SPP mode (SPP1) forms from the antisymmetric coupling between the two interfaces.
For small VO2 film thicknesses, the field of SPP1 significantly leaks into the substrate (red curve,
figure 4.4c) and thus experiences a strong attenuation due to the phonon resonances of Al2O3 at
MIR frequencies205. When the VO2 film becomes thicker, SPP1 will evolve into the regular bilayer
(VO2/air) mode with a much longer propagation length (~140 µm). Other than SPP1, a second
mode (SPP2) with k  (0.34  i0.24)k0 can also be supported by 30 nm VO2 films which, however,
is much more heavily attenuated.

4.2 Demonstration of VO2 Nanophotonic Devices
This SPP resonance of the MM-phase creates an opportunity for photonic or plasmonic device
application. For the remainder of chapter 4, I will be exploring these opportunities with example
devices. One option I explore is using the MM-phase in combination with other plasmonic
materials to spatially modulate the plasmonic resonances in an on-demand manner. As shown in
figure 4.5, arrays of gold gap-antennas were fabricated on the VO2 surface by electron beam
lithography at Pittsburgh University. Each antenna is constructed from a pair of gold bars with a
total end-to-end length of 8 µm and a center gap that is 50 nm wide. Under the illumination of
λ=10.9 µm MIR light, the plasmonic charge oscillations in the gold strips are expected to
constructively couple together to produce a local near-field “hot spot” inside the gap.
Although the properties of the gold strips are not tunable, the plasmonic resonance inside the
gap can be controlled by altering the surrounding environment206. According to finite-difference
time-domain (FDTD) simulations (figure 4.5c), an intense in-gap “hot-spot” with more than
10-times field enhancement will be present when the VO2 film around the antenna remains in the
dielectric MI-phase. In contrast, when the VO2 film nearby is converted to the metallic MM-phase,
the field enhancement inside the gap will be suppressed. There is no longer a gap antenna, it
becomes one continuous plasmonic bar.
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Figure 4.5 Spatially modulated plasmonic resonances (a) Illustration of a scanning probe locally
inducing the MM phase around an Au gap-antenna. (b) Scanning electron microscope image of
the gap antenna on VO2 film surface. (c) FDTD simulations of the in-plane field distributions at a
detection plane 60 nm above the antennas surrounded by MM-phase (top) or MI-phase (bottom)
VO2. (d) Optical images of two simultaneously fabricated antennas placed next to each other.
Antenna-1 is surrounded by AFM-written MM-phase VO2, while the VO2 film near antenna-2 is
left in as-grown MI phase. (e) SNOM images of the two antennas as shown in (d). Local “hot spot”
is only detected in antenna 2. (f) SNOM line profiles measured along the two antennas. (g-i) Same
as (d-f) but after an AFM-rewrite that erases the MM-phase rectangle surrounding antenna-1 and
has another one patterned near antenna-2. Scale bars in this figure all represent 2 µm.
The idea is that when the VO2 material phase near each antenna can be individually controlled
(figure 4.5a), spatial modulation of the field profile in the antenna array can be effectively achieved
and reconfigured. Figures 4.5d-i demonstrate such modulations on a pair of gap antennas that are
placed next to each other. During the first round of the experiment, a MM-phase rectangle is
patterned around antenna-1 as can be seen in figure 4.5d. Then the region near antenna-2 is left in
its as-grown state. SNOM images of the antenna pair were carried out after the AFM writing
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process. The SNOM image agrees almost perfectly with the FDTD model (figure 4.5e): a strong
near-field hot-spot is clearly visible inside the gap of antenna-2 but absent from antenna-1.
Comparing the SNOM line profiles (figure 4.5f), an in-gap near-field signal ratio of 13 is observed
between the two antennas. I note that in order to faithfully image the in-plane field profile of the
plasmonic resonance induced by the gold strips and minimize extrinsic perturbations caused by
the scanning probe itself207,208 , a bare silicone probe was used specifically for this experiment. For
the other SNOM measurements discussed in this dissertation where the selection of particular field
component is not critical, platinum coated probes were used to ensure optimized signal-to-noise
ratio. Next the sample is heated to erase the MM-phase around antenna-1. Then the MM-phase is
patterned around antenna-2 (figure 4.5 g) and the same experiments are repeated. As expected, the
near-field signals obtained from the two antennas simply trade places. This style of nanoplasmonic device has potential for on-chip logic. Individual circuits could spatially be modulated
on and off. Also photonic encryption and communication could be patterned or encoded by the
individual pixels 209.
A second application option is to use the MM-phase as a monolithic platform for the fabrication
of programmable on-chip planar optics58,64,210. Planar optics can refer to any ultra-thin optical
element for manipulating far-field or near-field light. They can operate on various principles such
as a refractive index contrast or gradient patterned into a film to accumulate a phase lag similar to
common refractive optical elements211. Here I exploit the plasmonic absorption of the MM-phase
to control the light. As an example, a reconfigurable wire-grid polarizer64,212,213 is demonstrated in
figure 4.6. A one-dimensional array of MM-phase wires was created on the MI-phase background
by the writing process (figure 4.6a). When the spacing between the neighboring wires is much less
than the optical wavelength, the incident light sees the region as a homogenous but anisotropic
media. The large wavelength light cannot distinguish the individual wires. When the incident light
is polarized parallel to the MM-phase wires, mobile carrier oscillations along the wires are strongly
coupled to the light field, producing an effective index similar to the value exhibited by solid metal
films64,212,213. When the light polarization is perpendicular to the wires, the carrier oscillations
across the insulating gaps is prohibited, a very different optical reflectance is produced. The
reflectance behaves closer to the MI-phase.
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Figure 4.6 Reconfigurable wire-grid polarizer (a) Writing, erasing, and reconfiguration of
MM-phase wire-grid polarizers. (b) Optical images of two wire-grid polarizers with same wire
spacing (900 nm) but orthogonal optical axes that are created at the same location sequentially.
Scale bars are 5 µm. (c) Polarization dependence of the wire-grid reflectance measured at
λ=10.9 µm (solid blue squares), normalized by the MI-phase reflectance. The solid blue line
represents the sinusoidal fitting. Reflectance values measured on a solid MM-phase square are
also shown. (d) Thickness dependent optical reflectance calculated for MM-VO2 and MI-VO2 films
according to equation 4.6. The reflectance contrast between these two phases maximizes (RMI /
RMM=14) at a film thickness of 13 nm (marked by the black arrow). The vertical dashed line marks
the film thickness used in the current experiment.
Figure 4.6b shows the optical images of two such MM-VO2 wire-grids with orthogonal
polarization axes that were patterned in the same location sequentially following the procedures
illustrated in figure 4.6a. The same wire spacing of 900 nm was used in both structures to support
MIR operations. The two structures exhibit similar polarizer performances but with an expected
 / 2 phase shift. Data measured in the first wire-grid is shown in figure 4.6c. The reflectance

maximizes close to the MI-phase value when the incidence polarization is perpendicular to the
wires and minimizes near the MM-phase value when they are parallel, showing an extinction ratio
of 2.3. I note that the reflectance contrast between the MI-phase and MM-phase is strongly affected
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by the interferences of the light internally reflected inside the VO2 film197,204,214, and is thus highly
sensitive to the film thickness (figure 4.6d). It is my expectation that the extinction ratio of MMphase wire-gird polarizers can be substantially improved by reducing the film thickness to ~13 nm,
where the reflectance of the MM-phase is more than 14 times weaker comparing to the MI-phase.

Figure 4.7 Size-dependent optical performance of MM-VO2 structures (a) Polarization
dependent telecom frequency reflectance measured on a wire-grid polarizer with a smaller wire
spacing of 500 nm (b, d) KPFM, SNOM images simultaneously recorded for five parallel lines
created with reducing AFM writing dosages. All the lines are written with the same tip bias of
10 V. The tip scan speeds used for the five lines from left to right are 0.5 µm/s (double pass), 1 µm/s
(double pass), 2 µm/s (double pass), 0.5 µm/s (single pass), 1 µm/s (single pass). Scale bars are 1
µm. (c, e) KPFM (c) and SNOM (e) line profiles across the five lines (solid dots) and the
corresponding Gaussian fits (solid curve). The FWHMs of the lines range from 140 nm to 100 nm.
It is possible to further shrink the characteristic dimensions of the MM-VO2. Figure 4.7a
demonstrates another wire-grid with a denser wire spacing (500 nm) that can function at the
telecom frequency (λ=1.3 µm). The RM-phase is actively plasmonic down to a wavelength of
approximately 1 µm making these plasmonic devices broadband 41,42,44,196. To explore the smallest
structure size achievable, a group of five lines were drawn with intentionally small AFM writing
dosages. The written lines were then imaged by simultaneous SNOM and KPFM measurements
that were discussed in section 2.5 (figure 4.7b-e). As shown in figure 4.7b, uniform work function
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profiles are found in all five lines. Their full widths at half maximum (FWHMs) range from 140
nm to 100 nm, which reduce slightly to 137 nm and 95 nm after deconvolutions considering the
probe radius of curvature (~30 nm). While it is relatively easy to produce heavily doped structures
with characteristic dimensions below 100 nm, it is more challenging to maintain a reliable optical
metallicity for such small scales. As shown in figure 4.7d, SNOM signal along the lines becomes
highly non-uniform and falls quickly as the line width reduces below 140 nm. Therefore, it is
reasonable to set the size limit of MM-phase VO2 optical structures at 150 nm, which should
adequately meet the requirements for most infrared plasmonic meta-devices and planar
optics212,215.
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Chapter 5
Oxygen Vacancy Dynamics in Monoclinic VO2
At this point in this dissertation, all VO2 limitations have been addressed and solved except for
the volatility or in other words stability of metallic phases. I have shown that the locally induced
MM-phase has photonic and plasmonic application while having stable characteristics. However,
stable characteristics is an unsatisfactory, vague statement. In this chapter, I will monitor and
quantify the stability of the MM-phase. As discussed previously, the metallic domains are created
by an injection of OVs. Thus the overall stability is based on the dynamics of the OVs from the
initial injection site. Diffusion rates for various ionic species, including OVs, are documented for
rutile VO2 but unexplored for the monoclinic lattice

104,216,217

. Here I am exploring the OV

dynamics in monoclinic VO2. I will identify OV depletion due to recombination with the
atmosphere oxygen and quantify an in-plane diffusion constant for the OVs. Then I will model
how these rates limit nanoscale device lifetimes.
The monoclinic a-axis (rutile c-axis) of the 30 nm films are oriented as the film out-of-plane.
Field-effect OV injection is only successful along this axis due to the V-V chains and has been
shown to have vacancy penetration depths greater than 0.5 μm

63,104

. Thus the metallic domains

induced here are assumed to be uniform throughout the entire 30 nm film thickness. The domain
electrical and optical properties are monitored with respect to time to understand the OV dynamics.
One propagation pathway is the OVs can diffuse out-of-plane along the monoclinic a-axis, back
to the injection site at the film surface. Here the OVs can recombine with oxygen from the
atmosphere to deplete the overall vacancy concentration as illustrated in Fig. 1a

218-220

. Another

option is for the OVs to diffuse in-plane. The gradient of vacancy concentration will redistribute
the OVs throughout the entire MI film lattice.
Sequential KPFM scans can be used to monitor the VO2 surface potential over time to
understand the OV dynamics. Doping semiconductors with donor ions such as OVs raises the
Fermi level, tuning the surface potential and work function 221,222. The change in surface potential
due to OV doping is directly measured in the KPFM images. Then the relative carrier density of
the MI and MM-phases can be extracted using equation 5.1 216,222 :
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𝑛𝑀𝑀 ⁄𝑛𝑀𝐼 ≈ exp[𝑒(𝑉𝑀𝑀 − 𝑉𝑀𝐼 )⁄𝑘𝐵 𝑇]

(5.1)

where 𝑛𝑀𝑀 ⁄𝑛𝑀𝐼 is the ratio of charge carrier density between the MM and MI-phases, 𝑉𝑀𝑀 − 𝑉𝑀𝐼
the difference in surface potential, 𝑇 is temperature, 𝑒 is the charge of an electron, and 𝑘𝐵 is the
Boltzmann constant.

Figure 5.1 Oxygen vacancy depletion rates (a) Illustration of MM domain, via OV doping, written
into the MI VO2. Over time the OVs at the surface recombine with atmosphere oxygen while the
remaining slowly diffuse towards the surface. (b) KPFM images of initial written MM domain and
after 24 hrs. Scale bar represents 2 µm. (c) Spatial profile evolution of the relative carrier density
over a 24 hour period. (d) Two-factor exponential decay fit for the depletion rate of the relative
carrier density of the MM domain.
MM-phase domains were patterned in the film, and then the relative surface potentials of the
MM and MI-phases were measured for over 24 hours (figure 5.1b). The writing process often
causes degradation of the AFM cantilever due to the attraction of ionized particles 223, therefore a
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new cantilever was implemented between the writing process and the KPFM measurements. The
new cantilever along with identical measurement conditions were used throughout the entirety of
the KPFM measurements for consistent results. The spatial profiles of the KPFM images at various
times are converted into relative carrier density (Eq. 5.1) and plotted in figure 5.1c where “0 hr”
represents the initially taken KPFM image. The obvious profile evolution that can be seen is the
distinct depletion of the MM charge carrier density or OVs. Any in-plane spatial profile effects
are negligible indicating a dominate out-of-plane depletion process. The depletion trend of the
OVs with respect to time is then plotted in figure 5.1d. The depletion rate fits best to a two-factor
exponential decay:
𝑛𝑀𝑀 ⁄𝑛𝑀𝐼 ~ exp[−𝑡⁄0.3] + exp[−𝑡⁄6.9]

(5.2)

There is an initial fast process of carrier density decay; exp[−𝑡⁄0.3]. This is attributed to the
free carriers that were pulled to the film surface through field-effect during the writing process
which quickly migrate back into the lattice, and also recombination with the atmosphere oxygen
of the OVs localized at the film surface. This creates an OV density out-of-plane gradient due to
the recombination which causes the remaining OVs to diffuse along the monoclinic a-axis towards
the film surface. Upon reaching the film surface at a slower rate, exp[−𝑡⁄6.9], further OV
recombination takes place

218-220

.

The optical property contrast between the MI and MM-phases in the visible regime allows for
optical identification and monitoring of the as well 42,87. To further verify that the OV depletion is
due to the recombination of the OVs with oxygen from the atmosphere, an MM domain was written
on “Day 0” and optically monitored under high vacuum conditions (10-5 mbar) in figure 5.2a. The
VO2 sample was removed from the high vacuum chamber for about 20 minutes each day to obtain
an optical image, and for 9 days there was no noticeable degradation to the MM domain. After the
9 days, the sample was removed from vacuum and continued to be optically monitored under
ambient conditions (figure 5.2b). In this environment, noticeable changes to the optical contrast
occur on a daily scale, and the lifetime of the metallic domain was approximately one week. This
experiment provides evidence of the importance of the oxygen environment. The OV depletion
rate can be nullified or at least greatly reduced if the sample surface can be isolated from oxygen
molecules by vacuum or possibly sample capping.

66

Figure 5.2 Environmental MM-phase stability (a) Optical images of metallic square written into
the insulating VO2 sample and placed into a high vacuum chamber (10-5 mbar). Square monitored
daily. (b) Sample was removed from vacuum and placed into ambient lab conditions (40% RH, 20
°C). The metallic domain lifetime was approximately 1 week. All scale bars represent 5 μm.
I now have an understanding of the dominate out-of-plane dynamics of the OVs, but a more
detailed observation into in-plane diffusion still needs to be considered for vacuum and capped
samples. In figure 5.3a, I illustrate the idea that the extreme gradient of defects can cause a radial
in-plane diffusion. KPFM measurements were taken for over a 24 hr period again, but this time on
nano-scale MM wires (figure 5.3d). Using a wire makes the spatial width evolution a 1D problem
that can be modeled by Fick’s 2nd law of diffusion 216 224 225:
∂n(x, t)⁄∂t = D ∗ ∂n(x, t)⁄∂x
𝑛(𝑥, 𝑡) =
𝑤 = √𝐷𝑡

𝐴
√4𝜋𝐷𝑡

exp[−𝑥 2 /(4𝐷𝑡)]

(5.3)
(5.4)
(5.5)
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where Eq. 5.3 is Fick’s 2nd law, Eq. 5.4 the solution of Fick’s 2nd law for a 1D Gaussian, and Eq.
5.5 the diffusion length of the carriers. 𝑛 represents the charge carrier density, 𝐷 the diffusion
constant, and 𝑤 the full width at half maximum. Figure 5.3b plots the Gaussian fit across the width
of the MM wire initially and after 24 hrs. The OV depletion occurs, but also an increase of the full
width at half maximum, 𝑤. The evolution of 𝑤 with respect to time is plotted in figure 5.3c and fit
using Eq. 5.5 to obtain 𝐷 = 3.2 𝑥 10−16 𝑐𝑚2 ⁄𝑠. The KPFM images in figure 5.3d shows that a
perpendicular nano-wire was also monitored. The horizontal nano-wire fit to a diffusion constant
𝐷 = 1.5 𝑥 10−16 𝑐𝑚2 ⁄𝑠 in figures 5.3e,f. The diffusion constants are different by a factor of two
but due to the resolution limitation of the measurement the diffusion is considered to be isotropic.

Figure 5.3 In-plane oxygen vacancy diffusion (a) Illustration of the OVs of a written MM-domain
diffusing into the surrounding MI-film. (b) Gaussian fit of relative carrier density line cut across
200 nm nano-wire initially and after 24 hrs. (c) The full width at half maximum, w, of the MM
nano-wire vs time. Fit to a square root dependence, 𝑤 = √𝐷𝑡, to obtain the in-plane diffusion
constant, 𝐷 = 3.2 𝑥 10−16 𝑐𝑚2 ⁄𝑠. (d) KPFM images of initial MM nano-wire and after 24 hrs
along with another perpendicular nano-wire. Scale bars represent 2 µm. (e) Gaussian fit of
relative carrier density line cut across perpendicular nano-wire initially and after 24 hrs. (f) The
full width at half maximum, w, of the perpendicular nano-wire vs time; 𝐷 = 1.5 𝑥 10−16 𝑐𝑚2 ⁄𝑠.
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A second geometry was made to confirm the measurements of depletion and 𝐷. An array of
MM nano-wires were written to enhance the sensitivity of the measurements as can be seen in
figure 5.4a. In this geometry depletion and diffusion are taking place, but the diffusion is causing
the nano-wires to merge together. The valleys between the nano-wires are actually gaining OVs
as can be seen in figure 5.4b. The line profile of the relative carrier density shows that the Gaussian
peaks are decreasing, but the valleys are increasing in relative OVs with respect to time. Figure
5.4c plots the difference in the peak to valley relative carrier density with respect to time. This is
then fit using the calculated diffusion constant, 𝐷, multiplied by the depletion rate:
𝑛(𝑥, 𝑡) =

𝐴1
√4𝜋𝐷(𝑡+𝛥𝑡)

exp[−𝑥 2 /(4𝐷(𝑡 + 𝛥𝑡))] (𝐴2 exp[−𝑡⁄0.3] + 𝐴3 exp[−𝑡⁄6.9])

(5.6)

where A2 and A3 are known from the depletion rate fitting, A1 is used to fit the initial condition
amplitude, and Δt is used to fit the initial condition width. The fitting agrees well with the
experimental data further confirming the quantified depletion and diffusion rates.

Figure 5.4 Nano-wire array depletion & diffusion (a) KPFM images of initial MM nano-wire
array and after 24 hrs. Scale bars represent 2 µm. (b) Line cut of relative carrier density across
nano-wire array initially and after 24 hrs. (c) The difference of relative carrier density of array
peaks and valleys with respect to time.
The value of 𝐷 also agrees with the minimal literature on monoclinic VO2 diffusion. It has
been estimated that the hydrogen diffusion constant is approximately 3 orders of magnitude slower
in monoclinic than rutile VO2 217, and 𝐷 of OVs in rutile VO2 has been reported on the order of
10−13 𝑐𝑚2 ⁄𝑠

104 216

. This drastic increase in 𝐷 is why annealing the sample erases the MM

domains 87. The OVs can rapidly escape the domain once the rutile phase is activated as shown in
figure 5.5. Optical images were taken of a large 8 μm MM square for increasing annealing
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temperatures. The sample was placed on a hotplate for 10 minute increments at the increasing
temperature steps. Between increments the sample was removed from the heat for the optical
image. No optical contrast effect is noticeable as long as the temperature driven IMT is not
activated. Upon reaching the rutile phase transition, the MM domain rapidly diffuses away.

Figure 5.5 Monoclinic vs rutile metallic domain dynamics (a) A MM square monitored as a
function of annealing temperature. Rutile phase activates the OV diffusion. Scale bar represents 8
μm. (b) The relative reflectance of MM and MI VO2 for the optical images in (a).
Other shapes can also be used besides nano-wires. An array of nano-dots were induced using
voltage pulses with various amplitudes and durations to understand writing dosages. The AFM tip
was placed in contact with the sample, a voltage pulse was applied, and the cantilever was lifted
and moved to the next nano-dot location. Immediately after, the AFM was switched into the in situ
KPFM and SNOM imaging mode which acquired figures 5.6a,b simultaneously. The surface
potential and metallicity of the nano-dots could then be correlated in figure 5.6c. At weaker writing
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dosages, no SNOM signal was detected indicating a lack of metallicity. With stronger writing
dosages, there is a linear correlation trend with a threshold of a 190 mV surface potential increase
for the VO2 to become metallic.

Figure 5.6 Metallicity correlation & lifetime (a,b) In situ KPFM, SNOM images obtained of nanodots induced by an array of voltage pulses. Scale bars represent 1 µm. (c) Correlation plot between
Vsp and S2 in images a,b. An induced surface potential increase of 190 mV is required to activate
the MM phase (d) Dynamics model for the nano-dots circled in a,c. The quantified diffusion and
depletion rates are used to predict nano-dot lifetimes in ambient conditions and vacuum. Dashed
line represents the MM threshold in c.
Particular attention needs to be paid to the in-plane diffusion when using the MM-phase to
create nano-devices. For example, metasurfaces are commonly comprised of nano arrays of
metallic elements. The OV diffusion could begin to blend the elements together, eliminating the
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clear metal-dielectric contrast similar to the nano-wire array in figure 5.4. The quantified depletion
and diffusion rates allow for the temporal and spatial evolution of MM domains to be modeled for
future nano-devices in figure 5.6d. As an example, the exact width and amplitude of the circled
nano-dots in figure 5.6a,c were used as initial conditions in the radial equivalent of the 1D diffusion
model shown earlier (Eq. 5.6).
𝑛(𝑟, 𝑡) =

𝐴1
4𝜋𝐷(𝑡+𝛥𝑡)

exp[−𝑟 2 /(4𝐷(𝑡 + 𝛥𝑡))] (𝐴2 exp[−𝑡⁄0.3] + 𝐴3 exp[−𝑡⁄6.9])

(5.7)

Similar to the nano-wires in figure 5.4, the initial conditions were set using A1 and Δt. The
weaker nano-dot written with 30 V for 200 ms remains metallic for only 20 minutes. The stronger
nano-dot written with 40 V for 250 ms has a lifetime of 36 hours. However, if the depletion process
is absent because the sample is capped or in vacuum, these lifetimes improve to 20 hours and about
12-13 years. The diffusion process minimally effects the spatial profile in ambient conditions
because the depletion process dominates. However in vacuum, future nano-devices will need to
account for spatial spread. The nano-dot diffusion can clearly be seen in the right panel of figure
5.6d representing the 40 V, 250 ms nano-dot in vacuum.
According to my model the key to long lifetime MM domains is a high relative OV density
that penetrates deep into the VO2 film. Stronger writing dosages increase the relative OV density
but also the size of the MM domains. To create smaller metallic domains with long life-times, the
electric field divergence needs to be suppressed during the writing process. This would allow
stronger writing dosages without doping larger areas. Shielded cantilevers 226 and filament based
phase change cantilevers 227 have both been used to increase spatial resolution in scanning probe
based electric field experiments.
I have investigated the mechanisms in which OV rich domains can dissipate in monoclinic
VO2 to understand their stability. There is a depletion and in-plane diffusion of the OVs. The
depletion can be minimized by isolating the sample surface from excess oxygen. With the obtained
rates, I am able to model the life-time of MM domains. The lifetime has a large spread from
minutes to years which if used correctly can be utilized in nanotechnology.
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Chapter 6
Summary
The unique properties of phase change materials such as Vanadium Oxides have been studied
since the 1960’s with great intrigue 70,76,228-231. Now with the advancements in thin film fabrication
processes50-56, these phase change materials are being incorporated into complex heterostructures
as active layers22,24. The active layers are used to tune or modulate existing photonic devices32,33.
Specifically, GST phase transitions are utilized commercially for optical data retention38,59-61.VO2
is regarded as the most studied phase change material, and has similarly drastic phase change
properties to GST41-45. However as discussed previously, VO2 has three limitations for current
technology implementation.
1. The VO2 IMT is not controlled under ambient conditions in an on demand manner.
2. The VO2 IMT is a volatile phase transition which is not energy efficient over repeated
cycles and temporal evolution.
3. VO2 phase transitions are activated on a macroscopic scale.
In recent years much work has been dedicated to manipulating VO2 using a variety of stimuli
besides thermal activation. Most notably doping88-90,93 and strain81,86,87 have been used to modify
the IMT Tc on a macroscopic scale. Even defect engineering has been utilized to adjust Tc locally
on the microscale, although a volatile temperature driven process is still required overall 64.
Electrolyte gating has drawn the most attention, demonstrating macroscopic, reversible, stable
phase transitions under ambient conditions excluding the electrolyte gel62,63,82,87,98,99. To this date,
all phase transition efforts have addressed VO2 limitations individually. The work done in this
dissertation addressed all three bullet points and solved at least 2 out of the 3 limitations, arguably
all 3 depending on the criteria for non-volatile vs volatile phase transitions.
First a home-built SNOM system was engineered to address the VO2 material system. A
resistive heating element attached to the base of the sample holder allows the thermal IMT to be
activated throughout measurements making this SNOM system uniquely equipped for studying
VO2. The SNOM imaging mode shows optical contrast between insulating and metallic domains.
Also SNOM famously allows for wavelength independent spatial resolution determined by the
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size of the AFM tip apex which is 30 nm in the current work146. This SNOM system has the full
capacities of a commercial AFM allowing electrical measurements such as KPFM to diagnose
surface potential and work function. KPFM was even programmed for in situ measurement with
SNOM for correlating the dielectric properties, work function, and topography of the VO2 phase
transitions.
In this work, the AFM tip was used to apply various forms of scanning probe lithography to
VO2 thin films grown on Al2O3. In one experiment strain was locally applied to the film by the
scanning probe, decreasing Tc in the selected region

87

. By decreasing Tc lithographically, the

selected region transitions into the RM phase while the rest of the as grown VO2 remains in the
MI phase at the proper temperature. This experiment only successfully addressed bullet point 3 of
VO2 limitations, localized phase manipulation.
Another experiment performed reduction scanning probe lithography. This idea stemmed from
the success of the electrolyte gating of VO2 thin films. In electrolyte gating the large electric field
generated by the electrolyte gel led to OV doping of the film which induced the IMT62,63,82,87,98,99.
The Oxygen atoms of the film are able to combine with free electrolytes from the gel at the film
surface under the large applied field. The reduction scanning probe lithography process is similar
but locally applied. The nanoscale tip-sample junction was used to generate electric fields larger
than 109 V/m only beneath the scanning probe. In ambient conditions VO2 is hydrophilic, and the
water layer on the surface is ionized by the large field allowing it to act as the electrolyte gel. The
field drives the migration of OVs into the VO2 activating an IMT while the VO2 remains in its
monoclinic structure. This phase is known as the MM phase and is completely erased by annealing
the sample above Tc. By reversing the applied bias, an insulating Van der Waals phase was
induced. It was hypothesized that Hydroxyls may occupy the OV sites, but the insulating,
amorphous phase has little applicable use and was not studied further.
The MM phase induced by reduction scanning probe lithography clearly solves bullet points 1
and 3 of VO2 limitations, on demand phase transitions in ambient conditions and 100 nm domain
spatial resolution was achieved. The MM phase also showcased plasmonic optical behavior in the
infrared. Plasmonic waveguides were used to diagnose the dielectric function at 10.9 μm of the
MM phase as 𝜀 = −21 + 𝑖76. The optical properties of the MM-phase are very similar to the RMphase. This plasmonic behavior allowed for the demonstration of VO2 spatial manipulations of

74

resonant nanoplasmonic antennas for binary data retention. Specific antennas or pixels were
modulated on and off. VO2 was also demonstrated as a wire-grid polarizer to propose the
possibility of a monolithic platform for plasmonics and planar optics. The localized, on demand
plasmonic phase in theory means that subwavelength, multifunctional metadevices could be
patterned without the need for complex heterostructures. However, the MM phase propagation
length in my experiments is only 14 μm where as currently utilized metals such as Ag and Au have
millimeter scale propagation lengths232. Although current analytical models do predict that a
thicker VO2 film will increase the propagation length up to approximately 150 μm.
Despite the exciting behavior of the MM phase, it is not applicable if bullet point 2 of VO2
limitations is not addressed. The MM phase stability is based on the out of plane depletion through
oxygen recombination at the sample surface and in plane diffusion of the OV’s injected into the
film. Relative OV density was monitored using KPFM measurements over 24 hour time periods.
It was found that the depletion process dominates the lifetime of the MM domains but could be
nullified with a vacuum or possibly sample capping. Depletion and diffusion rates were able to be
quantified using the KPFM images. I was then able to model spatial and temporal evolution of
nanostructures. This model will allow for the development of VO2 as monolithic platform for
testing nanotechnology.
The work performed in this dissertation clearly solves the current hurdles in future VO2
technology through “On Demand Nanoscale Phase Manipulation of Vanadium Dioxide by
Scanning Probe Lithography”. I demonstrated stable, nanoscale, metallic domains in ambient
conditions. This work expands the capabilities of VO2 as an active layer in multifunctional device
design, and provides the framework for a monolithic plasmonic platform.

6.1 Outlook
Current technology limitations often stem from the speed of data processing and transfer57,233.
One solution being explored is further switching technology towards photonic integrated
circuits234. Photons in an optical medium are much faster than the drift velocity of electrons in
today’s semiconductor platforms235. Photons also offer information transfer with higher bandwidth
and multiplexing capabilities57,236. In principle, photonic circuitry is faster and consumes less
power than electronics. However, not all electronic building blocks have been achieved optically
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with high quality such as transistors and memory elements234. The ultrafast, drastic change in
optical properties of phase change materials are now being used to demonstrate on-chip memory
elements 237,238. The change in transmission provides an optical read-out of the state similar to the
logic of electronic memory elements. Also on demand, reconfigurable functionality provides
reprogrammable logic 239,240. The work in this dissertation makes VO2 a viable candidate for this
logic operation. One experimental issue that usually arises is that most phase change materials are
very lossy so the active layer is usually evanescently coupled to separate optical waveguides
allowing transmission modulation without the attenuation. The tunability shown in this work for
VO2 reflectance and plasmonic propagation length could circumvent this issue. For VO2 to be
utilized as a memory element for photonic computing, continued research efforts will need to focus
on producing a truly non-volatile phase transition for data retention.
Phase change materials are also coupled with plasmonic devices and metamaterials. Plasmonic
materials are used to enhance electric fields at a metal-dielectric interface, and the functionality
can be modulated similar to the Au nano-gap antennas demonstrated in chapter 4 of this work
241,242

. As previously introduced for metamaterials, subwavelength arrays are used to create

artificial optical phenomenon, but the function can be tuned by changing the background
environment of the arrays 24,25. Phenomenon such as negative refraction 243 and perfect absorption
197,244

can be modulated on and off by using the phase transition. Planar lenses have their focal

lengths tuned 245,246, and absorption bands of sensors are shifted 33,35. Metamaterial engineering is
a fast growing topic with new devices being theorized every year. However, fabricating nanoscale
arrays is time consuming, and the final product only serves a single function unless coupled to an
active layer. A monolithic, plasmonic platform like VO2 adds a strategic advantage. The
reconfigurable nature of the plasmonic entity creates a new metamaterial testing platform. New
designs of plasmonic devices or metamaterials may be created on demand and reconfigured upon
new product designs improving the pace of optical engineering research going forward.
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Appendix A
Ferroelectric Domain Orientation in Multiferroic Thin Film BaCoF4
Scanning probe based technology has a wide range of uses. Here my goal is to demonstrate a
different example of a unique measurement and manipulation using the scanning probe on
multiferroic BaCoF4. In this section, I diagnose the orientation of in plane, nano-scale ferroelectric
domains. Then I can pole the domains using an applied field.
Multiferroic materials exhibit exciting physical phenomena related to the simultaneous
presence of multiple long-range orders, in many cases consisting of antiferromagnetism and
ferroelectricity. To date, the majority of studies on multiferroic materials have been devoted to
oxide perovskites in the form ABO3. The conventional ion transfer ferroelectricity mechanism in
oxide perovskites is known to rely on the covalent bonds between oxygen and B-site cations with
closed-shell, nonmagnetic electronic configurations247,248. Therefore, the search for magnetic
ferroelectrics should be directed toward alternative ferroelectricity mechanisms. Alternatives can
be found in the fluoride family which contains many examples of magnetic ferroelectrics249. The
best known example is the BaMF4 compound, where M = Mn, Fe, Co, or Ni. Recent theoretical
studies250,251 focused on their magnetoelectric and multiferroic properties. To the best of my
collaborators and my own knowledge, however, only studies of bulk form BaMF4 have been
reported in the scientific literature249,252-262. Because thin films are essential for potential electronic
device implementations, including heterostructure integration with existing architectures, it is
important to determine whether these materials can be synthesized in thin film form, and whether
the multiferroic behavior can be retained if growth strain is applied.
BaCoF4 thin films were grown for the first time under ultrahigh vacuum conditions using MBE
by my collaborators at West Virginia University. Two constituents, BaF2 and CoF2, were
coevaporated in 1:1 molar rates 263. The choice of substrates suitable on which to grow BaMF4
films was nontrivial because the orthorhombic unit cell made it difficult to find a substrate with a
good in-plane lattice match. For reference, the lattice parameters for M = Co are a=4.21 Å, b=
14.63 Å, and c= 5.85 Å253. In these experiments, Al2O3 (0001) single crystalline substrates
(hexagonal unit cell a=4.763 Å; c= 12.991 Å) were used 263.
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These thin films underwent a thorough investigation of material properties to fully establish
multiferroic behavior 263 . A brief overview is that structural characterization was performed by
my collaborators using XRD to understand how strain due to the substrate effected lattice
parameters. Due to the lattice mismatch with the (0001) Al2O3 substrates, the corresponding outof-plane b-axis and in-plane a-axis lattice parameters were smaller than in the bulk, while the inplane c-lattice parameter, representing the polar axis, was larger than in the bulk

263

. Next the

magnetic nature of the film was established by my collaborators using a magnetic properties
measurement system and a superconducting quantum interference device. The strained thin film
maintained its antiferromagnetic structure and also showed new weak ferromagnetic transitions at
low temperature 263.

Figure A.1 Ferroelectric hysteresis measurements of BaCoF4 thin film (a) Interdigitated
electrodes were deposited on the Al2O3 substrate and covered with the film. The E field direction
was aligned perpendicular to one of the structural twin domains (polar c-axis noted as red arrow)
and at 30° with respect to the other two (blue and gray). Electrodes are separated by 2.5μm. (b)
Remnant ferroelectric polarization vs applied electric in-plane field measured on a BaCoF4 thin
film at T=14±2 K.
The focus of this section is to establish the ferroelectric behavior of BaCoF4 thin films and
characterize the nano-scale ferroelectric domains using a scanning probe. BaMF4 compounds are
expected to have ferroelectric polarizations along the crystallographic c-axis. In this case, that
means the electric field should be applied in the film plane. This was achieved by depositing
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interdigitated electrodes directly on the substrate surface prior to the film growth (see figure A.1a).
A separate sample without the electrodes was grown simultaneously in order to verify the film
crystal quality from the XRD.
The electrodes were aligned such that the electric field direction applied during the
measurements was perpendicular to the polar c-axis of one twin domain and at 30° with respect to
the other two domains (figure A.1a). Therefore, assuming the three in-plane crystal orientations
are equally weighted, the measured response should be (1/3)0.5, or approximately 58% of the single
twin domain polarization. The leakage of the samples at room temperature was relatively high,
and thus reliable ferroelectric hysteresis loops could not be measured. To minimize the leakage,
ferroelectric measurements were performed at a temperature T≈14 K.
Remnant hysteresis loops were measured up to a maximum electric field of 3.95×107 V/m, as
shown in Figure A.1b. The remnant polarization of the largest loop was ≈1.1 μC/cm2, which was
of the same order of magnitude as the 8.0 μC/cm2 measured in the bulk256. Actual hysteresis loops
have never been published for bulk BaCoF4, to the best of my knowledge. I therefore tentatively
compare these loops with data reported for BaZnF4264. Typical coercive fields for BaZnF4 were
reported to depend strongly on the ac field frequency, ranging from 1.0×106 to 6.0×106 V/m for ac
field frequencies between 0.01 and 100 Hz, respectively. Since these measurements were
performed with 100 ms electric field pulse duration, corresponding to a 10 Hz field frequency, a
3.35×106 V/m coercive field would be expected if the compound were BaZnF4. In this case, the
measured coercive fields were ≈2.5×107 V/m. In order to compare the two results, the semi
empirical scaling law for the coercive field EC vs distance between contacts d, EC(d)∼d−2/3, can be
used265. Using the separation between contacts of 2.5 μm, a calculation reveals that BaZnF4 should
have EC = 1.41×108 V/m or approximately six times larger than the value measured in this BaCoF4
film. It is unclear whether this difference is due to an intrinsic property of the Co compound or if
EC was reduced by the presence of defects in the film.
Regarding the maximum remnant polarization measured in BaCoF4, taking into account the
presence of the three in-plane domains, the actual polarization should be 3 times the measured
polarization or ≈ 2 μC/cm2. This is still lower than the value of 8.1 μC/cm2 measured in the bulk,
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but there are other factors that may have led to an underestimate; for example, there could be
regions in the film that had larger switching fields than were able to be applied with this technique.

Figure A.2 PFM results for domain orientations of BaCoF4 thin film (a) Typical images of
topography (top), PFM amplitude (middle), and PFM phase (bottom) in a 1.5 μm×1.5 μm area.
(b) Schematic of the tip E field during PFM measurements. (c) Surface deformation when the tip
scans the middle of an in-plane polarized domain. (d) Surface deformation when the tip scans over
the boundary region between two domains with head-to-head polarizations. (e) Vector plot of local
domain polarizations overlaid on top of the PFM amplitude intensity image. This information is
extracted from a collection of four PFM measurements with different cantilever orientations. (f)
Histograms of PFM phase change Δφ after 180° sample rotation for two orthogonal cantilever
orientations noted by a small hexagon. When the cantilever is perpendicular to the polar c-axis in
one of the structural twin domains (red), a large distribution at Δφ= 0 is observed.
Pieoresponse Force Microscopy (PFM)

266-270

was performed at room temperature to

characterize the microscopic polar domains and ferroelectric properties of the BaCoF4 films. PFM
supplies an AC bias to the probe which deforms a ferroelectric sample through the piezoelectric
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effect. A typical topography image and PFM responses are shown in figure A.2a. A root-meansquared surface roughness of 3.0 nm was observed across the sample, while the PFM responses
revealed a granular sub 100 nm domain pattern. PFM data was acquired using the out-of-plane
flexural vibrational mode of the cantilever. The in-plane torsional mode was also monitored but
did not yield a significant signal, possibly due to the cantilever’s high torsional rigidity. During
the experiments, a small ac drive voltage of 1 V at the cantilever contact resonance frequency was
applied to the buried electrode array, while the scanning probe was kept at the ground potential.
Underneath the probe tip, a localized electric field (Etip) was generated with both an out-of-plane
field component and opposite in-plane components at opposing sides of the tip as shown in figure
A.2b. The surface deformation of the film with in-plane polar c-axes in response to Etip is illustrated
in figures A.2c and figure A.2d. In the middle of a domain, the out-of-plane deformation was small
and mainly coupled to the cantilever’s flexural mode through a weak shearing force (figure A.2c).
However, at the boundary between two domains with head-to-head polarizations, the in-plane
gradient of Etip induced a large out-of-plane deformation which strongly coupled to the cantilever’s
flexural vibration mode (figure A.2d). In the special case when the c-axis was perpendicular to the
cantilever, the torsional shearing response was not detectable by flexural PFM.
The phase of the PFM signal induced by shearing force depended on the relative orientation
between the local c-axis and the probe cantilever. In contrast, the PFM signal induced by out-ofplane deformations at domain boundaries was independent of such orientation changes. Therefore,
information on the local c-axis orientations could be extracted by comparing the PFM phases after
sample rotations (figure A.2e). Note that as expected, the overlaid PFM amplitude image in figure
A.2e showed the strongest signals at domain boundaries. PFM results also supported the presence
of three different c-axis orientations which was also deduced by my collaborators previously from
XRD measurements. Figure A.2f shows the histograms of the phase differences Δφ measured after
rotating the sample by 180°in two orthogonal configurations. The values of Δφ were concentrated
mostly around 0 and ±π. Values around Δφ=0 corresponded to domain boundaries with no shear
force and domains with polar c-axes perpendicular to the cantilever. The values around Δφ=±π
corresponded to domains with nonzero polarization components along the cantilever orientations.
As expected, in the configurations when the cantilever was perpendicular to one of the c-axis
orientations (colored red in Figure A.2f), the distribution at Δφ= 0 increased significantly.
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Figure A.3 Ferroelectric switching of BaCoF4 thin film (a) PFM amplitude and phase measured
in a 175 nm ×175 nm area after the application of different in-plane electric fields for 30 s. Areas
enclosed by yellow dashed curves indicate regions switched by electric field. (b,c) Illustration of
idealized PFM amplitude changes at the boundary between two domains during electric field
sweeps shown in (d). Red and blue lines correspond to decreasing and increasing field values,
respectively. (b) Maximum amplitude is expected when the two adjacent domains have opposite
polarizations, noted by arrows in boxes. (c) When the range of electric field is limited and some
domains remain unswitched, the result shows a different PFM amplitude evolution. (d)
Experimental evolution of the PFM amplitude at two boundary spots when cycling the in-plane
field. (Left) between electrodes where in-plane field is properly applied; (Right) on top of an
electrode where no in-plane field is applied. Within the applied field range some domains did not
switch, producing a PFM amplitude hysteresis, which highly resembled (c).
To evaluate the ferroelectric properties of the nano-domain structures, an in-plane electric field
was applied by biasing the interdigital electrodes. Restricted by leakage, dc electric fields between
−3.1×107 V/m and 4.2×107 V/m were applied. Figure A.3a shows the PFM images taken in a 175
nm × 175 nm area after different values of electric field were applied for 30s and then turned off.
During the measurements, the cantilever was aligned parallel to the dc field orientation. A π-phase
shift was observed only in some regions (e.g., regions highlighted by yellow dash curves) during
the field sweep. It is likely that the regions that did not switch contained twin domains with their
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polar axes largely perpendicular to the electric field and other regions that required higher electric
field to switch.
Head-to-head domain boundaries were identified from regions with large PFM amplitudes and
opposite phases at opposing sides, as discussed above. PFM amplitudes at such locations were
tracked as a function of electric field. In principle, because large electric fields aligned the
polarizations of adjacent domains, the PFM amplitude was expected to be minimized at both field
polarities as illustrated in figure A.3b. However, when one domain required a switching field larger
than what was possible in the experiments, the PFM amplitude evolution was expected to be
different (figure A.3c). In the experiment two separate spots were studied. One spot (left, figure
A.3d) was located between the electrodes, while the other one, as a control experiment, was located
on top of a buried electrode (right, figure A.3d) where the in-plane field was zero. Large hysteretic
changes of PFM amplitude were only observed in the first case and resembled the situation of a
limited domain switching, as illustrated in figure A.3c. The fact that some domains required a
much larger switching field than others might originate from a preferred polarization direction in
the film or other reasons related to leakage.
BaCoF4 thin films were synthesized for the first time. My collaborators studied the structural
and magnetic properties of the films while I was able to utilize a scanning probe with PFM imaging
to diagnose nano-scale properties. By obtaining PFM images with different cantilever angles, I
was able to map out the polarization orientation of ferroelectric domains. Also I was able to pole
individual domains with an applied bias from the scanning probe. This demonstrates another
unique use of scanning probes; deforming the topography of a ferroelectric material to measure
nanoscale domain orientation, along with directly applying a localized electric field to specific
regions.
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Appendix B
Modulation of LAO/STO Photovoltage Mechanism
Another example of scanning probe manipulation incorporated into nanotechnology is the
modulation of absorption characteristics. Colleagues 271 and I explored sizable and reconfigurable
infrared photovoltage generations at LaAlO3/SrTiO3 (LAO/STO) interfaces

271

utilizing the

photoexcitations of hot carriers in metal contacts272-276. By controlling the local interface
metallicity near the contact region using a biased AFM

277-279

, two different light-charge

conversion mechanisms could be selected. The first of them, originating from the band alignment
induced hole filtering effect, was prominent only at low temperatures when the interfacial electron
mobility was large. The second one, which required the presence of a two-dimensional electron
gas (2DEG), was produced from the photothermoelectric (PTE) effect and significant at room
temperature. The relevance of these effects to this dissertation is the probe written 2DEG channels
used for thermoelectric generations could be arbitrarily patterned and erased by a biased scanning
probe, thus the large PTE effect at the LAO/STO interface was spatially programmable and could
be flexibly integrated with other electronic or optical device structures. This AFM 2DEG writing
phenomenon was previously discovered by members of my research team 280.
On LAO/STO samples with 8-unit cell (uc), multiple Ti/Au contact electrodes as shown in
figure B.1a were deposited. The majority area of the electrodes (white dashed lines in figure B.1b)
were deposited on top of the LAO film, whereas under the tip regions (brown dashed lines in figure
B.1b) the LAO film was removed prior to metal deposition by Ar-ion milling to form direct metal
contact with the interfacial STO layer. 8 uc LAO/STO normally contains an interfacial 2DEG. We
were able to suppress the 2DEG at the beginning using oxygen plasma278, then four metallic 2DEG
channels were written on the insulated interface by the biased AFM279. These 2DEG channels were
optically invisible but could be visualized by KPFM (figure B.1b inset). A continuous wave laser
beam (5mW, 830 nm) focused to a 3 µm spot was used for acquiring scanning photovoltage
microscopy images. By fixing the laser focal point and scanning the sample, distributions of the
photovoltage generation (figure B.1c,e) and optical reflectance (figure B.1b) were mapped
simultaneously to allow for accurate positioning of the photovoltage signal generation 271.
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Figure B.1 IR photovoltages across 2DEG channels (a) Schematic of the device and experimental
setup. (b) Room temperature scanning optical reflectance images of the LaAlO3/SrTiO3 device
area. The inset KPFM image shows the interface 2DEG channels patterned by c-AFM. (c,e) 830
nm scanning photovoltage images measured between two different pairs of electrodes. Inset in e
is an enlarged view of the end of electrode 2 using a color map with smaller photovoltage range.
(d) I-V curves between electrode 3 and 4 in dark and when light was focused on the electrodes.
Although the photon energy (1.5 eV) was too low to produce interband excitation in either
STO (band gap of 3.2 eV) or LAO (band gap of 5.6 eV), a pronounced photovoltage at millivolt
level was observed at room temperature across the 2DEG channels when light was focused on
their contact electrodes (figure B.1c,e). I-V characteristics measured with and without light were
all highly linear (figure B.1d), indicating Ohmic-type metal-oxide contacts instead of Schottkytype junctions281,282. The measured photovoltage signal was positive near the anode electrode and
negative near the cathode, which means that the photocurrent was carried by either electrons
flowing from metal to oxide or holes in the opposite direction.
Interestingly, significant photovoltages could also be generated at metal-oxide junctions
without written 2DEG channels (figure B.2). However, the spatial distributions of such signals
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were distinct from the case where the 2DEG was present. When an electrode was not connected
by any 2DEG structure (figure B.2b), scanning photovoltage signals were found to be uniformly
distributed inside the metal film region that had direct contact with the interfacial STO layers. In
contrast, when the electrode was connected to 2DEG, the scanning photovoltage signal became
more localized to the electrode corner where the 2DEG channel connected (figure B.2c). In both
cases, photovoltages could only be generated when the interior regions of the nontransparent metal
contacts were illuminated. Thus, it is more likely that the photoexcitations in the gap-less metal
films, rather than in the wide-bandgap oxides, are responsible for the infrared light absorption 271.

Figure B.2 Photovoltage generation with & without 2DEG (a) KPFM and scanning optical
reflectance images showing the relative positions of 2DEG channels, ohmic contacts to the
interface (brown dashed lines), and electrode sections on top of LaAlO3 film (white dashed lines).
Scale bar represents 5 µm. (b,c) With the same cathode electrode as marked in (a), scanning
photovoltage images obtained at 6 K when the anode is connected to two different electrodes:
without the 2DEG (b) with the 2DEG channel (c). (d,e) Schematics showing the hot electron
excitation in Au/Ti electrode and subsequent diffusion of carriers at different junctions.
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In addition, the temperature dependences of the photovoltages detected with and without
2DEG channels were also very different as can be seen in figure B.3b. These distinctions suggested
that the two types of photovoltages may have had different origins. The photovoltages generated
at electrodes not connected by 2DEG increased significantly below 100 K. They maximized at the
lowest temperatures (figure B.3b, black). These behaviors closely follow the trend of the interface
electron mobility previously measured279. Together with the band alignment at the metal-insulating
STO junction as illustrated in figure B.2d, the photovoltage generation without 2DEG could be
explained as the following. When photoexcitations occur in the metal electrode, the hot-electrons
with energies above the STO conduction band edge can diffuse into the oxide but the holes are
blocked by the band gap of STO. Such a charge separation process becomes significant at low
temperatures since the enhanced electron mobility tends to increase the electron diffusion length
and suppress the electron-hole recombination. In particular, as STO undergoes the cubic-totetragonal structural phase transition at around 105 K, the energy degeneracy of the three t2g
subbands is lifted283. The increased carrier occupation in the lighter dxy band as comparing to the
heavier dxz, dyz bands can induce a pronounced carrier mobility enhancement in STO279. Such effect
is likely responsible for the photovoltage upturn observed at around 100 K (figure B.3b). The
metal-oxide band alignment induced charge separation mechanism also explains why scanning
photovoltage signals measured in electrode regions that were deposited on top of LAO (figure
B.2b, regions enclosed within white dashed lines) were much weaker than the signal detected in
electrode regions in direct contact with STO (figure B.2b, regions enclosed within brown dashed
lines). When there was a thin LAO layer between the contact metal and STO, the larger bandgap
of LAO forms an additional energy barrier that the hot electrons need to overcome in order to
diffuse away from the holes trapped inside the metal (figure B.2d). For the photoexcited electrons
with energy above STO conduction band edge but below LAO conduction band edge, their only
diffusion pathway was through tunneling. Consequently, the lower rate of electron diffusion at the
metal/oxide interface weakened the charge separation and reduced the photovoltage generation 271.
However, such charge separation mechanism cannot explain the photovoltage generation at
electrodes connected by 2DEG channels. As shown in figure B.2e, the Fermi level in the 2DEG
region is above the conduction band. In that case there is no longer a barrier from the wide bandgap
oxides to prevent hole diffusion from electrode to STO.
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Figure B.3 Temperature dependences of the photovoltage at LAO/STO interfaces (a) Schematic
of infrared PTE voltage generation by 2DEG channel (b) Temperature dependences of the
photovoltages detected at interface contacts with and without 2DEG channel connected. (c)
Simulated distribution of temperature increase caused by laser heating at room temperature when
light is focused at the electrode-2DEG junction. The model considers a measured electrode
reflectance of 96% and a literature reported extinction coefficient of 5.2290. Scale bar represents
3 µm. (d) Light induced temperature increases at the end of the 2DEG channel as a function of the
background sample temperature. Inset: Temperature dependent Seebeck coefficient in the 2DEG
channel calculated from the measured photovoltages and simulated temperature changes.
The thermoelectric effect accounts for the photovoltage generation in the 2DEG case. The
thermoelectric effect

can be greatly enhanced in material systems with reduced

dimensionalities284,285. As the photoexcited hot electrons in the electrode relaxed back to their
ground state, the energy dissipation via electron-phonon and electron-electron scattering produced
a local heating effect. Based on a FEM simulation (figure B.3c), a local heating of T ~2 K could
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be produced at room temperature with the laser focused on the metal electrode. While such
photoheating is rather weak, the giant Seebeck coefficient (S) in the interface 2DEG channel286,287
allows for efficient photovoltage generation through thermoelectric heat conversion273,288,289 (

V  S T ) (figure B.3a). Measured values of the generated photovoltage (ΔV) vs temperature
are shown in figure B.3b. Combined with the FEM simulation for the change in temperature due
to photoheating (ΔT in figure B.3d), the temperature dependent Seebeck coefficient (S) could be
extracted as the ratio -ΔV/ΔT from the thermoelectric heat conversion ( V  S T ) (figure B.3d,
inset). The extracted curve was highly consistent with the literature reported conventional
thermoelectric characterization result286. The great match further supported the PTE nature of the
large photovoltages measured across 2DEG channels.
My colleagues and I were able to demonstrate substantial infrared photovoltage generations at
LAO/STO interfaces with modulation capability. In one case, hot electrons generated in Au/Ti
electrodes could diffuse into the oxides separating electron-hole pairs. Then by utilizing scanning
probe lithography yet again, I was able to induce, erase, and manipulate 2DEG channels to create
a photothermal generation because of the giant Seebeck coefficient. Control over the 2DEG
channels provide the opportunitiy to take advantage of the Seebeck coefficient for spatially
programmable photovoltaics to be incorporated into future optoelectronic devices. LAO/STO is
one more platform example where scanning probe lithography can be used for nano-scale
manipulation to integrate reprogrammable functions into future device architecture.
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