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Abstract
Background
Mathematical models are increasingly being used to evaluate strategies aiming to achieve
the control or elimination of parasitic diseases. Recently, owing to growing realization that
process-oriented models are useful for ecological forecasts only if the biological processes
are well defined, attention has focused on data assimilation as a means to improve the pre-
dictive performance of these models.
Methodology and principal findings
We report on the development of an analytical framework to quantify the relative values of
various longitudinal infection surveillance data collected in field sites undergoing mass drug
administrations (MDAs) for calibrating three lymphatic filariasis (LF) models (EPIFIL, LYM-
FASIM, and TRANSFIL), and for improving their predictions of the required durations of
drug interventions to achieve parasite elimination in endemic populations. The relative infor-
mation contribution of site-specific data collected at the time points proposed by the WHO
monitoring framework was evaluated using model-data updating procedures, and via calcu-
lations of the Shannon information index and weighted variances from the probability distri-
butions of the estimated timelines to parasite extinction made by each model. Results show
that data-informed models provided more precise forecasts of elimination timelines in each
site compared to model-only simulations. Data streams that included year 5 post-MDA
microfilariae (mf) survey data, however, reduced each model’s uncertainty most compared
to data streams containing only baseline and/or post-MDA 3 or longer-term mf survey data
irrespective of MDA coverage, suggesting that data up to this monitoring point may be opti-
mal for informing the present LF models. We show that the improvements observed in the
predictive performance of the best data-informed models may be a function of temporal
changes in inter-parameter interactions. Such best data-informed models may also produce
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more accurate predictions of the durations of drug interventions required to achieve parasite
elimination.
Significance
Knowledge of relative information contributions of model only versus data-informed models
is valuable for improving the usefulness of LF model predictions in management decision
making, learning system dynamics, and for supporting the design of parasite monitoring pro-
grammes. The present results further pinpoint the crucial need for longitudinal infection sur-
veillance data for enhancing the precision and accuracy of model predictions of the
intervention durations required to achieve parasite elimination in an endemic location.
Author summary
Although parasite transmission models offer powerful tools for predicting the impacts of
interventions, there is growing realization that these models can be useful for this purpose
only if their governing biological processes are well defined. Recently, model-data assimi-
lation has been applied to address this problem and improve the performance of process-
oriented models for ecological forecasting. Here, we developed an analytical framework
that allowed the sequential coupling of the three existing lymphatic filariasis (LF) models
with longitudinal infection monitoring data collected in field sites undergoing mass drug
administrations (MDAs) to examine the relative value of such data for parameterizing
these models and for improving their predictions of the required durations of drug inter-
ventions to break parasite transmission. We found that data-informed models provided
more precise and reliable forecasts of elimination timelines in the study sites compared to
model-only predictions, and that data collected up to 5 years post-MDA reduced each
model’s predictive uncertainty most. We also found that this improved performance may
be intriguingly related to temporal changes in system dynamics. Our results underscore
the significance of sequential model-data fusion for enhancing the understanding of LF
transmission dynamics, design of surveillance, and generation of reliable model predic-
tions for management decision making.
Introduction
Mathematical models of parasite transmission, via their capacity for producing dynamical
forecasts or predictions of the likely future states of an infection system, offer an important
tool for guiding the development and evaluation of strategies aiming to control or eliminate
infectious diseases [1–7]. The power of these numerical simulation tools is based uniquely on
their ability to appropriately incorporate the underlying nonlinear and multivariate processes
of pathogen transmission in order to facilitate plausible predictions outside the range of condi-
tions at which these processes are either directly observed or quantified [8–11]. The value of
these tools for guiding policy and management decisions by providing comparative predic-
tions of the outcomes of various strategies for achieving the control or elimination of the
major Neglected Tropical Diseases (NTDs) has been highlighted in a series of recent publica-
tions [8, 11, 12], demonstrating the crucial role these quantitative tools are beginning to play
in advancing policy options for these diseases.
Data assimilation in filarial model predictions
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While these developments underscore the utility of transmission models for supporting
policy development in parasite control, a growing realization is that these models can be useful
for this purpose only if the biological processes are well defined and demographic and environ-
mental stochasticity are either well-characterized or unimportant for meeting the goal of the
policy modelling exercise [9–11, 13–16]. This is because the realized predictability of any
model for a system depends on the initial conditions, parameterizations and process equations
that are utilized in its simulation such that model outcomes are strongly sensitive to the choice
of values used for these variables [17]. Any misspecification of these system attributes will lead
to failure in accurately forecasting the future behaviour of a system, with predictions of actual
future states becoming highly uncertain even when the exact representation of the underlying
deterministic process is well established but precise specification of initial conditions or forc-
ing and/or parameter values is difficult to achieve [17, 18]. This problem becomes even more
intractable when theoretical models depend on parameter estimates taken from other studies
[5, 17, 19]. Both these challenges, viz. sensitivity to forcing conditions and use of parameter
estimates from settings that are different from the dynamical environment in which a model
will be used for simulation, imply that strong limits will be imposed on the realized predictabil-
ity of any given model for an application [9, 10, 20]. As we have shown recently, if such uncer-
tainties are ignored, the ability of parasite transmission models to form the scientific basis for
management decisions can be severely undermined, especially when predictions are required
over long time frames and across heterogeneous geographic locations [4, 5, 7].
These inherent difficulties with using an idealized model for producing predictions to
guide management have led to consideration of data-driven modelling procedures that allow
the use of information contained within observations to improve specification and hence the
predictive performance of process-based models [9, 10, 14, 21–23]. Such approaches, termed
model-data fusion or data assimilation methods, act by combining models with various data
streams (including observations made at different spatial or temporal scales) in a statistically
rigorous way to inform initial conditions, constrain model parameters and system states, and
quantify model errors. The result is the discovery of models that can more adequately capture
the prevailing system dynamics in a site, an outcome which in turn has been shown to result in
the making of significantly improved predictions for management decision making [9, 10, 14,
24]. Initially used in geophysics and weather forecasting, these methods are also beginning to
be applied in ecological modelling, including more recently in the case of infectious disease
modelling [9, 10]. In the latter case, the approach has shown that it can reliably constrain a dis-
ease transmission model during simulation to yield results that approximate epidemiological
reality as closely as possible, and as a consequence improve the accuracy of forecasts of the
response of a pathogen system exposed to various control efforts [4–7, 21, 25–27].
More recently, attention has also focused on the notion that a model essentially represents a
conditional proposition, i.e. that running a model in a predictive mode presupposes that the
driving forces of the system will remain within the bounds of the model conceptualization or
specification [28]. If these driving forces were to change, then it follows that even a model
well-calibrated to a given historical dataset will fail. New developments in longitudinal data
assimilation can mitigate this problem of potential time variation of parameters via the recur-
sive adjustment of the model by assimilation of data obtained through time [22, 29, 30]. Apart
from allowing assessment of whether stasis bias may occur in model predictions, such sequen-
tial model calibration with time-varying data can also be useful for quantifying the utility of
the next measurement in maximizing the information gained from all measurements together
[31]. Carrying out such longitudinal model-data analysis has thus the potential for providing
information to improve the efficiency and cost-effectiveness of data monitoring campaigns
[24, 31–33], along with facilitating more reliable model forecasts.
Data assimilation in filarial model predictions
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A key question, however, is evaluating which longitudinal data streams provide the most
information to improve model performance [33]. Indeed, it is possible that from a modelling
perspective using more data may not always lead to a better-constrained model [34]. This sug-
gests that addressing this question is not only relevant to model developers, who need observa-
tional data to improve, constrain, and test models, but also for disease managers working on
the design of disease surveillance plans. At a more philosophical level, we contend that these
questions have implications for how current longitudinal monitoring data from parasite con-
trol programmes can best be exploited both scientifically and in management [31]. Specifically,
we suggest that these surveillance data need to be analysed using models in a manner that
allows the extraction of maximal information about the monitored dynamical systems so that
this can be used to better guide both the collection of such data as well as the provision of
more precise estimates of the system state for use in making state-dependent decisions [2, 35–
37]. Currently, parasite control programmes use infection monitoring data largely from senti-
nel sites primarily to determine if an often arbitrarily set target is met [3]. Little consideration
is given to whether these data could also be used to learn about the underlying transmission
dynamics of the parasitic system, or how such learning can be effectively used by management
to make better decisions regarding the interventions required in a setting to meet stated goals
[2, 4].
Here, we develop an analytical framework to investigate the value of using longitudinal LF
infection data for improving predictions of the durations of drug interventions required for
achieving LF elimination by coupling data collected during mass drug interventions (MDAs)
carried out in three example field sites to three existing state-of-the-art lymphatic filariasis
(LF) models [4, 6, 21, 38–43]. To be managerially relevant to current WHO-specified LF inter-
vention surveillance efforts, we evaluated the usefulness of infection data collected in these
sites at the time points proposed by the WHO monitoring framework in carrying out the pres-
ent assessment [44]. This was specifically performed by ranking these different infection sur-
veillance data streams according to the incremental information gain that each stream
provided for reducing the prediction uncertainty of each model.
Methods
Data
Longitudinal pre- and post-infection and MDA data from representative sites located in each
of the three major regions endemic for LF (Africa, India, and Papua New Guinea (PNG)) were
assembled from the published literature for use in constraining the LF models employed in
this study. The three sites (Kirare, Tanzania, Alagramam, India, and Peneng, PNG) were
selected on the basis that each represents the average endemic transmission conditions (aver-
age level of infection, transmitting mosquito genus) of each of these three major extant LF
regions, while providing details on the required model inputs and data for conducting this
study. These data inputs encompassed information on the annual biting rate (ABR) and domi-
nant mosquito genus, as well as MDA intervention details, including the relevant drug regi-
men, time and population coverage of MDA, and times and results of the conducted
microfilaria (mf) prevalence surveys (Table 1). Note each site also provided these infection and
MDA data at the time points pertinent to the existing WHO guidelines for conducting LF
monitoring surveys during a MDA programme [44], which additionally, as pointed out above,
allowed the assessment of the value of such infection data both for supporting effective model
calibration and for producing more reliable intervention forecasts.
Data assimilation in filarial model predictions
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The models
The three existing LF models employed for this study included EPIFIL, a deterministic Monte
Carlo population-based model, and LYMFASIM and TRANSFIL, which are both stochastic,
individual-based models. All three models simulate LF transmission in a population by
accounting for key biological and intervention processes such as impacts of vector density, the
life cycle of the parasite, age-dependent exposure, density-dependent transmission processes,
infection aggregation, and the effects of drug treatments as well as vector control [4, 21, 38–40,
42, 43, 49]. Although the three models structurally follow a basic coupled immigration-death
model formulation, they differ in implementation (e.g. from individual to population-based),
the total number of parameters included, and the way biological and intervention processes
are mathematically incorporated and parameterized. The three models have been compared in
recent work [8, 12], with full details of the implementation and simulation procedures for each
Table 1. Annual mf prevalence survey and MDA data for three LF endemic sites.
Village Kirare, Tanzania [45] Alagramam, India [46] Peneng, PNG [6]
Regimen
(efficacya)
IVM+ALB
(99/9)
DEC
(90/3)
DEC+IVM
(99/9)
Mosquito Genus Anophelesb Culex Anopheles
ABRc 2090b 20000 [47] 8194
Year (Survey/
MDA)d
Mf Prev
(No.
sampled)
Total Population
MDA Cov.f
Yeard Mf Prev
(No.
sampledg)
Total Population
MDA Cov.
Yeard Mf Prev
(No.
sampled)
Total Population
MDA Cov.
Pre-treatment Sept 2004/
Oct 2004
26.1% (471) 72% Nov
1994
17.2% (230) 48%h 1994 66.7% (63) 50%
Mid-treatment
(Post-MDA 1–4)
Jan 2006/ Feb
2006
20.8% (461) 70% May
1995
18.5% (230) 48%h 1995 61.5% (65) 78%
Jan 2007/
May 2007
15.8% (438) 62% Aug
1996
14.5% (230) 48%h 1996 20.5% (88) 75%
Oct 2008/ Feb
2009
12.9% (302) 59% Nov
1997
11.8% (230) 48%h 1997 13.5% (89) 68%
Oct 2009/
Nov 2009
5.0% (259) 76% Feb
1999
12.2% (230) 48%h 1998 5.4% (92) 72%
Late-treatment
(Post-MDA 5+)
Nov 2010/
Dec 2010
4.4% (400)e 60% April
2000
4.9% (230) 48%h 1999 3.7% (109) -
Nov 2011 2.7% (393)e - April
2001
4.2% (230) - - - -
aDrug efficacy assumptions are listed as instantaneous mf kill rate/duration of sterilization in months [1]
bTransmission in Kirare is by both Anopheles and Culex mosquitoes, but models based on the dominant species (Anopheles) were used in this study. The ABR
represents the combined biting rate [45].
cIn the model simulations, the allowed ABR range was informed by the observed ABRs reported here.
dThe “Mf Prev” columns denote the prevalence for a given year which was surveyed right before the MDA given in that year at the coverage reported in the column
“MDA Cov”. Some mid-treatment surveys in Kirare, Tanazania do not follow this pattern exactly, so for that site the time of the mf survey and the time of the treatment
of that year are given explicitly. The survey and MDA times are reflected in the model simulations.
eThe number tested represented those tested for CFA. Only those positive for CFA were tested for mf. The expected number of mf positives in the total sample were
calculated as [number positive for CFA]x[number positive for mf]/[number of CFA positives examined for mf] as given in [45].
fThe total coverage was calculated using annual population sizes and coverage of the eligible population ( 5 years old) given in [45] and the fraction of individuals  5
years old calculated from [48].
gThe number of individuals sampled is reported as a random 7% of households which we assume here to represent 7% of the total population.
hMDA coverage reported as ranging between 50–71% of the eligible population throughout the programme in [46]. The average total population coverage calculated as
[average coverage]x[proportion of the population eligible for treatment] based on figures given in [46] was modelled.
https://doi.org/10.1371/journal.pntd.0006674.t001
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individual model also described [6, 8, 12, 21, 39, 42, 43, 49, 50]. Individual model parameters
and fitting procedures specific to this work are given in detail in S1 Supplementary
Information.
Longitudinal data assimilation procedures
We used longitudinal data assimilation methods to sequentially calibrate the three LF models
with the investigated surveillance data such that parameter estimates and model predictions
reflect not only the information contained in the baseline but also follow-up data points. The
available mf prevalence data from each site were arranged into four different temporal data
streams to imitate the current WHO guidelines regarding the time points for conducting mon-
itoring surveys during an MDA programme. This protocol proposes that infection data be col-
lected in sentinel sites before the first round of MDA to establish baseline conditions, no
sooner than 6 months following the third round of MDA, and no sooner than 6 months fol-
lowing the fifth MDA to assess whether transmission has been interrupted (defined as reduc-
tion of mf prevalence to below 1% in a population) [44, 51]. Thus, the four data streams
considered for investigating the value of information gained from each survey were respec-
tively: scenario 1—baseline mf prevalence data only, scenario 2—baseline and post-MDA 3 mf
prevalence data, scenario 3—baseline, post-MDA 3, and post-MDA 5 mf prevalence data, and
scenario 4—baseline and post-MDA 5 mf prevalence data. In addition to these four data
streams, a fifth model-only scenario (scenario 0) was also considered where no site-specific
data was introduced. In this case, simulations of interventions were performed using only
model-specific parameter and ABR priors estimated for each region.
The first step for all models during the data assimilation exercises reported here was to ini-
tially simulate the baseline infection conditions in each site using a large number of samples
(100,000 for EPIFIL and TRANSFIL, and 10,000–30,000 for LYMFASIM) randomly selected
from the parameter priors deployed by each model. The number of parameters which were left
free to be fitted to these data by each model range from 3 (LYMFASIM and TRANSFIL) to 21
(EPIFIL). The ABR, a key transmission parameter in all three models, was also left as a free
parameter whose distribution was influenced by the observed ABR (Table 1) and/or by fits to
previous region-specific datasets (see S1 Supplementary Information for model-specific imple-
mentations). The subsequent steps used to incorporate longitudinal infection data into the
model calibration procedure varied among the models, but in all cases the goodness-of-fit of
the model outputs for the site-specific mf prevalence data was assessed using the chi-square
metric (α = 0.05) [52].
EPIFIL used a sequential model updating procedure to iteratively modify the parameters
with the introduction of each subsequent follow up data point through time [6]. This process
uses parameter estimates from model fits to previous data as priors for the simulation of the
next data which are successively updated with the introduction of each new observation, thus
providing a flexible framework by which to constrain a model using newly available data. Fig 1
summarizes the iterative algorithm used for conducting this sequential model-data assimila-
tion exercise [6]. LYMFASIM and TRANSFIL, by contrast, included all the data in each inves-
tigated stream together for selecting the best-fitting models for each time series–i.e. model
selection for each data series was based on using all relevant observations simultaneously in
the fitting process [30, 53, 54]. Although a limitation of this batch estimation approach is that
the posterior probability of each model is fixed for the whole simulation period, unlike the
case in sequential data assimilation where a restricted set of parameters is exposed to each
observation (as a result of parameter constraining by data used in the previous time step)–
which thereby yields models that give better predictions for different portions of the
Data assimilation in filarial model predictions
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underlying temporal process—here we use both methods to include and assess the impact that
this implementation difference may have on the results presented below. For all models, the
final updated parameter estimates from each data stream were used to simulate the impact of
observed MDA rounds and for predicting the impact of continued MDA to estimate how
many years were required to achieve 1% mf prevalence.
Intervention modelling
Interventions were modelled by using the updated parameter vectors or models selected from
each scenario for simulating the impact of the reported as well as hypothetical future MDA
rounds on the number of years required to reduce the observed baseline LF prevalence in each
site to below the WHO transmission threshold of 1% mf prevalence [44]. When simulating
these interventions, the observed MDA times, regimens, and coverages followed in each site
were used (Table 1), while MDA was assumed to target all residents aged 5 years and above.
For making mf prevalence forecasts beyond the observations made in each site, MDA simula-
tions were extended for a total of 50 annual rounds in each site at an assumed coverage of 65%.
While the drug-induced mf kill rate and the duration of adult worm sterilization were fixed
among the models (Table 1), the worm kill rate was left as a free parameter to be estimated
from post-intervention data to account for the uncertainty in this drug efficacy parameter [4,
7, 21]. The number of years of MDA required to achieve the threshold of 1% mf prevalence
was calculated from model forecasts of changes in mf prevalence due to MDA for each model-
data fusion scenario.
Information contribution of model and data
The predictions from each model regarding timelines to achieve 1% mf for each fitting sce-
nario were used to determine the information gained from each data stream compared to the
Fig 1. Schematic diagram showing the sequential fitting procedure for updating models and predictions by incorporating longitudinal data. In all scenarios,
the initial EPIFIL models were initialized with parameter priors and a chi-square fitting criterion was applied to select those models which represent the baseline mf
prevalence data sufficiently well (α = 0.05). The accepted models were then used to simulate the impact of interventions on mf prevalence. The chi-square fitting
criterion was sequentially applied to refine the selection of models according to the post-MDA mf prevalence data included in the fitting scenario. The fitted
parameters from selection of acceptable models at each data point were used to predict timelines to achieve 1% mf prevalence. The scenarios noted in the blue boxes
indicate the final relevant updating step before using the fitted parameters to predict timelines to achieve 1% mf in that data fitting scenario.
https://doi.org/10.1371/journal.pntd.0006674.g001
Data assimilation in filarial model predictions
PLOS Neglected Tropical Diseases | https://doi.org/10.1371/journal.pntd.0006674 October 8, 2018 7 / 26
information attributable to the model itself [14, 33, 55]. The relative information gained from
a particular data stream was calculated as Id = Hm—Hmd where H measures the entropy or
uncertainty associated with a random variable, Hm denotes predictions from the model-only
scenario (scenario 0) which essentially represents the impact of prior knowledge of the system,
and Hmd signifies predictions from each of the four model-data scenarios (i.e. scenarios 1–4).
The values of Id for each data scenario or stream were compared in a site to infer which survey
data are most useful for reducing model uncertainty. The Shannon information index was
used to measure entropy, H, as follows: H ¼  
Pm
i¼1 pðxiÞlog2pðxiÞ, where p(xi) is the discrete
probability density function (PDF) of the number of years of MDA predicted by each fitted
model to reach 1% mf, and is estimated from a histogram of the respective model predictions
for m bins (of equal width in the range between the minimum and maximum values of the
PDFs) [14, 56].
To statistically compare two entropy values, a permutation test using the differential Shannon
entropy (DSE) was performed [57]. DSE is defined as |H1—H2| where H1 was calculated from the
distribution of timelines to achieve 1% mf for a given scenario, y1, and H2 was calculated from the
distribution of timelines to achieve 1% mf for a different scenario, y2. The list of elements in y1
and y2 were combined into a single list of size y1 + y2 and the list was permuted 20,000 times. DSE
was then recalculated each time by calculating a new H1 from the first y1 elements and a new H2
from the last y2 elements from each permutation, from which p-values may be quantified as the
proportion of all recalculated DSEs that were greater than the original DSE.
Weighting model predictions
Model predictions of the mean and variance in timelines to LF elimination were weighted accord-
ing to the frequencies by which predictions occurred in a group of simulations. In general, if D1,
D2,. . .,Dn are data points (model predictions in the present case) that occur in an ensemble of
simulations with different weights or frequencies W1,W2,. . .,Wn, then the weighted mean,
Wmean, =
Xn
i¼1
Wi
Di
Xn
i¼1
Wi
, while the weighted variance, Wvariance, =
Xn
i¼1
Wi
ðDi   WmeanÞ
2
ðn0   1Þ
Xn
i¼1
Wi
n0
Here, n is the number of data points and n0 is the number of non-zero weights. In this study, the
weighted variance of the distributions of predicted timelines to achieve 1% mf prevalence was cal-
culated to provide a measure of the precision of model predictions in addition to the entropy mea-
sure, H. A similar weighting scheme was also used to pool the timeline predictions of all three
models. Here, predictions made by each of the three models for each data scenario were weighted
as above, and a composite weighted 95% percentile interval for the pooled predictions was calcu-
lated for each data stream. This was done by first computing the weighted percentiles for the com-
bined model simulations from which the pooled 2.5th and 97.5th percentile values were quantified.
The Matlab function, wprctile, was used to carry out this calculation.
Parameter constraints and interactions
The extent by which parameter constraints are achieved through the coupling of models with
data was evaluated to determine if improvements in such constraints by the use of additional
data may lead to reduced model prediction uncertainty [33]. Parameter constraint was calcu-
lated as the ratio of the mean standard deviation of all fitted parameter distributions to the
mean standard deviation of all prior parameter distributions. A ratio of less than one indicates
the fitted parameter space is more constrained than the prior parameter space [33]. This
Data assimilation in filarial model predictions
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assessment was carried out using the EPIFIL model only. In addition, pairwise parameter cor-
relations were also evaluated to assess whether the sign, magnitude, and significance of these
correlations changed by scenario to determine if using additional data might alter these inter-
actions to better constrain a model. For this assessment, Spearman’s correlation coefficients
and p-values testing the hypothesis of no correlation against the alternative of correlation were
calculated, and the exercise was run using the estimated parameters from the EPIFIL model.
Sensitivity analyses
EPIFIL was used to conduct a sensitivity analysis investigating whether the trend in relative
information gained by coupling the model with longitudinal data was dependent on the inter-
ventions simulated. The same series of simulations (for three LF endemic sites and five fitting
scenarios) were completed with the extended MDA coverage beyond the observations given in
Table 1 set here at 80% instead of 65% to represent an optimal control strategy. As before, the
timelines to reach 1% mf prevalence in each fitting scenario were calculated and used to deter-
mine which data stream provided the model with the greatest gain of information. The results
were compared to the original series of simulations to assess whether the trends are robust to
changes in the intervention coverages simulated.
EPIFIL was also used to perform another sensitivity analysis expanding the number of data
streams to investigate if the WHO monitoring scheme is adequate for informing the making of
reliable model-based predictions of timelines for achieving LF elimination. To perform this
sensitivity analysis, pre- and post-MDA data from Villupuram district, India that provide
extended data points (viz. scenario 1–4 as previously defined, plus scenario 5—baseline, post-
MDA 3, post-MDA 5, and post-MDA 7 mf prevalence data, and scenario 6—baseline, post-
MDA 3, post-MDA 5, post-MDA 7, and post-MDA 9 mf prevalence) were assembled from the
published literature [47, 58]. The timelines to reach 1% mf prevalence and the entropy for each
of these additional scenarios were calculated to determine whether additional data streams
over those recommended by WHO are required for achieving more reliable model constraints,
which among these data might be considered as compulsory, and which might be optional for
supporting predictions of elimination.
Statistical analyses
Differences in predicted medians, weighted variances and entropy values between data scenar-
ios, models and sites were statistically evaluated using Kruskall-Wallis tests for equal medians,
F-tests for equality of variance, and DSE permutation tests, respectively. P-values for assessing
significance for all pairwise tests were obtained using the Benjamini-Hochberg procedure for
controlling the false discovery rate, i.e. for protecting against the likelihood of obtaining false
positive results when carrying out multiple testing [59].
Results
Assessing the benefit of longitudinal monitoring data for modelling LF
elimination
Here, our goal was twofold. First, to determine if data are required to improve the predictabil-
ity of intervention forecasts by the present LF models in comparison with the use of theoretical
models only, and second, to evaluate the benefit of using different longitudinal streams of mf
survey data for calibrating the three models in order to determine which data stream was most
informative for reducing the uncertainty in model predictions in a site. Table 2 summarises
the key results from our investigation of these questions: these are the number of accepted
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best-fitting models for each data stream or scenario in the three study sites (Table 1), the pre-
dicted median and range (2.5th-97.5th percentiles) in years to achieve the mf threshold of 1%
mf prevalence, the weighted variance and entropy values based on these predictions, and the
relative information gained (in terms of reduced prediction uncertainty) by the use of longitu-
dinal data for constraining the projections of each of the three LF models investigated. Even
though the number of selected best-fit models based on the chi-square criterion (see Methods)
differed for each site and model, these results indicate unequivocally that models constrained
by data provided significantly more precise intervention predictions compared to model-only
predictions (Table 2). Note that this was also irrespective of the two types of longitudinal data
assimilation procedures (sequential vs. simultaneous) used by the different models in this
study. Thus, for all models and sites, model-only predictions made in the absence of data (sce-
nario 0) showed the highest prediction uncertainty, highlighting the need for data to improve
the predictive performance of the present models. The relative information gained by using
each data stream in comparison to model-only predictions further support this finding, with
the best gains in reducing model prediction uncertainty provided by those data constraining
scenarios that gave the lowest weighted variance and entropy values; as much as 92% to 96%
reductions in prediction variance were achieved by these scenarios in comparison to model-
only predictions between the three models (Table 2). The results also show, however, that data
streams including post-MDA 5 mf survey data (scenarios 3 and 4) reduced model uncertainty
(based on both the variance and entropy measures) most compared to data streams containing
only baseline and/or post-MDA 3 mf survey data (scenarios 1 and 2) (Table 2). Although there
were differences between the three models (due to implementation differences either in how
the models are run (Monte Carlo deterministic vs. individual-based) or in relation to how the
present data were assimilated (see above)), overall, scenario 3, which includes baseline, post-
MDA 3, and post-MDA 5 data, was shown to most often reduce model uncertainty the great-
est. Additionally, there was no statistical difference between the performances of scenarios 3
and 4 in those cases where scenario 4 resulted in the greatest gain of information (Table 2). It
is also noticeable that the best constraining data stream for each combination of site and
model also produced as expected the lowest range in predictions of the numbers of years of
annual MDA required to achieve the 1% mf prevalence in each site, with the widest ranges esti-
mated for model-only predictions (scenario 0) and the shorter data streams (scenario 1). In
general, this constriction in predictions also led to lower estimates of the median times to
achieve LF elimination, although this varied between models and sites (Table 2).
Inter-and pooled model performance
The change in the distributions of predicted timelines to LF elimination without and with
model constraining by the different longitudinal data streams is illustrated in Fig 2 for the Kir-
are site (see S2 Supplementary Information for results obtained for the other two study villages
investigated here). The results illustrate that both the location and length of the tail of the pre-
diction distributions can change as models are constrained with increasing lengths of longitu-
dinal data, with inclusion of post-MDA 5 mf survey data consistently producing a narrower or
sharper range of predictions compared to when this survey point is excluded.
Fig 3 compares the uncertainty in predictions of timelines to achieve elimination made by
each of the three models without (scenario 0) and via their constraining by the data streams
providing the lowest prediction entropy for each of the models per site. Note that variations in
scenario 0 predictions among the three models directly reflect the different model structures,
parameterizations, and the presence (or absence) of stochastic elements. The boxplots in the
figure, however, show that for all three sites and models, calibration of each model by data
Data assimilation in filarial model predictions
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Table 2. Model predictions of timelines to achieve 1% mf prevalence and corresponding information metrics.
Model Site Scenario# No. of accepted models Median no. of years
(2.5th-97.5th percentiles) (significance )
Weighted variance (significance ) Entropy
(significance )
Relative
information
gained by data (%)+
EPIFIL Kirare 0 865 9 (6–19)1,2,3,4 14.711,2,3,4 3.511,2,3,4 -
1 829 8 (6–17)0,2,3,4 10.370,3,4 3.130,2,3,4 12.06
2 117 14 (11–21)0,1 8.660,4 3.270,1,4 6.84
3 105 14 (11–18)0,1 5.820,1 3.060,1,4 12.82
4 175 12 (10–18)0,1 5.730,1,2 2.920,1,2,3 16.81
Alagramam 0 15098 10 (7–23)1,2,3,4 19.621,2,3,4 3.691,2,3,4 -
1 16410 9 (7–21) 0,2,3,4 14.350,3,4 3.530,2,3,4 4.34
2 11026 11 (8–22)
0,2,3,4
14.44
0,3,4
3.59
0,1,3,4
2.71
3 10351 11 (8–19)0,1,2,4 9.600,1,2,4 3.380,1,2,4 8.4
4 15735 9 (7–18)0,1,2,3 10.030,1,2,3 3.360,1,2,3 8.94
Peneng 0 4610 12 (6–29)1,2,3,4 38.241,2,3,4 4.291,2,3,4 -
1 4255 10 (6–25)0,2,3,4 26.920,2,3,4 4.020,2,3,4 6.29
2 2714 10 (7–17)0,1,3,4 8.370,1,3,4 3.290,1,3,4 23.31
3 2172 9 (7–12)0,1,2,4 3.040,1,2,4 2.640,1,2,4 38.46
4 2728 8 (6–12)0,1,2,3 3.860,1,2,3 2.80,1,2,3 34.73
LYMFASIM Kirare 0 6471 11 (7–28)1,2 35.311,2,3,4 4.192,3,4 -
1 901 10 (6–34)0,2 50.910,2,3,4 4.202,3,4 -0.24
2 363 13 (10–20)0,1,3,4 9.500,3,4 3.310,1,3,4 21.00
3 224 11 (9–14)2 1.870,1,2 2.390,1,2 42.96
4 245 11 (9–14)2 2.020,1,2 2.410,1,2 42.48
Alagramam 0 6903 12 (9–21)1,2,3,4 15.461,2,3,4 3.383,4 -
1 2906 11 (9–22)0,2,3,4 20.440,3,4 3.373,4 0.30
2 2148 13 (10–24)0,1,3,4 22.380,3,4 3.453,4 -2.07
3 1966 12 (10–19)0,1,2,4 11.110,1,2,4 2.870,1,2 15.09
4 2790 11 (9–17)0,1,2,3 7.370,1,2,3 2.800,1,2 17.16
Peneng 0 4195 12 (7–26)2,3,4 32.022,3,4 4.262,3,4 -
1 3772 12 (6–26)2,3,4 30.862,3,4 4.242,3,4 0.47
2 1531 10 (7–13)0,1 2.220,1 2.530,1 40.61
3 1581 10 (8–13)0,1 2.190,1 2.530.1 40.61
4 1655 10 (7–13)0,1 2.330,1 2.560,1 39.91
TRANSFIL Kirare 0 6866 13 (7–43)1,2,3,4 81.781,2,3,4 4.661,2,3,4 -
1 17625 11 (7–27)0,2 32.620.2,3,4 4.000,2,3,4 14.16
2 6414 13 (10–26)0,1,3,4 22.260,1,3,4 3.500,1,3,4 24.89
3 2108 11 (9–15)2 3.190,1,2,4 2.560,1,2,4 45.06
4 5405 11 (9–15)2 2.830,1,2,3 2.540.1,2,3 45.49
Alagramam 0 9666 15 (9–42)2,3,4 72.861,2,3,4 4.601,2,3,4 -
1 9109 15 (9–50)2,3,4 155.570,3,4 4.520,2,3,4 1.74
2 5555 18 (11–50)0,1,3,4 146.860,3,4 4.590,1,3,4 0.22
3 528 12 (11–15)0,1,2 4.460,1,2,4 2.020,1,2,4 56.09
4 383 11 (10–15)0,1,2 5.330,1,2,3 2.460,1,2,3 46.52
Peneng 0 7014 21 (8–48)1,2,3,4 100.371,2,3,4 5.161,2,3,4 -
1 55425 16 (7–41)0,2,3,4 70.430,2,3,4 4.810.2,3,4 6.78
2 8892 10 (6–22)0,1,3,4 15.990,1,3,4 3.770,1,3,4 26.94
3 7018 11 (7–22)0,1,2,4 14.540,1,2 3.620,1,2,4 29.84
4 13922 11 (7–22)0,1,2,3 14.990,1,2 3.700,1,2,3 28.29
The lowest entropy scenario for each site is bolded and shaded grey. Additional scenarios shaded grey are not significantly different from the lowest entropy scenario.
#Scenario 0: model-only; Scenario 1: baseline data; Scenario 2: baseline + post-MDA 3 data; Scenario 3: baseline + post-MDA 3 + post-MDA 5 data; Scenario 4: baseline
+ post-MDA 5 data
For each pair of scenarios, pairwise F-tests for equality of variance were performed to compare the weighted variance, differential Shannon entropy tests were
performed to compare the entropy, and Kruskal-Wallis multiple comparison tests were performed to compare medians. Pairwise significance is represented by
reporting those scenarios which are statistically significantly different from each other by numbers (0–4) as superscripts. For example, the weighted variance for scenario
0 for Kirare has the superscript numbers (1–4) to indicate that the weighted variance for scenario 0 is significantly different from the weighted variance for scenarios
1–4. Significance was determined using the Benjamini-Hochberg procedure for controlling the false discovery rate (q = 0.05) in all pairwise statistical tests.
+information gained by each data stream (scenario 1–4) are presented in comparison to the information contained in the model-only simulation (scenario 0)
https://doi.org/10.1371/journal.pntd.0006674.t002
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greatly reduces the uncertainty in predictions of the years of annual MDA required to elimi-
nate LF compared to model-only predictions, with the data streams producing the lowest
entropy for simulations in each site significantly improving the precision of these predictions
(Table 2). This gain in precision, and thus the information gained using these data streams, is,
as expected, greater for the stochastic LYMFASIM and TRANSFIL models compared to the
deterministic EPIFIL model. Note also that even though the ranges in predictions of the
annual MDA years required to eliminate LF by the data streams providing the lowest predic-
tion entropy differed statistically between the three models, the values overlapped markedly
(e.g. for Kirare the ranges are 10–18, 9–14, 9–15 for EPIFIL, LYMFASIM and TRANSFIL
Fig 2. Comparison of the distributions of predicted timelines to LF elimination from the three models for Kirare, Tanzania. This visual
comparison shows that the predictions coming from the model-only simulations (scenario 0) have the widest spread in their distributions
for all three models compared to model predictions obtained via constraining using subsequent data scenarios. Pairwise Kolmogorov-
Smirnov tests for equal distributions were performed on the results from each model to evaluate whether updating the models with
sequential data changed the distribution of predictions. Significance was determined using the Benjamini-Hochberg procedure for
controlling the false discovery rate (q = 0.05). Apart from scenarios 2 and 3 for EPIFIL and scenarios 3 and 4 for LYMFASIM, all
distributions were significantly different from one another (see S2 Supplementary Information for results from the villages of Alagramam
and Peneng).
https://doi.org/10.1371/journal.pntd.0006674.g002
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respectively), suggesting the occurrence of a similar constraining of predictive behaviour
among the three models.
To investigate this potential for a differential model effect, we further pooled the predictions
from all three models for all the data scenarios and evaluated the value of each investigated
data stream for improving their combined predictive ability. The weighted 95% percentile
intervals from the pooled predictions were used for carrying out this assessment. The results
are depicted in Fig 4 and indicate that, as for the individual model predictions, uncertainty in
the collective predictions by the three LF models for the required number of years to eliminate
LF using annual MDA in each site may be reduced by model calibration to data, with the lon-
gitudinal mf prevalence data collected during the later monitoring periods (scenarios 3 and 4)
contributing most to improving the multi-model predictions for each site.
Fig 3. Comparison of model-predicted timelines from model-only simulations and the lowest entropy simulations in each site. The boxplots show
that by calibrating the models to data streams, more precise predictions are able to be made regarding timelines to achieve 1% mf prevalence across all
models and sites. The results of pairwise F-tests for variance, performed to compare the weighted variance in timelines to achieve 1% mf prevalence
between model-only simulations (scenario 0) and the lowest entropy simulations (best scenario) (see Table 2), show that the predictions for the best
scenarios are significantly different from the predictions for the model-only simulations. Significance was determined using the Benjamini-Hochberg
procedure for controlling the false discovery rate (q = 0.05). For EPIFIL, LYMFASIM and TRANSFIL, the best scenarios are scenarios 4, 3, and 4 for
Kirare, scenarios 4, 4, and 3 for Alagramam, and scenarios 3, 3, and 3 for Peneng, respectively.
https://doi.org/10.1371/journal.pntd.0006674.g003
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Parameter constraints and interactions
We attempted to investigate if model uncertainty in predictions by the use of longitudinal data
was a direct function of parameter constraining by the addition of data. Given the similarity in
outcomes of each model, we remark on the results from the fits of the technically easier to run
EPIFIL model to evaluate this possibility here. The assessment of the parameter space con-
straint achieved through the inclusion of data was made by determining if the fitted parameter
distributions for the model became reduced in comparison with priors as data streams were
added to the system [33]. The exercise showed that the size of the estimated parameter distri-
butions reduced with addition of data, with even scenario 1 data producing reductions for Kir-
are and Peneng (Fig 5). In the case of Alagramam, however, there was very little, if any,
constraint in the fitted parameter space compared to the prior parameter space. This result,
together with the fact that even using all the data in Kirare and Peneng produced up to only
between 2.5 to 5% reductions in fitted parameter distributions when compared to the priors,
indicate that the observed model prediction uncertainty in this study may be due to other com-
plex factors connected with model parameterization. Table 3 provides the results of an analysis
of pairwise parameter correlations of the selected best-fitting models for data scenario 1 com-
pared to those selected by the data stream that gave the best reduction in EPIFIL prediction
uncertainty for Alagramam (scenario 3). These results show that while the parameter space
was not being constrained with the addition of more data, the pattern of parameter correla-
tions changed in a complex manner between the two constraining data sets. For example,
although the number of significantly correlated parameters did not differ, the magnitude and
direction of parameter correlations were shown to change between the two data scenarios
(Table 3). The corresponding results for Kirare and Peneng are shown in S3 Supplementary
Information, and indicate that a broadly similar pattern of changes in parameter associations
also occurred as a result of model calibration to the sequential data measured from those sites.
Fig 4. Pooled predictions of the timelines to reach 1% mf from three LF models. The shaded regions show the weighted 95% percentile
interval from the composite predictions of all three models of the timelines required to cross the WHO 1% elimination threshold for all five
scenarios. The black dots indicate upper and lower bounds (weighted 2.5th and 97.5th percentiles) of the composite predictions from all three
models for each scenario. The range of predictions is tightest when the models were constrained with data from scenarios 3 and 4.
https://doi.org/10.1371/journal.pntd.0006674.g004
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This suggests that this outcome may constitute a general phenomenon at least with regards to
the sequential constraining of EPIFIL using longitudinal mf prevalence data. An intriguing
finding (from all three data settings) is that the most sensitive parameters in this regard, i.e.
with respect to altered strengths in pairwise parameter correlations, may be those representing
the relationship of various components of host immunity with different transmission pro-
cesses, including with adult worm mortality, rates of production and survival of mf, larval
development rates in the mosquito vector and infection aggregation (Table 3). This suggests
that, as more constraining data are added, changes in the multidimensional parameter rela-
tionships related to host immunity could contribute to the sequential reductions in the LF
model predictive uncertainty observed in this study.
Contributions of MDA coverage and length of monitoring data to model
uncertainty
The LF elimination timeline predictions used above were based on modelling the impacts of
annual MDA given the reported coverages in each site followed by an assumed standard cover-
age for making longer term predictions (see Methods). This raises the question as to whether
the differences detected in the case of the best constraining data stream between the present
study sites and between models (Table 2) could be a function of the simulated MDA coverages
in each site. To investigate this possibility, we used EPIFIL to model the outcome of changing
the assumed MDA coverage in each site on the corresponding entropy and information gain
Fig 5. Parameter constraint achieved through the coupling of EPIFIL with data. Overall parameter constraint was
measured as the ratio of the mean standard deviation of the fitted parameter distributions to that of the prior
parameter distributions. Values< 1 indicate that the fitted parameter space was constrained compared to the prior
parameter space. The results show that the fitted parameter space for Kirare and Peneng was more constrained by
calibrating the model to data compared to the model-only scenario, but this was not the case for Alagramam.
https://doi.org/10.1371/journal.pntd.0006674.g005
Data assimilation in filarial model predictions
PLOS Neglected Tropical Diseases | https://doi.org/10.1371/journal.pntd.0006674 October 8, 2018 15 / 26
trends in elimination predictions made from the models calibrated to each of the site-specific
data scenarios/streams investigated here. The results of increasing the assumed coverage of
MDA to 80% for each site are shown in Fig 6 and indicate that the choice of MDA coverage in
this study are unlikely to have significantly influenced the conclusion made above that the best
performing data streams for reducing model uncertainty for predicting LF elimination per-
tains to data scenarios 3 and 4. However, while the model-predicted timelines to achieve the
1% mf prevalence threshold using the observed MDA coverage followed by 80% MDA cover-
age showed that the data stream which most reduced uncertainty did not change from the
impact of using the observed MDA coverage followed by 65% MDA coverage modelled for
Kirare and Peneng (Table 2, Fig 6), this was not the case for Alagramam, where data from sce-
nario 3 with a 80% coverage resulted in the greatest reduction in entropy compared to the orig-
inal results using 65% coverage which indicated that scenario 4 data performed best (Table 2,
Fig 6). Notably, though, the entropy values of predictions using the data scenario 3 and 4 con-
straints were not statistically different for this site (p-value< 0.05) (Fig 6).
EPIFIL was also used to expand the number of calibration scenarios using a dataset with lon-
ger term post-MDA data from Villupuram district, India. This dataset contained two addition
data streams: scenario 5 which included baseline, post-MDA 3, post-MDA 5, and post-MDA 7
mf data, and scenario 6, which included baseline, post-MDA 3, post-MDA 5, post-MDA 7, and
post-MDA 9 mf data. Scenario 6 thus contained the most post-MDA data and was demon-
strated to be the most effective for reducing model uncertainty, but this effect was not statisti-
cally significantly different from the reductions produced by assimilating data contained in
Table 3. Spearman parameter correlations for scenarios 1 (lower left triangle) and 3 (upper right triangle) for Alagramam, India.
λ α k0 kLin κ r σ C1 C2 μ γ g c HLin Ic Sc τ δ
-0.068 -0.008 -0.025 0.002 -0.041 0.012 -0.031 -0.095 0.005 0.022 -0.030 <0.001 0.012 0.006 -0.018 -0.016 -0.026
-0.071 -0.005 -0.191 -0.003 -0.157 0.095 -0.150 -0.453 0.083 0.048 -0.079 0.031 0.029 0.005 -0.016 0.013 -0.045
k0 -0.001 -0.016 0.002 0.021 0.007 -0.008 -0.007 0.007 0.011 -0.001 -0.018 <0.001 0.014 -0.004 0.013 -0.005 -0.018
kLin -0.022 -0.186 0.006 0.003 -0.085 0.034 -0.045 -0.150 0.027 0.032 -0.030 0.027 0.013 -0.023 -0.001 0.033 -0.055
-0.005 -0.004 0.011 0.001 -0.022 -0.001 -0.012 -0.019 0.007 0.004 -0.012 -0.011 0.002 -0.023 -0.009 -0.003 0.008
r -0.044 -0.152 0.008 -0.079 -0.017 0.060 -0.067 -0.240 0.037 0.035 -0.013 0.008 0.017 -0.012 0.005 -0.003 0.005
0.012 0.090 -0.002 0.040 0.011 0.055 0.022 0.115 -0.019 -0.010 0.025 0.001 0.003 0.020 0.017 -0.012 0.012
1 -0.024 -0.143 -0.012 -0.049 -0.011 -0.075 0.011 -0.168 0.029 0.023 -0.028 0.010 -0.009 -0.013 -0.011 -0.004 -0.015
2 -0.094 -0.454 0.012 -0.151 -0.009 -0.248 0.125 -0.170 0.102 0.072 -0.104 0.016 0.033 -0.034 -0.024 0.049 -0.060
μ 0.008 0.070 0.006 0.030 0.009 0.043 -0.026 0.029 0.104 -0.025 0.009 -0.001 0.012 0.001 -0.005 0.019 0.016
γ 0.019 0.055 -0.004 0.034 0.005 0.030 -0.014 0.024 0.072 -0.015 0.023 -0.019 -0.010 0.003 0.002 0.020 0.010
g -0.028 -0.078 -0.010 -0.031 -0.015 -0.016 0.026 -0.024 -0.101 0.016 0.014 0.006 0.007 -0.026 0.010 0.006 -0.013
c -0.001 0.026 <0.001 0.019 -0.002 0.012 0.004 0.006 0.023 -0.007 -0.023 0.004 0.003 0.031 -0.003 -0.010 0.007
HLin 0.009 0.025 0.009 0.011 0.015 0.009 0.008 -0.008 0.050 0.003 -0.004 0.002 0.011 0.015 -0.008 0.006 0.007
Ic 0.010 <0.001 -0.010 -0.020 -0.014 -0.016 0.019 -0.015 -0.028 0.010 0.002 -0.014 0.016 0.003 -0.061 -0.005 -0.026
Sc -0.013 -0.002 0.007 -0.005 -0.008 0.004 0.003 -0.005 -0.029 0.001 0.005 -0.005 0.003 -0.008 -0.057 -0.015 -0.011
τ -0.003 0.019 -0.002 0.029 -0.004 -0.001 0.001 -0.005 0.043 0.001 0.023 0.009 -0.005 0.009 -0.004 -0.009 0.003
τ -0.014 -0.048 -0.009 -0.051 0.003 0.001 0.003 -0.016 -0.060 0.007 0.010 -0.010 0.011 0.005 -0.020 -0.017 0.001
Cell formatting reflects significant correlations (bold text), correlation coefficient sign changes between the two scenarios (bold bordered cells), and more than two fold
magnitude changes in the correlation coefficients between the two scenarios (blue cells indicate the correlation was stronger in scenario 1 and red cells indicate the
correlation was stronger in scenario 3).
https://doi.org/10.1371/journal.pntd.0006674.t003
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scenarios 3 and 5 (Table 4). The inclusion of more data than are considered in scenario 3 there-
fore did not result in any significant additional reduction in model uncertainty.
Assessing prediction accuracy
EPIFIL was used to evaluate the accuracy of the data-driven predictions of the timelines
required to meet the goal of LF elimination based on breaching the WHO-set target of 1% mf
Fig 6. Weighted variance and entropy values of EPIFIL predictions of LF elimination timelines using optimal MDA coverage in each study
site. For all sites, either scenario 3 or 4 had the lowest entropies, and scenario 4 was not significantly different from scenario 3 for Kirare and
Alagramam. These results were not statistically different from the results given 65% coverage (see Table 2), suggesting that the data stream
associated with the lowest entropy is robust to changes in the interventions simulated. Scenarios where the weighted variance or entropy were
not significantly different from the lowest entropy scenario are noted with the abbreviation NS. Significance was determined using the
Benjamini-Hochberg procedure for controlling the false discovery rate (q = 0.05).
https://doi.org/10.1371/journal.pntd.0006674.g006
Table 4. Predictions of timelines to achieve 1% mf in Villupuram district, India, considering extended post-MDA data.
Scenario# No. of accepted models Median no. of years
(2.5th-97.5th percentiles) (significance)
Weighted variance (significance) Entropy
(significance)
Relative information gained by data (%)+
0 15419 10 (7–23)1,2,3,4,5,6 19.621,2,3,4,5,6 3.691,2,3,4,5,6 -
1 16352 7 (3–17)0,2,3,5,6 12.420,2,3,4,5,6 3.470,2,3,4,5,6 5.96
2 11581 8 (6–18)0,1,4 10.750,1,3,5,6 3.320,1,3,4,5,6 10.03
3 11381 8 (6–16)0,1,4 8.920,1,2,4 3.230,1,2,4 12.47
4 16152 7 (3–16)0,2,3,5,6 10.820,1,3,5,6 3.400,1,2,3,5,6 7.86
5 11381 8 (6–16)0,1,4 8.920,1,2,4 3.230,1,2,4 12.47
6 11369 8 (6–16)0,1,4 8.800,1,2,4 3.220,1,2,4 12.74
The lowest entropy scenario for each site is bolded and shaded grey. Additional scenarios shaded grey are not significantly different from the lowest entropy scenario.
#Scenario 0–4 are as previously defined; Scenario 5: Baseline + post-MDA 3 + post-MDA 5 + post-MDA 7 data; Scenario 6: Baseline + post-MDA 3 + post-MDA 5
+ post-MDA 7 + post-MDA 9 data
For each pair of scenarios, pairwise F-tests for equality of variance were performed to compare the weighted variance, differential Shannon entropy tests were
performed to compare the entropy, and Kruskal-Wallis multiple comparison tests were performed to compare the medians. Pairwise significance is represented by
reporting those scenarios which are statistically significantly different from each other by numbers (0–4) as superscripts. For example, the weighted variance for scenario
0 has the superscript numbers (1–6) to indicate that the weighted variance for scenario 0 is significantly different from the weighted variance for scenarios 1–6.
Significance was determined using the Benjamini-Hochberg procedure for controlling the false discovery rate (q = 0.05) in all pairwise statistical tests.
+information gained by each data stream (scenario1-6) are presented in comparison to the information contained in the model-only simulation (scenario 0)
https://doi.org/10.1371/journal.pntd.0006674.t004
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prevalence. This analysis was performed by using the longitudinal pre and post-infection and
MDA data reported for the Nigerian site, Dokan Tofa, where elimination was achieved accord-
ing to WHO recommended criteria after seven rounds of MDA (Table 5). The data from this
site comprised information on the ABR and dominant mosquito genus, as well as details of the
MDA intervention carried out, including the relevant drug regimen applied, time and popula-
tion coverage of MDA, and outcomes from the mf prevalence surveys conducted at baseline
and at multiple time points during MDA [60]. The results of model predictions of the time-
lines to reach below 1% mf prevalence as a result of sequential fitting to the mf prevalence data
from this site pertaining to scenarios 0–4 (as defined above) are shown in Table 6. Note that in
the post MDA 3, 5 and 7 surveys, as no LF positive individuals were detected among the sam-
ple populations, we used a one-sided 95% Clopper-Pearson interval to determine the expected
upper one-sided 95% confidence limits for these sequentially observed zero infection values
Table 6. EPIFIL predictions of timelines to achieve 1% mf prevalence in Dokan Tofa, Nigeria.
Site Scenario# No. of accepted models Median no. of years
(2.5th-97.5th percentiles) (significance)
Weighted variance (significance) Entropy
(significance)
Relative
information
gained by data (%)+
Dokan Tofa 0 3007 3 (2–10) 2.411,2,3,4 2.551,2,3,4 -
1 2046 3 (2–8) 2.400,2,3 2.450,2,3 0.41
2 2007 3 (2–7) 2.070,1,4 2.350,1,4 0.85
3 2007 3 (2–7) 2.070,1,4 2.350,1,4 0.85
4 2046 3 (2–8) 2.400,2,3 2.450,2,3 0.41
The lowest entropy scenario for each site is bolded and shaded grey. Additional scenarios shaded grey are not significantly different from the lowest entropy scenario.
#Scenario 0: model-only; Scenario 1: baseline data; Scenario 2: baseline + post-MDA 3 data; Scenario 3: baseline + post-MDA 3 + post-MDA 5 data; Scenario 4: baseline
+ post-MDA 5 data
For each pair of scenarios, pairwise F-tests for equality of variance were performed to compare the weighted variance, differential Shannon entropy tests were
performed to compare the entropy, and Kruskal-Wallis multiple comparison tests were performed to compare medians. Pairwise significance is represented by
reporting those scenarios which are statistically significantly different from each other by numbers (0–4) as superscripts. For example, the weighted variance for scenario
0 for Kirare has the superscript numbers (1–4) to indicate that the weighted variance for scenario 0 is significantly different from the weighted variance for scenarios
1–4. Significance was determined using the Benjamini-Hochberg procedure for controlling the false discovery rate (q = 0.05) in all pairwise statistical tests.
+information gained by each data stream (scenario 1–4) are presented in comparison to the information contained in the model-only simulation (scenario 0)
https://doi.org/10.1371/journal.pntd.0006674.t006
Table 5. Annual mf prevalence survey and MDA data for Dokan Tofa, Nigeria.
Village Dokan Tofa
Regimen (efficacy) IVM+ALB (99/9)
Mosquito genus Anopheles
ABR 300–5000
Year Mf Prev
(Pos. no./
no. sampled)
Upper limit
of 95% CI
of Mf Prev
Total population
MDA cov
Pre-treatment 2003 5% (21/419) 7.1% 74.9%
Post MDA 1 2004 NA NA 76.7%
Post MDA 2 2005 3% (7/236) 5.4% 67.4%
Post MDA 3 2006 0% (0/132) 2.2% 77.6%
Post MDA 5 2008 0% (0/158) 1.03% 78.3%
Post MDA 7 2010 0% (0/119) 0.73%
Years shaded in grey indicate data used to constrain the model.
 Drug regimen efficacy given as % mf killed instantaneously/number of months of reduced worm fecundity
https://doi.org/10.1371/journal.pntd.0006674.t005
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using the “Rule of Three” approximation after K empty samples formula [61]. The results
show that model constraining by scenario 2, which includes baseline and post-MDA 3 data,
and scenario 3, which includes baseline, post-MDA 3, and post-MDA 5 data, resulted in both
the least entropy values and the shortest predicted times, i.e., from as low as 2 to as high as 7
years, required for achieving LF elimination in this site (Table 6). The data in Table 5 show
that the first instance the calculated one-sided upper 95% confidence limit in this setting fell
below 1% mf prevalence also occurred post MDA 7 (i.e after 7 years of MDA). This is a signifi-
cant result, and indicates that apart from being able to reduce prediction uncertainty, the best
data-constrained models are also able to more accurately predict the maximal time (7 years)
by which LF elimination occurred in this site.
Discussion
Our major goal in this study was to compare the reliability of forecasts of timelines required
for achieving parasite elimination made by generic LF models versus models constrained by
sequential mf prevalence surveillance data obtained from field sites undergoing MDA. A sec-
ondary aim was to evaluate the relative value of data obtained at each of the sampling time
points proposed by the WHO for monitoring the effects of LF interventions in informing
these model predictions. This assessment allowed us to investigate the role of these data for
learning system dynamics and measure their value for guiding the design of surveillance pro-
grammes in order to support better predictions of the outcomes of applied interventions. Fun-
damentally, however, this work addresses the question of how best to use predictive parasite
transmission models for guiding management decision making, i.e. whether this should be
based on the use of ideal models which incorporate generalized parameter values or on models
with parameters informed by local data [10]. If we find that data-informed models can reduce
prediction uncertainty significantly compared to the use of theoretical models unconstrained
by data, then it is clear that to be useful for management decision making we require the appli-
cation of model-data assimilation frameworks that can effectively incorporate information
from appropriate data into models for producing reliable intervention projections. Antitheti-
cally, such a finding implies that using unconstrained ideal models in these circumstances will
provide only approximate predictions characterized by a degree of uncertainty that might be
too large to be useful for reliable decision making [14, 33, 62].
Here, we have used three state-of-the-art LF models calibrated to longitudinal human mf
prevalence data obtained from three representative LF study sites to carry out a systematic
analysis of these questions in parasite intervention modelling (see also Walker et al [63] for a
recent study highlighting the importance of using longitudinal sentinel site data for improving
the prediction performances of the closely-related onchocerciasis models). Further, by itera-
tively testing the reduction in the uncertainty of the projections of timelines required to
achieve LF elimination in a site made by the models matching each observed data point, we
have also quantified the relative values of temporal data streams, including assessing optimal
record lengths, for informing the current LF models. Our results provide important insights as
to how best to use process models for understanding and generating predictions of parasite
dynamics. They also highlight how site-specific longitudinal surveillance data coupled with
models can be useful for providing information about system dynamics and hence for improv-
ing predictions of relevance to management decision-making.
The first result of major importance from our work is that models informed by data can sig-
nificantly reduce predictive uncertainty and hence improve performance of the present LF
models for guiding policy and management decision-making. Our results show that these
improvements in predictive precision were consistent between the three models and across all
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three of our study sites, and can be very substantive with up to as much as 92% to 96% reduc-
tions in prediction variance obtained by the best data-constrained models in a site compared
to the use of model-only predictions (Table 2). The practical policy implications of this finding
can also be gleaned from appraising the actual numerical ranges in the predictions made by
each individual model for each of the modelling scenarios investigated here. In the case of EPI-
FIL, the best data-informed model (scenario 3 in Peneng) gave an elimination prediction
range of 7–12 years, while the corresponding model-only predictions for this site indicated a
need for between 6–29 years of annual MDA (Table 2). These gains in information from using
data to inform model parameters and hence predictions were even larger for the two stochastic
models investigated here, viz. LYMFASIM and TRANSFIL, where ranges as wide as 7–28
years predicted by model-only scenarios were reduced to 9–14 years for the best data-informed
models in the case of LYMFASIM for Kirare village, and from as broad as 8–48 years to 7–22
years respectively in the case of TRANSFIL for Peneng (Table 2). These results unequivocally
indicate that if parasite transmission models are used unconstrained by data, i.e. based on gen-
eral parameter values uninformed by local data, it would lead to the making of predictions that
would be marked by uncertainties that are likely to be far too large to be meaningful for practi-
cal policy making. If managers are risk averse, this outcome will also mean their need to plan
interventions for substantially much longer than necessary, with major implications for the
ultimate cost of the programme. Note also that although statistically significant changes in the
median years of MDA required to achieve LF elimination were observed for the best data-
informed models for all the three LF model types in each site, these were relatively small com-
pared to the large reductions seen in each model’s predictive uncertainly (Table 2, Fig 3). This
result highlights that the major gains from constraining the present models by data lies in
improving their predictive certainty rather than in advancing their average behaviour. How-
ever, our preliminary analysis of model predictive accuracy suggests that the best data-con-
strained models may also be able to generate more accurate predictions of the impact of
control (Table 6), indicating that, apart from simply reducing predictive uncertainty, such
models could additionally have improved capability for producing more reliable predictions of
the outcomes of interventions carried out in a setting.
The iterative testing of the reduction in forecast uncertainty using mf surveillance data mea-
sured at time points proposed by the WHO (to support assessment of whether the threshold of
1% mf prevalence has been reached before implementation units can move to post-treatment
surveillance [44]) has provided further insights into the relative value of these data for improv-
ing the predictive performance of each of the present LF models. Our critical finding here is
that parameter uncertainty in all three LF models was similarly reduced by the assimilation of
a few additional longitudinal data records (Table 2). In particular, we show that data streams
comprising baseline + post-MDA 3 + post-MDA 5 (scenario 3) and those comprising baseline
+ post-MDA 5 data (scenario 4) best reduced parameter-based uncertainty in model projec-
tions of the impact of MDAs carried out in each study site irrespective of the models used.
Although preliminary, a potential key finding is that the use of longer-term data additional to
the data measured at the WHO proposed monitoring time points did not lead to a significant
further reduction in parameter uncertainty (Table 4). Also, the finding that the WHO data sce-
narios 3 and 4 were adequate for constraining the present LF models appears not to be an arte-
fact of variations in the MDA coverages observed between the three study sites (Fig 6). These
results suggest that up to 5 years of post-MDA mf prevalence data are sufficient to constrain
model predictions of the impact of LF interventions at a time scale that can go up to as high as
7 to 22 years depending on the site and model, and that precision may not improve any further
if more new data are added (Table 2, Table 4). Given that the WHO post-MDA LF infection
monitoring protocol was developed for the purpose solely focussed on supporting the meeting
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of set targets (e.g. the 1% mf prevalence threshold) and not on a priori hypotheses regarding
how surveillance data could be used also to understand the evolution and hence prediction of
the dynamical parasitic system in response to management action, our results are entirely for-
tuitous with respect to the value of the current LF monitoring data for learning about the LF
system and its extinction dynamics in different settings [31]. They do, nonetheless, hint at the
value that coupling models to data may offer to inform general theory for guiding the collec-
tion and use of monitoring data in parasite surveillance programmes in a manner that could
help extract maximal information about the underlying parasite system of interest.
Our assessment of whether the incremental increase in model predictive performance
observed as a result of assimilating longitudinal data may be due to parameter constraining by
the addition of data has shed intriguing new light on the impact that qualitative changes in
dynamical system behaviour may have on parameter estimates and structure, and hence on the
nature of the future projections of system change we can make from models. Our major finding
in this regard is that even though the parameter space itself may not be overly constrained by
the best data stream (scenario 3 in this case for Alagramam village), the magnitude and direction
of parameter correlations, particularly those representing the relationship of different compo-
nents of host immunity with various transmission processes, changed markedly between the
shorter (scenario 1) and seemingly optimal data streams (scenario 3). This qualitative change in
system behaviour induced by alteration in parameter interactions in response to perturbations
has been shown to represent a characteristic feature of complex adaptive ecological systems, par-
ticularly when these systems approach a critical boundary [64–66]. This underscores yet another
important reason to incorporate parameter information from data for generating sound system
forecasts [67]. The finding that additional data beyond 5 years post-MDA did not appear to sig-
nificantly improve model predictive performance in this regard suggests that pronounced
change in LF parameter interactions in response to MDA interventions may occur generally
around this time point for this parasitic disease, and that once in this parameter regime further
change appears to be unlikely. This is an interesting finding, which not only indicates that cou-
pling models to at least 5 years post-MDA will allow detection of the boundaries delimiting the
primary LF parameter regions with different qualitative behaviour, but also that the current
WHO monitoring protocol might be sufficient to allow this discovery of system change.
Although our principal focus in this study was in investigating the value of longitudinal
data for informing the predictive performance of the current LF models, the results presented
here have also underscored the existence of significant spatial heterogeneity in the dynamics of
parasite extinction between the present sites (Table 2, Fig 3). In line with our previous findings,
this observed conditional dependency of systems dynamics on local transmission conditions
means that timelines or durations of interventions required to break LF transmission (as
depicted in Table 2) will also vary from site to site even under similar control conditions [3–5,
21]. As we indicated before, this outcome implies that we vitally require the application of
models to detailed spatio-temporal infection surveillance data, such as that exemplified by the
data collected by countries in sentinel sites as part of their WHO-directed monitoring and
evaluation activities, if we are to use the present models to make more reliable intervention
predictions to drive policy and management decisions (particularly with respect to the dura-
tions of interventions required, need for switching to more intensified or new MDA regimens,
and need for enhanced supplementary vector control) in a given endemic setting [64]. As we
have previously pointed out, the development of such spatially adaptive intervention plans will
require the development and use of spatially-explicit data assimilation modelling platforms
that can couple geostatistical interpolation of model inputs (eg. ABR and/or sentinel site mf/
antigen prevalence data) with discovery of localized models from such data in order to pro-
duce the required regional or national intervention forecasts [5].
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The estimated parameter and prediction uncertainties presented here are clearly dependent
on the model-data fusion methodology and its implementation, and the cost function used to
discover the appropriate models for a data stream [20]. While we have attempted to evaluate dif-
ferences in individual model structures, their computer implementation, and the data assimila-
tion procedures followed (e.g. sequential vs. simultaneous data assimilation), via comparing the
collective predictions of the three models versus the predictions provided by each model singly,
and show that these factors are unlikely to play a major role in influencing the current results,
we indicate that future work must address these issues adequately to improve the initial meth-
ods we have employed in this work. Currently, we are examining the development of sequential
Bayesian-based multi-model ensemble approaches that will allow better integration of each
model’s behaviour as well as better calculation of each model’s transient parameter space at
each time a new observation becomes available [30]. This work also involves the development
of a method to fuse information from several indicators of infection (e.g. mf, antigenemia, anti-
body responses [21]) together to achieve a more robust constraining of the present models. As
different types of data can act as mutual constraints on a model, we also expect that such multi-
indicator model-data fusion methods will additionally address the problem of equifinality,
which is known to complicate the parameterization of complex dynamical models [24, 68].
Of course, the ultimate test of the results reported here, viz. that LF models constrained by
coupling to year 5 post-MDA data can provide the best predictions of timelines for meeting
the 1% mf prevalence threshold in a site, is by carrying out the direct validation of our results
against independent observations (as demonstrated by the preliminary validation study carried
out here using the Dokan Tofa data (Tables 5 and 6)). We expect that data useful for perform-
ing these studies at scale may be available at the sentinel site level in the countries carrying out
the current WHO-led monitoring programme. The present results indicate that access to such
data, and to post-treatment surveillance data which are beginning to be assembled by many
countries, is now a major need if the present LF models are to provide maximal information
about parasite system responses to management and thus generate better predictions of system
states for use in policy making and in judging management effectiveness in different spatio-
temporal settings [24, 31]. Given that previous modelling work has indicated that if the glob-
ally fixed WHO-proposed 1% mf prevalence threshold is insufficient to break LF transmission
in every setting (and thus conversely leading to significant infection recrudescence [21]), the
modelling of such spatio-temporal surveillance data will additionally allow testing if meeting
this recommended threshold will indeed result in successfully achieving the interruption of LF
transmission everywhere.
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