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a b s t r a c t
In this paperwe present a numerical solutionmethod for the Bernoulli free boundary value
problem for the Laplace equation in three dimensions.Weextend anonlinear integral equa-
tion approach for the free boundary reconstruction (Kress, 2016) from the two-dimensional
to the three-dimensional case. The idea of themethod consists in reformulating Bernoulli’s
problem as a system of boundary integral equations which are nonlinear with respect to
the unknown shape of the free boundary and linear with respect to the boundary values.
The system is linearized simultaneously with respect to both unknowns, i.e., it is solved
by Newton iterations. In each iteration step the linearized system is solved numerically
by a spectrally accurate method. After expressing the Fréchet derivatives as a linear
combination of single- and double-layer potentials we obtain a local convergence result on
the Newton iterations and illustrate the feasibility of the method by numerical examples.
© 2017 Elsevier Ltd. All rights reserved.
1. Introduction
The Bernoulli problem arises in various applications such as optimal insulation, fluid dynamics, electrostatics, electro
chemistry and many others, see [1] and the references therein. Mathematically the problem is formulated as follows. Let D0
and D1 be bounded domains inR3 with a connected complement and smooth orientable boundaries Γ0 and Γ1, respectively,
such that D1 ⊂ D0. Define D := D0 \ D1 with boundary Γ = Γ0 ∪ Γ1 and unit normal vector ν on Γ directed into the
complement of D. Now Bernoulli’s free boundary value problem consists in determining the exterior boundary Γ0 such that
the overdetermined boundary value problem
1u = 0 in D, (1.1)
u = 0, − ∂u
∂ν
= λ on Γ0, (1.2)
u = 1 on Γ1, (1.3)
has a solution u ∈ H1(D). Here we assume the interior boundary Γ1 to be known and λ to be a given positive constant. This
Bernoulli problem has been studied for over more than fifty years and it is well understood mathematically. In three spatial
dimensions the existence of the solution was established by Alt and Caffarelli [2] with the aid of variational methods and
by Caffarelli and Spruck [3] and Acker [4] via the method of sub- and super-solutions for convex domains. Moreover, if the
given interior boundary Γ1 is convex then the free boundary Γ0 is convex as well [5] and is unique [6].
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For the numerical solution of the Bernoulli free boundary problem in two dimensions various methods have been
suggested among which we can distinguish two main groups: trial methods and methods based on shape optimization.
A trial method is a fixed point iteration for the unknown free boundary: Given an initial guess for the free boundary Γ0,
firstly the boundary value problem (1.1)–(1.3) is solved with only one of the two boundary conditions at the free boundary
and then secondly the other boundary condition is used for updating the free boundary. These two steps are iterated until
both boundary conditions onΓ0 are satisfied up to some specified accuracy, see [1,7–9]. The second strategy for the numerical
solution of Bernoulli’s problem is reformulating it as a shape optimization problem, see [10–13]. In three dimensions trial
methods for the Bernoulli problem were investigated by Bugeanu and Harbrecht [14] and shape optimization methods by
Harbrecht [15] and Ben Abda et al. [16].
Recently, motivated by ideas of Trefftz [17], a new method was suggested by one of us [18] for the numerical solution
of the two dimensional Bernoulli problem. The method is based on a pair of boundary integral equations, which are linear
with respect to the unknown flux over the interior boundary and nonlinear with respect to the free boundary. This system
is solved by Newton iterations which converge locally with second order. The aim of this paper is to extend this approach to
three dimensions.
The plan of the paper is as follows. In Section 2 we derive the system of nonlinear boundary integral equations and
introduce their parametrization. Next, in ourmain Section 3we elaborate Fréchet derivatives of boundary integral operators
in a form that is well suited for the further theoretical and numerical study. In Section 4, the numerical implementation of
the method is described and its feasibility is illustrated by numerical examples.
2. Nonlinear integral equations and parametrization
According to Green’s formula the solution to the Bernoulli problem can be represented by
u(x) =
∫
Γ
{
∂u
∂ν
(y)Φ(x, y)− u(y) ∂Φ(x, y)
∂ν(y)
}
ds(y), x ∈ D,
where
Φ(x, y) = 1
4π
1
|x− y| , x ̸= y,
is the fundamental solution of the Laplace equation in three dimensions. By the jump relations for the single-layer potential
and the boundary conditions (1.2)–(1.3) we obtain a system of boundary integral equations
−λ
∫
Γ0
Φ(x, y) ds(y)+
∫
Γ1
Φ(x, y)g(y) ds(y) = 0, x ∈ Γ0, (2.1)
−λ
∫
Γ0
Φ(x, y) ds(y)+
∫
Γ1
Φ(x, y)g(y) ds(y) = 1, x ∈ Γ1, (2.2)
for the unknowns Γ0 and g = ∂u∂ν
⏐⏐
Γ1
which can be shown to be equivalent to the Bernoulli problem (1.1)–(1.3). The proof is
analogous to that in [18, Theorem 2.1].
Introducing the single-layer potential operators Sjk : H−1/2(Γk)→ H1/2(Γj) defined by
(Sjkυ)(x) =
∫
Γk
Φ(x, y)υ(y) ds(y), x ∈ Γj,
we rewrite the system (2.1)–(2.2) in a short operator form
−λS001+ S01g = 0, (2.3)
−λS101+ S11g = 1. (2.4)
The system is nonlinear with respect to the unknown free boundary Γ0 and linear with respect to the unknown g .
Furthermore, since the single-layer operator S11 is bijective, [19, Theorems 7.39 and 7.40], we can use Eq. (2.4) for finding
the initial function g for the first step of our algorithm.
In order to linearize the boundary integral equations (2.3)–(2.4) and to solve them numerically we introduce a
parametrization for the boundary surfaces, i.e., we assume that the surfaces Γ0 and Γ1 are C2-smooth and homeomorphic
to the unit sphere S2,
Γk := {zk (ˆx) : xˆ ∈ S2}, k = 0, 1,
and that Γ0 has a star-shaped representation
z0 (ˆx) = r (ˆx)ˆx, r (ˆx) > 0, xˆ ∈ S2.
Now the parametrized single-layer operators Sjk : H−1/2(S2)→ H1/2(S2) such that (Sjkυ) ◦ zj = Sjk(υ ◦ zk) assume the form
(Sjkυ˜)(ˆx) =
∫
S2
Φ(zj (ˆx), zk (ˆy))˜υ (ˆy)Jzk (ˆy) ds(ˆy), xˆ ∈ S2, (2.5)
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where υ˜ = υ ◦ zk and Jzk is the Jacobian of the transformation. In the case of a star-shaped surface we have a simple
expression of the Jacobian given by
Jr = r
√
r2 + |Grad r|2, (2.6)
where Grad denotes the surface gradient on S2. The parametrized form of the system (2.3)–(2.4) now reads
F
(
r
g˜
)
=
(
0
1
)
, (2.7)
where the nonlinear operator F : C2+(S2)× H−1/2(S2)→ H1/2(S2)× H1/2(S2) is defined by
F
(
r
g˜
)
:=
(−λS00[1, r] + S01 [˜g, r]
−λS10[1, r] + S11˜g
)
.
It is known, that the operator F is Fréchet differentiable [19]. In the next section we derive a form of the Fréchet derivative
F ′ which is properly suited both for the theoretical investigation and the numerical implementation.
3. Fréchet derivatives of the parametrized operators
To investigate the derivatives we introduce spherical coordinates on S2 and define the unit vector in radial direction
eˆ(θ, ϕ) := (sin θ cosϕ, sin θ sinϕ, cos θ ), θ ∈ [0, π], ϕ ∈ [0, 2π ]. (3.1)
The parametrized exterior unit normal ν to Γ0 is given by
ν ◦ z0 = rˆe− Grad r√
r2 + |Grad r|2
, (3.2)
where Grad r = rϕ/sin2θ eˆϕ + rθ eˆθ . For convenience we set ν˜ = ν ◦ z0.
Additionally, we introduce the double-layer potential operators by
(Kjkυ˜)(ˆx) = 14π
∫
S2
[zj (ˆx)− zk (ˆy)] · ν˜ (ˆy)
|zj (ˆx)− zk (ˆy)|3
υ˜ (ˆy)Jzk (ˆy) ds(ˆy), xˆ ∈ S2, (3.3)
and the derivative of the single-layer potential operator in the direction eˆ by
(Ljkυ˜)(ˆx) = −14π
∫
S2
[zj (ˆx)− zk (ˆy)] · xˆ
|zj (ˆx)− zk (ˆy)|3
υ˜ (ˆy) Jzk (ˆy) ds(ˆy), xˆ ∈ S2. (3.4)
Theorem 3.1. The Fréchet derivative of the operators S00, S10 and S01 with respect to the shape function r can be represented in
the form
dS00[1, r; q] = K00
(
rq√
r2 + |Grad r|2
)
+ qL001+ S00
(
2H˜rq√
r2 + |Grad r|2
)
and
dS10[1, r; q] = K10
(
rq√
r2 + |Grad r|2
)
+ S10
(
2H˜rq√
r2 + |Grad r|2
)
and
dS01 [˜g, r; q] = qL01˜g,
where H˜ = H ◦ z0 in terms of the mean curvature H of the surface Γ0.
Proof. The Fréchet derivative on the integral operators is obtained by differentiating their kernels with respect to z0, see [19,
Section 18.3] or [20]. Therefore
(dS00[1, r; q])(ˆx) = −14π
∫
S2
[z0 (ˆx)− z0 (ˆy)] · [q(ˆx)ˆx− q(ˆy)ˆy]
|z0 (ˆx)− z0 (ˆy)|3
Jr (ˆy) ds(ˆy)+ 14π
∫
S2
1
|z0 (ˆx)− z0 (ˆy)| J
′
rq(ˆy) ds(ˆy), (3.5)
where
J ′rq = q
√
r2 + |Grad r|2 + r rq+ Grad r · Grad q√
r2 + |Grad r|2
.
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Elementary computations show that we can represent the unit vector eˆ in terms of normal and tangential components by
eˆ = (ˆe · ν˜) ν˜ + 1
r2 + |Grad r|2
[
rθ
∂z0
∂θ
+ rϕ
sin2θ
∂z0
∂ϕ
]
.
In view of (3.2), this implies
1
4π
z0 (ˆx)− z0 (ˆy)
|z0 (ˆx)− z0 (ˆy)|3
· yˆ = ∂Φ (ˆx, yˆ)
∂ν˜ (ˆy)
r (ˆy)√
r2 (ˆy)+ |Grad r (ˆy)|2
+ GradˆyΦ (ˆx, yˆ) · Grad r (ˆy)
r2 (ˆy)+ |Grad r (ˆy)|2 .
Inserting this in (3.5), with the aid the Gauss surface divergence theorem we obtain that
dS00[1, r; q] = qL001+ K00
(
rq√
r2 + |Grad r|2
)
+ S00ψ,
where
ψ = − 1
r
√
r2 + |Grad r|2
Div
rq Grad r√
r2 + |Grad r|2
+ q
r
+ rq+ Grad r · Grad q
r2 + |Grad r|2
and Div denotes the surface divergence on S2. The expression for ψ can be simplified to
ψ = q√
r2 + |Grad r|2
[
2r√
r2 + |Grad r|2
− Div Grad r√
r2 + |Grad r|2
]
.
Using (3.2) we can write
Grad r√
r2 + |Grad r|2
= −(˜ν · eˆθ ) eˆθ − 1sin θ (˜ν · eˆϕ) eˆϕ .
From this, taking the surface divergence with the aid of the Weingarten formulas from differential geometry for the
derivatives of ν˜ we obtain that
Div
Grad r√
r2 + |Grad r|2
= 2r√
r2 + |Grad r|2
− 2rH˜
and consequently
ψ = q√
r2 + |Grad r|2
2rH˜,
where in the definition of the curvature H we take the interior normal in order to guarantee that the curvature of the sphere
is positive. This completes the proof for the operator S00. The proofs for the operators S10 and S01 are analogous, see also [18]
for the two-dimensional case. □
Writing down explicitly the Fréchet derivative of the operator F
F ′r ,˜g
(
q
h˜
)
=
(
−λ(K00(µr q)+ qL001+ S00(2H˜µr q))+ qL01˜g + S01˜h
−λ(K10(µr q)+ S10(2H˜µr q))+ S11˜h
)
with µr = r/
√
r2 + |Grad r|2, we now can formulate the iterative scheme for the solution of the nonlinear system (2.7).
The iterative scheme.
Step 1. Choose an initial boundary parametrization with a radial function r and solve the parametrized form of the well-
posed integral equation of the first kind (2.4) for the initial flux g˜ over Γ1.
Step 2. Given the approximation (r, g˜) we solve the linearized system
F ′r ,˜g
(
q
h˜
)
=
(
0
1
)
− F
(
r
g˜
)
, (3.6)
for q and h˜.
Step 3. Update r = r + q for the radial function and g˜ = g˜ + h˜ for the boundary values.
Step 4. Repeat the last two steps until a stopping criterion is fulfilled.
For this iteration scheme we have the following local convergence theorem as main theoretical result.
Theorem3.2. Let z0 = rˆe be the parametrization of a convex free boundaryΓ0, z1 be the parametrization of the interior boundary
Γ1 and let g˜ =
(
∂νu|Γ1
) ◦ z1, where u is the solution to (1.1)–(1.3). Then there exists a neighborhoodΩ of (r, g˜)T such that the
Newton iterations (3.6) converge quadratically for each initial guess fromΩ .
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Proof. Since the convex surface has a positivemean curvaturewe can follow the proof of [18, Theorem3.1] and conclude that
the Fréchet derivative F ′r ,˜g : C2+(S2)×H−1/2(S2)→ C2(S2)×H1/2(S2) is injective. Additionally, since due to Vogel [21] the free
surface is analyticwe can extend [18, Theorem3.2] to three dimensions and obtain that F ′r ,˜g is a homeomorphism at the exact
solution. The Lipschitz condition is also fulfilled due to the fact that the operator F ′r ,˜g is two times Fréchet differentiable. □
4. Numerical implementation and experiments
To solve the parametrized system of linear integral equations (3.6) we use the fully discrete Galerkin method by Ganesh
and Graham [22] which is based on approximations by spherical harmonics and converges super algebraically in the case of
smooth boundaries. The idea of the method was first suggested by Atkinson [23] and further developed byWienert [24], see
also [25, Subsection 3.6].
The kernels of the integral operators S01, S10, K10, L01 are smooth and therefore for their numerical approximation we can
apply the Gauss trapezoidal product rule for numerical quadrature over the unit sphere∫
S2
f ds ≈ Qn(f ) := πn+ 1
2n+1∑
ρ=0
n+1∑
τ=1
ατ f (ˆxτ ,ρ) (4.1)
with the quadrature points
xˆτ ,ρ = eˆ
(
arccos θτ ,
ρπ
n+ 1
)
given in terms of the zeros ζτ of the Legendre polynomial Pn+1 of degree n + 1 and the Gauss–Legendre weights ατ . The
quadrature (4.1) is used in the definition of the projection operator
Pnf :=
n∑
m=0
m∑
ℓ=−m
Qn(f Y ℓn )Y
ℓ
n (4.2)
with an orthonormal basis of spherical harmonics Y ℓm for ℓ = −m, . . . ,m and m = 0, . . . , n. To approximate the operators
with weakly singular kernels K00, S00, S11, by an orthogonal transformation we move the singularity to the north pole
nˆ = (0, 0, 1)T and use a modified Gauss trapezoidal rule for the approximation of the weakly singular integral∫
S2
f (ˆx)
|ˆn− xˆ| ds(ˆx) ≈
∫
S2
(Pnf )(ˆx)
|ˆn− xˆ| ds(ˆx) =
π
n+ 1
2n+1∑
ρ=0
n+1∑
τ=1
βτ f (ˆxτ ,ρ) (4.3)
where
βτ = πατn+ 1
n∑
l=0
Pl(ζτ ), τ = 1, . . . , n+ 1.
This quadrature rule exploits the fact that the spherical harmonics are eigenfunctions of the single-layer potential operator
on S2. For further details we refer to [22].
We also can apply this approximation for the discretization of L001 with the use of the transformation
(L001)(ˆx) = −2 xˆ · (S00H˜ ν˜)(ˆx)− xˆ · (K00˜ν)(ˆx), xˆ ∈ S2.
This follows from
Grad
∫
Γ0
Φ(x, y) ds(y) = −2
∫
Γ0
Φ(x, y) ds(y)−
∫
Γ0
ν(y)
Φ(x, y)
∂ν(y)
ds(y)
which is a consequence of the integral theorem∫
Γ0
Grad ϕ ds = 2
∫
Γ0
Hϕ ds.
(see [26, Theorem 2.1]) and GradxΦ(x, y) = −GradyΦ(x, y).
We note that the system (3.6) can be also solved by Wienert’s variant of the spectral method as described in [24,25] and
there is one-to-one correspondence between the solutions received by the two methods (see [27]).
We also need the explicit form of the mean curvature of a surface given by its radial function r . Lengthy computations
yield
2r
√
r2 + |Grad r|2
3
H ◦ z0 = −(r2 + r2θ )1S r +
(
r2θ −
1
sin2θ
r2ϕ
)
rθθ
+ 2rϕrθ
sin2θ
(
rθϕ − rϕ cot θ
)+ r(2r2 + 3|Grad r|2) (4.4)
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Fig. 1. Free boundary for Bernoulli’s problem with convex interior domain.
where1S denotes the Laplace–Beltrami operator on S2, that is,
1S r = rθθ + 1
sin2θ
rϕϕ + rθ cot θ.
When r is a spherical harmonic (4.4) can be evaluated by using the recurrence relations for the associated Legendre
polynomials occurring in the traditional basis of spherical harmonics and the fact that the latter are eigenfunctions of the
Laplace–Beltrami operator.
To illustrate the feasibility of the method we present several numerical examples which include convex and non-convex
interior domains and multiple interior domains of different types.
In the approximations of the integral operators in the system (3.6) we chose the following discretization parameters: the
unknown radial function of the free boundary is approximated by a linear combination of real valued spherical harmonics
of degree less than or equal to 8, the unknown flux on the boundary of each interior object is approximated by a linear
combination of real valued spherical harmonics of degree less than or equal to 7. For the fully discrete version of the system
(3.6) we used parameters n = 12 and n = 7 in the quadrature rules (4.1) and (4.3) for the integral operators evaluated over
the free boundary Γ0 and the boundary of each interior domain, respectively. The final discrete overdetermined system of
linear equations is of size (132+ 82d)× (92+ 82d) where d is the number of interior domains and is solved via least squares
for the unknown update (q, h˜)T ∈ H2.7(S2)×H−1/2(S2), that is, with a Sobolev penalty term. For the first two examples with
a single interior domain we chose as initial guess for Γ0 a sphere of radius R0 = 2 and for the examples with more than
one interior component we increased the radius to R0 = 4. The corresponding initial density g˜ was found by solving the
boundary integral equation (2.4). The iterations are stopped once the norm of the update in (3.6) is less than 10−5.
In the first example we consider as interior domain D1 a convex tetrahedral domain with the boundary parametrization
described in [28]. As can be seen from Fig. 1, the free boundary is found very fast, in 5 iterations, and the behavior of the free
boundary when λ increases corresponds to the expected one.
For the next example we chose a non-convex bean-like surface with the parametrization
z0(θ, φ) =
⎛⎝1.6√(1− 0.1 cos(π cos θ )) sin θ cosϕ1.6√(1− 0.4 cos(π cos θ )) sin θ sinϕ − 0.6 cos(π cos θ )
2 cos θ
⎞⎠ .
Although we proved convergence only for convex domains, the numerical experiments show that the method also works in
the case of non-convex domains, Fig. 2.
The second group of examples is dedicated to interior objects D1 with multiple components such that each of them has
a connected complement. The behavior of the free boundary shown in Fig. 3 is similar to the one in [14].
The final examples present the solution when the interior domain consists of components of different types. In this case
the free boundary was found in less than 10 iterations, Fig. 4.
Summarizing, the nonlinear integral equationmethod is well-suited for solving Bernoulli’s free boundary value problem.
The exploitation of the form of the Fréchet derivative that we derived facilitated the implementation since it gave us the
chance to reapply the discretization of standard potential theoretic operators.
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Fig. 2. Free boundary for Bernoulli’s problem with non-convex interior domain.
Fig. 3. Free boundary for Bernoulli’s problem with multi-component domain.
Fig. 4. Free boundary for Bernoulli’s problem with multi-component domain.
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