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RIGID GERMS OF FINITE MORPHISMS OF SMOOTH SURFACES
AND RATIONAL BELYI PAIRS
VIK.S. KULIKOV
Abstract. In [6], a map β : R→ Bel from the set R of equivalence classes of rigid
germs of finite morphisms branched in germs of curves having ADE singularity
types onto the set Bel of rational Belyi pairs f : P1 → P1 considered up to the
action of PGL(2,C) was defined. In this article, the inverse images of this map are
investigated in terms of monodromies of Belyi pairs.
0. Introduction
In this article, we continue the investigate of properties of germs F : (U, o′)→ (V, o)
of finite morphisms of smooth surfaces (further, for short, the germs of covers) started
in [5] and [6]. In [5], the notion of deformation equivalence of germs of covers was
introduced. A germ of cover F : (U, o′) → (V, o) is called rigid if any deformation
equivalent to F germ of cover F1 : (U1, o
′
1) → (V, o) is equivalent to it, that is, in
short, the covers F and F1 are the covers different from each other on the change of
coordinates in (U, o′) and (V, o). In [6], it was proved that if the germ (B, o) ⊂ (V, o)
of the branch curve of a germ of cover F : (U, o′)→ (V, o) has one of ADE-singularity
types, then F is a rigid germ.
Denote by R = (
⋃
n>1RAn)∪ (
⋃
n>4RDn)∪ (
⋃
n∈{6,7,8}REn) the set of rigid germs
of covers branched in curve germs having, resp., the singularity types An, n > 1, Dn,
n > 4, and E6, E7, E8.
A germ of cover F of degree degF = d defines a homomorphism F∗ : π1(V \B, p)→
Sd (the monodromy of the germ F ), where Sd is the symmetric group acting on the
fibre F−1(p). The group GF = imF∗ ⊂ Sd is called the (local) monodromy group of
F . Note that GF is a transitive subgroup of Sd. By Grauert - Remmert - Riemann -
Stein Theorem ([9]), the monodromy homomorphism F∗ defines a cover F uniquely
up to equivalence.
Denote by Bel the set of rational Belyi pairs considered up to the action of the
group PGL(2,C) on P1. A cover f : P1 → P1, defined over the algebraic closure Q
of the field of rational numbers Q, is called a Belyi pair if it is branched at most in
three points, Bel = Bel2 ∪Bel3, where Bel2 is the set of Belyi pairs branched at most
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in two points and the Belyi pairs f ∈ Bel3 branched in three points. Further, we
will assume that f ∈ Bel2 a cover given in nonhomogeneous coordinates by function
z = xn, n > 1, and its branch locus is Bf = {0,∞} (if n > 2), and the branch locus
of f ∈ Bel3 is Bf = {0, 1,∞}.
In [6], it was defined a map β : R → Bel as follows. Let F : (U, o′) → (V, o) be
a germ of cover branched in a germ (B, o) ⊂ (V, o) having one of ADE singularity
types and let σ : V˜ → V be a sequence of σ-processes with centers at points such
that σ−1(B) is a divisor with normal crossings (but, if the singularity type of B is
A0 or A1 then σ is the single σ-process with center at o). Denote by E ⊂ V˜ the
exceptional curve of the last σ-process and by F˜ : U˜ → V˜ and τ : U˜ → U two natural
holomorphic maps from the normalization of the fibre product U˜ = U ×V V˜ of the
holomorphic maps F : (U, o′) → (V, o) and σ : V˜ → (V, o). It is easy to show that
C = F˜−1(E) is an irreducible rational curve and the restriction f = F˜|C : C → E is
branched at most in three points. By definition, the map β sends F ∈ R to f ∈ Bel,
P1 ≃ C ⊂ U˜ ✲
τ
U ∋ o′
P1 ≃ E ⊂ V˜ ✲σ V ∋ o
f
❄
F˜
❄
F
❄
β : F ∈ R 7→ β(F ) = f ∈ Bel.
Similar to the two-dimensional case, a cover f ∈ Bel defines a homomorphism
f∗ : π1(P
1 \ Bf , p) → Sn (the monodromy of f), where n = deg f . The image
Gf = imf∗ ⊂ Sn is called the monodromy group of f . If f ∈ Bel2, then Gf = µn ⊂ Sn
is a cyclic group of order n.
The group π1(P
1 \ {0, 1,∞}, p) is the free group generated by two simple loops γ0
and γ1 around the points 0 and 1 such that the loop γ∞ = γ0γ1 is the trivial element
in π1(P
1 \ {0, 1}, p). For f ∈ Bel3 denote by
Tc(f) = {ci = (m1,i, . . . , mki,i)}m1,i+···+mki,i=deg f, i∈{0,1,∞}
the set of cycle types of permutations f∗(γi). Then, by Hurwitz formula connecting
the degree of f : P1 → P1 and the orders of ramification at the critical points of f ,
we have the following equality:
n+ 2 = k0 + k1 + k∞. (1)
Conversely, if a transitive group G ⊂ Sn is generated by two permutations σ0 and σ1
such that their cycle types and the cycle type of σ∞ = σ0σ1 satisfy equation (1) then
there is a rational Belyi pair f such that f∗(γi) = σi.
In [6], it was shown that for F ∈ R the covers F˜ and F can be represented as
compositions of two finite maps (see diagram (∗) in Subsection 2.1), F˜ = H˜2 ◦ H˜1
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and F = H2 ◦ H1, where H˜1 : U˜ → W˜ and H1 : U → W are cyclic covers (here
W˜ and W are normal surfaces) such that H˜1|C : C → H˜1(C) is an isomorphism,
and H˜2 : W˜ → V˜ and H2 : W → V are finite covers such that the monodromy
homomorphisms H˜2∗ and H2∗ of the covers H˜2 andH2) can be identified with the
monodromy homomorphism β(F )∗ of the Belyi pair β(F ).
In Section 2 (see Theorem 4), a description of RT ∩ β
−1(f) is given for all f ∈ Bel
and RT ⊂ R in terms of the monodromy homomorphism f∗. In particular, in Section
3, we prove
Theorem 1. Let f ∈ Bel, deg f = n > 1 and Bf ⊂ {0, 1,∞}, be given by two
coprime homogeneous in variables x1, x2 forms (h(x1, x2) : h2(x2, x2)),
f : (x1 : x2) 7→ (h(x1, x2) : h2(x2, x2),
and let p1 = (0, 1) and p2 = (1, 0) be two points such that {f(p1), f(p2)} ∪ Bf =
{0, 1,∞}. Then a cover F : (U, o′)→ (V, o) given by functions
u = h1(z
m1 , wm2), v = h2(z
m1 , wm2) (2)
belongs to RD4 , where m1, m2 ∈ N such that G.C.D.(m1, m2) = 1 and where m1 > 1
and f(p1) = 1 if f ∈ Bel2.
Conversely, any F ∈ RD4 is equivalent to a cover given by functions of the form
(2) and its image β(F ) is f : (x1 : x2) 7→ (h(x1, x2) : h2(x2, x2)).
A complete description of the sets RT ∩ β
−1(Bel2) for RT ⊂ R is given in
Theorem 2. If F ∈ (
⋃∞
k=1RA2k) ∪RE6 ∪RE8 , then β(F ) ∈ Bel3.
If β(F ) = f ∈ Bel2, deg f = n, for F ∈ R \ ((
⋃∞
k=1)RA2k) ∪ RE6 ∪ RE8), then F
is equivalent to one of the following covers:
F ∈ RA0 : u = z
m, v = w,
where m > 1, n = 1;
F ∈ RA1: u = z
nm1 , v = wnm2,
where n > 1, m1 > m2 > 1;
F ∈ RA2k+1, k > 1: u = (z
m + wm0)n, v = w,
where n,m,m0 > 1, k + 1 = nm0;
F ∈ RA2k+1, k > 1: u = z
nm1 , v = zm1 + wm2,
where m1 > 1, n,m2 > 1;
F ∈ RA2k+1, k > 1: u = (ωjz
m1 − wm2)n, v = zm1 − wm2 ,
where n,m1, m2 > 1, ωj = exp(2πji/n), 1 > j > n− 1;
F ∈ RD2k+3, k > 1: u = z
2m1 , v = zm1(2k+1) + wm2,
where m1 > 1, m2 > 1, n = 2, G.C.D.(2k + 1, m2) = 1;
F ∈ RD2k+2, k > 2: u = z
n1m1 , v = (zm1k2 + wm2)n,
where k = k1k2, n = n1k1 > 2, m1, m2 > 1, G.C.D.(nm2, k2) = 1;
F ∈ RD2k+2, k > 2: u = (z
m1 − wm2)n1 , v = zm1n,
where n = n1k > 1, m1, m2 > 1;
F ∈ RD2k+2, k > 2: u = (z
m1 − wm2)n1 , v = (zm1 − ωjw
m2)n,
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where n = n1k > 2, m1, m2 > 1, ωj = exp(2πji/n), j = 1, . . . , n− 1;
F ∈ RD4: u = z
m1n, v = (zm1 + wm2)n,
where n > 2, m1, m2 > 1;
F ∈ RD4: u = (z
m1 − wm2)n, v = (zm1 − ωjw
m2)n,
where n > 2, m1, m2 > 1, ωj = exp(2πji/n), 1 6 j 6 n− 1;
F ∈ RE7: u = z
3m1 , v = z2m1 + wm2 ,
where m1 > 1, m2 > 1.
In all cases G.C.D.(m1, m2) = 1.
The proof of Theorem 2 is given in Section 4.
1. Preliminary results
1.1. On the fundamental groups. Denote by (X, o) a germ of normal surface and
(B, o) =
⋃m
j=1Bj a union of m > 0 irreducible curve germs (Bj , o) ⊂ (X, o). Let
σ : X˜ → (X, o) be the minimal resolution of the singularity of the pair (X,B, o), that
is, X˜ is smooth and B˜ = σ−1(B) is a divisor with normal crossings in which each
(−1)-curve intersects at least with three irreducible components of σ−1(B). Below, we
will assume that σ−1(o) =
⋃k
j=1Ej is a union of rational curves and the dual graph of
σ−1(o) is a tree. Also, if this does not lead to a misunderstanding, the proper inverse
images σ−1(Bj) of the irreducible curve germs Bj of (B, o) will be marked with the
same letter Bj .
The dual weighted graph Γ(B˜) of B˜ is a tree having m+k vertices vj . The vertices
vj , j = 1, . . . , m, correspond to the curve germs Bj and their weights are wj = 0,
the vertices vm+j , j = 1, . . . , k, correspond to the curves Ej and their weights are
wm+j = −(E
2
j )X˜ . For each pair of vertices vi and vj of Γ(B˜), we define
δi,j =


1, if vi and vj are connected by an edge in Γ(B˜),
0, if vi and vj are not connected by an edge in Γ(B˜),
0, if i = j.
The following Theorem 3 allows to obtain a presentation of the fundamental group
π1(X˜ \ B˜) in terms of the graph Γ(B˜). The proof of this Theorem coincides almost
word for word with the proof of similar statement in [8] (see also [6]) and therefore it
will be omitted.
Theorem 3. The group π1(X˜ \ B˜) is generated by m + k elements b1, . . . , bm being
in one-to-one correspondence with the vertices v1, . . . , vm and em+1, . . . , em+k being in
one-to-one correspondence with the vertices vm+1, . . . , vm+k of Γ(B˜), and being subject
to the following defining relations:
e
−wm+i
m+i · b
δ1,m+i
1 · . . . · b
δm,m+i
m · e
δm+i,m+1
m+1 · . . . · e
δm+i,m+k
m+k = 1 for i = 1, . . . , k,
[bj , em+i] = 1 if δj,m+i = 1,
[em+i1 , em+i2 ] = 1 if δm+i1,m+i2 = 1.
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Remark 1. The generators b1, . . . , bm and em+1, . . . , em+k of π1(X˜ \ B˜) in Theorem
3 are presented by some simple loops around the curves corresponding to them (see
[6]).
The following Lemma is well-known (see, for example, [7]).
Lemma 1. Let (Y, o) be a germ of smooth surface, σ : X → (Y, o) the σ-process with
center at o, (C1, o) and (C2, o) two smooth curve germs in (Y, o) meeting transversally
at o. Then γE = γ1γ2 in π1(Y \ (C1 ∪ C2)) ≃ π1(X \ σ
−1(C1 ∪ C2)), where γE is an
element in π1(X \ σ
−1(C1 ∪ C2)) represented by a simple loop around the exceptional
curve E = σ−1(o) and γj, j = 1, 2, are the elements represented by simple loops
around Cj.
1.2. Graphs of resolution of singularities of ADE singularity types. Remind
that the equations of curve germs (B, o) having one of ADE singularity types are the
following ([1]) :
An : u
2 − vn+1 = 0, n > 0;
Dn : v(u
2 − vn−2) = 0, n > 4;
E6 : u
3 − v4 = 0;
E7 : u(u
2 − v3) = 0;
E8 : u
3 − v5 = 0.
The graph Γ(B˜) of the curve germ (B, o) of singularity type A2k+1, k > 0, is
depicted on Fig. 1 (if k = 0 then the weight of the vertex e3 is equal to −1).
r
−2
e3
r
−2
e4
. . . q−2r
ek+2
−1
r
ek+3
r b1
r
b2
Fig. 1
The graph Γ(B˜) of the curve germ (B, o) of singularity type A2k, k > 1, is depicted
on Fig. 2.
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Fig. 2
The graph Γ(B˜) of the curve germ (B, o) of singularity type D2k+2, k > 1, is
depicted on Fig. 3.
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The graph Γ(B˜) of the curve germ (B, o) of singularity type D2k+3, k > 1, is
depicted on Fig. 4.
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The graph Γ(B˜) of the curve germ (B, o) of singularity type E6 is depicted on Fig.
5.
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Fig. 5
The graph Γ(B˜) of the curve germ (B, o) of singularity type E7 is depicted on Fig.
6.
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Fig. 6
The graph Γ(B˜) of the curve germ (B, o) of singularity type E8 is depicted on Fig.
7.
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Remark 2. Note that in all graphs Γ(B˜) of a curve germs (B, o) of ADE singularity
types (except the singularity types A0 and A1) there is a single vertex e of valency
three (denote the corresponding to it curve by E) and this vertex has weight w = −1.
Proposition 1. ([6], Corollary 1) Let (B, o) be a curve germ having one of ADE
singularity types, E ⊂ σ−1(o) ⊂ V˜ the exceptional curve of the last blowup in the
sequence of blowups σ : V˜ → V resolving the singular point of (B, o), and e an
element in πloc1 (B, o) represented by a simple loop around E. Then e belongs to the
center of πloc1 (B, o) := π1(V \B) ≃ π1(V˜ \ B˜).
Proposition 2. ([6], Proposition 1) Let (B, o) be a curve germ having one of ADE
singularity types. If the singularity type of (B, o) is not A0 or A1, then π
loc
1 (B, o)
is generated by e and the elements γ1, γ2, γ3 corresponding to the vertices of Γ(B˜)
connected by an edge with the vertex e (if the singularity type of (B, o) is A1, then
πloc1 (B, o) is generated by b1, b2 and e).
Below, if the singularity type of (B, o) is A2n+1 or D2n+2, then we will identify the
element γ1 with en+2 (see Fig. 1 and Fig. 3); if the singularity type is A2n, then
we will identify γ1 with en+1 and γ2 with en+3 (see Fig. 2); if the singularity type
is D2n+3, then we will identify γ1 with en+2 and γ2 with en+4 (see Fig. 4); if the
singularity type is E6, then we will identify γ1 with e2 and γ2 with e4 (see Fig. 5); if
the singularity type is E7, then we will identify γ1 with e5 and γ2 with e3 (see Fig.
6); and if the singularity type is E8, then we will identify γ1 with e5 and γ2 with e3
(see Fig. 7).
Let B˜ \ E be the closure of B˜ \ E in V˜ .
Definition 1. If the singularity type of (B, o) is not A0 orA1, then B˜ \E is a disjoint
union of three chains of curves which we call trails of B˜. Denote by B˜j, j = 1, 2, 3,
the trail containing the curve for which γj is represented by a loop around this curve.
A trail is exceptional (resp., completely exceptional) if it contains an exceptional curve
of σ (resp., it contains only exceptional curves).
Denote by Ze the subgroup of π
loc
1 (B, o) generated by e. The imbedding i1 : V˜ \B˜ →֒
V˜ \ (B˜1 ∪ B˜2 ∪ B˜3) induces an epimorphism i1∗ : π1(V˜ \ B˜)→ π1(V˜ \ (B˜1 ∪ B˜2 ∪ B˜3))
whose kernel is Ze. It easily follows from Theorem 3 that e = γ1γ2γ3 and
π1(V˜ \ (B˜1 ∪ B˜2 ∪ B˜3)) ≃ 〈γ˜1〉 ∗ 〈γ˜2〉 ∗ 〈γ˜3〉/(〈γ˜1γ˜2γ˜3〉) (3)
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is the quotient group of free product of three cyclic groups 〈γ˜j〉, j = 1, 2, 3, by the
normal closure (〈γ˜1γ˜2γ˜3〉) of cyclic subgroup generated by the product γ˜1γ˜2γ˜3, where
γ˜j = i1∗(γj). It follows from Theorem 3 that the group 〈γ˜j〉 is finite if and only if B˜j
is a union of exceptional curves El.
It is easy to see that the imbedding i2 : E \ (B˜1 ∪ B˜2 ∪ B˜3) →֒ V˜ \ (B˜1 ∪ B˜2 ∪ B˜3)
induces an epimorphism
i2∗ : π1(E \ (B˜1 ∪ B˜2 ∪ B˜3), p)→ π1(V˜ \ (B˜1 ∪ B˜2 ∪ B˜3), p) (4)
(here we assume that p ∈ E \ (B˜1 ∪ B˜2 ∪ B˜3)).
Remark 3. Note that if the singularity type of (B, o) is D4 then i2∗ is an isomor-
phism. Therefore in this case we will identify the groups π1(E \ (B˜1∪ B˜2∪ B˜3), p) and
π1(V˜ \ (B˜1 ∪ B˜2 ∪ B˜3), p).
Denote by Pj = E ∩ B˜j and γj a loop around Pj such that i2∗(γj) = γ˜j.
Definition 2. If B˜j is an exceptional trail, denote by B˜
0
j the union of the exceptional
curves contained in B˜j and by π˜j := π1(NT \ B˜j), π˜
0
j := π1(NT \ B˜
0
j ), where NT is a
sufficiently small tubular neighbourhood of B˜j.
Remark 4. It follows from Theorem 3 that π˜j and π˜
0
j are cyclic groups.
1.3. Cyclic quotients. Let a cyclic group µm ≃ Zm of order m act on a germ of
a smooth surface (U, o′). Denote by (W, o1) = (U, o
′)/µm the quotient space and
ξ : (U, o′) → (W, o1) the quotient map. By Cartan’s Lemma, we can assume that
(U, o′) is biholomorphic to the ball B2 = {(u1, u2) ∈ C
2 | |u1|
2 + |u2|
2 < 1} and the
action of a generator g of µm is given by
g : (u1, u2) 7→ (exp(2πp1i/m)u1, exp(2πp2i/m)u2),
where pj , j = 1, 2, are some integers, 1 6 pj 6 m, G.C.D.(m, p1, p2) = 1. Let
m = m1m2m0, p1 = m1t1s, p2 = m2t2s, where
G.C.D.(m1t1, m2t2) = G.C.D.(st1, m0) = G.C.D.(st2, m0) = 1.
Then
gm1m0 : (u1, u2) 7→ (exp(2πp1i/m2)u1, u2), g
m2m0 : (u1, u2) 7→ (u1, exp(2πp2i/m1)u2)
and the subgroup µm1m2 ⊂ µm, generated by g
m1m0 and gm2m0 , is a cyclic group
of order m1m2. The map ξ can be decomposed into a composition of two maps,
ξ = ϕ ◦ ϑm1,m2 , where ϑm1,m2 : (U, o
′) → (X, o˜) is the quotient map defined by the
action of µm1m2 on (U, o
′) and ϕ : (W, o1)→ (V, o) is the quotient map defined by the
action of the quotient group µm/µk1k2 ≃ µn of order n on (W, o1).
It is easy to see that (X, o˜) is a germ of a smooth surface,
(X, o˜) ≃ B2 = {(x1, x2) ∈ C
2 | |x1|
2 + |x2|
2 < 1},
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and the map ϑm1,m2 is given by x1 = u
m2
1 , x2 = u
m1
2 . The image g in µm0 of the
generator g ∈ µm acts on (X, o˜) as follows:
g : (x1, x2) 7→ (exp(2πst1i/n)w1, exp(2πst2i/n)w2).
There is an integer r such that rst2 ≡ 1 modm0 and rst1 ≡ q modm0, where 1 6 m0,
since G.C.D.(stj, m0) = 1 for j = 1, 2. Therefore
gr : (x1, x2) 7→ (exp(2πqi/m0)x1, exp(2πi/m0)x2)
and it is easy to show that (W, o1) is the normalization of the germ of singularity
in B3 = {(z1, z2, z3) ∈ C
3 | |z1|
2 + |z2|
2 + |z3|
2 < 1} given by zn3 = z1z
n−q
2 , where
z3 = x1x
n−q
2 , z1 = x
m0
1 , and x2 = x
m0
2 , that is, the germ (W, o1) has so called
Hirzebruch-Jung singularity type Am0,q.
The map ϑm1,m2 is branched in L1 = {x1 = 0} (if m2 > 0) and L2 = {x2 = 0}
(if m1 > 0), and ϕ is unramified outside o˜ (in the future we will denote the map ϕ
by θm0,q). Therefore π1(W \ o1) ≃ µm0 and θm0,q : X \ o˜ → W \ o1 is the universal
unramified cover.
Let τ : W˜ → (W, o1) be the minimal resolution of the singular point o1 ⊂ W .
Denote by Bj = τ
−1(θm0,q(Lj)), j = 1, 2, the proper inverse image of θm0,q(Lj) and
let τ−1(o1) =
⋃k
j=1Ej . It is well-known (see, for example, [2], Capter III.5) that Ej
are rational curves and up to renumbering of Ej , the dual weighted graph Γ(B˜) of
the curve B˜ = (B1 ∪ B2) ∪ (
⋃k
j=1Ej) is a chain, that is it has the following form:
B1
❞ t
E1
ω1
t. . .
ωk
Ek
❞
B2
Fig. 8
where ωj = −(E
2
j )W˜ satisfy the following equality:
m0
q
= ω1 −
1
ω2 −
1
ω3−
1
···−
1
ωk
:
def
= [w1;w2, . . . , wk]. (5)
Conversely, if τ : W˜ → (W, o1) is the minimal resolution of normal singularity
such that τ−1(o1) =
⋃k
j=1Ej is a chain of rational curves (see Fig. 8), then (W, o1)
is a Hirzebruch-Jung singularity of type Am0,q, where m0 and q can be found using
equality (5).
Remark 5. A representation of the singularity (W, o1) of type Am0,q as a cyclic
quotient singularity is uniquely defined by a choice of divisors B1 and B2 (see Fig. 8)
in W˜ ([2], Chapter III.5).
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Note that if we renumber the curves Ej and the weights ωj as follows: E
′
j := Ek−j+1
and ω′j := ωk−j+1, and substitute the new ω
′
j instead of the old ωj in the right side
of (5) then we obtain m0
q′
in the left side of (5) with q′ such that qq′ ≡ 1modm0 (see
[2], Chapter III.5). In particular, the singularities of types Am0,q and Am0,q′ are the
same singularity.
Remark 6. In notations used in Theorem 3, it easily follows from Theorem 3 that
the group π1(W˜ \ (B1 ∪B2 ∪ (
⋃k
j=1Ej))) is generated by the elements b1 and e1, and
π1(W˜ \ (B2 ∪ (
⋃k
j=1Ej))) is the free group F1 generated by e1.
For a singularity (W, o1) of type Am0,q we have
π1(W \ {o1}) = π1(W˜ \ (
k⋃
j=1
Ej)) ≃ µm0 ,
since θm0,q : X \ {o˜} →W \ {o1} is the universal cover.
Lemma 2. If [ω1, ω2, . . . , ωk] = [2, . . . , 2], k > 1, then (W, o1) has the singularity type
Ak+1,k and, in particular, π1(W \ {o1}) ≃ µk+1.
Proof. We have
[2; 2, . . . , 2︸ ︷︷ ︸
k
] =
k + 1
k
. (6)
Note that the singularity types Ak and Ak+1,k are the same singularity type. 
Lemma 3. If [ω1, ω2, . . . , ωk+1] = [n, 2, . . . , 2], k > 0, then (W, o1) has the singularity
type An(k+1)−k,k+1 and, in particular, π1(W \ {o1}) ≃ µn(k+1)−k.
Proof. We have
[ω1;ω2, . . . , ωk+1] = ω1 −
1
[ω2; . . . , ωk+1]
. (7)
Therefore [n; 2, . . . , 2] = n− k
k+1
= n(k+1)−k
k+1
. 
Denote by D2r1,r2 = {(y1, y2) ∈ C
2 | |y1| < r1, |y2| < r2} a bidisk in C
2, where
(r1, r2) ∈ R
2
+. Let Lyj = {yj = 0} ⊂ D
2
r1,r2
, j = 1, 2, be the coordinates axis in D2r1,r2.
The following Lemma is a direct consequence of Theorem 5.1 in [2], Chapter III.
Lemma 4. Let Z be an irreducible germ of normal surface and ξ : Z → D2(r1,r2)(y1, y2)
a cyclic cover of degree n branched in Ly1 ∪ Ly2. Then n = n1n2n3 for some n1 >
1, n2 > 1, n3 > 1 such that G.C.D.(n1, n2) = 1 and ξ is ramified over Lj with
multiplicity njn3, j = 1, 2, and if n3 > 1 then the singularity type of Z over the origin
(0, 0) ∈ D2r1,r2 is An3,q for some q, G.C.D.(n3, q) = 1, and Z is a germ of smooth
surface if n3 = 1.
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Let a germ (W, o1) of normal surface have the singularity type An,q, τ : W˜ → (W, o1)
the minimal resolution of the singular point o1 ∈ W , τ
−1(o1) =
⋃k
j=1Ej the chain of
rational curves, (Ej)
2 = −ωj , and let B˜ ⊂ W˜ be a curve whose dual graph Γ(B˜) is
depicted on Fig. 8.
Letm be a divisor of n, n = mk. Denote by ϕm : (Xm, o˜)→ (W, o1) the cyclic cover
of degree m defined by the natural epimorphism ϕm∗ : π1(W \ {o1}) ≃ µn ։ µm.
The cover ϕm is unramified outside o˜ and (Xm, o˜) is a normal variety having the
singularity of type Ak,q′ for some q
′ if k > 1, and (Xm, o˜) is a germ of smooth surface
if k = 1.
Consider the following commutative diagram
Xm
̺
−−−→ X˜m
ρ
−−−→ (Xm, o˜)
ϕ˜m
y yϕm
W˜
τ
−−−→ (W, o1)
(8)
in which X˜m is the normalization of fibre product W˜×(W,o1)(Xm, o˜) and ̺ : Xm → X˜m
is the minimal resolution of singular points of X˜m. It follows from Lemma 4 that X˜m
can have singular points (and their singularity types are Am′,q′ with some divisors m
′
of m) only over the intersection points of neighboring exceptional curves Ej and Ej+1
of τ .
Denote by ψ := ρ ◦ ̺ the composition of maps ρ and ̺. Note that ψ is a resolution
of singular point o˜ ∈ Xm. The map ψ is decomposed into a composition of two maps,
ψ = ς ◦ σ, where ς : Xm,min → (Xm, o˜) is the minimal resolution of the singular point
o˜ if m < n and σ : Xm → Xm,min is a composition of σ-processes, σ = σl ◦ · · · ◦ σ1
(ψ = σ if m = n).
Let B˜ = (B1 ∪ B2 ∪ (
⋃k
j=1Ej ⊂ W˜ be the union of curves and curve germs whose
dual weighted graph is depicted in Fig. 8. Denote by the same letter Cj the proper
inverse image (τ ◦ ϕ˜m)
−1(Bj) of the germ Bj , j = 1, 2, and the proper inverse images
(σl◦· · ·◦σl−s)
−1(Cj) for 1 6 s 6 l. Denote by ∆m(n, q) the number of σ-processes from
the set {σ1, . . . σl} which blowup a point lying in C1 and call it the m-th supplement
for the singularity type An,q.
Lemma 5. Let a germ (W, o1) have the singularity type An,n−1, n = mk, and ϕm :
(Zm, o˜) → (W, o1) the cyclic cover of degree m defined by the natural epimorphism
ϕm∗ : π1(W \ {o1}) ≃ µn ։ µm. Then
(i) the singularity type of (Zm, o˜) is Ak,k−1
1,
(ii) ∆m(n, n− 1) = m− 1.
1By definition, (Zm, o˜) has the singularity type A1,0 (when k = 1) means that the point o˜ is a
smooth point of Zm.
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Proof. To prove (ii), let us consider the quadric Q = P1 × P1 and let S1, S2 be
two fibres of the projection pr2 : Q → P
1 to the second factor and L a fibre of the
projection pr1 : Q→ P
1 to the first factor. Consider the following diagram
Xm
̺
−−−→ X˜m
ρ
−−−→ Xm
ϕ˜m
y yϕm
Q˜
τ
−−−→ Q
(9)
in which
1) ϕm is defined by epimorphism ϕm∗ : π1(Q \ (S1 ∪ S2)) ≃ Z→ µm ⊂ Sm,
2) τ = τ1 ◦ · · · ◦ τn is the composition of n blowups of the point p = S1 ∩L ∈ S1,
3) X˜m is the normalization of the fibre product Q˜×Q Xm,
4) ̺ : Xm → X˜m is the minimal resolution of the singular points of X˜m.
Denote by Ej ⊂ Q˜, j = 1, . . . , n − 1, the proper inverse image of the exceptional
curve of blowup τj, B1 ⊂ Q˜ the proper inverse image of the the fibre L, and B2 ⊂ Q˜
the exceptional curve of blowup τn. We have
(B21)Q˜ = (B
2
2)Q˜ = −1, (E
2
j )Q˜ = −2 for j = 1, . . . , n− 1
and the dual graph Γ(B˜) of B˜ = B1∪B2∪(
⋃n−1
j=1 Ej) is shown in Fig. 8 (in which ωj =
−2 for j = 1, . . . , n− 1). Therefore we can identify W˜ with a tubular neighbourhood
of
⋃n−1
j=1 Ej and Z˜m with ϕ˜m(W˜ ). Note that the dual weighted graph Γ(
⋃n−1
j=1 Ej) of
the curve
⋃n−1
j=1 Ej is a central-symmetric graph, that is, the weights ωj of the vertices
ej satisfy the following relation: ωj = ωn−j.
Obviously, Xm ≃ P
1 × P1, where ϕ−1m (S1), ϕ
−1
m (S2) are two fibres of the projection
pr2 : Xm → P
1 to the second factor and ϕ−1m (L) := F is a fibre of the projection
pr1 : Xm → P
1 to the first factor.
The fundamental group π1(Q\(S1∪S2)) ≃ π1(Q˜\(τ
−1(S1∪S2)∪B2∪(
⋃n−1
j=1 Ej)) is
generated by the element γ represented by a simple loop around the curve S1. Denote
by ej, j = 1, . . . , n− 1, and b2 the elements of π1(Q˜ \ (τ
−1(S1 ∪S2)∪B2 ∪ (
⋃n−1
j=1 Ej))
represented by simple loops respectively around Ej and B2. It follows from Lemma
1 that
ej = γ
j for j = 1, . . . , n− 1 and b2 = γ
n. (10)
In the beginning, consider the case m = n. The element g1 = ϕn∗(γ) is a generator
of µn ⊂ Sn and
ϕn∗(ej) = g
j
1, (11)
in particular, ϕn∗(en−1) = g
n−1
1 := g2 is a generator of µn and ϕn∗(b2) = g
n
1 =
id. Therefore ϕn is not branched in B2 and X˜n is smooth in a neighbourhood of
ϕ−1n (B1) and ϕ
−1
n (B2). The restriction of ϕ˜n to Z˜n ⊂ X˜n is defined by monodromy
homomorphism ϕn∗ : π1(W˜ \
⋃n−1
j=1 Ej) → µn ⊂ Sn sending ej to g
j
1. It easily follows
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from Theorem 3 that π1(W˜ \
⋃n−1
j=1 Ej) is generated by en−1 and ej = e
n−j
n−1. Therefore
if we denote e′j = en−j then
ϕn∗(e
′
j) = g
j
2. (12)
The inverse image (ϕn◦̺)
−1(
⋃n−1
j=1 Ej) =
⋃N
j=1Ej ⊂ Xn is the chain of rational curves
which can be contracted to a smooth point, the curves Bj = (ϕn ◦ ̺)
−1(Bj), j = 1, 2,
are rational curves,
(B
2
j)Xn = deg ϕ˜n · (B
2
j )X˜n = −n, (B1, E1)Xn = (B2, EN)Xn = 1,
and (ϕn ◦ ρ ◦ ̺)
−1(L) = B1 ∪ B2 ∪ (
⋃N
j=1Ej) is a fibre of the ruled surface Xn.
It follows from central symmetry of the graph Γ(
⋃n−1
j=1 Ej) and (11), (12) that
the dual weighted graph Γ(
⋃N
j=1Ej) is also central-symmetric. Therefore if Ej is
a (−1)-curve, then EN−j+1 is also a (−1)-curve and the curves Ej, EN−j+1 can be
contracted to points simultaneously. After consistently contractions of all such pairs
of (−1)-curves and the contraction of the curve EK+1 in the last step (it is easy
to see that N = 2K + 1 must be an odd number and the central curve EK+1 is
contracted in the last step of contractions) we obtain that the images of B1 and B2
are (−1)-curves, since the union of these images is a fibre of ruled structure. Therefore
∆n(n, n− 1) = n− 1, since (B
2
1)Xn = (B
2
2)Xn = −n.
Consider the case whenm < n. The element g1 = ϕm∗(γ) is a generator of µm ⊂ Sm.
It follows from (10) that ϕm∗(ej+lm) = g
j
1 for j = 1, . . . , m − 1, l = 0, . . . , k − 1 and
ϕm∗(elm) = ϕm∗(b2) = id for l = 1, . . . , k − 1. Therefore ϕ˜m is not branched in
Elm, l = 1, . . . , k − 1, and in B1, B2. Hence, X˜m is smooth in a neighbourhood of
ϕ˜−1m (B1 ∪ B2 ∪ (
⋃k−1
l=1 Elm)) and
(ϕ˜−1m (Elm), ϕ˜
−1
m (Elm))X˜m = −2m, (ϕ˜
−1
m (Bj), ϕ˜
−1
m (Bj))X˜m = −m
for l = 1, . . . , k−1 and j = 1, 2. For each l = 0, . . . , k−1, the union
⋃m−1
j=1 ϕ˜
−1
m (Ej+lm)
can be contracted to a smooth point and similar to the case m = n, it is easy to
see, first, ∆m(n, n− 1) = ∆m(m,m− 1) = m− 1, second, after contraction of curves⋃k−1
l=0
⋃m−1
j=1 ϕ˜
−1
m (Ej+lm) the images of curves ϕ˜
−1
m (Elm) form a chain consisting of k−1
(−2)-curves, that is the singularity type of (Zm, o˜) is Ak,k−1. 
2. Description of β−1(f): general case
2.1. Necessary conditions. In this Section, we use notations of the previous Sec-
tion.
Consider a rigid germ of cover F : (U, o′)→ (V, o) branched in a germ (B, o) having
one of ADE singularity types at the point o, d = degF , and let F∗ : π
loc
1 (B, o) =
π1(V \ B, p) ։ GF ⊂ Sd be its monodromy homomorphism. Remind that the sym-
metric group Sd acts (from the right) on the fibre F
−1(p) = {q1, . . . , qd} and the
monodromy group GF is a transitive subgroup of Sd. Denote by G
1
F the subgroup
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of GF leaving fixed the point q1. Then the action of GF on F
−1(p) can be identified
with the action of GF on the set of right cosets of the subgroup G
1
F .
By Proposition 1, the cyclic group F∗(Ze) ⊂ GF , generated by F∗(e), is a central
subgroup of GF and by Proposition 13 in [6], the group F∗(Ze) acts on (U, o
′). Denote
by H1 : (U, o
′)→ (W, o1) = (U, o
′)/F∗(Ze) the quotient map, degH1 = m = |F∗(Ze)|,
where (W, o1) is a germ of normal surface. By Proposition 13 in [6], there is a
finite map H2 : (W, o1) → (V, o) such that F = H2 ◦ H1, degH2 = n =
d
m
. The
monodromy group GH1 ⊂ Sm of H1 is isomorphic to F∗(Ze) and by Remark 2 in
[6], the monodromy group GH2 ⊂ Sn of H2 is isomorphic to GF/N , where N is the
maximal normal subgroup of GF contained in G
1
F × F∗(Ze) ⊂ GF .
Denote by W˜ the normalization of fibre product V˜ ×(V,o) (W, o1), where σ : V˜ →
(V, o) is the minimal resolution of singular point o ∈ V of the curve germ (B, o) (if
(B, o) has the singularity of type A0 or A1 then σ consists of the single blowup) and
let H˜2 : W˜ → V˜ and ς : W˜ → (W, o1) be the projections to the factors. In addition,
denote by U˜ the normalization of fibre product W˜ ×(W,o1) (U, o
′) and let H˜1 : U˜ → W˜
and τ : U˜ → (U, o′) be the projections to the factors. The group GH1 acts on U˜ and
H˜1 is also the quotient map.
Denote by C = H˜−12 (E) the proper inverse image of the exceptional curve E of the
last σ-process and let f : C → E, deg f = deg H˜2 = n, be the restriction of H˜2 to
C (by definition, f = β(F )). The group F∗(Ze) acts on U˜ and it is easy to see that
H˜−11 (C) is an irreducible curve. Therefore the curve C is contained in the branch
locus of H˜1 and H˜1 is branched in C with multiplicity m = deg H˜1. For the same
reason, the branch locus of H˜2 is contained in B˜ \E, where B˜ = σ
−1(B) is the inverse
image of the germ (B, o). The dual graph of B˜ is depicted in one of Fig. 1 – 7.
Let B˜0 = σ−1(o) and let B˜j ⊂ B˜, j = 1, 2, 3 be the trails of B˜ (see Definition 1).
It follows from Remark 4 and Lemma 4 that W˜ can have singular points (and their
singularity types are Ak′,q′ with some divisors k
′ of n) only over the intersection points
of neighboring irreducible components of the trails of B˜, since H˜2 is not branched
in E. Denote by ςr : W → W˜ a resolution of the singular points of W˜ . Then
ς ◦ ςr :W → (W, o1) is a resolution of the singular point o1 of (W, o1).
Denote by ς1 : W → Wm a holomorphic bimeromorphic map, where Wm is a
smooth surface and ς1 contacts to points the maximal number of irreducible compo-
nents belonging to (H˜1◦ςr)
−1(
⋃3
j=1(B˜j). Then ς◦ςr = ςm◦ς1, where ςm : Wm → (W, o1)
is also a resolution of the singular point o1 of (W, o1).
Put B
0
= ς−1m (o1). The compositionH1 = ς
−1
m ◦H1 : (U, o
′)→ Wm is a meromorphic
map such that the finite cover H1 : U \ {o
′} → Wm \ B
0
is naturally isomorphic to
the cover H1 : U \ {o
′} → W \ {o1}. Note that C = ς1 ◦ ς
−1
r (C) is a component of B
0
.
The cover H1 is branched at most in two irreducible curve germs in (W, o1) (see
Subsection 1.3). Denote by B = B1∪B2∪B
0
⊂Wm the inverse image of these germs
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(of course, one of Bj or both of them can be empty). The dual graph of B is a chain
similar to one depicted in Fig. 8.
As a result, we have the following commutative diagram.
U˜ ✲
τ
U ∋ o′
✚
✚
✚❂
H1
W ∋ o1W˜
✲
ς
ς1
ςr ςm
(∗)
❄ ❄
H˜1 H1W ✲ Wm
✚
✚
✚❂
❩
❩
❩⑦
P1 ≃ C ⊂
P1 ≃ E ⊂ V˜ ✲σ V ∋ o
f
❄
H˜2
❄
H2
❄
The maps H˜1 and H1 in diagram (∗) are quotient maps under the action of cyclic
group. Therefore H1 is a composition of two maps, H1 = θn′,q ◦ϑm1,m2 (see Subsection
1.3), where m = n′m1m2 and G.C.D.(m1, m2) = 1, and hence we obtain the following
commutative diagram
H˜2 ◦ H˜1 : U˜
ϑ˜m1,m2−−−−→ X˜
θ˜n′,q
−−−→ W˜
H˜2−−−→ V˜
τ
y ςy yς yσ
H2 ◦H1 : (U, o
′) −−−−→
ϑm1,m2
(X, o˜) −−−→
θn′,q
(W, o1) −−−→
H2
(V, o).
(13)
The monodromy homomorphism f∗ is the composition of two homomorphisms,
f∗ = H2∗ ◦ i2∗ (see (3) and (4)).
Remark 7. In view of Remark 3 we will identify the monodromy homomorphism
H˜2∗ with monodromy homomorphism β(F )∗ = f∗ in the case when (B, o) has the
singularity type D4.
The monodromy group Gf of the Belyi pair f is isomorphic to GH2 = GF/N ⊂ Sn
generated by f∗(γj) ∈ Sn, j = 1, 2, 3, where γj ∈ π1(E\(B˜1∪B˜2∪B˜3), p) are elements
defined in §1.2. Let
Tc(H˜2) = Tc(f) = {c1, c2, c3}, cj = (nj,1, . . . , nj,kj), n =
kj∑
l=1
nj,l
be the set of cycle types of H˜2∗(γ˜j) = f∗(γj). For each j = 1, 2, 3 the inverse image
H˜−12 (B˜j) of a tail B˜j is the disjoint union of kj connected components, H˜
−1
2 (B˜j) =⊔kj
l=1 B˜j,l. Properties of cyclic covers, described in Subsection 1.3, imply the following
contractibility condition:
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B˜j,l ∩ H˜
−1
2 (B˜
0
j ) in W˜ can be contracted to a nonsingular point if and only if the
order |π˜0j | of the group π˜
0
j is a divisor of nj,l if B˜j is an exceptional trail, and
|π˜0j | = nj,l if B˜j is a completely exceptional trail,
since B˜0j can be contracted to a point of singularity type A|π˜0j |,q. Note that, by the
same reason, nj,l are divisors of |π˜
0
j | if B˜j is a completely exceptional trail.
Denote by rj(H2∗) the number of cycles in the permutation f∗(γj) whose lengths do
not satisfy the contractibility condition if B˜j is exceptional trail and put rj(H2∗) = 0
if B˜j is not an exceptional trail. We obtain that
r1(H˜2∗) + r2(H˜2∗) + r3(H˜2∗) 6 2, (14)
since the dual graph of B is a chain.
2.2. Sufficient conditions. Conversely, let us given a rational Belyi pair f : C ≃
P1 → P1 of degree n branched at Bf ⊂ {0, 1,∞} whose cycle type of its monodromy
is T (f) = {c1, c2, c3}. Remind that the set of rational Belyi pairs is considered up to
the actions of PGL(2,C) on C and P1, and the ordered cycle type T (f) = {c1, c2, c3}
of f depend on the choice of the base in π1(P
1 \ {0, 1,∞}). Therefore we can arrange
the cycle type T (f) so that the cycle type of f∗(γ0) is c1, the cycle type of f∗(γ∞) is c2,
and the cycle type of f∗(γ1) is c3, where γ0, γ1, γ∞ are elements of π1(P
1 \ {0, 1,∞})
represented by simple loops, resp., around 0, 1, and ∞ and such that γ0γ1γ∞ = id in
π1(P
1 \ {0, 1,∞}).
Definition 3. We say that a rational Belyi pair f has the type:
A2k+1, k > 1, if (k1 − r1) lengths n1,j in the cycle type c1 = (n1,1, . . . , n1,k1) are equal
to k + 1, r1 6 2, and the last r1 lengths are divisors of k + 1;
A2k, k > 1, if (k1− r1) lengths n1,j in the cycle type c1 = (n1,1, . . . , n1,k1) are equal to
2k + 1, and the last r1 lengths are divisors of 2k + 1,
(k2 − r2) lengths n2,j in the cycle type c2 = (n2,1, . . . , n2,k2) are equal to 2, the
last r2 lengths are equal to 1, and r1 + r2 6 2;
D2k+2, k > 2, if (k1− r1) lengths n1,j in the cycle type c1 = (n1,1, . . . , n1,k1) are multi-
ple to k, r1 6 2;
D2k+3, k > 1, if (k1− r1) lengths n1,j in the cycle type c1 = (n1,1, . . . , n1,k1) are multi-
ple to 2k + 1, (k2 − r2) lengths n2,j in the cycle type c2 = (n2,1, . . . , n2,k2) are
equal to 2, the last r2 lengths are equal to 1, and r1 + r2 6 2;
E6 if (k1 − r1) lengths n1,j in the cycle type c1 = (n1,1, . . . , n1,k1) are equal to 4,
and the last r1 lengths are equal to 2 or 1, (k2 − r2) lengths n2,j in the cycle
type c2 = (n2,1, . . . , n2,k2) are equal to 3, the last r2 lengths are equal to 1, and
r1 + r2 6 2;
E7 if (k1−r1) lengths n1,j in the cycle type c1 = (n1,1, . . . , n1,k1) are even, (k2−r2)
lengths n2,j in the cycle type c2 = (n2,1, . . . , n2,k2) are equal to 3, the last r2
lengths are equal to 1, and r1 + r2 6 2;
E8 if (k1− r1) lengths n1,j in the cycle type c1 = (n1,1, . . . , n1,k1) are equal to 3 and
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the last r1 lengths are equal to 1, (k2 − r2) lengths n2,j in the cycle type c2 =
(n2,1, . . . , n2,k2) are equal to 5, the last r2 lengths are equal to 1, and r1+r2 6 2.
Remark 8. Note that a rational Belyi pair f can have several ADE types. For
example if f has A2k+1 type, k > 1, then it has also D2k+4 type. In addition, we will
assume that any f ∈ Bel has the D4 type.
It follows from Lemmas 2 and 3, the contractibility condition and inequality (14),
that the necessary condition for the branch curve (B, o) of a finite cover F ∈ RT ⊂
R \ (RA0 ∪ RA1) to belong to β
−1(f), deg f = n, is that f has type T .
If this necessary condition is met, then we can consider a monodromy homomor-
phism H2∗ : π
loc
1 (B, o) ≃ π1(V˜ \ B˜) → Sn sending γ1 to f∗(γ0), γ2 to f∗(γ∞), γ3 to
f∗(γ1), and e to id. The homomorphism H2∗ defines finite coverings H2 : (W, o1) →
(V, o) and H˜2 : W˜ → V˜ , where σ : V˜ → (V, o) is the minimal resolution of the
singular point of (B, o). We can add to the maps H2, H˜2, σ, and ς : W˜ → (W, o1)
the bimeromorphic maps ςr : W → W˜ , ς1 : W → Wm and ςm : Wm → (W, o1).
As a result, we obtain the lower part of diagram (∗). Denote by C = H˜−12 (E) the
proper inverse image of the exceptional curve E of the last σ-process. Obviously, the
restriction of H˜2 to C coincides with Belyi pair f : C → E, deg f = deg H˜2 = n.
As above, denote by m0 the order of the fundamental group π1 = π1(W \ {o1}) ≃
π1(Wm \B
0
), where B
0
= ς−1m (o1). We obtain the following commutative diagram
Uf,minT
ς
−−−→ (Uf,minT , o2)
Hf
y yHf
Wm
ςm−−−→ (W, o1)
(15)
in which Hf : U f,minT → Wm and Hf : (Uf,minT , o2) → (W, o1) are cyclic covers of
degree m0, Hf : Uf,minT \ {o2} → W \ {o1} is the universal cover, Hf is branched in
B
0
, U f,minT is a normal surface and (Uf,minT , o2) is a germ of smooth surface, and ς
is a bimeromorphic holomorphic map.
Let γC ∈ π1 be the element represented by a simple loop around C = ς1 ◦ ς
−1
r (C).
We call the condition: the dual graph of B
0
is a chain and γC generates the group π1,
the second necessary condition. If f has type T and the second necessary conditions
is met for the germ (B, o) having singularity type T , then Hf is branched in C with
multiplicity m0 and it is easy to see that the cover Ff,minT := H2◦Hf : (Uf,minT , o2)→
(V, o) of degree nm0 belongs to β
−1(f). The cover Ff,minT ∈ RT will be called the
minimal cover in β−1(f) of rational Belyi pair f of type T .
Denote by χ : U → U f,minT the minimal resolution of singular points of Uf,minT .
Then ς ◦ χ : U → Uf,minT is a composition of σ-processes with centers at nonsingular
points. Note that (ς ◦ χ)−1(o2) is a chain of the exceptional curves of ς ◦ χ. Denote
by Cr = χ
−1(C) the proper inverse image of C.
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Consider the curve germ B as a divisor in (V, o) and let F ∗f,minT (B) =
∑
rjRj
be the inverse image of B, where Rj are its irreducible components. Denote by S1
the set consisting of the pairs (Rj , rj) in which Rj is a smooth germ for each j and
(ς ◦ χ)−1(Rj) is a chain consisting of the exceptional curves and the proper inverse
image of Rj, and by S2 the set consisting of the ordered pairs {(Rj1, rj1), (Rj2 , rj2)},
where (Rjl, rjl) ∈ S1 for l = 1, 2 and Rj1 , Rj2 meet transversally at o2.
The fundamental group π1(Uf,minT \ Rj) ≃ π1(U \ (ς ◦ χ)
−1(Rj)) is a free cyclic
group generated by the element γj represented by a simple loop around Rj . Then
γC = γ
aj
j , (16)
where γC is an element represented by a simple loop around Cr and aj can be com-
puted using step by step Lemma 1.
Denote Mj = {m ∈ N | G.C.D.(m, aj) = 1} for (Rj , rj) ∈ S1 and
Mj1,j2 = {(m1, m2) ∈ N
2 | G.C.D.(m1m2, m1aj1 +m2aj2) = 1}
for {(Rj1, rj1), (Rj2, rj2)} ∈ S2 and aj defined in (16) (note that if (m1, m2) ∈M2 then
G.C.D.(m1, m2) = 1).
For {(Rj1 , rj1), (Rj2, rj2)} ∈ S2 and (Rj1, rj1) ∈ S1 let us choose coordinates (y1, y2)
in Uf,minT such that Rjl is given by equation yl = 0 for l = 1, 2 (if (Rj1 , rj1) ∈ S1
then Rj2 is any smooth curve germ meeting transversally with Rj1) and for each
(m1, m2) ∈ Mj1,j2 (resp. for each m1 ∈ Mj1 and m2 = 1) consider the cyclic cover
ϑm1,m2 : (U, o
′) → (Uf,minT , o2) given by x
m1
1 = y1, x
m2
2 = y2. It is easy to see that
FR1,R2,m1,m2 := Ff ◦ ϑm1,m2 : (U, o
′) → (V, o) of degree deg FR1,R2,m1,m2 = nm0m1m2
also belongs to β−1(f).
Let Aut(V,B, o) = {g ∈ Aut(V ) | g(B) = B, g(o) = o} be the automorphism
group of the triple (V,B, o) and Gal(Ff ) = {g ∈ Aut(Uf,minT , o2) | Ff ◦ g = Ff} the
automorphism group of (Uf,minT , o2) over (V, o). The group Aut(V,B, o) × Gal(Ff)
acts on the sets S1 and S2. Denote by orbj(f) the number of orbits of the action of
the group Aut(V,B, o)×Gal(Ff ) on Sj, j = 1, 2.
The results obtained above finally give the following
Theorem 4. Let T be one of ADE singularity types, a curve germ (B, o) have the
singularity of type T at o, and f ∈ Bel, deg f = n. Then the intersection RT ∩β
−1(f)
is nonempty if and only if f has the type T and (B, o) satisfies the second necessary
condition.
If RT ∩ β
−1(f) 6= ∅ then RT ∩ β
−1(f) consists of the minimal cover Ff,minT :
(Uf,minT , o2) → (V, o) of degree nm0 and (orb1(f) + orb2(f)) infinite series of covers
FR1,R2,m1,m2, degFR1,R2,m1,m2 = nm0m1m2.
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3. Proof of Theorem 1
Lemma 6. Let a morphism f : C = P1 → P1, deg f = n > 1, be given by
y1 = h1(x1, x2), y2 = h2(x2, x2), where h1(x1, x2) and h2(x2, x2) are two coprime
homogeneous in variables x1, x2 forms. Then the ramification divisor Rf of f is given
by equation
Jf(x1, x2) := det


∂h1
∂x1
,
∂h1
∂x2
∂h2
∂x1
,
∂h2
∂x2

 = 0. (17)
Proof. The projective line C is covered by four neighbourhoods
Ui,j = {(x1 : x2) ∈ C | xi 6= 0, hj(x1, x2) 6= 0}, 1 6 i, j 6 2,
and x˜i =
xi
x
iˆ
is a coordinate in Uiˆ,j, where {i, iˆ} = {1, 2}. Similarly, P
1 is covered by
two affine lines Vj = {(y1 : y2) ∈ P
1 | yj 6= 0}, j = 1, 2, and y˜j =
yj
y
jˆ
is a coordinate in
Vjˆ . The morphism f defines four rational functions y˜j = fi,j(x˜i) and, obviously, the
restriction of Rf to Ui,j is the sum of critical points of fi,j counting with multiplicities.
In particular, if i = 2 and j = 2 (the other cases are similar), then Rf in U2,2 is given
by equation dy˜1
dx˜1
= 0, where y˜1 = f2,2(x˜1) =
h1(x˜1,1)
h2(x˜1,1)
. Therefore
dy˜1
dx˜1
=
h′1x1(x˜1, 1)h2(x˜1, 1)− h1(x˜1, 1)h
′
2x2
(x˜1, 1)
h2(x˜1, 1)2
. (18)
It follows from Euler formula nh(x1, x2) = x1h
′
x1(x1, x2) + x2h
′
x2(x1, x2) for homoge-
neous forms h(x1, x2) of degree n that
hi(x˜1, 1) =
1
n
[x˜1h
′
i x1
(x˜1, 1) + h
′
i x2
(x˜1, 1)] (19)
and applying (19), we obtain that the numerator in right side of (18) coincides with
1
n
Jf(x˜1, 1). 
Applying direct calculations in non-homogeneous coordinates that define σ-processes
with centers at points, it is easy to show that the following lemma occurs.
Lemma 7. Let F : (U, o′)→ (V, o) be a finite cover given by
yj = hj(x1, x2) +
∞∑
k=nj+1
k∑
m=0
aj,mx
m
1 x
k−m
2 , j = 1, 2, (20)
where hj(x1, x2) are homogeneous forms of degree nj in variables x1 and x2, and let
τ : U˜ → U and σ : V˜ → V be σ-processes with centers at o′ and o, τ−1(o′) = E˜ and
σ−1(o) = E. Then
(i) σ−1 ◦ F ◦ τ : U˜ → V˜ is a holomorphic map if and only if h1(x1, x2) and
h2(x1, x2) are coprime forms;
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(ii) σ−1 ◦ F ◦ τ(E˜) = E if and only if n1 = n2 and the forms h1(x1, x2) and
h2(x1, x2) are linear independent;
(iii) if n1 = n2 := n and h1(x1, x2) and h2(x1, x2) are coprime forms, then
(iii)1 the restriction f : E˜ → E of σ
−1 ◦ F ◦ τ to E˜ is given by y1 = h1(x1, x2)
and y2 = h2(x1, x2),
(iii)2 degF = n
2 and deg f = n.
To prove Theorem 4, we use definitions and notations introduced in the previous
sections. We will assume that the branch locus (B, o) of a cover F : (U, o′) → (V, o)
is given by equation uv(u− v) = 0. The cover H˜2 (see diagram (∗)) is branched only
in the disjoint union B1 ⊔B2 ⊔B3 of three smooth curves, the proper inverse images
of the irreducible branches of the curve B. Therefore W˜ is a smooth surface (that is,
W˜ =Wm) and the restriction of H˜2 to C = H˜
−1
2 (E) is β(F ), deg β(F ) = deg H˜2 := n
′.
Hence, (C2)W˜ = −n
′ and ς : W˜ → (W, o1) is the minimal resolution of the singular
point o1 ∈ W of singularity type An′,1 (that is q = 1). In addition, in diagram (13)
the map ς is the blowup of the point o˜, σ−1(o˜) = θ˜−1n′,1(C) = E˜ and (E˜
2)X = −1; τ is
the blowup of the point o1, τ
−1(o′) = ϑ˜−1m1,m2(E˜) = E and (E
2
)U˜ = −1. In particular,
all maps in (13) are holomorphic maps. Note also that the restriction of θ˜n′,1 to E˜
is an isomorphism between E˜ and C. Therefore we can identify the restriction of
Ff,min := H˜2 ◦ ϑ˜n′,1 to E˜ with β(F ).
Let Ff,min : (X, o˜) → (V, o) is given by equations (20). Then, by Lemma 7, f =
β(F ) is given by homogeneous forms y1 = h1(x1, x2) and y2 = h2(x2, x2) of degree n.
Therefore n′ = n. In addition, according to Remark 7, we identify the monodromy
homomorphism H˜2∗ with monodromy homomorphism f∗.
If F : (U, o′)→ (V, o) is given by equations (2), then Ff,min is given by homogeneous
forms y1 = h1(x1, x2) and y2 = h2(x2, x2). Therefore, first, we can consider Ff,min as
the restriction to B2 ⊂ C
2 of the morphism Ff,min : C
2 → C2 defined by the same
functions. Second, we can identify C ≃ P1 in the rational Belyi pair f : C → P1
with the quotient space C2/{(x1, x2) ∼ (λx1, λx2) for λ 6= 0} and the line P
1 with
C2/{(y1, y2) ∼ (λy1, λy2) for λ 6= 0}. The ramification divisor RFf,min of Ff,min is
given by equation (17). Therefore RFf,min is a sum of lines passing through the origin
such that
RFf,min/{(x1, x2) ∼ (λx1, λx2) for λ 6= 0} = Rf
and it follows from Lemma 6 that the branch locus BFf,min of Ff,min is given by
equation uv(u − v) = 0 if f ∈ Bel3. Therefore the singularity type of BFf,min is D4.
If f ∈ Bel2 then the branch locus BFf,min of Ff,min is given by equation uv = 0 and
therefore the singularity type of BFf,min is A1. But, in both cases the branch locus BF
of F is given by equation uv(u−v) = 0, since the branch curve of ϑm1,m2 is contained
in the union of two lines given by equations x1 = 0, x2 = 0 and {f(p1), f(p2)}∪Bf =
{0, 1,∞} for p1 = (0, 1), p2 = (1, 0) ∈ C.
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Conversely, if F ∈ RD4 be given by equations (20), then it follows from above
considerations that f = β(F ) is given by homogeneous forms y1 = h1(x1, x2) and y2 =
h2(x2, x2). Consider a cover F
′
f,min : (X
′, o˜)→ (V, o) given by the same homogeneous
forms u = h1(x1, x2) and v = h2(x2, x2) and consider diagram (13) for F
′
f,min in which
ϑm1,m2 = ϑ1,1 and we denote the germs of surfaces W , W˜ , X˜ and the maps H2, H˜2
and so on by the same letters with the addition of a stroke (W ′, H˜ ′2 and so on). Then,
by Lemmas 6 and 7, f ′ = β(F ′f,min) : C
′ → E is given by the same homogeneous forms
y1 = h1(x1, x2) and y2 = h2(x2, x2).
According to Remark 7, the covers H˜2 and H˜
′
2 have the same monodromy ho-
momorphism f∗ = f
′
∗. Therefore, by Grauert - Remmert - Riemann - Stein Theo-
rem, there are biholomorphic isomorphisms ϕ : W˜ → W˜ ′ and ψ : W → W ′ such
that H˜2 = H˜
′
2 ◦ ϕ and H2 = H
′
2 ◦ ψ, and we can identify W˜ with W˜
′ and W
with W ′ with the help of these isomorphisms. Therefore there are biholomorphic
isomorphisms ϕ˜ : X˜ → X˜ ′ and ψ˜ : X → X ′ such that ϕ ◦ θ˜n,1 = θ˜
′
n,1 ◦ ϕ˜ and
ψ ◦ θn,1 = θ
′
n,1 ◦ ψ˜, since θ˜n,1 = θn,1 : X˜ \ E˜ = X \ o˜ → W˜ \ C = W \ o1 and
θ˜′n,1 = θ
′
n,1 : X˜
′ \ E˜ ′ = X ′ \ o˜′ → W˜ ′ \C ′ =W ′ \o′1 are the universal unramified covers.
Hence, we can identify X˜ with X˜ ′ and X with X ′. As a result, we obtain that the
covers Ff,min : X →W and F
′
f,min : X
′ →W ′ are equivalent.
If m1 or m2 or both of them are grater than 1 in ϑm1,m2 : (U, o
′)→ (X, o˜), then we
can obtain the cyclic cover ϑ′m1,m2 : (U
′, o′′)→ (X ′, o˜′) branched in the images of the
branch curves of ϑm1,m2 under the holomorphic isomorphism ψ˜. Obviously, the covers
ϑm1,m2 and ϑ
′
m1,m2 are equivalent. Therefore the compositions F = Ff,min ◦ ϑm1,m2
and F ′ = F ′f ′,min ◦ϑ
′
m1,m2 of equivalent covers are equivalent and it is easy to see that
there is a coordinate change in (U ′, o′′) such that the cover F ′ is given by equations
(2).
4. Proof of Theorem 2
4.1. Let f = β(F ) ∈ Bet2, deg f = n, for F branched in (B, o) having one of ADE
singularity types. Without loss of generality we can assume that f is given by y = xn
in non-homogeneous coordinates and its branch locus is Bf = {0,∞} ⊂ {0, 1,∞}.
Then, in general case, H˜2 : W˜ → V˜ is a cyclic cover branched in two of three trails
of B˜, deg H˜2 = n, the cover H˜1 = θ˜n,q ◦ ϑ˜m1,m2 : U˜ → W˜ is also a cyclic cover, and
ϑ˜m1,m2 must be branched at least in one of the irreducible components of the inverse
image of the third trail.
4.2. Cases RA0 and RA1 . It is easy to show that if F ∈ (RA0 ∪ RA1) ∩ β
−1(Bel),
deg β(F ) = n, then F is equivalent one of the following germs of covers of degree
n2m1m2 given by u = z
nm1 , v = wnm2 for some m1 > m2 > 1, G.C.D.(m1, m2) = 1
(if F ∈ RA0 , then n = m2 = 1).
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4.3. Case RA2k+1 , k > 1. Without loss of generality, we can assume that (B, o)
is given by equation u(u − vk+1) = 0 and u = 0 is an equation of the irreducible
component B1 of B. The graph Γ(B˜) of the curve germ (B, o) of singularity type
A2k+1, k > 1, is depicted on Fig. 1 (in this case E = Ek+3). Let us number the trails
of B˜ as follows: B˜1 = B1, B˜2 = B2, and B˜3 = E3 ∪ · · · ∪ Ek+2. Then H˜2 is branched
either in B1 ∪ B2 or in Bl ∪ (
⋃k+2
j=3 Ej), where l = 1 or 2.
Let us show that the first case is impossible. Indeed, if H˜2 is branched in B1 ∪B2,
then n must be equal to 2, since H˜−12 (
⋃k+3
j=3 Ej) must be a chain of rational curves
satisfying the second necessary condition. But, if n = 2 then H˜1 must be branched
only in H˜−12 (
⋃k+3
j=3 Ej) =
⋃2k+1
j=1 E˜j , where E˜k+1 = H˜
−1
2 (Ek+3) = C. In this case,
W˜ is a smooth surface and (E˜2j )W˜ = −2 for all j. Therefore, by Lemma 2, the
group π1(NT \ (
⋃2k+1
j=1 E˜j)) ≃ µ2k+2, where NT is a small tubular neighbourhood of⋃2k+1
j=1 E˜j . It follows from Theorem 3 that the group π1(NT \ (
⋃2k+1
j=1 E˜j)) is generated
by an element γE˜1 represented by a simple loop around E˜1 and γC = γ
k+1
E˜1
, where
γC is an element represented by a simple loop around E˜k+1. Therefore in this case
the second necessary condition is not satisfied, since γC = γ
k+1
E˜1
does not generate the
group µ2k+2.
In the second case without loss of generality, we can assume that H˜2 is branched
in B˜1 = B1 and B˜3 =
⋃k+2
j=3 Ej , and in addition, assume that n = deg H˜2 is a divisor
of k + 1, k + 1 = nm0, since π˜
0
3 ≃ µk+1.
Consider the surface W˜m and the curve B ⊂ Wm (see diagram (∗)). The inverse
image (H2◦ςm)
−1(B2) =
⊔n
j=1B2,j is the disjoint union of n curve germs each of which
intersects transversally with C and (H2 ◦ ςm)
−1(B1) = B1,1 is an irreducible curve
germ. By Lemma 5, there are three possibilities for the curve B
0
⊂Wm (see notations
introduced in Subsection 2.1). The first one (when m0 > 1) is B
0
= C ∪ (
⋃m0−1
j=1 Ej),
the curve B1 is one of the irreducible components of (H2 ◦ ςm)
−1(B2) (say B2,1), and
B2 = ∅. In this case we have (E
2
j)Wm = −2 and (C
2
)Wm = −1. In the second case
(when m0 = 1) B1 = B1,1, B2 is one of the irreducible components of (H2◦ςm)
−1(B2),
and B
0
= C, (C
2
)Wm = −1. In the third case (when m0 = 1) B1 and B2 are two of
the irreducible components of (H2 ◦ ςm)
−1(B2), and B
0
= C, (C
2
)Wm = −1.
In all of these cases, (W, o1) is a germ of smooth surface and H2 is given by u = y
n
1
and v = y2, where y1, y2 are coordinates in (W, o1). We have H
−1
2 (B2) =
⋃n
j=1B2,j,
where B2,j are given by equations y1 − ωjy
m0
2 = 0, ωj = exp(2πji/n). May be
after scalar coordinate changers in (V, o) and (W, o1), we can assume that one of
irreducible components of H−12 (B2) included in the branch curve of H1 is given by
equation y1 − y
m0
2 = 0.
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In the first case, put x1 = y1 − y
m0
2 and x2 = y2. Then it is easy to see that
H1 : (U, o
′) → (W, o1) is given by functions z
m = x1 and w = x2, where z, w are
coordinates in (U, o′) and m > 1. In view of Lemma 1, the second necessary condition
entails the equality G.C.D.(m0, m) = 1. Therefore F : (U, o
′)→ (V, o) is given by
u = (zm + wm0)n, v = w,
where n,m,m0 > 1 and G.C.D.(m0, m) = 1.
In the second case, put x1 = y1 and x2 = y2 − y1. Then it is easy to see that
H1 : (U, o
′) → (W, o1) is given by functions z
m1 = x1 and w
m2 = x2, where z, w
are coordinates in (U, o′) and m1 > 1, m2 > 1, G.C.D.(m1, m2) = 1. Therefore
F : (U, o′)→ (V, o) is given by
u = znm1 , v = zm1 + wm2 ,
where m1 > 1, n,m2 > 1, and G.C.D.(m1, m2) = 1.
In the third case, the cover H1 : (U, o
′)→ (W, o1) is branched in two curves given by
y1−y2 = 0 and y1−ωjy2 = 0 for some j, 1 6 j 6 n−1. We put x1 = (ωj−1)
−1(y1−y2)
and x2 = (ωj − 1)
−1(y1 − ωjy2). Then H1 : (W, o1) → (V, o) is given by functions
zm1 = x1 and w
m2 = x2, where z, w are coordinates in (U, o
′) and m1, m2 > 1,
G.C.D.(m1, m2) = 1. Therefore F : (U, o
′)→ (V, o) is given by
u = (ωjz
m1 − wm2)n, v = zm1 − wm2 ,
where n,m1, m2 > 1, G.C.D.(m1, m2) = 1, and ωj = e
2πji/n, 1 > j > n− 1.
4.4. Case RA2k , k > 1. The graph Γ(B˜) of the curve germ (B, o) of singularity type
A2k, k > 1, is depicted on Fig. 2 (in this case E = Ek+2). Let us show that in this
case (
⋃∞
k=1RA2k)∩β
−1(Bel2) = ∅. Indeed, assume that there is F ∈ RA2k∩β
−1(Bel2)
for some k > 1. Then (see diagram (∗)) H˜2 can be branched either in B˜1 ∪ B˜2, or in
B˜1 ∪ B˜3, or in B˜2 ∪ B˜3, where B˜1 = Ek+3, B˜2 = E2 ∪ · · · ∪ Ek+1, and B˜3 = B1.
By Lemmas 2 and 3, π˜01 ≃ µ2 and π˜2 ≃ µ2k+1. Therefore H˜2 can not be branched
in B˜1 ∪ B˜2, since G.C.D.(2, 2k + 1) = 1.
Assume that H˜2 is branched in B˜2 ∪ B˜3. Then deg H˜2 is a divisor of 2k + 1 and
hence the dual graph of H˜−12 (Ek+2∪Ek+3) is not a tree, that is, the second necessary
condition is not satisfied.
Assume that H˜2 is branched in B˜1 ∪ B˜3. Then deg H˜2 = 2 and the dual graph
of H˜−12 (B˜2 ∪ Ek+2) =
⋃2k+1
j=1 E˜j (here E˜k+1 = H˜
−1
2 (E)=C) is a chain with weights
[2, . . . , 2︸ ︷︷ ︸
k−1
, 3, 2, 3, 2, . . . , 2︸ ︷︷ ︸
k−1
]. Therefore B
0
=
⋃2k+1
j=1 Ej ⊂Wm is a chain with the weights
[2, . . . , 2︸ ︷︷ ︸
k−1
, 3, 1, 3, 2, . . . , 2︸ ︷︷ ︸
k−1
], since (H˜−12 (Ek+3), H˜
−1
2 (Ek+3))W˜ = −1. It follows from The-
orem 3 (or see the proof of Lemma ??) that γC = 1 in π1(Wm \ B
0
), that is, the
second necessary condition is not satisfied in this case.
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4.5. Case RD2k+3, k > 1. The graph Γ(B˜) of the curve germ (B, o) of singularity
type D2k+3, k > 1, is depicted on Fig. 4 (in this case E = Ek+3). We can assume
that (B, o) is given by equation u(v2−u2k+1) = 0. The cyclic cover H˜2 : W˜ → V˜ (see
diagram (∗)) can be branched either in B˜1 ∪ B˜2, or in B˜1 ∪ B˜3, or in B˜2 ∪ B˜3, where
B˜1 = B1 ∪ E3 ∪ · · · ∪ Ek+2, B˜2 = Ek+4, and B˜3 = B2, but using the same arguments
as in Subsection 4.4, it is easy to show that H˜2 can be branched neither in B˜1 ∪ B˜3
nor in B˜2 ∪ B˜3.
By Remark 6 and Lemmas 2 and 3, π˜1 is the infinite cyclic group generated by ek+2
and π˜01 ≃ µ2k+1, π˜
0
2 ≃ µ2. Therefore if H˜2 is branched in B˜1∪B˜2, then deg H˜2 = 2 and
H˜2∗(ek+2) generates the monodromy group GH˜2 ≃ µ2. Applying the representation
of the group π˜1 obtained with the help of Theorem 3, it is not difficult to show
that W˜ has singular points of type A1 over the intersection points of the irreducible
components of B˜ and B
0
⊂ Wm is a chain of rational curves, B
0
= C ∪ (
⋃2k
j=1Ej,
the weights of its dual graph are [2, . . . , 2︸ ︷︷ ︸
2k
, 1]. Therefore (W, o1) is a germ of smooth
surface and H2 : (W, o1) → (V, o) is given by functions y
2
1 = u and y2 = v, where y1,
y2 are coordinates in (W, o1). The inverse image H
−1
2 (B2) = B2,1 ∪ B2,2 is the union
of two branches given by equations y2 − y
2k+1
1 = 0 and y2 + y
2k+1
1 = 0. The cyclic
cover H2 : ((U, o
′) → (W, o1) is branched in H
−1
2 (B1) given by equation y1 = 0 with
multiplicity m1 and in one of irreducible components of H
−1
2 (B2) with multiplicity
m2. Without loss of generality, we can assume that H1 is branched in B2,1. Put
x1 = y1 and x2 = y2 − y
2k+1
1 . Then H1 is given by functions z
m1 = x1 and w
m2 = x2.
Therefore F : (U, o′)→ (V, o) is given by functions
u = z2m1 , v = zm1(2k+1) + wm2,
where k, m1 > 1, m2 > 1 and G.C.D.(m1, m2) = 1. Note that ςm : Wm → (W, o1)
is a composition of 2k + 1 σ-processes blowing up the point o1 and points lying
in the proper inverse images of B2,2 and such that C is the exceptional curve of
the last blowup. Therefore it follows from the second necessary condition that
G.C.D.(m2, 2k + 1) = 1.
4.6. Cases RE6 and RE8. The graphs Γ(B˜) of the curve germs (B, o) of singularity
types E6 and E8 are depicted on Fig. 6 and 8. We will show that RE6∩β
−1(Bel2) = ∅
(the proof that RE8 ∩ β
−1(Bel2) = ∅ is similar and therefore it will be omitted).
Assume that there is F ∈ RE6 ∩ β
−1(Bel2). Then (see diagram (∗)) H˜2 can be
branched either in B˜1∪B˜2, or in B˜1∪B˜3, or in B˜2∪B˜3, where B˜1 = E2, B˜2 = E4∪E5,
and B˜3 = B1.
It follows from Theorem 3 that π˜01 ≃ µ4 and π˜2 ≃ µ3. Therefore H˜2 can not be
branched in B˜1 ∪ B˜2, since G.C.D.(4, 3) = 1.
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If H˜2 is branched in B˜1∪ B˜3 or in B˜2∪ B˜3, then it is easy to see that the dual graph
of B
0
⊂Wm is not a tree, that is, the second necessary condition is not satisfied.
4.7. Case RE7. The graph Γ(B˜) of the curve germ (B, o) of singularity type E7 given
by u(v2 − u3) = 0 is depicted on Fig. 6 (in this case E = E4). Let us number the
trails of B˜ as follows: B˜1 = B1 ∪ E5, where B1 is given by equation u = 0, B˜2 = E3,
and B˜3 = B2. Similar to the cases considered above, it is easy to see that H˜2 must be
branched in B1 ∪B2, deg H˜2 = 3, (W, o1) is a germ of smooth surface and H2 is given
by u = y31 and v = y2. Then H
−1
1 (B2) = B2,1 ∪B2,2 ∪B2,3, where B2,j ⊂W are given
in coordinates y1, y2 in (W, o1) by equations y2 − ωjy
2
1 = 0, ωj = e
2πji/3, j = 1, 2, 3.
The cover H1 : (U, o
′) → (W, o1) is branched in one of irreducible components of
H−12 (B2) with multiplicity m2 > 1 and, possibly, in H
−1
2 (B1). As above, without
loss of generality, we can assume that H1 : (U, o
′)→ (W, o1) is branched in B2,3. Put
x1 = y1 and x2 = y2−y
2
1. ThenH1 is given by functions z
m1 = x1 and w
m2 = x2, where
z, w are coordinates in (U, o′) and G.C.D.(m1, m2) = 1. Therefore F : (U, o
′)→ (V, o)
is given by
u = z3m1 , v = z2m1 + wm2 ,
where m1 > 1, m2 > 1, and G.C.D.(m1, m2) = 1.
4.8. Case RD4. It easily follows from the proof of Theorem 3 that a germ of cover
F ∈ RD4 ∩ β
−1(Bel2) is equivalent to a cover given by one of the following pairs of
functions:
u = zm1n, v = (zm1 + wm2)n (21)
or
u = (zm1 − wm2)n, v = (zm1 − ωjw
m2)n, (22)
where n > 2, m1, m2 > 1 and G.C.D.(m1, m2) = 1, ωj = exp(2πji/n), 1 6 j 6 n−1.
4.9. Case RD2k+2, k > 2. Without loss of generality, we can assume that (B, o) is
given by equation uv(v − uk) = 0, where u = 0 is an equation of the irreducible
component B1 of B and v = 0 is an equation of the irreducible component B2. The
graph Γ(B˜) of the curve germ (B, o) of singularity type D2k+2, k > 2, is depicted
on Fig. 3 (in this case E = Ek+3). Let us number the trails of B˜ as follows: B˜1 =
B1 ∪ E4 ∪ · · · ∪ Ek+2, B˜2 = B2, and B˜3 = B3. The cyclic cover H˜2 : W˜ → V˜ is
branched either in B˜1 ∪ B˜2 or in B˜2 ∪ B˜3 (the case when H˜2 is branched in B˜1 ∪ B˜3 is
the same as the case when H˜2 is branched in B˜1∪ B˜2, since we can make a coordinate
change in (V, o)).
As in Subsection 4.3, it is easy to show that the case when H˜2 is branched in B˜2∪B˜3
is impossible.
Consider the case when the cyclic cover H˜2 : W˜ → V˜ (see diagram (∗)) is branched
in B˜1 ∪ B˜2, deg H˜2 = n. Let n = n1k1 and k = k1k2, where k1 = G.C.D.(n, k) and
G.C.D.(n, k2) = 1. The group π˜1 is generated by element γEk+2 represented by a
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simple loop around the curve Ek+2. It follows from Theorem 3 that γB1 = γ
k
Ek+2
,
where γB1 is an element in π˜1 represented by a simple loop around the germ B1. The
monodromy group GH˜2 ≃ µn ⊂ Sn is generated by element g = H˜2∗(γEk+2). The
element H˜2∗(γB2) = g
−1 is also a generator of the group µn, where γB2 is an element
in π˜1 represented by a simple loop around the germ B2, and H˜2∗(γB1) = g
k is an
element of order n1. Therefore H˜2 is branched in B1 with multiplicity n1 and in B2
with multiplicity n. As a result, we obtain that H2 also is branched only in B1 with
multiplicity n1 and in B2 with multiplicity n.
In diagram (13), the cover θn′,q : (X, o˜)→ (W, o1) is branched only at the point o1.
Therefore the map Ff,min = H2 ◦ θn′,q : (X, o˜) → (V, o) is given in some coordinates
(x1, x2) in (X, o˜) by functions
u = xn11 , v = x
n
2 ,
since (X, o˜) is a germ of smooth surface and H2 ◦ θn′,q is branched in the divisor
with normal crossing B1 ∪B2. The inverse image F
−1
f,min(B3) = ∪
n
j=1B3,j is the union
of n smooth curves given by equation xn2 − x
n1k
1 =
∏n
j=1(x2 − ωjx
k2
1 ) = 0, where
ωj = exp(2πji/n), j = 1, . . . , n.
The map ϑm1,m2 : (U, o
′) → (X, o˜) is branched in at most two irreducible curves,
one of which belongs to F−1f,min(B3). Without loss of generality, we can assume that it
is given by equation y2 := x2 − x
k2
1 = 0. If the branch locus of ϑm1,m2 consists of two
irreducible components, then the other one is an irreducible component of the inverse
image either of B1, or B2, or B3. Therefore we have three possibilities: the second
irreducible component is given by equation either y1 := x1 = 0, or y1 := x2 = 0 (if
k2 = 1), or y1 := x2 − ωjx
k2
1 = 0 for some j = 1, . . . , n− 1 (if k2 = 1), and ϑm1,m2 is
given by functions y1 = z
m1 and y2 = w
m2. Applying Lemma 1, the second necessary
condition is equivalent to the condition: G.C.D.(m1, m2) = G.C.D.(m2, k2) = 1 in
the first case and G.C.D.(m1, m2) = 1 in the second and third cases. As a result, we
obtain that F : (U, o′) → (V, o) is equivalent to one of the following covers given by
functions:
u = zn1m1 , v = (zm1k2 + wm2)n1k1
in the first case;
u = (zm1 − wm2)n1, v = zm1n1k1
in the second case;
u = (zm1 − wm2)n1 , v = (zm1 − ωjw
m2)n1k1
in the third case, where k1k2 > 2, n1k1 > 2, m1, m2 > 1, and G.C.D.(m1, m2) =
G.C.D.(nm2, k2) = 1, ωj = exp(2πji/n1k1), j = 1, . . . , n1k1 − 1.
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