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Abstract
We study the spaces of holomorphic functions on the punctured plane which are square integrable
with respect to a weight. We determine when these spaces are finite-dimensional and which are
composition operators acting on them, studying their cyclicity and hypercyclicity properties.
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1. Introduction
In this paper we investigate the properties of the complex vector spaces of holomorphic
functions defined on the punctured plane C∗ which are square integrable with respect to a
given weight ϕ. These spaces are usually called (weighted) Bergman spaces associated to
ϕ (some authors also call them generalized Fock spaces, because the one associated to the
weight ϕ(z) = e−|z|2 was introduced by Fock for his studies in theoretical physics). The
interest on these topics goes back to the early twenties of the last century with the papers
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domain on which the functions are defined is the unit disc in C and no weight appears. The
literature on Hardy and Bergman space is almost endless, useful references are [1,4,5,8,9,
12,14].
Here the point of view is partially different, since the domain on which the functions
are defined is the punctured plane and the fact that there exists no non-constant bounded
holomorphic functions on it is of primary importance. Indeed, the uniformization theorem
shows that there is a big difference between the case in which the functions are defined
either on C or on C∗ and the case in which they are defined on a smaller domain because in
this occurrence the domain is covered by the unit disc where the Bergman space associated
to the weight identically equal to 1 is not reduced to the zero function in sharp contrast with
the case of C and C∗ (see Example 2.8). As an example of literature on Bergman spaces
on unbounded domains, see e.g. [2,3,6].
In Section 2 we give the definition of weighted Bergman space and we study their gen-
eral features, we also define the composition operator CΨ which is associated to the action
of a holomorphic map Ψ of C∗ into itself on a Bergman space. As a first result, we prove
that even if we do not assume a priori that they act continuously, then composition opera-
tors acting on Bergman spaces turn out to be automatically continuous. We also give some
results on evaluation maps at points of C∗ and on composition operators acting cyclically
on Bergman spaces.
In Section 3 we turn our attention to the (weighted) Bergman spaces of finite dimension
and we are able to give a complete classification of these spaces. By means of this clas-
sification theorem, we are able to prove that if F is a finite-dimensional Bergman space
on C∗ and a composition operator CΨ acts on F , unless F is contained in the space of
constant functions (that is, in a certain sense, a trivial exception), then either Ψ ∈ AutC∗
or the map Ψ is constant and the space F is spanned by monomials.
Section 4 is devoted to the investigation of the features of the Bergman spaces on which
the group of rotations acts, called rotationally invariant (r.i.) Bergman spaces. First of all
we show that we can change the weight of a r.i. Bergman space with a weight which is
rotationally invariant without affecting the topology of the space and we give a necessary
and sufficient condition so that the Hilbert structures associated to the original weight and
to the r.i. one are the same. In particular, as a consequence of this we can prove that there
exists no weight ϕ on C∗ such that the associated Bergman space is Hol(C∗,C).
The Section 5 is devoted to the study of composition operators on rotationally invariant
weighted Bergman spaces. First of all we classify which are the composition operators act-
ing on them, giving also some examples which clarify the features of r.i. Bergman spaces
on which the maps of the form C∗  z → c/z ∈ C act. We also study their cyclicity (and
hypercyclicity) properties. In particular, we are able to classify composition operators act-
ing cyclically on infinite-dimensional r.i. Bergman spaces according to the fact that the
degree of the monomials contained in the space are unbounded below, unbounded above
or both (see Corollaries 5.14 and 5.16). Moreover, we show that the there are no com-
position operators acting hypercyclically on infinite-dimensional r.i. Bergman spaces (see
Proposition 5.17). At last we also classify which of the composition operators acting on r.i.
Bergman spaces are compact.
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In the sequel of the paper for any z ∈ C and r > 0 we denote by ∆(z,r) the disk of
center z and radius r and by ∆r the disk of center 0 and radius r . We denote by dω(z) the
(1,1)-form given by i(dz ∧ dz¯)/2 which is the form associated to the Lebesgue measure
on C.
Definition 2.1. Let ϕ be a Lebesgue-measurable positive (that is, inf essL ϕ > 0 on any
compact L ⊂ C∗) function on C∗ such that ϕ ∈ L1loc(C∗). The (weighted) Bergman space
associated to ϕ is the complex vector space of holomorphic functions on C∗ which are
square-integrable with respect to the weight ϕ, that is
Fϕ =
{
f ∈ Hol(C∗,C):
∫
C∗
ϕ(z)
∣∣f (z)∣∣2 dω(z) < ∞};
(notice that, if ϕ is continuous, then ϕ is positive iff ϕ(z) > 0 for any z ∈ C∗).
As usual, we denote by ‖ ‖ϕ the norm on Fϕ and by (·,·)ϕ the scalar product on F ; if
no confusion can arise on the weight ϕ then we drop the subscript ϕ to simplify notations.
For the same reason, we often drop the adjective “weighted.”
The estimate contained in the following proposition clarifies the relation between the
Hilbert topology of Fϕ and the topology of uniform convergence on compacta of C∗.
Since the proof is a slight modification of the proof which can be found in the literature
(see e.g. [13, Corollary I1.7]) we omit it.
Proposition 2.2. Let L be a compact subset of C∗. Then there exists a positive constant cL
such that max{|f (z)|, z ∈ L} cL‖f ‖ϕ for any f ∈Fϕ .
Corollary 2.3. The topology of Fϕ as a Hilbert space is stronger than the topology of the
uniform convergence on compact subsets of C∗.
Remark 2.4. There are cases in which the Hilbert topology is strictly stronger than the
topology of the uniform convergence on compact subsets of C∗, see Example 2.7. Of
course, if F is finite-dimensional then the two topologies trivially coincide.
Let z0 ∈ C∗. We denote by εz0 :Fϕ  f → f (z0) ∈ C the evaluation at z0.
Corollary 2.5. For any z0 ∈ C∗ the evaluation map εz0 is a continuous linear form on Fϕ
endowed with the Hilbert topology.
Now, consider a Cauchy sequence {fn} ⊂Fϕ : in particular this is a Cauchy sequence in
L2ϕ(C
∗), and therefore it converges to a function g ∈ L2ϕ(C∗). Moreover, by Corollary 2.3
and the Weierstrass theorem, this sequence converges to a function f which is holomorphic
on C∗. Then g coincides a.e. with the holomorphic function f and hence Fϕ is a closed
subspace of L2ϕ(C∗); this proves that Fϕ is a separable Hilbert space.
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φ(z) c2ϕ(z) for any z ∈ C∗ \ L. It is easily seen that if ϕ ∼ φ, then Fϕ = Fφ (as topo-
logical spaces, not as Hilbert spaces). Indeed, for any f ∈Fϕ we have the following chain
of inequalities
‖f ‖2φ =
∫
C∗
φ(z)
∣∣f (z)∣∣2 dω(z) c2 ∫
C∗
ϕ(z)
∣∣f (z)∣∣2 dω(z)+ ∫
L
φ(z)
∣∣f (z)∣∣2 dω(z)
 c2‖f ‖2ϕ + max
z∈L
∣∣f (z)∣∣2 ∫
L
φ(z) dω(z) c3‖f ‖2ϕ
where last inequality is a consequence of Proposition 2.2. In particular, if ϕ and φ coincide
outside a compact set of C∗ then Fϕ =Fφ .
Of course, a natural question arises: when is Fϕ a space of entire functions? Next propo-
sition gives a sufficient condition on ϕ in order this happens.
Proposition 2.6. If there exist k ∈ N and c > 0 such that ϕ is bounded below by c|z|2k in
a neighborhood of the origin, then Fϕ is contained in the space of meromorphic functions
whose order of meromorphicity at the origin is less than or equal to k. In particular, if ϕ is
bounded below by a positive constant on a neighborhood of the origin, then any element
of Fϕ is the restriction of an entire function to C∗.
Proof. Let ρ > 0 be such that c|z|2k < ϕ(z) for a.a. z ∈ ∆ρ and choose ε ∈ (0, ρ). If
f ∈Fϕ , then
∫
∆ρ\∆ε
∣∣f (z)∣∣2|z|2k dω(z) 1
c
∫
∆ρ\∆ε
∣∣f (z)∣∣2ϕ(z) dω(z) ‖f ‖2ϕ
c
.
Let f (z) =∑n∈Z anzn be the Laurent expansion of f around the origin (since f is holo-
morphic on C∗, equality holds for all z ∈ C∗). By applying twice Fubini’s theorem, we
obtain
∫
∆ρ\∆ε
∣∣f (z)∣∣2|z|2k dω(z) =
ρ∫
ε
r2k+1
2π∫
0
∣∣f (reiθ )∣∣2 dθ dr = 2π∑
n∈Z
|an|2
ρ∫
ε
r2k+2n+1 dr.
In particular, for any n ∈ Z, we have that
2π |an|2
ρ∫
r2n+2k+1 dr <
‖f ‖2ϕ
cε
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the meromorphicity order of f at the origin is at most k. Last assertion is immediately
obtained when k = 0. 
The above result gives us the possibility to give an example of a generalized Bergman
space in which the Hilbert topology and the topology of the uniform convergence on com-
pacta do not coincide.
Example 2.7. Let ϕ(z) = e−|z|2 . A simple computation shows that for any n ∈ N the mono-
mial fn(z) = zn/
√
n! belongs to Fϕ and ‖f ‖2ϕ = π . Therefore the sequence {fn: n ∈ N}
does not converge to 0 in the Hilbert topology. As {fn: n ∈ N} converges to 0 in the topol-
ogy of the uniform convergence on compact subsets of C, we have that the topology of the
uniform convergence on compact subsets of C is strictly weaker than the Hilbert topology.
Now we give a couple of examples which show that weighted Bergman spaces can
also be very “small,” according to the behaviour of the weight. This has a connection with
the fact that C∗ is a parabolic Riemann surface and thus the only bounded holomorphic
functions on it are the constant ones.
Example 2.8. If ϕ(z) = 1 for all z ∈ C∗, then Fϕ contains only the function which is
identically zero. In fact, since ϕ is bounded below by a constant on a neighborhood of the
origin, then Fϕ contains only entire functions. Then we have that
∣∣f (z)∣∣ 1
r
√
π inf ess∆r ϕ
‖f ‖ϕ for any f ∈Fϕ and z ∈ ∆r.
Now, by taking the limit for r → +∞ we immediately obtain that f ≡ 0.
From now on we take into account only non-trivial Bergman spaces, i.e. Bergman spaces
which contain a non-zero function.
Example 2.9. For n ∈ N, consider the Bergman space associated to the weight
ϕn(z) =
(|z|2 + 1)−(n+2) (2.1)
for any z ∈ C∗. First of all notice that all functions in Fϕn are entire because of the previous
proposition. Moreover, since ϕn(z) = ϕn(|z|) for any z ∈ C∗, by Proposition 4.3 which
is proved in the section devoted to the study of r.i. Bergman spaces, we have that if a
monomial appears in the Laurent expansion of an element of Fϕn with non-zero coefficient
then it belongs to Fϕn . It is easily verified that the monomial zk belongs to Fϕn if and only
if 0 k  n and hence Fϕn is the space of polynomials of degree less than or equal to n.
Anyway, the next proposition shows that weighted Bergman spaces are endowed with
a “hierarchy” connected to the zeroes of the functions contained in it. We state aside the
following remark for further reference.
C. de Fabritiis / Journal of Functional Analysis 234 (2006) 152–179 157Remark 2.10. Let z1, . . . , zn ∈ C∗, let 0m n, then there exist a c > 0 and a compact
subset L in C∗ such that c|∏nj=1(z − zj )| |zm| for all z ∈ C∗ \L.
The next result shows that the zeroes of the functions contained in a weighted Bergman
space give “more” linearly independent functions belonging to the space.
Proposition 2.11. Let Fϕ be a Bergman space on C∗. Let f ∈ Fϕ \ {0} and suppose that
f has d zeroes on C∗ (counted with multiplicities), then dimFϕ  d + 1. In particular if
f has a zero in z0 ∈ C∗ of order d then the function g defined by g(z) = f (z)/(z − z0)d
on C∗ \ {z0} also belongs to Fϕ .
Proof. Let z1, . . . , zd be the zeroes of f in C∗ and let g be the holomorphic function on C∗
such that f (z) = g(z)∏dj=1(z− zj ) for all z ∈ C∗. By the above remark, for all 0m d
there exist a positive number cm and a compact Lm ⊂ C∗ such that |zmg(z)|  cm|f (z)|
for all z ∈ C∗ \Lm. Since ϕ ∈ L1loc the (linearly independent) functions z → zmg(z) belong
to Fϕ for all 0m d and this proves the first assertion. The second one corresponds to
the case z1 = · · · = zd = z0. 
As a consequence of the above proposition we obtain that the evaluation map at any
point of F is never identically zero. Of course, if dimF = 1 this is all we can say about
the evaluation map at points in C∗; anyway if the dimension of F is “large enough,” the
evaluation maps at different points of C∗ or some of their linear combinations are linearly
independent. This result will be used in the sequel of the paper to study the cyclicity of
composition operators (see Proposition 2.18).
Proposition 2.12. LetF be a Bergman space. If dimF > 1 for any couple of distinct points
z0,w0 ∈ C∗ the evaluation maps εz0 , εw0 are linearly independent. If dimF > 3 for any
fourple of distinct points z0,w0, ζ0,ω0 ∈ C∗ the maps εz0 − εw0 and εζ0 − εω0 are linearly
independent.
Proof. We already noticed above that εz0 = 0 for any z0 ∈ C∗. Since dimF > 1 then
dim Ker εz0  1 and therefore there exists h ∈ Ker εz0 \ {0}. If h(w0) = 0 then εw0(h) = 0
and hence the kernels of εz0 and εw0 are different which implies the linear independence of
εz0 and εw0 . If h(w0) = 0 we denote by d the order of zero of h at w0. Then the function
k defined by k(z) = h(z)/(z−w0)d belongs to F by the above proposition. Moreover, k ∈
Ker εz0 while εw0(k) = k(w0) = 0, which proves the first part of the assertion. In particular
we obtain that εz0 − εw0 = 0.
If dimF  4, then V = Ker εz0 ∩ Ker εw0 ∩ Ker εζ0 has codimension at least 1 in F .
Choose h ∈ V \ {0}. If h(ω0) = 0 then εω0(h) = 0 and hence h belongs to the kernel of
εz0 − εw0 but not to the kernel of εζ0 − εω0 which implies the linear independence of
εz0 − εw0 and εζ0 − εω0 . If h(ω0) = 0 we denote by d the order of zero of h at ω0. Then the
function k defined by k(z) = h(z)/(z−ω0)d belongs to F by the above proposition. Again
k ∈ Ker εz0 ∩Ker εw0 ∩Ker εζ0 while εω0(k) = k(ω0) = 0 and this concludes the proof. 
The completeness of weighted Bergman spaces also yields the following lemma.
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then it contains at least a transcendental function.
Now we define a class of linear operators acting on Bergman spaces. Given Ψ ∈
Hol(C∗,C∗) and f ∈ Fϕ the holomorphic function CΨ (f ) :C∗ → C is given by
(CΨ (f ))(z) = f (Ψ (z)) for any z ∈ C∗.
The semigroup {Ψ ∈ Hol(C∗,C∗): CΨ (Fϕ) ⊂ Fϕ} is called semigroup of action. We
say that Ψ acts on Fϕ if Ψ belongs to the semigroup of action; the linear operator
CΨ :Fϕ → Fϕ is called the composition operator of symbol Ψ . If Ψ acts on Fϕ we will
often say, with a slight misuse of language, that CΨ acts on Fϕ .
Notice that a priori we do not require that CΨ is continuous, but only that it maps F
into itself. Anyway, a simple closed-graph argument gives the following
Proposition 2.14. Let F be a linear subspace of Hol(C∗) which is a Banach space and
suppose that the Banach topology is stronger than the topology of pointwise convergence
on C∗. If Ψ is a holomorphic self-map of C∗ such that CΨ (F) ⊂ F , then CΨ :F → F
is a continuous linear operator. In particular, if F is a generalized Bergman space, then
composition operators act continuously on F .
Proof. By closed-graph theorem, in order to prove that CΨ is continuous, it is enough
to show that its graph ΓCΨ is closed. Now suppose that the sequence {fn: n ∈ N} ⊂ F
converges in (the Banach topology of) F to f and that the sequence {CΨ (fn): n ∈ N} ⊂F
converges in (the Banach topology) F to g. In particular, since the Banach topology on
F is stronger than the topology of pointwise convergence, then for any z ∈ C∗ we have
that fn(z) converges to f (z) and CΨ (fn)(z) = fn(Ψ (z)) converges to g(z). This implies
that g(z) = f (Ψ (z)) for any z ∈ C∗ and therefore g = CΨ (f ), which ensures the closure
of ΓCΨ and concludes the first part of the proof. The second is a trivial consequence of
Corollary 2.3. 
As a first consequence of the definitions, we have that any composition operator with
non-constant symbol is one-to-one: if Ψ :C∗ → C∗ is non-constant, then Ψ is open. So if
CΨ (f ) = 0, then the zero set of f has non-empty interior and f ≡ 0.
Remark 2.15. Notice that if Ψ :C∗ → C∗ is a constant map, then Ψ acts on F iff F
contains the constant functions (that is, iff ϕ ∈ L1(C∗)). Moreover, if these composition
operators act, then they are compact, since their range has dimension 1.
Proof. Suppose Ψ (z) = z0 ∈ C∗ for all z ∈ C∗; then CΨ (f ) is the constant map C∗ 
z → f (z0) for any f ∈ F . Moreover, there always exists a function in F whose value
in z0 is non-zero and therefore all constant functions must belong to F which gives ϕ ∈
L1(C∗). 
Definition 2.16. Let CΨ be a composition operator on F . We say that CΨ is cyclic if
there exists an element f ∈ F such that the span of Orb(CΨ ,f ) = {CnΨ (f ): n ∈ N} is
dense in F . We say that CΨ is hypercyclic if there exists an element f ∈ F such that
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also called topological transitivity and it is a well-know result that it can hold only if F has
infinite dimension).
As a last topic of this section, we introduce a useful tool, which will be mainly used in
Section 5. A reproducing kernel on F is a map K :C∗ ×C∗ → C such that for any w ∈ C∗
the function Kw = K(·,w) belongs to F and for any f ∈ F and any w ∈ C∗ we have
f (w) = (f,Kw)ϕ .
As a consequence of Corollary 2.5 we have that there exists a unique reproducing kernel
K on F , in particular we have K(z,w) = K(w,z) for any z,w ∈ C∗. Moreover, the set
{Kz: z ∈ C∗} spans a dense subspace of F .
The fact that F is a separable Hilbert spaces gives us the possibility to write K in a
fairly explicit way. Let {en: n ∈ N} be a complete orthonormal system in F . Then it is not
difficult to prove that for any z,w ∈ C∗ the following equality holds:
K(z,w) =
+∞∑
n=0
en(w)en(z); (2.2)
in particular ‖Kz‖2 = K(z, z) for any z ∈ C∗. As a trivial consequence we obtain that for
any z,w ∈ C∗ we have |K(z,w)| 12 (K(z, z)+K(w,w)) and for any z ∈ C∗ we also get
sup{|f (z)|: f ∈F ,‖f ‖ 1} = ‖Kz‖ = K(z, z)1/2. This can also be written as
|f (z)| ‖Kz‖‖f ‖ (2.3)
for any z ∈ C∗ and any f ∈F .
Remark 2.17. Let F be a Bergman space. If dimF > 1 the map C∗  z → Kz ∈ F is
injective. If dimF > 3 for any fourple of distinct points z0,w0, ζ0,ω0 ∈ C∗ Kz0 − Kw0
and Kζ0 −Kω0 are linearly independent.
Proof. It is simply a restatement of Proposition 2.12. 
A first result on composition operators (see also [1]) ensures that if CΨ acts cyclically
on a weighted Bergman space, then Ψ is one-to-one. Since the case in which F has finite
dimension will be thoroughly studied in the next section we only consider the case of a
Bergman space of infinite dimension.
Proposition 2.18. Let F be a weighted Bergman space of infinite dimension and suppose
CΨ acts cyclically on it. Then Ψ is of the form Ψ (z) = cz for a suitable constant c ∈ C∗.
Proof. First of all we prove that Ψ is one-to one. Suppose by contradiction that Ψ is not
one-to-one, then there exist a0, b0 ∈ C∗ such that Ψ (a0) = Ψ (b0) and a0 = b0. By Re-
mark 2.17 we have Ka −Kb = 0. Choose two sequences j → aj and j → bj converging0 0
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ial computation and the uniqueness of the reproducing kernel show that C∗Ψ (Kz) = KΨ(z)
for any z ∈ C∗ and hence
C∗Ψ (Kaj −Kbj ) = KΨ(aj ) −KΨ(bj ) = 0 (2.4)
for any j ∈ N. Since Ka0 −Kb0 = 0 the fact that the kernel of C∗Ψ has dimension at most 1
(see [1, p. 18]) together with (2.4) implies that for any j  1 the functions Kaj − Kbj
and Ka0 − Kb0 are linearly dependent which is a contradiction to Remark 2.17. Now,
any injective Ψ :C∗ → C∗ is a holomorphic automorphism of C∗. The maps of the form
Ψ (z) = c/z are involutions, so that CΨ is also an involution and the orbit of any function
in F is therefore contained in a linear subspace of dimension 2, which ends the proof of
the assertion. 
3. Finite-dimensional Bergman spaces
In this section we study the finite-dimensional Bergman spaces: we will be able to give a
complete classification of such spaces which will depend on a holomorphic function on C∗,
on a maximal index on meromorphicity and on the dimension of the space. We recall that
the Proposition 2.11 which was proved in the previous section shows that the zeroes of
the functions contained in a weighted Bergman space give “more” linearly independent
functions belonging to the space. As a trivial consequence we have the following corollary.
Corollary 3.1. Let Fϕ be a Bergman space on C∗ of finite positive dimension. Then there
exists a never-vanishing function in Fϕ .
Proof. Let f ∈Fϕ \{0}. By Proposition 2.11 the function f has only finitely many zeroes;
let P be the monic polynomial and g the never vanishing holomorphic function on C∗ such
that f (z) = g(z)P (z). Remark 2.10 yields g ∈Fϕ . 
Definition 3.2. A never-vanishing element of Fϕ is called an ancestor.
Notice that the ancestor is not unique (even up to multiplication by a constant): if
ϕ(z) = |z|−4 for |z|  1 and ϕ(z) = |z|2 for |z|  1, then both the constant 1 and the
function z → z−1 are in Fϕ which is spanned by these two functions (see Proposition 4.5).
Both 1 and z−1 are ancestors and they are linearly independent.
We want to prove that the above one is in a certain sense the only possibility.
From now on, Fϕ will be a finite-dimensional Bergman space. Let α be an ancestor
in Fϕ : we define ϕ˜(z) = ϕ(z)|α(z)|2. Then it is easily seen that the map f → f/α gives
an isometry between Fϕ and Fϕ˜ . Hence we can restrict ourselves to the case of a finite-
dimensional Bergman space on C∗ which contains the constant functions.
Proposition 3.3. Let Fϕ be a finite-dimensional Bergman space on C∗ which contains the
constant functions. If f ∈Fϕ , then f cannot have an essential singularity neither at 0 nor
at ∞.
C. de Fabritiis / Journal of Functional Analysis 234 (2006) 152–179 161Proof. Suppose that f has an essential singularity at p (p coincides either with 0 or
with ∞); by Big Picard’s theorem, the image by f of any punctured disk of center p
misses at most one value in C, say c. Choose d = c; the restriction of f on any punctured
disk of center p takes the value d ; in particular f−1(d) is an infinite set in C∗ and therefore
the function z → f (z)−d has infinitely many zeroes and belongs to Fϕ , which contradicts
the fact that F has finite dimension because of Proposition 2.11. 
The following proposition gives a detailed description of the way finite-dimensional
Bergman spaces are built.
Proposition 3.4. Let Fϕ be a Bergman space on C∗ of dimension d + 1. There exists
β ∈ Hol(C∗,C∗) such that Fϕ = Span{β(z)zj : 0 j  d}.
Proof. By Corollary 3.1, there exists a never-vanishing function α ∈Fϕ , by setting ϕ˜(z) =
ϕ(z)|α(z)|2 and considering Fϕ˜ we are left to consider the case in which the constant 1
belongs to Fϕ˜ .
Let n1 = min{n ∈ Z: zn ∈ Fϕ˜} and n2 = max{n ∈ Z: zn ∈ Fϕ˜}; it is easily seen that
zj ∈Fϕ˜ iff n1  j  n2.
Now we want to prove that Fϕ˜ = Span{zn: n1  n  n2}. Let f ∈ Fϕ˜ , by Proposi-
tion 3.3 we can find a polynomial Q of degree δ and an integer m such that f (z) = zmQ(z),
where the zeroes of Q are different from 0. By Remark 2.10, it is easily seen that
zm, zm+1, . . . , zm+δ belong to Fϕ˜ and, of course, f is a linear combination of such mono-
mials. Hence Fϕ˜ is spanned by zn1 , . . . , zn2 ; and hence n2 − n1 = d , as dimFϕ = d + 1.
Setting β(z) = zn1α(z), the assertion is proved. 
Vice versa, for any never-vanishing holomorphic function β on C∗ and d ∈ N there
exists a weight ϕ ∈ C∞(C∗) such that Fϕ = Span{β(z)zj : 0 j  d}.
Remark 3.5. For any never-vanishing holomorphic function β defined on C∗ and d ∈ N
the Bergman space Fϕ associated to the weight ϕ(z) = |β(z)|−2(|z|2 + 1)−d−2 is given by
Fϕ = Span{β(z)zj : 0 j  d}.
Proof. It is easily seen that f ∈Fϕ iff f/β belongs to the Bergman space associated to the
weight ϕd given by ϕd(z) = (|z|2 + 1)−d−2. The Bergman space associated to this weight
was studied in Example 2.9. 
Now we study the action of Hol(C∗,C∗) on finite-dimensional Bergman spaces: first of
all we need the more refined description of ancestors given by the following lemma, whose
proof is a standard application of the theory of one complex variable.
Lemma 3.6. Let µ be a never-vanishing holomorphic function on C∗, then there exist γ
holomorphic on C∗ and m ∈ Z such that µ(z) = zmeγ (z).
Considering the action of holomorphic maps on Bergman spaces, we have two different
behaviours according to the fact that the dimension of the space is equal to 1 or is greater
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space F . Of course, we do not consider the case in which the space F consists of the
constant functions, since in this case any holomorphic map Ψ from C∗ to C∗ acts on F
and the composition operator associated to Ψ is always the identity on F .
Theorem 3.7. Let F be a Bergman space of dimension 1 and suppose that Ψ acts on F .
If F is not the space of constant functions, then Ψ ∈ AutC∗. Moreover, if Ψ is linear,
say Ψ (z) = cz, then either there exists m ∈ Z such that F = Czm or c is a root of 1 of
finite order q and there exists τ ∈ Hol(C∗,C) and m ∈ Z such that F = Czmeτ(zq ). If Ψ is
non-linear, say Ψ (z) = cz−1, then we can find τ ∈ Hol(C,C) such that F = Ceτ(z+cz−1).
Proof. Let β be an ancestor in F . Since both β and Ψ are never-vanishing holomorphic
functions on C∗ by Lemma 3.6 we can find κ,Θ ∈ Hol(C∗,C) and m,j ∈ Z such that
β(z) = zmeκ(z) and Ψ (z) = zj eΘ(z). As Ψ acts on F which is spanned by the multiples
of β , we can find D ∈ C∗ such that β ◦ Ψ = Dβ , that is (Ψ (z))meκ(Ψ (z)) = zmeκ(z)+a ,
where a ∈ C is a suitable constant. Using the form of Ψ we obtain zjmemΘ(z)eκ(zj eΘ(z)) =
zmeκ(z)+a , that is
z(j−1)m = eκ(z)−mΘ(z)−κ(zj eΘ(z))+a. (3.1)
Then the function z → z(j−1)m is the exponential of a holomorphic function on C∗; in
particular the integral of (z(j−1)m)′z−(j−1)m on any closed curve in C∗ must be equal to
zero, therefore (j − 1)m = 0 and eκ(z)−mΘ(z)−κ(zj eΘ(z))+a = D.
Let us consider the case m = 0 first. In this case (3.1) yields, up to changing a,
κ
(
zj eΘ(z)
)= κ(z) + a. (3.2)
If the function z → Ψ (z)/z = zj−1eΘ(z) is constant, then there exists c ∈ C∗ such that
Ψ (z) = cz. The fact that β(z) = eκ(z) is mapped into one of its multiples by the action of
Ψ implies that κ(cz) = κ(z)+ a. Write κ(z) =∑n∈Z anzn; the above equality implies that
a = 0 and that either κ is a constant or c is a qth root of 1. We already noticed that the first
case cannot occur, while in the second case it is easily seen that there exists a holomorphic
map τ on C∗ such that τ(zq) = κ(z) and F is spanned by eτ(zq ).
If the function z → Ψ (z)/z = zj−1eΘ(z) is non-constant, since it is never-vanishing
on C∗, in particular it takes the value 1 by Little Picard’s theorem: let z0 ∈ C∗ be such
that zj−10 eΘ(z0) = 1, then Ψ (z0) = zj0eΘ(z0) = z0. By considering (3.2) at z0 we obtain that
a = 0, and therefore we obtain κ ◦Ψ = κ .
We denote by exp the exponential map from C to C∗: let Ψ˜ be a lifting of Ψ from
C to C, i.e, a holomorphic map from C into itself such that exp ◦ Ψ˜ = Ψ ◦ exp (this map
exists since C is simply connected) and let κ˜ = κ ◦ exp. Since κ ◦ Ψ = κ we have that κ ◦
Ψ ◦ exp = κ ◦ exp; using the commuting properties of Ψ˜ and exp we obtain that κ˜ ◦ Ψ˜ = κ˜ .
Since both Ψ˜ and κ˜ are entire, we obtain that Ψ˜ is affine (see [10]), say Ψ˜ (z) = kz + d ,
where k ∈ C and d ∈ C. Since exp ◦ Ψ˜ = Ψ ◦ exp, we have that, for any w ∈ C,
ekw+d = eΨ˜ (w) = Ψ (ew) = Ψ (ew+2πi) = eΨ˜ (w+2πi) = ekw+2πik+d
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k must be equal to j . As z → Ψ (z)/z is non-constant, then j = 1.
Now we prove that j = −1. It is easily seen that the νth iterate of Ψ is given by Ψ ν(z) =
cνz
jν
, where cν is a suitable constant. Since κ ◦ Ψ = κ , then κ ◦ Ψ ν = κ for all ν ∈ N.
Write κ(z) =∑n∈Z anzn, then κ ◦ Ψ ν = κ implies that the coefficient an is equal to zero
if jν does not divide n for any ν ∈ N and therefore κ is constant unless j = ±1. Since
β(z) = eκ(z) belongs to F and F is not the space of constant functions, then κ cannot be
constant and therefore either j = 1 or j = −1. As j = 1, we obtain that j = −1 which
gives the equality κ(cz−1) = κ(z)+ a for a suitable constant a. First of all choose a square
root z0 of c, then z0 is a fixed point for the map z → c/z and this implies that a = 0.
Write κ(z) =∑n∈Z anzn, then we have cnan = a−n for all n ∈ Z and therefore κ(z) =
a0 +∑n1 an(zn + cnz−n).
It is not difficult to prove by induction that zn + cnz−n is a polynomial in z+ cz−1, say
zn + cnz−n = pn(z + cz−1). Indeed the case n = 1 is trivial and the inductive step comes
from the following chain of equalities:
zn + cnz−n = (z + cz−1)n − (nzn−1 + · · · + ncn−1z−(n−1))
= (z + cz−1)n − (n(zn−1 + cn−1z−n+1)+ · · ·)
= (z + cz−1)n −
(
npn−1(z + cz−1)+
(
n
2
)
pn−2(z + cz−1)+ · · ·
)
= pn(z + cz−1).
Therefore we obtain κ(z) = a0 +∑n1 anpn(z + cz−1) and a rearrangement of the
series gives κ(z) =∑n0 a˜n(z + cz−1)n. Consider the power series ∑n∈N a˜nzn, since the
image of C∗ by the map z → z+ cz−1 is C, the above power series converges uniformly of
compacta of C and therefore we can denote by τ the entire function defined by this power
series. Since τ(z+ cz−1) = κ(z) by definition of τ , we found an entire function τ such that
β(z) = eτ(z+cz−1) and therefore F consists of the multiples of the function eτ(z+cz−1).
Now we turn to the case m = 0 and j = 1. In this case up to a change of the constant a,
we have
κ(z) −mΘ(z) − κ(zeΘ(z))+ a = 0, (3.3)
for all z ∈ C∗. If Θ is non-constant, then it can omit at most one value in C, hence there
exists z0 in C∗ such that Θ(z0) ∈ 2πiZ and mΘ(z0) = a. Consider (3.3) at the point z0:
we have κ(z0) − mΘ(z0) − κ(z0) + a = 0; this is a contradiction and hence Θ has to be
constant.
This implies that Ψ is a linear map of C∗ into itself, say Ψ (z) = cz. Reasoning as above
we prove that CΨ maps β(z) = zmeκ(z) into a multiple of β only if either κ is constant
(and this gives F = Czm) or c is a qth root of 1 there exists τ ∈ Hol(C∗,C) such that
τ(zq) = κ(z) and F = Czmeτ(zq ). 
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statement of the results is very similar to the case in which the space is one-dimensional,
but the methods used in the proof are quite different.
Theorem 3.8. If Ψ ∈ Hol(C∗,C∗) acts on a finite-dimensional Bergman space F of finite
dimension d + 1 > 1, then either Ψ ∈ AutC∗ or Ψ is constant. If Ψ (z) = cz, then either
there exists m ∈ Z such that F = Span{zm+j : 0 j  d} or c is a root of 1 of finite order
q and there exist τ ∈ Hol(C∗,C) and m ∈ Z such that F = Span{eτ(zq )zm+j : 0 j  d}.
If Ψ (z) = cz−1, then there exist p ∈ N such that d = 2p and an entire function τ such that
F = Span{zj eτ(z+cz−1): −p  j  p}. If Ψ is constant, then there exists m ∈ Z such that
−d m 0 and F = Span{zm+j : 0 j  d}.
Proof. Let β be an ancestor in F such that F is spanned by β, zβ, . . . , zdβ (such a
function exists by Proposition 3.4). It is easily seen that any never-vanishing element
of F is a multiple of a function of the form z → zkβ(z) for a suitable k ∈ {0, . . . , d}.
Since CΨ (zkβ(z)) is never-vanishing, there exists ck ∈ C∗ and jk ∈ {0, . . . , d} such that
(Ψ (z))kβ(Ψ (z)) = ckzjkβ(z) for all k = 0, . . . , d . By comparing the equalities for k = 0
and k = 1 and setting r = j1 − j0 and c = c1c−10 we obtain that Ψ (z) = czr for all z ∈ C∗.
Now we prove that r ∈ {0,1,−1}. Since β(czr ) = c0zj0β(z), we obtain that for all k ∈
{0, . . . , d} the function CΨ (zkβ(z)) = (czr )kβ(czr ) = c0zj0ckzrkβ(z) belongs to F . Then
j0 + kr must belong to {0, . . . , d} for all k ∈ {0, . . . , d}, this is possible only if either r = 1
and j0 = 0 or r = −1 and j0 = d or r = 0 and j0 belongs to {0, . . . , d}. Let us examine
the first two cases separately (in the third one Ψ is a constant map and the statement is an
immediate consequence of Remark 2.15 and Propositions 3.3 and 2.11).
• If r = 1 and j0 = 0, the equality β(cz) = c0β(z) holds for any z ∈ C∗. By Lemma 3.6,
there exist a holomorphic function κ :C∗ → C and m ∈ Z such that β(z) = zmeκ(z).
Arguing as in the proof of Theorem 3.7 we obtain that either κ is a constant and
hence β is a multiple of a monomial, or c is a root of 1 of order q and there exists a
holomorphic function τ on C∗ such that κ(z) = τ(zq) thus giving β(z) = zmeτ(zq ).
• If r = −1 and j0 = d , for any z ∈ C∗ we have
β(cz−1) = c0β(z)zd . (3.4)
Since z → cz−1 is an involution, then c20cd = 1. Now we prove that d has to be even: by
contradiction let us suppose that d is odd and choose z0 to be a square root of c. Since
c20c
d = 1, we have (zd0 )2 = (z20)d = cd = c−20 . The fact that d is odd implies that (−z0)d =
−zd0 and therefore either c0zd0 = −1 or c0(−z0)d = −1, we denote by z1 the element of
{z0,−z0} such that c0zd1 = −1. Since z1 is a square root of c, then cz−11 = z1 and therefore
we have β(z1) = β(cz−11 ) = c0β(z1)zd1 = −β(z1), where the second equality is obtained
from (3.4) and the third from the choice of z1. Then β(z1) = 0, contradicting β is never
vanishing.
Hence we are left to consider the case in which d is even, say d = 2p. We denote by
α the function α(z) = zpβ(z): it is easily seen using (3.4) that for any z ∈ C∗ we have
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obtain (cz−1)meκ(cz−1) = Dzmeκ(z). Then eκ(cz−1)−κ(z)+a = z2m, where a ∈ C, and this
implies m = 0 (indeed if the function z → z2m is the exponential of a holomorphic function
on C∗, then the integral of 2mz2m−1z−2m on any closed curve in C∗ must be equal to zero,
and therefore m = 0).
Thus we have κ(cz−1) = κ(z)+a. Let z1 ∈ C∗ be a square root of c so that Ψ (z1) = z1,
we get κ(z1) = κ(Ψ (z1)) = κ(z1) + a and therefore a = 0. Hence we are left to study the
equation κ(cz−1) = κ(z). This equation has been examined in the proof of Theorem 3.7
where we proved that we can find an entire function τ such that κ(z) = τ(z + cz−1).
Thus we obtain F = Span{zj eτ(z+cz−1): −p  j  p} which concludes the proof of the
theorem. 
We now investigate on cyclicity of composition operators acting on finite-dimensional
Bergman spaces. As we ruled out the case in which Ψ is constant, the already noticed fact
that CΨ is one-to-one implies that CΨ is cyclic if F has dimension 1, then we are left to
investigate the case in which dimF = d + 1 > 1.
Proposition 3.9. Let F be a finite-dimensional Bergman space with dimF = d + 1 > 1
and let Ψ (z) = cz for any z ∈ C∗. If c is not a root of 1, then CΨ is always cyclic. If c is a
root of 1 of order q then CΨ is cyclic if and only if q > d .
Proof. By Theorem 3.8 we have that either Fϕ = Span{zm+j : 0  j  d} or c is a root
of 1 of finite order q and there exist a holomorphic function τ :C∗ → C and m ∈ Z such
that Fϕ = Span{eτ(zq )zm+j : 0 j  d}. In the first case the monomials zm, . . . , zm+d are
eigenvectors relative to the eigenvalues cm, . . . , cm+d ; while in the second one the func-
tions eτ(zq )zm, . . . , eτ(zq )zm+d are eigenvectors relative to the eigenvalues cm, . . . , cm+d .
Since the operator CΨ is diagonalizable, then it is cyclic if and only if all eigenvalues are
distinct. We then have that if c is not a root of 1, the operator CΨ is always cyclic and if c
is a root of 1 of order q then CΨ is cyclic if and only if q > d . 
Remark 3.10. Let F be a finite-dimensional Bergman space with dimF = d + 1 > 1 and
let Ψ (z) = c/z for any z ∈ C∗. Then CΨ is never cyclic.
Proof. By Theorem 3.8 we have that there exists p ∈ N such that d = 2p and thus
dimF  3. As Ψ is an involution then CΨ is an involution, too. Thus the Span of the
orbit of any vector in F has dimension at most 2 and hence CΨ is not cyclic. 
4. Rotationally invariant Bergman spaces
In this section we study the structure of Bergman spaces on C∗ which are invariant
under the action of the group of rotations.
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sition operators whose symbols are the rotations map the space Fϕ into itself. A weight ϕ
is said to be rotationally invariant (r.i.) if ϕ(z) = ϕ(eiθ z) for all θ ∈ R and z ∈ C∗.
Trivially, if a weight is r.i. then the Bergman space associated to this weight is r.i., too.
Vice versa, we will prove that if the Bergman space F is r.i. then we can find a r.i. weight
φ such that F =Fφ . Of course, this change of weight could affect the Hilbert structure of
the space, but does not affect the induced Hilbert topology.
Let Fϕ be a r.i. Bergman space. For any θ ∈ R we denote by σθ :Fϕ → Fϕ the
composition operator on Fϕ whose symbol is the rotation of angle θ in C∗, namely
σθ (f )(z) = f (eiθ z) for any z ∈ C∗ and f ∈ Fϕ . By Proposition 2.14 we have that the
map σθ :Fϕ →Fϕ is continuous for any θ ∈ R.
Theorem 4.2. Let Fϕ be a r.i. Bergman space. Then there exists a r.i. weight φ such that
Fϕ =Fφ (as topological spaces).
Proof. Set
φ(z) = 1
2π
2π∫
0
ϕ(eiθ z) dθ (4.1)
and notice that φ is well defined because ϕ is L1loc and hence can be integrated on compact
sets. Moreover, since φ is r.i. then the space Fφ is r.i., too.
First of all we show that Fφ ⊆ Fϕ . For any f ∈ Fφ the following equality is a conse-
quence of Fubini’s theorem
∫
C∗
∣∣f (z)∣∣2φ(z) dω(z) = 1
2π
2π∫
0
∫
C∗
∣∣f (e−iθ z)∣∣2ϕ(z) dω(z) dθ < ∞,
and therefore the holomorphic function C∗  z → f (e−iθ z) ∈ C belongs to Fϕ for almost
all θ ∈ [0,2π]. Since Fϕ is r.i. then f ∈Fϕ , which proves the first inclusion.
In order to prove the opposite inclusion, for any θ ∈ R let us consider the continuous
map σθ :Fϕ →Fϕ and set h(θ) = ‖σθ‖ϕ where ‖σθ‖ϕ denotes the norm of the continuous
map σθ :Fϕ →Fϕ . We want to prove that h is bounded. First of all notice that σ is a group
homomorphism from R to L(Fϕ,Fϕ) and therefore
h(θ1 + θ2) = ‖σθ1+θ2‖ϕ = ‖σθ1 ◦ σθ2‖ϕ  ‖σθ1‖ϕ · ‖σθ2‖ϕ = h(θ1) · h(θ2). (4.2)
Now notice that h is lower semicontinuous. Indeed, given f ∈ Fϕ and k ∈ N+, we denote
by Ak the annulus of radii 1/k and k. Then the function
R  θ → ∥∥σ (k)θ (f )∥∥ϕ =
(∫ ∣∣f (eiθ z)∣∣2ϕ(z) dω(z))1/2
Ak
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we have that ∥∥σ (k)θ ∥∥ϕ = sup{∥∥σ (k)θ (f )∥∥ϕ : f ∈Fϕ with ‖f ‖ϕ = 1}
and hence the function R  θ → ‖σ (k)θ ‖ϕ ∈ R+ is l.s.c. for any k ∈ N+. Since h(θ) =
supk∈N+ ‖σ (k)θ ‖ϕ then it turns out that h itself is l.s.c. on R.
Set g(θ) = lnh(θ). Then the function g is l.s.c. and subadditive because of (4.2). This
implies that it is bounded on any bounded domain in R (see, e.g., [11, Theorem 6, p. 406])
and therefore h is bounded on [0,2π]. We denote by c a positive constant such that h(θ)
c for any θ ∈ [0,2π]. Then for any fixed f ∈Fϕ we have that the function θ → ‖σθ (f )‖2ϕ
is bounded on [0,2π]. Since it is also measurable, we can integrate it on the interval [0,2π]
obtaining a finite number. Hence
2π∫
0
∥∥σθ (f )∥∥2ϕ dθ =
2π∫
0
∫
C∗
∣∣f (eiθ z)∣∣2ϕ(z) dω(z) dθ
=
2π∫
0
∫
C∗
∣∣f (z)∣∣2ϕ(e−iθ z) dω(z) dθ < ∞.
By Fubini’s theorem the last integral is equal to
∫
C∗
∣∣f (z)∣∣2
2π∫
0
ϕ(eiθ z) dθ dω(z) = 2π
∫
C∗
∣∣f (z)∣∣2φ(z) dω(z)
and therefore f belongs to Fφ . This completes the proof of the second inclusion.
Now for any f ∈ Fϕ , repeated applications of Fubini’s theorem together with the fact
that h is bounded by c on [0,2π] and is periodic of period 2π entail the following chain of
inequalities
‖f ‖2φ =
1
2π
∫
C∗
∣∣f (z)∣∣2
2π∫
0
ϕ(zeiθ ) dθ dω(z) = 1
2π
2π∫
0
∫
C∗
∣∣f (z)∣∣2ϕ(zeiθ ) dω(z) dθ
= 1
2π
2π∫
0
∫
C∗
∣∣f (e−iθ z)∣∣2ϕ(z) dω(z) dθ = 1
2π
2π∫
0
∫
C∗
∣∣(σ−θ (f ))(z)∣∣2ϕ(z) dω(z) dθ
= 1
2π
2π∫
0
∥∥σ−θ (f )∥∥2ϕ dθ  12π
2π∫
0
h2(−θ)‖f ‖2ϕ dθ =
1
2π
‖f ‖2ϕ
2π∫
0
h2(−θ) dθ
 c2‖f ‖2ϕ.
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spaces and then it is a linear isomorphism, which concludes the proof. 
The following results completely describe the structure of a r.i. Bergman space.
Proposition 4.3. Let F be a r.i. Bergman space. Any monomial which appears in the Lau-
rent expansion of an element of F with non-zero coefficient belongs to F .
Proof. Up to changing the weight of the Bergman space according to the previous theorem,
we can suppose that the weight ϕ to which F is associated is r.i. Now Fubini’s theorem
and the invariance of ϕ by rotation yields that for any f ∈F
‖f ‖2ϕ =
+∞∫
0
ρϕ(ρ)
2π∫
0
∣∣f (ρeiθ )∣∣2 dθ dρ < ∞.
Again by Fubini’s theorem the following chain of equalities holds for any θ ∈ R
2π∫
0
∣∣f (ρeiθ )∣∣2 dθ =
2π∫
0
∑
l,m∈Z
ama¯lρ
m+leiθ(m−l) dθ = 2π
∑
m∈Z
|am|2ρ2m,
where the first term is since it is the integral of a continuous function on a compact set.
Notice that the monomial anzn belongs to F for any n ∈ Z. Indeed we have
∥∥anzn∥∥2ϕ = 2π
+∞∫
0
|an|2ρ2n+1ϕ(ρ)dρ 
+∞∫
0
∑
m∈Z
|am|2ρ2m+1ϕ(ρ)dρ = ‖f ‖2ϕ < ∞,
and therefore anzn belongs to F by Fubini’s theorem. Thus if an = 0 then the monomial
zn belongs to F , proving the assertion. 
Example 4.4. Choose n2, n1 ∈ Z such that n1  n2. We define ϕ :C∗ → R+ by
ϕ(z) =
{ |z|−2(n2+2) if |z| 1,
|z|−2n1 otherwise.
Since the function ϕ is r.i. and continuous we can apply Proposition 4.3. Then if
∑
n∈Z anzn
belongs to Fϕ and am = 0 we obtain that zm belongs to Fϕ . A straightforward computation
proves that zm ∈Fϕ if and only if n1 m n2. Then Fϕ = Span{zm ∈ Z: n1 m n2}.
The next result says that the above example is in a certain sense the only possibility
which can occur. Given a r.i. Bergman space F set
n1(F) = inf{n ∈ Z: zn ∈F} and n2(F) = sup{n ∈ Z: zn ∈F}. (4.3)
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[n1(F), n2(F)] ∩ Z. When no confusion can arise about the Bergman space we are con-
sidering, we write n1, n2 and N instead of n1(F), n2(F) and N (F) in order to simplify
notation.
Proposition 4.5. Let F be a r.i. Bergman space. Then the monomial zm belongs to F iff
m ∈N . In particular, dimF < +∞ if and only if n2 and n1 are both finite, in that case we
have F = Span{zm: m ∈ Z and n1 m n2}.
Proof. If zm belongs to F then obviously m lies between n1 and n2 and hence belongs
to N .
Vice versa, if m ∈N choose ν1, ν2 ∈ Z so that n1  ν1 m ν2  n2 and zν1 , zν2 ∈F
(of course this is needed only if n1 = −∞ or n2 = +∞, otherwise we can simply take
ν1 = n1 and ν2 = n2). The choices of ν1 and ν2 entail that if 0 < |z| < 1 then |zm| |zν1 |
and if 1 |z| then |zm| |zν2 |. Thus we have
‖zm‖2 =
∫
C∗
|zm|2ϕ(z) dω(z)

∫
∆∗
|zν1 |2ϕ(z) dω(z)+
∫
C\∆
|zν2 |2ϕ(z) dω(z) ‖zν2‖2 + ‖zν2‖2 < ∞, (4.4)
proving the first part of the assertion.
As for the second one, with the above reasoning we proved thatF contains Span{zm ∈ Z:
m ∈ N }. The other inclusion is an immediate consequence of Proposition 4.3 thus com-
pleting the proof. 
Using the above result we can give an estimate of the norm on a Bergman space which
is associated to a r.i. weight.
Corollary 4.6. Let ϕ be a r.i. weight on C∗. If both n1 and n2 are finite and f =∑
m∈Z amzm belongs to Fϕ then
‖f ‖2  (‖zn2‖2 + ‖zn1‖2) ∑
n1mn2
|am|2.
Proof. By Proposition 4.5 we have that Fϕ = Span{zm: m ∈N } and hence am = 0 unless
m ∈ N . Since ϕ is r.i., monomials of different degrees are orthogonal in Fϕ . Therefore,
if f =∑m∈N amzm, we obtain that ‖f ‖2 =∑m∈N |am|2‖zm‖2. By (4.4) we have that if
m ∈N , then ‖zm‖2  ‖zn1‖2 + ‖zn2‖2 and this completes the proof of the assertion. 
As a consequence of Proposition 4.5 we obtain that a r.i. Bergman space has infinite
dimension if and only if it contains a transcendental function.
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it contains a transcendental function.
Proof. If there exists f ∈ F which is transcendental, there exists an infinite set of coef-
ficients of its Laurent expansion which are non-zero and Proposition 4.3 ensures that F
contains infinitely many different monomials which are trivially linearly independent.
Vice versa, if F has infinite dimension, then n1 and n2 defined by (4.3) cannot be both
finite since in this case F = Span{zm ∈ Z: n1 m n2} by Proposition 4.5, contradicting
the fact that F has infinite dimension. Thus F contains an infinite sequence of monomials.
Now by Theorem 4.2 we can find a r.i. weight φ such that F =Fφ . Since φ is r.i. then these
monomials are orthogonal inFφ and therefore by Lemma 2.13 there exists a transcendental
function in F =Fφ . 
By Theorem 4.2, if Fϕ is a r.i. Bergman space then the r.i. weight φ defined in (4.1)
is such that Fϕ = Fφ (as topological spaces). One may ask for necessary and sufficient
conditions in order to obtain that the identity map from Fϕ to Fφ is an isometry, i.e. Fϕ =
Fφ as Hilbert spaces. A necessary condition for the identity map from Fϕ to Fφ to be an
isometry is obviously the fact that all monomials contained in Fϕ are orthogonal. Now we
prove that this condition is also sufficient.
Theorem 4.8. Suppose that Fϕ is r.i. and that all monomials contained in Fϕ are mutually
orthogonal. If φ is the function defined in (4.1), then the identity map from Fϕ to Fφ is an
isometry.
Proof. First of all we prove that, under the above assumptions, the set of all monomials
contained in Fϕ divided by their norm gives a complete orthonormal system. By Proposi-
tions 4.3 and 4.5, if f =∑n∈Z anzn ∈Fϕ and aj = 0, then j ∈N , that is f =∑n∈N anzn
and this proves that {zn/‖zn‖ϕ : n ∈N } is a complete orthonormal system for Fϕ .
Again, as Fφ is r.i. and all monomials contained in Fφ are mutually orthogonal by
the definition of φ, then all monomials divided by their norms contained in Fφ give a
complete orthonormal system. Since Fϕ = Fφ (as topological spaces) we have that the
monomials belonging to Fϕ are all and only the monomials belonging to Fϕ and therefore
{zn/‖zn‖φ : n ∈N } is a complete orthonormal system for Fφ . Thus, in order to prove that
the identity map is an isometry, it is enough to prove that ‖zn‖2ϕ = ‖zn‖2φ for all n ∈N . Let
n ∈N , by the definition of φ we have
‖zn‖2φ =
1
2π
∫
C∗
|zn|2
2π∫
0
ϕ(zeiθ ) dθ dω(z) = 1
2π
+∞∫
0
ρ2n+1
∫
[0,2π]2
ϕ
(
ρei(θ+η)
)
dθ dη dρ,
where we set z = ρeiη and applied Fubini’s theorem. Since
∫
2
ϕ
(
ρei(θ+η)
)
dθ dη = 2π
2π∫
0
ϕ(ρeiξ ) dξ,[0,2π]
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‖zn‖2φ =
+∞∫
0
ρ2n+1
2π∫
0
ϕ(ρeiξ ) dξ =
∫
C∗
|zn|2ϕ(z) dω(z) = ‖zn‖2ϕ
and this concludes the proof. 
At last we gather all previous results on Bergman spaces with a r.i. weight in a corollary
which will be used in the next section.
Corollary 4.9. Let F be a weighted Bergman space with a r.i. weight. Then the set E =
{en = zn/‖zn‖: n ∈N } is a complete orthonormal system in F .
5. Composition operators on rotationally invariant Bergman spaces
In this section we study which composition operators act on rotationally invariant
Bergman spaces and among them we give a classification of the cyclic and the hypercyclic
ones. We start our investigation on r.i. Bergman spaces studying the action of dilatations on
infinite-dimensional r.i. Bergman spaces, showing that in the case of r.i. Bergman spaces
there is a “big” amount of dilatations which cannot act on the space F .
Definition 5.1. For any c ∈ C∗ we denote by δc the dilatations of dilatation coefficient c,
that is the map from C∗ onto C∗ given by δc(z) = cz for all z ∈ C∗.
Proposition 5.2. Let F be a r.i. Bergman space. If n1 = −∞, then for any c ∈ C∗ such that
|c| < 1 the map δc does not act on F ; if n2 = +∞, then for any c ∈ C∗ such that |c| > 1
the map δc does not act on F .
Proof. We give a proof in the case n2 = +∞, the case n1 = −∞ can be obtained from
this one by minor changes. Since Cδc acts on zm as a multiplication by cm we obtain by
Proposition 2.14 that Cδc does not map F into itself. 
Corollary 5.3. If F is an infinite-dimensional Bergman space on C∗, then the group of
linear automorphisms of C∗ does not act on F .
Proof. The group of linear automorphisms of C∗ is generated by rotations and dilatations.
If it acts on F and dimF = +∞ then by Proposition 4.5 we obtain that either n1 = −∞
or n2 = +∞. Proposition 5.2 gives the required contradiction. 
Gathering the above results to the ones obtained in Section 3 we obtain:
Corollary 5.4. If F is a Bergman space on which AutC∗ acts, then there exist n1, n2 ∈ Z
such that Fϕ = Span{zj : n1  j  n2}.
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non-trivial (i.e., is not contained in the space of constant functions on C∗) and is invariant
under the action of Hol(C∗,C∗). In particular, there exists no weight on C∗ such that the
associated Bergman space coincides (as a set) with Hol(C∗,C).
Proof. By Corollary 5.4, there exists n1, n2 ∈ Z such that Fϕ = Span{zj : n1  j  n2}.
Let us consider the map d :C∗  z → z2 ∈ C∗; it is easily seen that Cd(Fϕ) ⊂ Fϕ if and
only if n1  2n1 and 2n2  n2. This implies n2  0 n1 and therefore n2 = n1 = 0. The
second assertion is a straightforward consequence of the first, since Hol(C∗,C∗) acts on
Hol(C∗,C). 
Our aim is to obtain a deeper comprehension of the action of holomorphic maps from
C
∗ into itself which act on r.i. weighted Bergman spaces. We first give a couple of very
simple results which give a first idea on the form of the maps Ψ acting on a r.i. Bergman
space F .
Remark 5.6. Suppose F is a r.i. Bergman space with n1 ∈ Z and n2 = +∞. If Ψ acts on
F then Ψ is entire.
Proof. The function fn(z) = zn belongs to F for any n  n1 because n2 = +∞. Write
Ψ (z) =∑m∈Z amzm. If Ψ has an essential singularity at 0, then for any n > 0 the map
CΨ (fn) = Ψ n has an essential singularity at the origin, too. As fn belongs to F eventually,
we obtain that CΨ (fn) = Ψ n belongs to F eventually, which is a contradiction to the fact
that n1 ∈ Z because of Proposition 4.3. Now write Ψ (z) =∑mn0 amzm with an0 = 0.
Since CΨ (fn) = Ψ n belongs to F eventually, then the fact that n1 ∈ Z and Proposition 4.3
imply that n0  0. 
Remark 5.7. Suppose F is a r.i. Bergman space with n1  1 and n2 = +∞. If Ψ acts on
F then Ψ (z) =∑m1 amzm.
Proof. The previous remark gives Ψ (z) = ∑m0 amzm. As fn(z) = zn belongs to F
for any n  n1 because n2 = +∞, we obtain that Ψ n belongs to F eventually. Since
Ψ n(0) = an0 , if a0 = 0 then the constant function belongs to F by Proposition 4.3 and this
is a contradiction to the fact that n1  1. 
Our next theorem is a complete classification of holomorphic self-maps of C∗ which
induce (continuous) composition operators on r.i. Bergman spaces. Before we state and
prove it, we need a simple remark which allows us to simplify the proof. The idea is that a
suitable change of weight gives us the possibility to exchange the outside and the inside of
the unit disc by the action of the holomorphic automorphism of C∗ given by z → 1/z.
Remark 5.8. Suppose the weight ϕ is r.i. and set φ(z) = ϕ(1/z)|z|−4. Then the map Fϕ 
f (z) → f (1/z) ∈ Fφ is an isometry and Ψ acts on Fϕ iff (z) = 1/Ψ (1/z) acts on Fφ .
Moreover, n1(Fφ) = −n2(Fϕ) and n2(Fφ) = −n1(Fϕ).
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composition operator CΨ acts on it. Then either Ψ is constant or there exists c ∈ C∗ such
that Ψ (z) = cz or Ψ (z) = c/z. Moreover if Ψ (z) = c/z then n1 = −∞ and n2 = +∞.
Proof. A first trivial, remark is that thanks to Theorem 4.2 nothing changes if, instead of
considering the r.i. Bergman space Fϕ we considerFφ ; neither the fact that Ψ acts on it nor
the fact that CΨ is continuous are affected by the change of weight because as topological
spaces Fϕ and Fφ are one and the same thing, only their Hilbert structures are different.
Then we can assume that F (we drop the subscript from now on) is a Bergman space
with a r.i. weight. By Corollary 4.9 the fact that the weight is r.i. ensures that the set of
monomials E = {en = zn/‖zn‖: n ∈ N } is a complete orthonormal system in F . As we
already said in Section 2 the Hilbert space F has a reproducing kernel K . In order to prove
the statement we start a thorough examination of K . In particular, (2.2) entails that for any
z,w ∈ C∗ we have
K(z,w) =
∑
n∈N
znwn/‖zn‖2. (5.1)
Now we set N+ = N ∩ N and N− = N \ N+. Since the function Kw = K(·,w) has
to be holomorphic on C∗ we obtain that for any w ∈ C∗ the function given by z →∑
n∈N+ znwn/‖zn‖2 has to be entire and hence the radius of convergence of the series must
be +∞. This gives limn→+∞ ‖zn‖1/n = +∞ if n2 = +∞ and limn→+∞ ‖z−n‖1/n = +∞
if n1 = −∞.
Now take any w ∈ C∗ and set f = CΨ (Kw), the definitions of CΨ and K then yield the
following chain of equalities which holds for any z ∈ C∗∣∣(KΨ (z),Kw)∣∣= ∣∣(Kw,KΨ (z))∣∣= ∣∣Kw(Ψ (z))∣∣= ∣∣CΨ (Kw)(z)∣∣.
Hence (2.3) applied to the function CΨ (Kw) together with the continuity of CΨ entail the
existence of a positive real number A such that∣∣(KΨ (z),Kw)∣∣= ∣∣CΨ (Kw)(z)∣∣ ∥∥CΨ (Kw)∥∥ · ‖Kz‖A‖Kw‖ · ‖Kz‖
for any z,w ∈ C∗. In particular when w = Ψ (z) the above inequality becomes∣∣(KΨ (z),KΨ (z))∣∣A‖KΨ(z)‖ · ‖Kz‖ for any z ∈ C∗.
As (KΨ (z),KΨ (z)) = ‖KΨ(z)‖2 we then obtain that ‖KΨ(z)‖A‖Kz‖ holds for any z ∈ C∗
or equivalently
K
(
Ψ (z),Ψ (z)
)
A2K(z, z) (5.2)
for any z ∈ C∗. The form of K given by (5.1) together with (5.2) will now give us a tool to
explore the behaviour of Ψ . The proof will be given in the case n2 = +∞; if n2 is finite
then n1 has to be −∞ and by means Remark 5.8 we get the proof.
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C
∗ and by (5.1) we have q(w) =∑n∈N wn/‖zn‖2. Then the inequality in (5.2) becomes
q(|Ψ (z)|2)A2q(|z|2) for any z ∈ C∗.
Now we define q∗(w) =∑n∈N+ wn/‖zn‖2; it is easily seen that q∗ is holomorphic on
C and that q − q∗ is holomorphic on C∗ and extends holomorphically at ∞ with value 0.
Notice that N+ is non empty since n2 = +∞.
Since all coefficients in the sum which gives q are positive, by construction we have
q∗(|z|)  q(|z|) for any z ∈ C∗. Moreover, it is easily seen that the map R+  t →
q∗(t) ∈ R+ is increasing and therefore there exists R > 1 such that for any z ∈ C with
|z| > R we have |(q − q∗)(|z|2)|  q∗(1)  q∗(|z|2) which implies q(|z|2)  2q∗(|z|2)
for any |z| > R. Summing up, there exists R > 1 and A′ > 0 such that q∗(|Ψ (z)|2) 
(A′)2q∗(|z|2).
Up to increasing R and changing A′ with the maximum between 1 and A′, we obtain
that q∗(|Ψ (z)|2) q∗(|2A′z|2) holds for any |z| > R.
As R+  t → q∗(t) ∈ R+ is increasing, the above inequality gives |Ψ (z)|  2A′|z|
for any |z| > R. A trivial application of Cauchy formula yields that the coefficients of
monomials of degree greater than 1 in the Laurent expansion of Ψ are zero.
The proof now splits into two cases: either n1 is finite or n1 = −∞. In the case n1 ∈ Z
Remarks 5.7 and 5.6 imply that in the Laurent expansion of Ψ all the coefficients of mono-
mials of negative degree are equal to zero. Then Ψ (z) = a0 + a1z and since Ψ maps C∗
into itself we obtain that Ψ (z) = cz for some c ∈ C∗.
In the case n1 = −∞ we can give the same kind of proof as above by setting
q(w) =∑n∈N ,n0 wn/‖zn‖2 and studying its behaviour near the origin. Then we can
write Ψ (z) = a−1z−1 + a0 + a1z. Since Ψ maps C∗ into itself then the only possibilities
are Ψ (z) = a1z and Ψ (z) = a−1/z and this concludes the proof. 
Theorem 5.9 and Proposition 5.2 give a necessary condition on Ψ so that CΨ acts on
the r.i. Bergman space F . A trivial remark gives a sufficient condition which is enough to
classify cyclic composition operators on r.i. Bergman spaces.
Remark 5.10. Let F be a r.i. Bergman space. If n1 ∈ Z, then for any c ∈ C∗ with |c| 1
the composition operator Cδc acts on F ; if n2 ∈ Z, then for any c ∈ C∗ with |c|  1 the
composition operator Cδc acts on F .
Proof. We give a proof in the case n1 ∈ Z only; the other case can be easily obtained from
this by few modifications. Up to changing the weight with a r.i. one, by Corollary 4.9 the
set E = {en = zn/‖zn‖: n ∈ N , n  n1} is a complete orthonormal system in F . Since
Cδc(en) = cnen then δc acts on F . 
The following example shows that the study of the action of the involutive maps of the
form Ψ (z) = c/z is more complicated. Indeed there exists a r.i. Bergman space for which
n1 = −∞ and n2 = +∞ and nonetheless the map Ψ (z) = c/z does not act on it for any
c ∈ C∗.
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ϕ(z) =
{
e−|z|2 if |z| 1,
|z|−2e−|z|−4 otherwise.
Obviously the weight ϕ is r.i. and therefore the spaceFϕ is r.i., too. Lengthy but straight-
forward computations give that for any n ∈ N we have ‖zn‖2ϕ ≈ πn! and for any n ∈ Z \ N
we have ‖zn‖2ϕ ≈ π(1 − n/2)/2.
Now, it is easily seen that even if n1 = −∞ and n2 = +∞ the map Ψ (z) = c/z does
not act on Fϕ for any c ∈ C∗. In fact we have that CΨ (z2n) = c2nz−2n for any n < 0 and
the sequence
|c2n| · ‖z−2n‖/‖z2n‖ ≈ |c2n|√(−2n)! /√(1 − n)
is unbounded when n goes to −∞.
The following remark gives a necessary and sufficient condition so that the map
Ψ (z) = 1/z acts on the r.i. weighted Bergman space F .
Remark 5.12. Let Fϕ be a r.i. weighted Bergman space with n1 = −∞ and n2 = +∞ and
suppose that Ψ (z) = 1/z acts on F . Then there exists A > 0 such that ‖z−n‖/‖zn‖ < A
for any n ∈ Z. Vice versa, if there exists A > 0 such that ‖z−n‖/‖zn‖ < A for any n ∈ Z,
then Ψ (z) = 1/z acts (continuously) on F .
Proof. First of all, notice that, if we denote by φ the r.i. weight introduced in Theorem 4.2,
the computations carried on in Theorem 4.8 yield that ‖zn‖ϕ = ‖zn‖φ for all n ∈ N , so
that we can suppose that the weight ϕ is r.i. Then by Corollary 4.9 we have that E =
{en = zn/‖zn‖: n ∈ N } is a complete orthonormal system in F . The continuity of CΨ
yields the necessity of the condition. As far as the sufficiency is concerned, we can suppose
again, arguing as at the beginning of the proof, that the weight is r.i. and therefore the
equality CΨ (en) = ‖z−n‖e−n/‖zn‖ for any n ∈ Z ensures that CΨ acts continuously on F
(in particular, it is easily seen that the norm of CΨ is bounded by A). 
As a last topic of the paper we study the cyclic and hypercyclic behaviour of composi-
tion operators on r.i. Bergman space. As the finite-dimensional case was already examined
in the previous sections, we are left to consider the infinite-dimensional case. We start by
considering composition operators induced by rotations.
Proposition 5.13. Suppose Fϕ is a r.i. weighted Bergman space of infinite dimension.
Given c ∈ C with |c| = 1, the composition operator associated to the symbol Ψ (z) = cz is
cyclic if and only if c is not a root of 1. In particular, if c is not a root of 1 and the weight
ϕ is r.i. the function Kz is a cyclic vector for CΨ for any z ∈ C∗.
Proof. When c is a root of 1 the composition operator associated to Ψ (z) = cz is not
cyclic, as Ψ is periodic and therefore CΨ is periodic too, while dimF = +∞.
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vector are cyclic does not depend on the Hilbert structure but on the topological structure
only, we can suppose that the weight is r.i.
The uniqueness of the reproducing kernel K entails that for any holomorphic map
Φ :C∗ → C∗ such that CΦ acts on F and any z ∈ C∗ we have C∗Φ(Kz) = KΦ(z).
Moreover, Corollary 4.9 and the fact that |c| = 1 entail that CΨ acts isometrically on
F and it is easily seen that C∗Ψ is the composition operator associated to the rotation
Ψ−1(z) = c−1z.
We want to show that for any z ∈ C∗ the function Kz is a cyclic vector for CΨ . To
this aim it is enough to prove that the orthogonal of Orb(CΨ ,Kz) contains only the zero
function. Indeed if f ∈ Orb(CΨ ,Kz)⊥ we have
0 = (f,CmΨ (Kz))ϕ = (f, (CmΨ−1)∗(Kz))ϕ = (f,KΨ−m(z))ϕ = f (Ψ−m(z))= f (c−mz)
for any m ∈ N. Then by continuity the function f has to be 0 on a circle of center zero and
radius |z| and thus f is identically zero by analyticity. Then Orb(CΨ ,Kz) spans a dense
subspace of F and this entails the cyclicity of Kz for any z ∈ C∗. 
The above result is strong enough to classify cyclic composition operators acting on r.i.
Bergman spaces in the case when neither n2 nor n1 are finite.
Corollary 5.14. Let F be a r.i. Bergman space with n1 = −∞ and n2 = +∞. The com-
position operator CΨ acts cyclically on F if and only if Ψ (z) = cz for some c ∈ C∗ with
|c| = 1 and c is not a root of 1.
Proof. Due to Propositions 2.18, 5.2 and Remark 5.10 the only case to consider is
Ψ (z) = cz for any c ∈ C with |c| = 1. Proposition 5.13 settles this case. 
Now we turn our attention to the case in which one between n2 and n1 is finite and
the other is not. Since we can move isometrically from a r.i. Bergman space Fϕ in which
n2 = +∞ and n1 ∈ Z to a r.i. Bergman space Fφ in which n1 = −∞ and n2 ∈ Z we limit
ourselves to the first case, leaving to the reader the necessary modifications in the second
one.
If F is a r.i. Bergman space with n1 ∈ Z and n2 = +∞ the set of composition operators
acting on F is larger because a dilatation δc acts on F if and only if the modulus of the
coefficient c is less than or equal to 1. As we already studied the case |c| = 1 we are left to
consider the case |c| < 1. The basic idea of the proof is to use a product a factor of which
expands and the other eventually contracts in order to get the suitable balance.
Proposition 5.15. Suppose F is a r.i. weighted Bergman space such that n2 = +∞ and
n1 ∈ Z. Then for any c ∈ C with 0 < |c| < 1 the composition operator associated to the
symbol Ψ (z) = cz is cyclic. In particular the function h ∈F is a cyclic vector for CΨ if and
only if the coefficient of zm in its Laurent expansion are different from 0 for any m n1.
Proof. As in the proof of the previous proposition we can suppose that the weight is r.i.
Then by Corollary 4.9 the set E = {en = zn/‖zn‖: n  n1} is a complete orthonormal
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prove that any element h =∑mn1 amem ∈F is a cyclic vector if am = 0 for all m n1.
Fix j  n1. For any k ∈ N∗ we set p(j)k (t) = c−jktk
∏j−1
n=n1(t − cn). Since CΨ is contin-
uous, we then have
p
(j)
k (CΨ )(h) = c−jkCkΨ
j−1∏
n=n1
(CΨ − cnI)
(∑
mn1
amem
)
=
∑
mn1
amc
−jk
j−1∏
n=n1
cmk(cm − cn)em.
Consider the summand s(j)m,k = c−jk
∏j−1
n=n1 c
mk(cm − cn)em. If n1  m  j − 1 we have
s
(j)
m,k = 0 independently of k. If j < m then s(j)m,k = c(m−j)k
∏j−1
n=n1(c
m − cn)em which con-
verges to 0 when k goes to +∞ uniformly in m. Indeed the following chain of inequality
holds
‖s(j)m,k‖ =
∥∥∥∥∥c(m−j)k
j−1∏
n=n1
(cm − cn)em
∥∥∥∥∥= |c|(m−j)k
j−1∏
n=n1
|cm − cn|
 |c|k
j−1∏
n=n1
(|cm| + |cn|) |c|k j−1∏
n=n1
2|cn1 | = |c|k2j−n1 |c|(j−n1)n1
because n1  j < m and |c| < 1. If m = j we have s(j)m,k =
∏j−1
n=n1(c
j − cn)em inde-
pendently of k. Then limk→+∞ p(j)k (CΨ )(h) = aj
∏j−1
n=n1(c
j − cn)ej and therefore since
aj = 0 and ∏j−1n=n1(cj − cn) = 0 we obtain that ej belongs to the closure of the Span of
Orb(CΨ ,h) which shows that h is a cyclic vector for CΨ .
Vice versa if for some m  n1 the coefficient of zm of the Laurent expansion of h is
equal to 0 it is immediate to check that this happens also for p(CΨ )(h) for all polynomials
p ∈ C[t]. Then p(CΨ )(h) is orthogonal to em for any p ∈ C[t] and therefore the vector h
is not cyclic for CΨ . 
Gluing together the results obtained in this section and the ones obtained at the end of
Section 2 we obtain a complete classification of cyclic composition operators.
Corollary 5.16. LetF be a r.i. Bergman space with n1 ∈ Z and n2 = +∞. The composition
operator CΨ is cyclic if and only if either Ψ (z) = cz for some c ∈ C∗ with |c| = 1 and c is
not a root of 1 or 0 < |c| < 1. Let F be a r.i. Bergman space with n1 = −∞ and n2 ∈ Z.
The composition operator CΨ is cyclic if and only if either Ψ (z) = cz for some c ∈ C∗ with
|c| = 1 and c is not a root of 1 or |c| > 1.
Proof. We give a proof in the first case, the second one can be obtained with minor
changes. Due to Propositions 2.18, 5.2 and Remark 5.10 the only case to consider is given
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and 5.15. 
The study of hypercyclicity for composition operators defined on r.i. Bergman spaces is
contained in the following proposition.
Proposition 5.17. Let F be a r.i. Bergman space and let Ψ be a holomorphic self-map of
C
∗ acting on F . Then the composition operator CΨ is never hypercyclic.
Proof. Since the fact that a composition operator is hypercyclic does not depend on the
Hilbert structure but on the topological structure only, we can suppose that the weight is
r.i. As there exists no hypercyclic linear operator on finite-dimensional vector spaces we
are left to study the case in which dimF = +∞.
First of all notice that, if Ψ (z) = cz for some c of modulus 1, then CΨ is an isometry of
F and thus it is not hypercyclic.
If n1 = −∞ and n2 = +∞ by Propositions 2.18 and 5.2 and the previous remark, there
are no hypercyclic composition operators on F .
If n1 ∈ Z and n2 = +∞ by Propositions 2.18 and 5.2 the only maps which could in-
duce cyclic composition operators are of the form Ψ (z) = cz for some c with |c|  1. If
|c| < 1 and h =∑mn1 amem ∈ F , where en = zn/‖zn‖, it is easily seen that CnΨ (h) =∑
mn1 amc
mnem. Then for any k > |n1| we have that the scalar product between CnΨ (h)
and ek is equal to akckn and it converges to 0 when n goes to +∞. Then the orbit of h
under CΨ is not dense in F for any h ∈ F and thus CΨ is not hypercyclic. If n1 = −∞
and n2 ∈ Z a few minor changes yield the proof. 
At last, we study the compactness properties of composition operators.
Remark 5.18. Let F be a r.i. Bergman space with dimF = +∞. If |c| = 1 and Ψ (z) = cz,
then CΨ is not compact. If ∈ C∗ and Ψ (z) = c/z acts on F , then CΨ is not compact.
Indeed, the first case is trivial. As for the second one, for any n ∈ N the polynomial
zn + cnz−n is an eigenvector of CΨ associated to the eigenvalue 1 and the polynomial
zn − cnz−n is an eigenvector of CΨ associated to the eigenvalue −1 and therefore CΨ
cannot be compact.
Now we consider the case Ψ (z) = cz and |c| = 1. We only state the result when 0 <
|c| < 1 and leave |c| > 1 to the reader. Since the action on the monomials contained in F
is diagonal and the action of Ψ (z) = cz on zn is a multiplication by cn we have that all
composition operators associated to the symbol Ψ (z) = cz with 0 < |c| < 1 are compact
(in order to approximate CΨ with a finite rank operator, it is enough to “truncate” it to zero
starting from a suitable degree onward).
Remark 5.19. Let F be a r.i. Bergman space with n2 = +∞ and n1 ∈ Z and c ∈ C∗ with
0 < |c| < 1. The operator CΨ associated to Ψ (z) = cz is compact.
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