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Abstract
Let φ be a zero-product preserving bijective bounded linear map from a unital algebra A onto a unital
algebraB such that φ(1) = k. We show that ifA is a CSL algebra on a Hilbert space or aJ -lattice algebra on
a Banach space then there exists an isomorphism ψ from A onto B such that φ = kψ . For a nest algebra A
in a factor von Neumann algebra, we characterize the linear maps onA such that δ(x)y + xδ(y) = 0 for all
x, y ∈A with xy = 0.
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1. Introduction
Throughout this paper, we use X to denote a complex Banach space and B(X) to denote
the set of all bounded linear operators on X; when X is a Hilbert space, we switch X to H .
For an algebra A and an A-bimodule M, a linear map δ :A→ M is called a derivation if
δ(ab) = δ(a)b + aδ(b) for all a, b in A. By a subspace lattice on X, we mean a collection L
of subspaces of X with (0), X in L and such that for every family {Mr} of elements of L, both⋂
Mr and
∨
Mr belong to L, where
∨
Mr denotes the closed linear span of {Mr}. A totally
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{L ∈ L: L = (0) and L− = X}. For a subspace lattice L, we define algL by
algL= {T ∈ B(X): TN ⊆ N, for every N ∈ L}.
In recent years, several authors of [2,3,9,12,14] studied the linear maps that behave like au-
tomorphisms or derivations when acting on zero-products. In [12], the authors prove that if L
is a J -lattice and δ is a linear map from algL into itself such that δ(x)y + xδ(y) = 0 for all
x, y ∈ algL with xy = 0 and δ(I ) = 0, then δ is a derivation. For a finite nest N in H , it is
shown in [14] that if δ is norm continuous linear map from algN into itself, δ(x)y + xδ(y) = 0
for xy = 0 and δ(I ) = 0, then δ is a derivation. It is shown in [3] that automorphisms and deriva-
tions of prime rings with nontrivial idempotents can be “almost” determined by the action on
the zero-product elements. Linear or additive zero-product preserving surjective maps on nest
algebras are also studied in [9].
In this paper, we show that if A= algL, where L is a commutative subspace lattice (CSL) on
a Hilbert space or a J -lattice on a Banach space, and φ is a zero-product preserving bijective
bounded linear map from A onto a unital Banach algebra B with φ(1) = k then k is invertible
in B and k is in the center of B; moreover, k−1φ is an isomorphism from A onto B. We also
characterize all linear maps δ on a nest algebra A in a factor von Neumann algebra such that
δ(a)b+ aδ(b) = 0 for all a, b ∈A with ab = 0. For some properties of derivations and automor-
phisms, see [1].
2. Main results
Definition 1. A map φ from an algebra A into an algebra B is called zero-product preserving, if
φ(a)φ(b) = 0 whenever ab = 0.
A subspace lattice L on a Hilbert space is called a commutative subspace lattice if the pro-
jections of H onto the subspaces of L commute with each other. If L is a commutative subspace
lattice then algL is called a CSL algebra. The CSL algebras have been extensively studied by
many people for several decades, see [4] and its references. Our first main result characterizes
zero-product preserving bijective linear maps from CSL algebras to unital Banach algebras. We
will divide the proof of this result into several lemmas.
The following lemma is essentially included in the proof of [3, Theorem 3]. For completeness,
we give a proof.
Lemma 2. Let φ be a zero-product preserving linear map from a unital algebra A to an al-
gebra B. Then for all x, y in A and every idempotent e in A, φ(x)φ(ey) = φ(xe)φ(y). In
particular, if φ(1) = k, then kφ(ey) = φ(e)φ(y) and φ(ye)k = φ(y)φ(e).
Proof. Since xe(y − ey) = 0, it follows that φ(xe)φ(y − ey) = 0. Hence
φ(xe)φ(y) = φ(xe)φ(ey).
Similarly, by (x − xe)(ey) = 0, it follows that
φ(x)φ(ey) = φ(xe)φ(ey).
Thus
φ(x)φ(ey) = φ(xe)φ(y). 
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an algebra B with φ(1) = k. If D is the subalgebra of A generated by idempotents in A, then
for every d ∈ D and for every x, y ∈ A, φ(x)φ(dy) = φ(xd)φ(y). In particular, φ(xd)k =
φ(x)φ(d), kφ(dx) = φ(d)φ(x), and kφ(d) = φ(d)k for every d ∈ D.
Lemma 4. Let φ be a zero-product preserving linear map from a unital algebraA to an algebra B
with φ(1) = k, D be the subalgebra of A generated by the idempotents of A, and I be an
arbitrary ideal of A such that I ⊆D. Then
(i) [φ(xy)k − φ(x)φ(y)]φ(e) = φ(e)[φ(xy)k − φ(x)φ(y)] = 0, ∀x, y ∈A, e ∈ I;
(ii) [kφ(xy) − φ(x)φ(y)]φ(e) = φ(e)[kφ(xy) − φ(x)φ(y)] = 0, ∀x, y ∈A, e ∈ I.
Proof. For any x, y ∈A and for any e ∈ I , by Corollary 3, we have
φ(xye)k2 = φ(x(ye))k2 = φ(x)φ(ye)k = φ(x)φ(y)φ(e)
and
φ(xye)k2 = φ((xy)e)k2 = φ(xy)φ(e)k = φ(xy)kφ(e).
Thus
[
φ(xy)k − φ(x)φ(y)]φ(e) = 0.
Similarly, by Corollary 3 again,
k2φ(exy) = k2φ((ex)y)= kφ(ex)φ(y) = φ(e)φ(x)φ(y)
and
k2φ(exy) = k2φ(e(xy))= kφ(e(xy))k = φ(e)φ(xy)k.
Therefore
φ(e)
[
φ(xy)k − φ(x)φ(y)]= 0.
The proof of (ii) is similar to (i). 
Let A be a Banach algebra and I be an ideal ofA. We say I is a quasi-separating ideal of A,
if for every a ∈A, whenever aI = Ia = (0) then σ(a) = {0}, i.e., a is quasinilpotent.
Lemma 5. Let φ be a zero-product preserving bijective bounded linear map from a unital Ba-
nach algebra A onto a unital Banach algebra B with φ(1) = k and D be the subalgebra of A
generated by the idempotents of A. Suppose A has a quasi-separating ideal I such that I ⊆D.
Then φ(I) ≡ {φ(e): e ∈ I} is a quasi-separating ideal of B and k is invertible.
Proof. By Corollary 3, for every e ∈D and for every x, y ∈A, we have
φ(x)φ(ey) = φ(xe)φ(y). (1)
Let t ∈ B such that tφ(I) = φ(I)t = (0). Since φ is surjective, there exists a z ∈ A such that
φ(z) = t . Using Eq. (1) with any e ∈ I , y = z and x ∈ A such that φ(x) = 1, we can ob-
tain φ(ez) = φ(xe)t = 0. Similarly, using Eq. (1) with any e ∈ I , x = z and y ∈ A such that
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quasi-separating ideal of A, z is quasinilpotent. Since φ, being a bijective linear map between
Banach spaces, is bounded, t = φ(z) is quasinilpotent also.
Since φ is surjective, we can choose an a ∈ A such that φ(a) = 1. Applying Lemma 4
with x = y = a, we get φ(e)[φ(a2)k − 1] = [φ(a2)k − 1]φ(e) = 0, for every e ∈ I . Let t =
φ(a2)k − 1, it follows from the first paragraph that t is quasinilpotent. Therefore (1 + t)−1 ∈ B.
From φ(a2)k = 1 + t , we have (1 + t)−1φ(a2)k = 1. By Lemma 4 again, we can obtain
φ(e)[kφ(a2) − 1] = [kφ(a2) − 1]φ(e) = 0, for every e ∈ I . Let s = kφ(a2) − 1 then s is quasi-
nilpotent. Therefore, (1 + s)−1 ∈ B and kφ(a2)(1 + s)−1 = 1. Thus k is invertible in B. 
In the following, for a commutative subspace lattice L on a Hilbert space H , we will use I to
denote the linear span of {PaP⊥: ∀P ∈ L, a ∈ algL}, Q1 to denote the projection of H onto the
closure of IH , and Q2 to denote the projection H onto the closure of I∗H . A subspace lattice L
is called reflexive if the set of invariant subspaces of algL is the same as L. Clearly, Q1(H) is
invariant under algL. Since L is a CSL, Q1 ∈ L. Similarly, Q2(H) is invariant under (algL)∗, it
follows that Q⊥2 ∈ L.
Lemma 6. Let L be a commutative subspace lattice on a Hilbert space H . Suppose I , Q1, and
Q2 are the same as defined in the previous paragraph. If Q1(H) ∨ Q2(H) = H , then I is a
quasi-separating ideal of algL.
Proof. Clearly, I is an ideal of algL. Suppose a ∈ algL such that aI = Ia = (0). From
aI = 0, it follows that aIH = 0. We obtain aQ1 = 0. Since Ia = 0, we have a∗I∗ = 0. It
follows that a∗Q2 = 0, so Q2a = 0. Next, we show a is quasinilpotent, in fact, a2 = 0. Since
Q1(H) ∨ Q2(H) = H and aQ1 = 0, we only need to show a2Q2 = 0. Since Q⊥2 ∈ L, we have
Q⊥2 aQ2 ∈ I . Since Q2a = 0, it follows a2Q2(H) = a(Q2 + Q⊥2 )aQ2(H) = aQ⊥2 aQ2(H) ⊆
aQ1(H) = (0). 
Lemma 7. Let L be a commutative subspace lattice on a Hilbert space H with I , Q1, and
Q2 the same as defined in the paragraph preceding Lemma 6. If Q1(H) ∨ Q2(H) = H and
φ is a zero-product preserving bijective bounded linear map from algL onto a unital Banach
algebra B with φ(1) = k, then k is invertible in B and k is in the center of B. Moreover, there
exists an isomorphism ψ from algL onto B such that φ = kψ .
Proof. For each x ∈ algL and any projection P , note that PxP⊥ = P − (P − PxP⊥) and
P − PxP⊥ is an idempotent, so I is an ideal generated by idempotents. Now, the invertibility
of k follows from Lemmas 5 and 6 directly.
Fix a, b ∈ algL. Since φ is surjective, we can choose a c ∈ algL such that φ(c) = φ(ab)k −
φ(a)φ(b). Take any P ∈ L and any x ∈ algL, then bPxP⊥ ∈ I and PxP⊥a ∈ I . By Corollary 3
and Lemma 4,
φ
(
cPxP⊥
)
k = φ(c)φ(PxP⊥)= [φ(ab)k − φ(a)φ(b)]φ(PxP⊥)= 0.
Since k is invertible and φ is injective, we have cPxP⊥ = 0, which implies cQ1 = 0. By
Corollary 3 again, we have φ(abQ1)k2 − φ(a)φ(bQ1)k = φ(ab)φ(Q1)k − φ(a)φ(b)φ(Q1) =
φ(ab)kφ(Q1)−φ(a)φ(b)φ(Q1) = [φ(ab)k−φ(a)φ(b)]φ(Q1) = φ(c)φ(Q1) = φ(cQ1)k = 0.
This, together with the invertibility of k, gives us
φ(abQ1)k − φ(a)φ(bQ1) = 0. (2)
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[φ(ab)k−φ(a)φ(b)] = 0. Hence PxP⊥c = 0, yielding c∗P⊥x∗P = 0. It follows that c∗Q2 = 0,
thus Q2c = 0. Since Q1(H) ∨ Q2(H) = H , it follows that Q⊥1 c = 0. By Corollary 3, we have
kφ
(
Q⊥1 ab
)
k − kφ(Q⊥1 a
)
φ(b) = φ(Q⊥1
)
φ(ab)k − φ(Q⊥1
)
φ(a)φ(b) = φ(Q⊥1
)
φ(c)
= kφ(Q⊥1 c
)= 0.
Thus
φ
(
Q⊥1 ab
)
k − φ(Q⊥1 a
)
φ(b) = 0. (3)
Note that Q1aQ⊥1 ,Q1bQ⊥1 ∈ I , it follows from Corollary 3 that
φ
(
aQ1bQ
⊥
1
)
k = φ(a)φ(Q1bQ⊥1
)
and
φ
(
Q1aQ
⊥
1 b
)
k = kφ(Q1aQ⊥1 b
)= φ(Q1aQ⊥1
)
φ(b). (4)
Since Q1(H) is an invariant subspace of algL, we have that Q1aQ1 = aQ1, for every a ∈
algL. Combining (2)–(4) with Corollary 3 again, we get
φ(ab)k = φ(abQ1 + aQ1bQ⊥1 + aQ⊥1 b
)
k
= φ[abQ1 + aQ1bQ⊥1 + Q1aQ⊥1 b + Q⊥1 a(I − Q1)b
]
k
= φ(abQ1 + aQ1bQ⊥1 + Q1aQ⊥1 b + Q⊥1 ab
)
k
= φ(abQ1)k + φ
(
aQ1bQ
⊥
1
)
k + φ(Q1aQ⊥1 b
)
k + φ(Q⊥1 ab
)
k
= φ(abQ1)k + φ
(
aQ1bQ
⊥
1
)
k + kφ(Q1aQ⊥1 b
)+ φ(Q⊥1 ab
)
k
= φ(a)φ(bQ1) + φ(a)φ
(
Q1bQ
⊥
1
)+ φ(Q1aQ⊥1
)
φ(b) + φ(Q⊥1 a
)
φ(b)
= φ(a)[φ(bQ1) + φ
(
Q1bQ
⊥
1
)]+ φ(Q1aQ⊥1
)
φ(b) + φ(Q⊥1 a
)
φ(b)
= φ(a)[φ(Q1bQ1) + φ
(
Q1bQ
⊥
1
)]+ φ(Q1aQ⊥1
)
φ(b) + φ(Q⊥1 a
)
φ(b)
= φ(a)[φ(Q1b)
]+ φ(Q1aQ⊥1
)
φ(b) + φ(Q⊥1 a
)
φ(b)
= φ(aQ1)φ(b) + φ
(
Q1aQ
⊥
1
)
φ(b) + φ(Q⊥1 a
)
φ(b)
= φ(Q1aQ1)φ(b) + φ
(
Q1aQ
⊥
1
)
φ(b) + φ(Q⊥1 a
)
φ(b)
= [φ(Q1aQ1) + φ
(
Q1aQ
⊥
1
)]
φ(b) + φ(Q⊥1 a
)
φ(b)
= [φ(Q1a)
]
φ(b) + φ(Q⊥1 a
)
φ(b) = φ(a)φ(b).
Therefore
φ(ab)k = φ(a)φ(b). (5)
Choose a = 1, we have φ(b)k = kφ(b). Since b is arbitrary and φ is surjective, k is in the center
of B.
Let k−1 be the inverse of k and ψ = k−1φ. For any a, b ∈ algL, by Eq. (5), ψ(a)ψ(b) =
k−1φ(a)k−1φ(b) = k−1φ(a)φ(b)k−1 = k−1φ(ab)kk−1 = k−1φ(ab) = ψ(ab). 
Theorem 8. If L is a commutative subspace lattice and φ is a zero-product preserving bijective
bounded linear map from algL onto a unital Banach algebra B with φ(1) = k, then k is invertible
and there exists an isomorphism ψ from algL onto B such that φ = kψ .
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be the orthogonal projection of H onto Q1(H) ∨ Q2(H).
If Q1(H) ∨ Q2(H) = H then conclusions follow from Lemma 7.
Suppose Q1(H) ∨ Q2(H) = H . Then Q is in the center of algL. Clearly, Q(algL)Q and
Q⊥(algL)Q⊥ are Banach algebras with units Q and Q⊥, respectively. Let B1 = φ[Q(algL)Q]
and B2 = φ[Q⊥(algL)Q⊥]. Since φ−1 is bounded, B1 and B2 are closed. Since algL =
Q(algL)Q ⊕ Q⊥(algL)Q⊥, we have that B = B1 ⊕ B2 and Bi are algebras. Note that φ in-
duces a zero-product preserving bijective bounded linear map from Q(algL)Q onto B1. Let
a ∈ algL such that φ(a) = 1. Then, by Lemma 2, for any x ∈ algL, φ(QaQ)φ(QxQ) =
φ(QxQ)φ(QaQ) = φ(QxQ). Hence B1 is a unital Banach algebra with φ(QaQ) as its unit.
Similarly, φ induces a zero-product preserving bijective linear map from Q⊥(algL)Q⊥ onto
B2 and B2 is a unital Banach algebra with φ(Q⊥aQ⊥) as its unit. Let φ1 be the zero-product
preserving bijective linear map from Q(algL)Q onto B1 induced by φ. Since Q(algL)Q is iso-
morphic to algQL and QL is a commutative subspace lattice on Q(H) satisfying the hypothesis
of Lemma 7, so there exists an isomorphism ψ1 from Q(algL)Q onto B1 and a k1 in the center
of B1 and k1 is invertible in B1 such that φ1 = k1ψ1. Next, let φ2 be the zero-product preserving
bijective linear map from Q⊥(algL)Q⊥ onto B2 induced by φ. For any P ∈ L and a ∈ algL,
PQ⊥aP⊥ = Q⊥PaP⊥ = 0. Thus Q⊥a∗ ∈ algL. Hence Q⊥(algL)Q⊥ is a von Neumann alge-
bra. By [2, Theorem 2.2], there exists an isomorphism ψ2 from Q⊥(algL)Q⊥ onto B2 and a k2
in the center of B2 and k2 is invertible in B2 such that φ2 = k2ψ2. Let k = k1 ⊕ k2, ψ = ψ1 ⊕ψ2,
and φ = kψ . It can be easily checked that ψ is an isomorphism from algL onto B. 
Remark. If L is a distributive subspace lattice on a finite-dimensional Hilbert space H , by [8,
Corollaries 7.1 and 8.1], then there is a commutative subspace lattice L˜ on H such that algL
is isomorphic to alg L˜. By Theorem 8, we have that if L is a distributive subspace lattice on a
finite-dimensional Hilbert space and φ is a zero-product preserving injective (or surjective) linear
map from algL into itself with φ(I) = I , then φ is an automorphism.
We call an ideal I of A a semi-separating ideal of A, if for every a ∈ A, whenever aI =
Ia = (0) then a = 0.
Remark. The above notion of “semi-separating” is weaker than the notion of “separating” de-
fined in [6,7]. For example, if we let A1 and A2 be any subalgebras of B(H) and A be the 4 × 4
matrix algebra (Aij )4×4 with operators entries Aij such that A22 ∈ A1, A33 ∈ A2; A11, A12,
A34, and A44 can be any operators in B(H); and zero entries for the others. Let I be all elements
of A such that A22 = A33 = 0. Then I is an ideal generated by idempotents. Moreover, I is
semi-separating, but I is not a separating set in the sense of [6,7].
Theorem 9. Let φ be a zero-product preserving bijective bounded linear map from a unital
algebra A onto a unital algebra B with φ(1) = k, D be the subalgebra of A generated by
idempotents of A, and I be a semi-separating ideal of A such that I ⊆D. Then there exists an
isomorphism ψ from A onto B such that φ = kψ .
Proof. For any x, y ∈ A, e ∈ I , since φ is surjective, we can choose z, a ∈ A such that
φ(z) = φ(xy)k − φ(x)φ(y) and φ(a) = 1. By Corollary 3 and Lemma 4, φ(ze) = φ(ze)φ(a) =
φ(z)φ(ea) = [φ(xy)k − φ(x)φ(y)]φ(ea) = 0. Since φ is injective, ze = 0. Similarly, by Corol-
lary 3 and Lemma 4 again, φ(ez) = φ(a)φ(ze) = φ(ea)φ(z) = φ(ae)[φ(xy)k −φ(x)φ(y)] = 0.
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ilar to the proof of Theorem 8, we can show that k is invertible in B, k is in the center of B, and
k−1φ is an isomorphism. 
Definition 10. A subspace lattice L of X is called a J -lattice if it satisfies the following:
(1) ∨{L: L ∈ JL} = X,
(2) ⋂{L−: L ∈ JL} = (0),
(3) L ∨ L− = X for every L ∈ JL,
(4) L ∩ L− = (0) for every L ∈ JL.
When L is a J -lattice, we call algL a J -lattice algebra. In [11], Longstaff studied J -lattices.
The next two lemmas show that J -lattice algebras satisfy the hypothesis of Theorem 9.
Lemma 11. [10] Suppose L is a subspace lattice of X and t ∈ B(X).
(1) If ∨{L: L ∈ JL} = X and ty = 0 for every rank-one operator y ∈ algL then t = 0.
(2) If ⋂{L−: L ∈ JL} = (0) and yt = 0 for every rank-one operator y ∈ algL then t = 0.
The following lemma is similar to [6, Lemma 2.10].
Lemma 12. Suppose L is a subspace lattice of X such that
(1) L ∨ L− = X for every L ∈ JL or
(2) L ∩ L− = (0) for every L ∈ JL.
Then every rank-one operator in algL is a linear combination of some idempotents in algL.
Corollary 13. Let L be a subspace lattice of X and φ be a zero-product preserving bijective
linear map from algL onto a unital algebra B with φ(1) = k. Suppose
(i) L satisfies either (1) or (2) of Definition 10 and
(ii) L satisfies either (3) or (4) of Definition 10.
Then there exists an isomorphism ψ from algL onto B such that φ = kψ . In particular, if L is a
J -lattice then the above conclusion holds.
Proof. Let I be the ideal generated by all rank-one operators in algL. The conclusion follows
immediately from Lemmas 11, 12, and Theorem 9. 
An element a in an algebraA is called single if whenever bac = 0 with b, c inA, then ba = 0
or ac = 0.
Corollary 14. Let L and φ be the same as in Corollary 13. Then m is a single element of algL if
and only if φ(m) is a single element of B.
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Clearly, m is a single element of algL if and only if ψ(m) is a single element of B. Since k is in
the center of B and invertible in B, it follows that ψ(m) is a single element of B if and only if
φ(m) is a single element of B. 
Remark. In Corollaries 13 and 14, if φ(I) = I and φ is a zero-product preserving bijective linear
map (not necessarily bounded) by the proof of Theorem 9, we know that the conclusions still are
true.
Lemma 15. Let A be a subalgebra of B(H) and let δ be a linear map from A into B(H) such
that δ(a)b + aδ(b) = 0 for all a, b ∈ A with ab = 0 and δ(I ) = 0. Then for every idempotent
p ∈A and for every a ∈A,
δ(pa) = δ(p)a + pδ(a) and δ(ap) = δ(a)p + aδ(p).
Proof. Since p[(I − p)a] = 0, by the assumption, it follows that
0 = δ(p(I − p)a)= δ((I − p)pa)= δ(p)a − δ(p)pa + pδ(a) − pδ(pa)
= δ(I )pa − δ(p)pa + δ(pa) − aδ(pa).
Hence δ(pa) = δ(a) + pδ(a).
Similarly, we can prove that δ(ap) = δ(a)p + aδ(p). 
Lemma 16. [5] A von Neumann algebra M is generated by its projections if and only if M has
no infinite-dimensional abelian summand.
Theorem 17. Let M be a factor von Neumann algebra and let N be a nest in M. Suppose that
δ is a linear map from A= (algN ) ∩M into M such that δ(a)b + aδ(b) = 0 for all a, b ∈A
with ab = 0 and δ(I ) = 0, then δ is a derivation. In particular, δ is bounded.
Proof. Let H− =∨{N ∈N : N H } and let I− be the projection onto H−.
Suppose that H− = H . Let I = span{m(I − I−): m ∈M}. By Lemma 16, it is easy to show
that I is an ideal of (algN ) ∩M and that I is included in the subalgebra of (algN ) ∩ M gen-
erated by all idempotents in (algN )∩M. Let a, b ∈ (algN )∩M and let c ∈ I . By Lemma 15,
we have
δ(abc) = δ(a)bc + aδ(bc)
= δ(a)bc + a(δ(b)c + bδ(c))
= δ(a)bc + aδ(b)c + abδ(c)
= δ((ab)c)= δ(ab)c + abδ(c).
Hence [δ(ab)− δ(a)b − aδ(b)]c = 0. SinceM is a factor, we have that δ(ab) = δ(a)b + aδ(b).
Suppose that H− = H . Choose a sequence {Ni} inN with Ni ⊆ Ni+1 H and Ni → I in the
strong operator topology. If m ∈M and mNiM(I −Ni) = 0, sinceM is a factor, then mNi = 0.
Let I = span{Nm(I − N): N ∈N , m ∈M}. By Lemma 15, I is an ideal of (algN ) ∩M
and is included in the subalgebra of (algN )∩M generated by all idempotents in (algN )∩M.
Similar to the above proof, we can show that
[
δ(ab) − δ(a)b − aδ(b)]NiM(I − Ni) = 0.
1322 J. Li et al. / J. Math. Anal. Appl. 332 (2007) 1314–1322Hence [δ(ab)− δ(a)b − aδ(b)]Ni = 0. Since Ni → I in the strong operator topology, it follows
that δ(ab) = δ(a)b + aδ(b).
By [13, Proposition II1], we have that δ is bounded. 
Corollary 18. Let A, M and N be as in Theorem 17 and let δ be a linear map from A into M
such that δ(a)b+aδ(b) = 0 for all a, b ∈A with ab = 0. Then δ(xy) = δ(x)y +xδ(y)−xδ(I )y
for all x, y ∈A. In particular, φ is bounded.
Proof. Let δ˜(x) = δ(x) − δ(I )x for every x ∈A. It follows that δ˜(a)b + aδ˜(b) = 0 for all a, b
in A with ab = 0 and δ˜(I ) = 0. By Theorem 17, δ˜(xy) = δ˜(x)y + xδ˜(y) for all x, y ∈A. Hence
δ(xy) = δ(x)y + xδ(y) − xδ(I )y. 
Remark. Corollary 18 generalizes Theorems 1 and 2 of [14]. In [14], the authors prove that the
conclusion of Corollary 18 holds with additional assumptions that N is a finite nest in B(H)
and δ is norm continuous; then they ask whether these assumptions are superfluous. Corollary 18
answers their question affirmatively.
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