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ABSTRACT
As access to Shape Memory Alloys (SMAs) has expanded beyond their use as
linear wires, the need for characterizing more complex forms that account for the effects
of multi-axial stress, strain, and displacement has become increasingly important in
actuator design. The novel uses of SMA actuators have also moved the devices into
previously unexplored loading conditions, where established theory does not adequately
model the real behavior. This work seeks to alleviate some of these issues by addressing
problems with the most common multi-axial stress devices: helical springs. New
applications are requiring high forces in small spaces, where SMAs’ high work density
makes them ideal. It was found in this work that springs with small spring indices (the ratio
of the spring diameter over the wire diameter) deviated greatly between data and theory.
This result was caused by the residual plastic deformation induced in the material during
the manufacturing process. A secondary analysis accounted for this deviation using an
empirical loss factor based on the evolving internal strain of the system. This method
allows for the accurate prediction of SMA spring deflection of low spring index.
Additionally, to better characterize SMA actuators as a whole, the special case of a helical
beam was carefully examined. A generalized static helical beam was derived using an
analytical load equilibrium approach. This created a set of closed-form equations that solve
the internal loadings exactly. Using these loadings, a prediction of the displacements and
rotations can be found by expanding upon the Euler – Bernoulli Beam Theory. This
generalized static helical beam theory provides a toolset that can predict springs of any
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section length (full or partial turns) undergoing any multiaxial loading. This work
benefitted from the financial support of NASA SBIR Phase 1 (NNX17CM48P) and NASA
SBIR Phase II (NNX17CJ07C) sub-awards to UCF.
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CHAPTER ONE: INTRODUCTION
1.1. Motivation
The use of Shape Memory Alloys (SMAs) in novel systems is rapidly expanding to
make effective actuators. The combined properties of up to an 8% strain recovery and a
work density of 10 J/cm3 leads to actuators that are ideal for the automotive and aerospace
sector, where space and total weight are at a premium [1]. The most common style of SMA
actuator is a linear wire. Given the material’s anisotropic modulus of elasticity and thermal
coefficients, a wire-based design simplifies characterization greatly. More recent
applications have moved the material to more complex designs that experience multiaxial
stress and strain effects. Examples of such multiaxial stress devices include torque tube
actuators used by Boeing and NASA, where Boeing is using reorientable rotor blades to
improve efficiency in flight [2]. NASA is exploring the use of torque tubes to create
reconfigurable span-wise wings to improve efficiencies and flight stability [3]. The most
common multiaxial stress and strain devices are helical linear springs, which experience
combined torsion induced shear stresses, and force and moment induced normal stresses.
Despite the anisotropic behavior of SMAs, an effective model of these devices agrees with
previously established linear spring theory. Modeling accounts for an effective modulus of
elasticity but not a modulus that is dependent on induced stress or exact temperature.
Technical design challenges are driving the need for novel SMA and are leading to
applications in previously unexplored loading conditions. This paper serves to extend the
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modeling capabilities of SMA helical springs using both empirical and analytical methods
that can be more rapidly adapted to engineering problems and modeling tools.
A NASA SBIR project required an actuated seal with three key design
requirements: high force, low profile, and remote activation. To meet these key
characteristics SMA springs of low spring index (i.e. mean spring diameter over wire
diameter) were designed, having very high forces compared to their design volume.
According to the previously established work [4], the springs would outperform the design
goals. However, when tested these springs deviated greatly from theory, producing results
that are better described as parabolic rather than linear. A model was required to accurately
predict and explain the observed behavior.
Under the same NASA SBIR, a competing design that focused on a radially loaded
helical spring was manufactured. This radial spring satisfied the design requirements more
efficiently than the linear spring actuator. Unfortunately, the radial spring design concept
had several shortcomings that led to device failure. These issues included tearing through
the actuated body at the edges of the spring, and unexpected warping of the actuated body.
A model that could accurately predict the loading characteristics of the radial spring, as
well as the load-displacement response, was needed. The lack of such a model led to the
design being discarded, as the effects were not well understood, and the more predictable
linear spring approach was used going forward.
To address the concerns of the linear helical actuators, a secondary analysis of the
linear springs was performed. The evolution of the plastic deformation region inside the
2

linear spring of low index was modeled. This empirically based model captures the first
cycle behavior of the SMA actuators related to the plastic deformation that was induced in
the fabrication process. The model provides a quick engineering basis to predict the effects
on these types of springs. Or, suggests the need to account for them using secondary
manufacturing steps. To address the radial springs, a more comprehensive understanding
of helical actuators as a whole was necessary to adequately describe the observed behavior.
Under this activity, a relatively simple generalized model of helical beams was developed
and validated. This generalized model provides a foundation for designing novel systems
that may have been deemed impractical for non SMA materials.

1.2. Organization
The work in this thesis is divided into the following chapters: Chapter 2 is a review
of springs and their application to SMA springs, as well as a summary of currently used
beam theories. Chapter 3 focuses on SMA linear helical actuators of small spring index
(mean diameter divided by wire diameter), the methods used to experimentally characterize
them, and the methods to account for the observed deviation. Chapter 4 is a derivation of
a Generalized Static Helical Beam theory (GSHBT) focusing on the internal loadings to
create governing equations; this chapter also validates these equations through an extensive
FEA comparison of multi-axial distributed loadings on a helical beam. Chapter 5 serves to
expand upon the validation of the internal loading derivations by comparing to the wellestablished spring equation used in Chapter 3; the GSHBT is compared to the Ancker and
Goodier equations, as well as several FE models. Chapter 6 expands upon the Euler –
3

Bernoulli beam theory by using classical descriptions of motion and applying them to the
GSHBT, this is validated by comparing to FE models of varying complexity. Chapter 7 is
a specialized application of GSHBT to better understand radial springs, this section outlines
in detail the polarimetric test set up used for the experimental results. Chapter 8 concludes
the document by covering the major observations of each section as well as putting forward
recommendations for future work.
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CHAPTER TWO: LITERATURE REVIEW
There are two sections to this review, a section on Shape Memory Alloy (SMA)
springs, and a section on beam theories. The current methods for characterizing SMA
springs use equations derived using energy methods. The later work in this paper derives a
more generalized approach to characterizing springs to apply to more than just a single
special case. Linear springs allow for large deflections with relatively low strains. The three
dimensional (3D) internal loadings efficiently uses the material to store energy and resist
motion. SMA springs benefit from this efficient material use with their 8% strain-recovery,
making the shape and material combination ideal for a space-efficient high stroke actuator.
Helices are the most efficient path of travel around a cylinder, this leads them to be the
most efficient use of a wire to make springs. The current spring equations are derived using
only energy methods, only special cases such as linear springs and torsional springs are
derived. A more generalized beam theory approach can be used to apply this shape to
different kinds of actuators. A quick review of beam theories is described here to illustrate
the more recent developments. Starting from the classical Euler Bernoulli beam theory
(EBBT) and going to some generalized beam theories applied in finite element methods.

2.1. Springs and Shape Memory Alloy Springs
Springs are well-studied structural systems due to their use in almost any
mechanical device. These components are excellent at storing potential energy and for
isolating systems from vibration. The simplest interpretations of spring design use the
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strain energy of a linear beam undergoing a compound torsion and shearing load. When
accounting for the total wire length of the spring, the equations can be considered
acceptable for many coarse applications. The use of empirically gathered pitch and
curvature correction factors can improve this simplistic approach to account for many
applications [5]. The work of the engineer A. M. Wahl sought to improve on this simplistic
approach by using the tensor strain compatibility equations that would govern the final
solutions. Using this approach, the strains and stresses were derived using a series
summation approximation. With the approximate strains derived, finding the strain energy
is relatively trivial, and the multi-axial edge deflection could also be derived easily. Wahl
applied his methods to a large swath of spring designs, from classic load-displacement
springs with various cross-sections, such as round wire, or square cross-sections, to even
flat washer style springs. Wahl has an extensive library of spring equations under various
loading conditions, which are still considered more than acceptable for many applications
[6]. As extensive as the Wahl Equations are, they do not directly account for the effects of
pitch along the helix, this leads to large deviations when accounting for springs with high
pitch, making them most suitable for springs that experience pure tension (pitch is always
small). The work of Ancker and Goodier improved upon the Wahl equations for round wire
helical load-displacement springs. Ancker and Goodier took a similar approach to Wahl,
in addition, they incorporated the effects of pitch and curvature through the helical spring.
Then, they took a series approximation centered about the point of highest stress in the
spring [7]. After only a few terms, the equation converges to a very precise measure of the
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load versus deflection. This approach was only applied to springs of circular cross-sections,
but as these are the most common types of springs the equation is widely used.
As previously stated, the efficient use of material in linear springs makes for very
useful SMA actuators. There are two major problems when using SMAs, for multi-axial
stress systems. The first one is that SMAs cannot be considered homogenous and isotropic,
as the modulus of elasticity changes by varying temperature and by applied stress. The
second problem is that the SMAs are generally used in large deflection applications, where
changes in geometry cannot be considered negligible. The current methodology for
designing SMA springs is based on the work of D. Nicholson and O. Benafan. Using the
Ancker and Goodier equations that accurately consider the effects of pitch. The work of
Nicholson and Benafan, expanded upon the Ancker and Goodier equations by continuously
updating the spring geometry during deflection. By assuming that the spring wire length is
conserved, the derived spring deflections will always lead to a new helical geometry. It
was determined that the conventional coarse spring correction factor method, and the Wahl
spring equations were insufficient in predicting large deflections due to the changing
geometry during deflection. This allowed the effective characterization of the spring
deflections as well as the internal stresses during the evolution of the spring geometry. The
work also addressed the changing elastic modulus problem. It was established that despite
the evolving elastic modulus, the springs could be considered linear over short strokes, the
only requirement to accurately predicting the deflection was using an effective modulus
instead of the actual material modulus. This modulus was identified to be independent of
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the spring geometry, making the approach applicable to any circular cross-section helical
load-displacement SMA spring [4].

2.2. Beam Theory
Beam sections are arguably the most common mechanical engineering challenge
encountered regularly. Many systems and subsystems can be considered a collection of
beams and rods, which can often help simplify design processes. For many engineering
purposes, Euler – Bernoulli Beam Theory is sufficient and can be considered quite accurate
for linear beams that are thin compared to their length. Despite the tenure of this theory, it
is still widely in use to this day. The major assumptions of an Euler- Bernoulli beam are as
follows.
1. Cut planes remain planar and perpendicular to the neutral axis after
deformation.
2. Deformation and rotations are small.
These assumptions create relatively stiff beams that are most accurate at small
deflections. However, the relatively simple equations generated by this theory provides a
quick and relatively accurate answer for linear beams. A major problem with this theory is
the inability to accurately characterize short beams, where the effects of shear stress cannot
be ignored.
A major improvement on the Euler – Bernoulli beam theory is the TimoshenkoEhrenfest beam theory. The Timoshenko-Ehrenfest beam theory still predicts the behavior
8

of linear beams, but this theory incorporates the effects of changing cross-sectional surfaces
as the beam is deflected. The planar and perpendicular assumption of the Euler – Bernoulli
theory is ignored and replaced with the constitutive strain equations. This creates a less
rigid beam that accurately predicts deflections for linear beams, including short beams.
This theory is widely implemented into Finite Element Methods as linear beam elements.
The Timoshenko-Ehrenfest beam does not account for initially curved beam sections.
However, a sufficiently small element can be considered nearly linear, leading to a
computationally efficient method for solving beams of any shape. Although models for
three-dimensional elements have been proven accurate, beam elements are often still used
for finite element processes due to their computational efficiency. One such recent usage
was to greatly enhance the computational efficiency in characterizing the vibrational,
buckling, and bending analyses of carbon nanotubes to better understand their mechanical
response. The researchers expanded upon the Timoshenko-Ehrenfest theory to apply to
nanostructures in finite element models, this was done for practical purposes as “molecular
dynamic simulations are computationally expensive and take unaffordable time to
compute” [8].
A more recent beam theory has been proposed, where the effects of initial curvature
and the change in cross-section during deflection are accounted for. This theory is often
represented as Generalized Beam Theory (GBT). GBT incorporates the strain constitutive
equations as they evolve along a path. These methods are similar to what was implemented
by A.M. Wahl when deriving his spring equations but makes no assumptions of the beam
shape. This creates a set of strain relations that will predict internal loadings, deflections,
9

and rotations [9]. The theory leads to a way to solve any beam section including those
undergoing large deformations. In practice, the governing equations of the beams may have
no closed-form solution and are generally only suitable for numerical methods. This theory
has been implemented into beam elements that attempt to capture curvature (not strictly
line elements) by applying shape functions that are weighted to satisfy the governing
equations of the theory as well as model the geometry precisely [10]. The way the shape
functions are applied differ between implementation to increase computational efficiency.
Recently they have been implemented into FE analyses on buckling and warping effects of
beam cross-sections where relatively low element meshes make precise predictions [11].
GBT has proven to be highly effective for modeling large deflections accurately. Despite
this effectiveness, new linear beam theories are emerging to solve similar problems, such
as buckling and modal analysis of beam cross-sections. This was done by applying similar
rigor as GBT and applying the constitutive strain equations on a perfectly straight line. This
causes the elements to conform more loosely to the shape of the beam path but results in
higher computational efficiency [12]. A potential reason for this competition may be that
as the capacity of computer memory has increased the need for memory efficient elements
has decreased compared to more computationally efficient elements.
The methods for characterizing springs have not changed much in the past century,
and the Wahl and Ancker and Goodier Equations are still widely used. These equations
have been expanded upon to accurately predict the effects of novel designs with SMA
linear spring actuators with impressive results. Nonetheless, these spring theories are
limited to the problems of their time, leaving a void of new design methodologies needed
10

to characterize morphing structures. Beam theory has seen recent improvements to create
more generalized theories. However, developments as a whole on beam theories have
focused on leveraging computational power with the FE method. This creates a sufficient
method for characterizing a plethora of potential design problems. Unfortunately, the
numerical methods required to solve the equations does not allow engineers to conceptually
visualize problems, in the same manner a closed form solution will. This is likely why
relatively “simple” theories such as the Euler-Bernoulli beam theory and TimoshenkoEhrenfest beam theory are still relevant. As other researchers mentioned in this review use
these methods to specialize specific cases over the more accurate and more complex
theories. “Simple” methods are still needed to further innovation and design.
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CHAPTER THREE: LOW SPRING INDEX
SHAPE MEMORY ALLOY SPRINGS
3.1. Acknowledgement of Publication
This work was originally published in the journal Shape Memory and
Superelasticity Volume 6 on July 6th, 2020. The authors were Ryan Puchaty, Giovanni De
Vita, and Dr. Raj Vaidyanathan. The work was published under the title of Load–
Displacement Behavior of Helical Shape Memory Alloy Spring Actuators with Small
Spring Diameter to Wire Diameter Ratios [13].
The principal author (Ryan Puchaty) contributed to the majority of both the
Experimental Procedures and Results and Discussion Sections. The author was responsible
for designing the mandrels and fabrication of the SMA springs used in this work. The
principal author designed the modifications to the spring testing setup, as well as
implemented the LabVIEW VI to capture the data. All aspects of data characterization and
modeling the behavior were also carried out by the principal author. Tables and figures
were also generated by the principal author.

3.2. Experimental Procedures
The springs tested in this work were formed from as-drawn, commercially
available, Nickel-Titanium (NiTi) wire (nominal composition 54.5 wt% Nickel and 45.5
wt% Titanium) with a nominal wire diameter, 𝑑, of 1.5 mm. The martensite start, Ms,
martensite finish, Mf, austenite start As and austenite finish Af temperatures were 9, -13,
51, and 61°C, respectively. The springs were formed in multiple steps using up to seven
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steel mandrels with progressively decreasing mean spring diameters, 𝐷, to produce the
final shape. At each step, the wire was wound onto a steel mandrel and constrained with a
sleeve and shape set at 525 °C for 30 minutes in air and subsequently furnace-cooled to
room temperature prior to removing the sleeve. This process was repeated until the desired
geometry was achieved. The final geometries for the springs used in these experiments are
listed in Table 1 with the corresponding geometrical parameters shown in Figure 1. The
design of all springs employed in these experiments were plain-ground ends as seen in
Figure 1. Plain-ground ends facilitated ease of removal from the mandrel and good
electrical contact during Joule heating. Spring outer and wire diameters were measured
and averaged across several points to report the mean spring diameters and spring indices,
𝐷

𝐶 or 𝑑 , reported in Table 1. The spring pitch, 𝑃, was determined from the mandrel
geometry.

13

Table 1: Parameters of the experimental springs. The columns represent the data from left to right; the
𝐷
wire diameter, d; the spring mean diameter, D; the spring index, C or ; the helical angle, 𝛼; and the
𝑑
number of active coils, 𝑁𝑎 . Figure 1illustrates the relevant parameters.

Spring 1
Spring 2
Spring 3
Spring 4
Spring 5
Spring 6
Spring 7

d (mm)
1.5
1.5
1.5
1.5
1.5
1.5
1.5

D (mm)
8.1
7.5
6.7
6.1
5.5
5.1
4.1

C
5.41
4.98
4.47
4.04
3.73
3.38
2.73

α
9.50°
12.00°
11.44°
10.83°
11.91°
12.66°
12.00°

Figure 1: Geometric parameters of helical springs tested.
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Na
3
4
5
4
5
4
4

The spring load-deflection data following heating above the austenite-finish
temperature was obtained by modifying the test setup developed in [4] and are shown in
Figure 2a. The setup was originally capable of testing springs in tension with a maximum
load of 22 N and was modified in this work to facilitate testing in compression with a
maximum load of 444 N. To accommodate the greater loads and facilitate data acquisition
while redirecting the load, additional pieces were designed and implemented.

An

additional brass piece, as shown in Figure 2c-1, accounted for load redirection of the
springs. The applied load is transferred into a linear thrust bearing maintaining rotational
independence and operating under safe load limits of the torque cell and angular position
sensor. As shown in Figure 2a, two 9.525 mm diameter precision guide rods were added
with the 8 mm spline rod. This increased the rotational stability of the fixture perpendicular
to the testbed and maintained linear concentricity and independence. As shown in Figure
2b, guide pin pairs were used for buckling compensation to combat the effects of the plain
ends and small spring indices. The pins act as a restoring force on the springs under
compressive test loads. An OMEGA LC202-100 load cell was added in line with the
springs, shown in Figure 2c.
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Figure 2: Modified setup from [4] for characterizing shape memory alloy spring actuators in compression:
(a) Fully instrumented testing set up with a LabVIEW interface for data acquisition. Two 9.525mm
precision guide rods (2) and pins (3) used for buckling compensation; (b) close up view of guide pin pairs
(4) used to mitigate buckling; (c) close up of test spring fixture. The applied force from the pulley is
recorded with the load cell (5) and transferred to the thrust bearing (1), the stroke is recorded through a
magnetostrictive position sensor (6).

Actuation of the springs was accomplished through forced convection (for spring
indices below 4.1) and joule heating (for spring indices above 4.1). Heat transfer from the
spring ends caused unacceptable temperature gradients in the springs with low spring
indices. Forced convection heating proved an effective mode of heat transfer for actuation
for these indices. The wire temperature was monitored with a K-type thermocouple. The
targeted wire temperature was 150 °C, well above the 61 °C austenite finish temperature
to compensate for any changes arising from evolutionary behavior. This allowed for
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repeatable actuation and a ±15 °C tolerance during the tests as well as ensuring there were
no residual effects from retained martensite [14].

3.3. Results and Discussion
Figure 3a-g shows the acquired data as symbols in the applied load vs displacement
or contraction graphs. The lines through the data follow the methodology adopted in [4]
to model the acquired data. A summary of the methodology from [4] is given in the
following. An iterative process that accounted for the evolving geometry of the spring was
developed to accurately predict SMA spring displacement using the following equations.
The Shear modulus, 𝐺, used for calculation was 25 𝐺𝑃𝑎, and the Poisson ratio was 0.413.
8𝐹𝐷3 𝑁𝑎
3
3+𝜈
(1
𝛿=
−
+
tan2 (𝛼))
𝐺𝑑4
16𝐶 2 2(1 + 𝜈)
𝛼 = tan−1 (

𝑃
)
𝜋𝐷

(1)

(2)

𝐿=

𝑁𝑎 𝜋𝐷0
cos(𝛼0 )

(3)

𝐷=

𝐿 cos(𝛼)
𝑁𝑎 𝜋

(4)

𝑥 = 𝑁𝑎 𝑃0 − 𝛿

(5)

𝑃=

𝑥
𝑁𝑎

𝑥0 = 𝑁𝑎 𝑃0
𝐶=
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𝐷
𝑑

(6)
(7)
(8)

Where the displacement or contraction, 𝛿, in Equation (1) is related to the load, 𝐹, as a
function of SMA properties, namely, the shear modulus, 𝐺, and the Poisson’s ratio, 𝜈, as
well as the spring and wire geometry, namely, the wire diameter, 𝑑, the mean spring
diameter, D, the helix angle, 𝛼, the spring index, 𝐶, and the total number of turns in the
spring, 𝑁𝑎 . Combining Equation 1 with an iterative process that recalculates the spring
geometry as it is loaded using Equation (2) further improves the accuracy of the
displacement prediction, especially for large strokes. These equations account for the
varying geometry as the spring changes length. The pitch, 𝑃, is a function of the spring free
length, 𝑥. The new diameter is determined at each iteration from the constant wire length,
𝐿, where 𝐷0 , 𝑃0 , 𝑥0 and 𝛼0 are the initial spring diameter, pitch, spring length, and helix
angle respectively. The aforementioned methodology matches the data for compression
springs reasonably well as seen in Figure 3a-c. However, the model began to deviate at
spring indices below five, which can be seen in Figure 3c through Figure 3g. The deviation
is more marked at lower spring indices (close to 4 and below). To effectively implement
these springs as actuators in various designs a model for predicting the behavior at the first
cycle and thereafter in subsequent cycles is needed. Of particular importance is to predict
the first cycle behavior of the springs that often exhibit the highest loadings and extensions
[15].
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Figure 3: Gathered data of isothermal load-deflection response of shape memory alloy springs at decreasing
spring indices, C. Blue symbols mark the experimental load-deflection data, red lines are generated from
Equations (1)-(8). Using the model developed in ref [1], the theory agrees with data in plots (a), (b), and
(c). plots (d)-(g) greatly deviate from theory.
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To account for this deviation, the method of fabricating the spring is considered.
As outlined in the experimental procedures section, the springs were manufactured using
shape setting in multiple steps, with each subsequent shape set resulting in a smaller mean
diameter, to achieve the desired geometry. This process introduces permanent plastic strain
along the innermost and outermost radius of the spring similar to an overloaded torsion
spring. The strain is not fully removed between shape sets as the springs are shape set at
525 C and not annealed, leaving a residual plastic strain at the inner and outer diameters
of the spring. For large spring indices, this would have a small effect on the total strain in
the wire under load. As the permanent strain increases from further mean spring diametral
reduction, the effects become apparent at all loadings. This manifests as a deviation from
model behavior in Figure 3c-g.
To account for this phenomenon of increasing plastic strain, a continuously
decreasing effective wire diameter, 𝑑𝑒𝑓𝑓 ; with increasing load was implemented. The wire
diameter is decreased every iteration using a loss factor, 𝜅𝑙 . This factor follows the
compounded loss of material due to the shear strain, 𝜖𝑟𝜃 ; and is incorporated in the
previously established methodology [4] in Equations (1)-(8). The shear strain in the spring
results from axial loading of the spring and the normal strain from the bending moment
during the manufacture of the springs. As the loading increases, an area starting from the
outside diameter of the wire is initially strained. This process is analogous to a rod subject
to torsional loading, where linearly increasing strain starts at zero at the center of the wire
diameter and increases to a maximum at the outer wire radius. This affects the previously
20

strained region from the bending of the wire along the spring axis. As this region is
additionally stressed, it plastically deforms and no longer provides the same stress from the
phase transformation leading to an effective reduction in the contributing area. The area of
interaction is not expected to be circular, but for practical reasons, this is represented as a
continuously decreasing diameter. This approach is also consistent with previously
observed behavior in SMAs where plastic deformation due to, e.g., cycling does not affect
the phase transformation characteristics (in strain space) and merely reduced the volume
of the effective transforming material [15, 16, 17].
Thus, the effective wire diameter, 𝑑𝑒𝑓𝑓 ; takes the form of Equation (9), resulting in
a revised effective spring index, 𝐶𝑒𝑓𝑓 . In Equation (9), an interval, 𝑛, is arbitrarily chosen
to ensure that the interval or loading steps in which 𝑑𝑒𝑓𝑓 is determined is adequate and
meets a convergent minimum in the discretized implementation. This also allows for more
granularity of the loss factor than if the model adopted a noniterative approach.

𝑑𝑒𝑓𝑓 = 𝑑0 (1 −
𝐶𝑒𝑓𝑓 =

𝜅𝑙 𝑛𝜖𝑟𝜃
)
𝑛

𝐷
𝑑𝑒𝑓𝑓

(9)

(10)

An argument can be made to use a composite effective modulus that includes the
modulus of the transformed martensite, detwinning of the retained martensite, and the
residual plastic deformation from deformation during fabrication of the spring. Such an
approach could be used to account for the drop in actuation force. However, given the
behavior observed in [16, 17, 18] where the mismatch between dislocations associated
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with plasticity and the transforming material is mostly accommodated, an approach that
computes an effective modulus requires an additional unnecessary step. The effective
modulus would require a volumetric determination of the retained martensite and plastic
deformation which would again require an assessment of the shear strain. Thus, there is
merit in an approach that incorporates an effective diameter associated with material in the
wire that can undergo a phase transformation based on an assessment of the shear strain.
The shear strain in this analysis approximates the true strain caused by the load
aligned with the spring axis. Even though the outer radius of the wire is expected to be
plastically deformed, the equations use a linear relationship to accomplish this
approximation. This choice was made based on the linear relationships observed and
justified in [4] and the transformation occurring in the presence of plastic deformation [16,
17, 18]. Ideally, the most accurate method of defining the shear strain would be based on
the three-dimensional geometric evolution of the springs as they deform from the loading.
This poses practical difficulties and the objective here was to leverage the previously
proven approach and characterize the shear strain in a tractable manner while updating the
evolving geometry. In the following, we consider a few ways that this can be done and
examine the validity of the approach with the acquired data.
The strain in the system can be expected to be linear from the center of the wire,
despite the plastic deformation, as it arises from the change in geometry. Furthermore, the
polar moment of inertia of the wire can be considered to be constant during loading. The
outer radius of the wire is where maximum strain is expected and will not necessarily
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correspond to maximum stress due to the plastic deformation in this region of the wire. To
compensate for this offset, the strain is modeled at where the shear stress is largest but still
expected to behave linearly elastic, again based on the linear relationships observed and
justified in [4]. This is accomplished using the effective wire diameter instead of the
nominal wire diameter. This results in the following approximation of the shear strain in
the system in Equation (11).

𝜖𝑟𝜃 ≈

8𝐹𝐷𝑑𝑒𝑓𝑓
𝐺𝜋𝑑04

(11)

Another approach applies the effective wire diameter in the same manner as
Equation (1). The analytical approach in [4] is based on the strain energy of the system,
accounting for the geometric effects of pitch and curvature. Since the model updates the
geometry considering the contribution of displacement to strain energy, the approximation
for the shear strain can adopt a similar approach. This results in Equation (12), which
attributes the strain entirely to the new geometry of the system.

𝜖𝑟𝜃 ≈

8𝐹𝐷
3
𝐺𝜋𝑑𝑒𝑓𝑓

(12)

The simplest solution for the approximate strain is to assume that the expected
linear behavior of the strain from the center of the wire is completely independent from the
change in effective diameter. The approximate strain would then depend only on the load
and the changing spring diameter. This results in Equation (13) which is a conveniently
simple function that is nearly linear with the applied loading. This approach assumes that
plastic deformation does not change the shear modulus (again consistent with [16, 17, 18]).
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A more rigorous approach would be correct for the plastic modulus, perhaps using an
approach outlined in [4] to determine the apparent plastic modulus. However, this
improvement is beyond the scope of this paper and is not used here.

𝜖𝑟𝜃 ≈

8𝐹𝐷
𝐺𝜋𝑑03

(13)

The final approach considered here uses the shear stress equation developed in [10]
which takes a more rigorous approach in accounting for the geometric effects of the helical
geometry. The equations used by [4] expand on [7] and use truncated equations ignoring
higher-order terms. Using the same reasoning that resulted in Equation (12) for
continuously updating the wire diameter, the shear strain in the system can be represented
by Equation (14) which more accurately represents strain in the system including the
effects of curvature from the mean spring diameter. This equation and Equation (12)
behave similarly and may for practical purposes nearly match in effects on the spring
displacement. This equation is more complex due to the additional updating term, the
spring index, 𝐶𝑒𝑓𝑓 ; and may not be necessary considering the accuracy of the model.

𝜖𝑟𝜃 ≈

8𝐹𝐷
5
7
+ 2 )
3 (1 + 4𝐶
8𝐶𝑒𝑓𝑓
𝐺𝜋𝑑𝑒𝑓𝑓
𝑒𝑓𝑓

(14)

The shear strain that best predicts the displacement behavior of the spring and
maintains mathematical stability would provide a useful model for the springs and was
tested in Figure 4. To better determine how strain affects the behavior, Figure 4a compares
the various models for the same loss factor (𝜅𝑙 = 5). The similarity between Equations
(11) and (13) in Figure 4a is unexpected considering that Equation (11) has two iterating
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terms and Equation (13) has only one iterating term. This may result from the lack of
sensitivity to the additional iterating term of the shear strain. The difference between the
fully updating geometry of Equation (14) and the other equations is noticeable indicative
of the influence of geometry on the shear strain.

Figure 4: Model comparison for spring index (ratio of spring diameter to wire diameter) of C=3.73: (a) loss
factor of 𝜅𝑙 = 5 from Equation (9) and predictions using Equations (11); (b) Predictions from equations
(11) with fits for the loss factor.

Where Figure 4a shows the differences between the shear strain, Figure 4b shows
their similarities. The outputs can be quite similar when applying different loss factors to
each equation to fit the real data. For practical purposes, this means that any of these
equations can be used to predict the spring behavior if the loss factor is kept independent
between the different equations. The other practical limitation of these models involved
mathematical stability. All strain models remain stable within any reasonable deflection
for the compression springs that were tested. However, if the models are assumed to work
with tension springs instead, the deflections can be more than the usable compressive
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stroke of the spring. Plotting these equations assuming very large deflections show that
Equation (14) based on the strain derived in [7], as well as Equation (12) that ignores the
higher-order terms, begins to exhibit unstable behavior. Equations (11) and (13) remain
stable throughout the range but begin to diverge from each other. An important observation
at these deflection scales shows that the unstable equations exhibit cubic behavior well
before the instability of the stable models. This behavior may be necessary to explore in
future experiments in order to validate one of these models for much larger deflections, or
if a model that doesn’t attempt to approximate the strain with Hooke’s law is necessary to
have an applicable model for large spring deflections in tension. With the comparisons
made between the different strain models and the practical limitations created in these
experiments, any of the models developed can adequately describe these springs within the
forces and strokes explored. Equation (11) was chosen as the approximate strain model.
The model effectively accounts for the plastic deformation as well as maintains
mathematical stability at any potential loading.
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Figure 5: Acquired data of load-deflection responses of shape memory alloy springs following heating with
decreasing spring indices, C (ratios of spring diameter to wire diameter). Symbols are the experimental
load-deflection data and the lines are generated from Equations (1)-(8) following model refinement with
the effective spring index, 𝐶𝑒𝑓𝑓 in Equation (10).
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Figure 6. Loss factors (𝜅𝑙 ) versus the spring index (𝐶) for the various load-deflection responses of shape
memory alloy springs following heating. The dotted line is a second-order polynomial fit as shown in
Equation (15).

The method developed for the data in Fig. 4 was applied to experimental data shown
in Figure 3c-g. Equations (9) and (10) were incorporated into Equation (1), replacing their
respective terms, where Equation (10) completely replaces Equation (8) as the updating
spring index. A unique loss factor was applied to each spring that best matched the actual
spring response. The new plots are shown in Figure 5, with the model refinement showing
a much closer agreement to the data when incorporating the effective wire diameter. The
previous model fits only at low loadings and would subsequently deviate from the results,
as seen in Figure 3c–g for spring indices of 4 or below. These results indicate an effective
practical model for predicting the first cycle behavior of shape memory springs
manufactured as outlined in the experimental procedures section. Figure 6 collects this data
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into a plot comparing the loss factor versus the nominal spring index. The trend in Figure
6shows a gradual parabolic rise as nominal spring indices decrease. For engineering
convenience, a least-squares second-order polynomial was fit to the data resulting in
Equation (15).
𝜅𝑙 ≈ 1.48𝐶 2 − 17.38𝐶 + 49.77

(15)

It is recognized and emphasized that Equation (15) is merely provided for
convenience in designing springs over the entire range of spring indices since data for
springs with indices other than those tested in this work may not be readily available.
Equation (15) is valid within the range of spring indices of 2.73 to 4.92, above which the
loss factor is 0. This trend may be valid for spring indices below 2.73; however, this is
already quite low from a fabrication standpoint. A spring index of 2.00 would be
considered the theoretical limit of spring manufacture, below this, the wire would begin to
self-intersect. This equation should provide an effective engineering basis to design SMA
NiTi springs within a large range that can produce substantial forces compared to their size.
However, additional work is needed to determine the range of efficacy of Equation (15)
but a similar model refinement approach can be expected to apply to other SMA alloys.
Strain is mostly dependent on the change in geometry and given the ability of the
martensitic phase transformation in SMAs to accommodate plastic deformation [15, 16,
17, 18], this model could potentially be extended to other SMA alloys.
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CHAPTER FOUR: HELICAL BEAM THEORY
4.1. Motivation
Using an approximation of a spring based on a circularly curved beam analysis proved
ineffective at finding stable system solutions for desired applications. The approximations
provided minimal predictive capability that could be used to expand the theory. A threedimensional helical beam based upon a strong mathematical foundation addresses these
limitations and opens design opportunities. Furthermore, the use of helical beams is not
limited to springs, and a strong theory on their behavior allows for design using helical
beams which may prove more effective depending on the scenario.
The previously mentioned NASA SBIR project had a requirement for a strong annular
seal with minimal clearance and could be remotely activated. The most space and material
efficient option considered was a simple SMA spring loaded in the radial direction from
the spring axis. This approach proved more than capable of compressing plastic annular
seals and meeting the requirements. However, modeling the behavior of the spring
deflection, force, and loading distribution was not understood. Despite the material
efficiency advantages of the radial spring the inability to adequately characterize the
system dynamics required the project to move on to bulkier methods (explored in
CHAPTER

THREE:

LOW

SPRING

INDEX

SHAPE MEMORY ALLOY SPRINGS). A theory that can help predict these dynamics
and how to account for them was sorely needed to push the design forward.
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4.2. Mathematical Definition of a Helix
The direct mathematical equation of a helix, Equation (16), is fairly
straightforward. It only requires a minimum of two properties to fully define, the pitch, 𝑃,
and the radius, 𝑅, projected on the XY plane. The number of turns, 𝑛, can be arbitrarily
chosen to represent any helix length. The Z-axis travel rate, 𝑏, defines the location of the
helix at all points in 𝜃, defined in Equation (17). In this analysis, 𝑏 is assumed to be nearly
constant during any deflection. Additional useful helix parameters are listed below. 𝑆(𝜃)
(18) is the arc length, 𝑐 (19) is the arc length constant, 𝜅 (20) is the constant curvature of
the helix, and 𝜏 (21) is the constant torsion of the helix. This must not be confused with
torsional strain or stress about the beam neutral axis.
𝑅 cos(𝜃)
𝑟⃗(𝜃) = { 𝑅 sin(𝜃) }
𝑏𝜃
𝑏=

𝑃
2𝜋

(16)

(17)

𝑆(𝜃) = √𝑅 2 + 𝑏 2 𝜃

(18)

𝑐 = √𝑅 2 + 𝑏 2

(19)

𝜅=
𝜏=

𝑅2

𝑅
+ 𝑏2

(20)

𝑅2

𝑏
+ 𝑏2

(21)

To solve for the internal loadings in a helix, the solution of the beam lies along the
natural plane of the helix, called the osculating plane. The osculating plane can be defined
⃗⃗ , the tangent
based on the vector path unit vector directions; namely, the normal direction, 𝑁
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⃗⃗, and the binormal direction, 𝐵
⃗⃗. These directions and their change from location
direction, 𝑇
to location will define the osculating plane. They are listed below for convenience.
Equation set (22) are the general unit vector definitions, and Equation set (23) are the helix
definitions.

⃗⃗ =
𝑇

𝑟⃗ ′ (𝜃)
,
‖𝑟⃗ ′ (𝜃)‖

−𝑐𝜅 sin(𝜃)
⃗⃗ = { 𝑐𝜅 cos(𝜃) } ,
𝑇
𝑐𝜏

⃗⃗ =
𝑁

⃗⃗ ′ (𝜃)
𝑇
⃗⃗ = 𝑇
⃗⃗ × 𝑁
⃗⃗
, 𝐵
⃗⃗ ′ (𝜃)‖
‖𝑇

− cos(𝜃)
⃗⃗ = { − sin(𝜃) } ,
𝑁
0

𝑐𝜏 sin(𝜃)
⃗⃗ = {−𝑐𝜏 cos(𝜃)}
𝐵
𝑐𝜅

(22)

(23)

These equations completely define the osculating plane that the loadings reside on.
There are a few important features that can be drawn from these equations. The most easily
discernible is that at all points of the helix normal vector is oriented towards the center axis
of the helix. Indicating that radial forces act in exactly the radial direction, or along the
normal unit vector. Another key takeaway is that the osculating plane is twisting along the
axis of the beam as it coils along the helix. This is due to the inclusion of the torsion term
𝜏 to define the plane. The path is not adequately represented by the change in 𝜃; if the path
were not twisting the normal vector could not remain rigidly pointing towards the center
axis. This can be seen in Figure 7b, where there is a very slight rotation of the binormal
vector when projected on the XZ plane, notice that the Normal vector is only affected by
the change in 𝜃 when comparing two nearby points.
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Figure 7: Small change in location, leading to changes in defining vector directions.

Figure 8: General Helix with Unit vector directions
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4.3. Infinitesimal Load Summation
With the helical parameters fully realized, the loadings and their relationships can
be accounted for using line curvature and line torsion. It is important to recall that the
infinitesimal radial loadings can only act radially, that means radial shear, 𝑉𝑟 , and the radial
distributed loading, 𝑞𝑟 , are not affected by the helix torsion, and can only be affected by
curvature. In the appendix, a three-dimensional differential element is shown in Figure 43
and Figure 44. These can help with visualizing the load summation. To simplify the vector
directions for the loadings, the helix equation has its origin shifted to the endpoint of the
spring shown in Equation (24). The forces at the starting edge will always lead to a zeromoment contribution with the path defined in this way. Additionally, the helix equation
can be described as infinitesimal elements, which leads to infinitesimal unit vectors when
using Equation set (23). Finding the vector directions allows for solving the loading
summations by letting the math do the work, instead of projecting the loadings to each
plane individually, which is still a viable method that will lead to the same results.
This leads to the following load summations. Where 𝑁 is the normal force that
⃗⃗ direction, as well as the tangential distributed load, 𝑞𝑡 , which points along
points in the 𝑇
⃗⃗ direction unit vector is the 𝜉 shear force, 𝑉𝜉 , and the 𝜉
the same unit vector. Along the 𝐵
distributed loading, 𝑞𝜉 . Similarly, the moments are defined to be about the unit normal
⃗⃗, 𝑀𝑟 is about 𝑁
⃗⃗ , and 𝑀𝜉 is about the 𝐵
⃗⃗ unit vector. The naming
vectors. Where 𝑀𝑡 is about 𝑇
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terms are arbitrary, where the radial direction is defined for simplicity in describing the
helix, as well as to avoid confusing the normal direction with the normal force.

𝑟⃗(𝜃) = {

𝑅(cos(𝜃) − 1)
𝑅 sin(𝜃) }
𝑏𝜃

(24)

𝑅𝜕𝜃
𝜕𝑍
𝜕𝜃
𝜕𝜃
𝜕𝑆
𝜕𝑆
−1
𝑅𝜕𝜃
⃗⃗⃗⃗⃗⃗ = {−𝜕𝜃} , 𝜕𝑇
⃗⃗⃗⃗⃗ =
⃗⃗⃗⃗⃗⃗ = − 𝜕𝑍 (25)
𝜕𝑁
, 𝜕𝐵
𝜕𝑆
𝜕𝑆
0
𝜕𝑍
𝑅𝜕𝜃
{ 𝜕𝑆 }
{ 𝜕𝑆 }
−

0
0
⃗⃗⃗⃗⃗(𝜕𝜃) = {𝑅𝜕𝜃} = {𝑅𝜕𝜃} ,
𝜕𝑟
𝑏𝜕𝜃
𝜕𝑍

⃗⃗⃗⃗⃗ + (𝑉𝑟 + 𝑑𝑉𝑟 ) ∙ ⃗⃗⃗⃗⃗⃗
⃗⃗⃗⃗⃗⃗ − 𝑁 ∙ 𝑇
⃗⃗(0)
∑ 𝐹⃗ = (𝑁 + 𝑑𝑁) ∙ 𝜕𝑇
𝜕𝑁 + (𝑉𝜉 + 𝑑𝑉𝜉 ) ∙ 𝜕𝐵
1
⃗⃗⃗⃗⃗
⃗⃗ (0) − 𝑉𝜉 ∙ 𝐵
⃗⃗ (0) + (𝑞𝑡 + 𝑞𝑡 ) 𝑑𝑠 ∙ 𝜕𝑇
− 𝑉𝑟 ∙ 𝑁
2

(26)

1
1
⃗⃗
+ (𝑞𝑟 + 𝑞𝑟 ) 𝑑𝑠 ∙ ⃗⃗⃗⃗⃗⃗
𝜕𝑁 + (𝑞𝜉 + 𝑞𝜉 ) 𝑑𝑠 ∙ 𝐵
2
2

∑ 𝐹𝑥 = 0 = (𝑁 + 𝑑𝑁)𝜕𝜃

𝑅𝜕𝜃
𝜕𝑍
+ (𝑉𝑟 + 𝑑𝑉𝑟 ) − 𝑉𝑟 − (𝑉𝜉 + 𝑑𝑉𝜉 )𝜕𝜃
𝜕𝑆
𝜕𝑆

1
1
+ (𝑞𝑟 + 𝑑𝑞𝑟 ) 𝜕𝑆 + (𝑞𝑡 + 𝑑𝑞𝑡 ) 𝜕𝑆𝜕𝜃
2
2
1
𝜕𝑍
− (𝑞𝜉 + 𝑑𝑞𝜉 ) 𝜕𝑆
2
𝜕𝑆
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(27)

∑ 𝐹𝑦 = 0 = ((𝑁 + 𝑑𝑁) − 𝑁)

𝑅𝜕𝜃
− (𝑉𝑟 + 𝑑𝑉𝑟 )𝜕𝜃
𝜕𝑆

+ (𝑉𝜉 − (𝑉𝜉 + 𝑑𝑉𝜉 ))

𝜕𝑍
1
+ (𝑞𝑟 + 𝑑𝑞𝑟 ) 𝜕𝑆𝜕𝜃
𝜕𝑆
2

(28)

1
𝑅𝜕𝜃
1
𝜕𝑍
+ (𝑞𝑡 + 𝑑𝑞𝑡 ) 𝜕𝑆
− (𝑞𝜉 + 𝑑𝑞𝜉 ) 𝜕𝑆
2
𝜕𝑆
2
𝜕𝑆
∑ 𝐹𝑧 = 0 = ((𝑁 + 𝑑𝑁) − 𝑁)

𝜕𝑍
𝑅𝜕𝜃
+ ((𝑉𝜉 + 𝑑𝑉𝜉 ) − 𝑉𝜉 )
𝜕𝑆
𝜕𝑆
(29)

1
𝑅𝜕𝜃
1
𝜕𝑍
+ (𝑞𝜉 + 𝑑𝑞𝜉 ) 𝜕𝑆
+ (𝑞𝑡 + 𝑑𝑞𝑡 ) 𝜕𝑆
2
𝜕𝑆
2
𝜕𝑆

⃗⃗⃗⃗⃗ + (𝑀𝑟 + 𝑑𝑀𝑟 ) ∙ ⃗⃗⃗⃗⃗⃗
⃗⃗⃗⃗⃗⃗ − 𝑀𝑡
⃗⃗⃗ = (𝑀𝑡 + 𝑑𝑀𝑡 ) ∙ 𝜕𝑇
∑𝑀
𝜕𝑁 + (𝑀𝜉 + 𝑑𝑀𝜉 ) ∙ 𝜕𝐵
1
⃗⃗⃗⃗⃗
⃗⃗(0) − 𝑀𝑟 ∙ 𝑁
⃗⃗ (0) − 𝑀𝜉 ∙ 𝐵
⃗⃗ (0) + (𝑤𝑡 + 𝑤𝑡 ) 𝑑𝑠 ∙ 𝜕𝑇
∙𝑇
2
1
1
⃗⃗
+ (𝑤𝑟 + 𝑤𝑟 ) 𝑑𝑠 ∙ ⃗⃗⃗⃗⃗⃗
𝜕𝑁 + (𝑤𝜉 + 𝑤𝜉 ) 𝑑𝑠 ∙ 𝐵
2
2
⃗⃗⃗⃗⃗
+ 𝜕𝑟
⃗⃗⃗⃗⃗ + (𝑉𝑟 + 𝑑𝑉𝑟 ) ∙ ⃗⃗⃗⃗⃗⃗
⃗⃗⃗⃗⃗⃗
× ((𝑁 + 𝑑𝑁) ∙ 𝜕𝑇
𝜕𝑁 + (𝑉𝜉 + 𝑑𝑉𝜉 ) ∙ 𝜕𝐵
1
⃗⃗⃗⃗⃗ + 𝑞𝑟 ∙ 𝜕𝑁
⃗⃗⃗⃗⃗⃗ + 𝑞𝜉 ∙ 𝜕𝐵
⃗⃗⃗⃗⃗⃗ ) 𝜕𝑆
+ (𝑞𝑡 ∙ 𝜕𝑇
2
1
2
⃗⃗⃗⃗⃗ + 𝑑𝑞𝑟 ∙ ⃗⃗⃗⃗⃗⃗
⃗⃗⃗⃗⃗⃗ ) 𝜕𝑆)
+ (𝑑𝑞𝑡 ∙ 𝜕𝑇
𝜕𝑁 + 𝑑𝑞𝜉 ∙ 𝜕𝐵
2
3
⃗⃗(0) + 𝑉𝑟 ∙ 𝑁
⃗⃗(0) + 𝑉𝜉 ∙ 𝐵
⃗⃗ (0))
− 𝑟⃗(0) × (𝑁 ∙ 𝑇
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(30)

∑ 𝑀𝑥 = 0 = −(𝑀𝑡 + 𝑑𝑀𝑡 )

𝑅𝜕𝜃
+ 𝑀𝑟 − (𝑀𝑟 + 𝑑𝑀𝑟 )
𝜕𝑆

+ (𝑀𝜉 + 𝑑𝑀𝜉 )

𝜕𝑍
𝑅𝜕𝜃
𝜕𝜃 + ((𝑁 + 𝑑𝑁) − (𝑁 + 𝑑𝑁))
𝜕𝑍
𝜕𝑆
𝜕𝑆

+ (𝑉𝑟 + 𝑑𝑉𝑟 )𝜕𝑍𝜕𝜃 + (𝑉𝜉 + 𝑑𝑉𝜉 ) (

𝑅𝜕𝜃
𝜕𝑍
𝜕𝜃 +
𝜕𝑍)
𝜕𝑆
𝜕𝑆

(31)

1
𝑅𝜕𝜃
1
− (𝑤𝑡 + 𝑑𝑤𝑡 ) 𝜕𝑆
𝜕𝜃 − (𝑤𝑟 + 𝑑𝑤𝑟 ) 𝜕𝑆
2
𝜕𝑆
2
1
𝜕𝑍
+ (𝑤𝜉 + 𝑤𝜉 ) 𝜕𝑆
𝜕𝜃
2
𝜕𝑆

∑ 𝑀𝑦 = 0 = ((𝑀𝑡 + 𝑑𝑀𝑡 ) − 𝑀𝑡 )

𝑅𝜕𝜃
− (𝑀𝑟 + 𝑑𝑀𝑟 )𝜕𝜃
𝜕𝑆

+ (𝑀𝜉 − (𝑀𝜉 + 𝑑𝑀𝜉 ))
− (𝑁 + 𝑑𝑁)

𝜕𝑍
𝜕𝑍
+ ((𝑁 + 𝑑𝑁) − (𝑁 + 𝑑𝑁))
𝑅
𝜕𝑆
𝜕𝑆

𝑅𝜕𝜃
𝜕𝜃𝜕𝑍 − (𝑉𝑟 + 𝑑𝑉𝑟 )𝜕𝑍
𝜕𝑆
(32)

+ ((𝑉𝜉 + 𝑑𝑉𝜉 ) − (𝑉𝜉 + 𝑑𝑉𝜉 ))

𝑅𝜕𝜃
𝜕𝑍
𝑅 + (𝑉𝜉 + 𝑑𝑉𝜉 )
𝜕𝜃𝜕𝑍
𝜕𝑆
𝜕𝑆

1
1
𝑅𝜕𝜃
+ (𝑤𝑟 + 𝑑𝑤𝑟 ) 𝜕𝑆𝜕𝜃 + (𝑤𝑡 + 𝑑𝑤𝑡 ) 𝜕𝑆
2
2
𝜕𝑆
1
𝜕𝑍
− (𝑤𝜉 + 𝑑𝑤𝜉 ) 𝜕𝑆
2
𝜕𝑆
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∑ 𝑀𝑧 = 0 = ((𝑀𝑡 + 𝑑𝑀𝑡 ) − 𝑀𝑡 )
+ (𝑁 + 𝑑𝑁)

𝜕𝑍
𝑅𝜕𝜃
+ ((𝑀𝜉 + 𝑑𝑀𝜉 ) − 𝑀𝜉 )
𝜕𝑆
𝜕𝑆

𝑅𝜕𝜃
𝑅𝜕𝜃 2 + (𝑉𝑟 + 𝑑𝑉𝑟 )𝑅𝜕𝜃
𝜕𝑆
(33)

𝜕𝑍
1
𝑅𝜕𝜃
− (𝑉𝜉 + 𝑑𝑉𝜉 )
𝑅𝜕𝜃 2 + (𝑤𝜉 + 𝑑𝑤𝜉 ) 𝜕𝑆
𝜕𝑆
2
𝜕𝑆
1
𝜕𝑍
+ (𝑤𝑡 + 𝑑𝑤𝑡 ) 𝜕𝑆
2
𝜕𝑆

Equations (26) and (30) are the generalized force and moment summation equations
for any curved beam. The equations are expanded out using Equation (25) that relates the
force and moment directions in their differential unit vectors. These equations can be
simplified and specialized for the helical beam case by assuming any higher-order
differential terms are negligible, and by recognizing two key relationships, shown below
in Equation set (34).
𝑅𝜕𝜃
𝜕𝑍
= 𝑐𝜅,
= 𝑐𝜏
𝜕𝑠
𝜕𝑠

(34)

An interesting note, any arbitrary beam can be defined in this way, meaning there
is potentially an analytical formulation to any beam shape. A more generalized approach
could use a Fourier series summation of any arbitrary shape, this way the individual
summation terms will reduce to a constant or a differential of the parametric variable, 𝜃.
Simplifying the summations listed in Equations (26) through (33) creates a system
of ordinary differential equations. Surprisingly, not a system of partial differential
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equations. These equations, Equation (35)a-f), represent the system of ordinary differential
equations that govern the behavior of the beam.
𝑑𝑉𝑟 (𝜃)
+ 𝑉𝜉 (𝜃)𝑐𝜏 = 𝑐𝑞𝑟 (𝜃)
(𝑎)
𝑑𝜃
𝑑𝑉𝜉 (𝜃)
𝑑𝑁(𝜃)
𝑐𝜅 − 𝑉𝑟 (𝜃) −
𝑐𝜏 = 𝑐(𝑞𝜉 (𝜃)𝑐𝜏 − 𝑞𝑡 (𝜃)𝑐𝜅)
(𝑏)
𝑑𝜃
𝑑𝜃
𝑑𝑉𝜉 (𝜃)
𝑑𝑁(𝜃)
𝑐𝜏 +
𝑐𝜅 = −𝑐(𝑞𝜉 (𝜃)𝑐𝜅 + 𝑞𝑡 (𝜃)𝑐𝜏)
(𝑐)
𝑑𝜃
𝑑𝜃
(35)
𝑑𝑀𝑟 (𝜃)
−𝑀𝑡 (𝜃)𝑐𝜅 −
+ 𝑀𝜉 (𝜃)𝑐𝜏 + 𝑉𝜉 (𝜃)(𝑐𝜅𝑅 + 𝑐𝜏𝑏) = 𝑐𝑤𝑟 (𝜃)
(𝑑)
𝑑𝜃
𝑑𝑀𝜉 (𝜃)
𝑑𝑀𝑡 (𝜃)
𝑐𝜅 − 𝑀𝑟 (𝜃) −
𝑐𝜏 − 𝑉𝑟 (𝜃)𝑏 = 𝑐(𝑤𝜉 (𝜃)𝑐𝜏 − 𝑤𝑡 (𝜃)𝑐𝜅) (𝑒)
𝑑𝜃
𝑑𝜃
𝑑𝑀𝜉 (𝜃)
𝑑𝑀𝑡 (𝜃)
𝑐𝜏 +
𝑐𝜅 + 𝑉𝑟 (𝜃)𝑅 = −𝑐(𝑤𝜉 (𝜃)𝑐𝜅 + 𝑤𝑡 (𝜃)𝑐𝜏)
(𝑓)
𝑑𝜃
𝑑𝜃
−𝑁(𝜃)𝑐𝜅 −

4.4. Solving the System of Differential Equations
To solve this system of equations, the differential equations will be linearized by
converting them to the Laplace domain (shown in Equation (37)). This creates a matrix
that can be solved to predict the behavior of all the internal loadings along the beam that
accounts for the torsion and curvature components taken from the geometry. The forcing
terms are described in Equation (36), including the initial conditions of the beam
represented by the lowercase functions in their respective directions. Notice that the
variable 𝑠 is the Laplace variable, not the arc length. At this point, solving the system
becomes a trivial row reduction operation or a matrix inverse operation. The matrix inverse
is shown here as it is much more convenient to record.
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𝑐𝑊𝑟 (𝑠) − 𝑚𝑟0
𝐹1
𝑐 (𝑐𝜏 𝑊𝜉 (𝑠) − 𝑐𝜅 𝑊𝑡 (𝑠)) + 𝑐𝜅 𝑚𝑡0 − 𝑐𝜏 𝑚𝜉0
𝐹2
−𝑐 (𝑐𝜏 𝑊𝜉 (𝑠) + 𝑐𝜅 𝑊𝑡 (𝑠)) + 𝑐𝜏 𝑚𝑡0 + 𝑐𝜅 𝑚𝜉0
𝐹3
=
𝐹4
𝑐𝑄𝑟 (𝑠) − 𝑣𝑟0
𝐹5
𝑐 (𝑐𝜏 𝑄𝜉 (𝑠) + 𝑐𝜅 𝑄𝑡 (𝑠)) + 𝑐𝜅 𝑛0 − 𝑐𝜏 𝑣𝜉0
{𝐹6 }
{ −𝑐 (𝑐𝜅 𝑄𝜉 (𝑠) + 𝑐𝜏 𝑄𝑡 (𝑠)) + 𝑐𝜏 𝑛0 + 𝑐𝜅 𝑣𝜉0 }

𝐹1
−𝑐𝜅
𝐹2
𝑐𝜅𝑠
𝐹3
= 𝑐𝜏𝑠
𝐹4
0
𝐹5
0
[
{𝐹6 }
0

−𝑠
𝑐𝜏
−1 −𝑐𝜏𝑠
0
𝑐𝜅𝑠
0
0
0
0
0
0

0
0
0
−𝑐𝜅
𝑐𝜅𝑠
𝑐𝜏𝑠
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(𝑠)
0 (𝑐𝜅𝑅 + 𝑐𝜏𝑏) 𝑀𝑡
𝑀𝑟 (𝑠)
−𝑏
0
𝑀𝜉 (𝑠)
𝑅
0
𝑁(𝑠)
−𝑠
𝑐𝜏
−1
−𝑐𝜏𝑠
𝑉𝑟 (𝑠)
]
0
𝑐𝜅𝑠
{ 𝑉𝜉 (𝑠) }

(36)

(37)

−𝑐𝜅

𝑐𝜅𝑠

𝑀𝑡 (𝑠)
−𝑠
𝑀𝑟 (𝑠)
𝑀𝜉 (𝑠)
1
𝑐𝜏
=
𝑁(𝑠)
1 + 𝑠2
𝑉𝑟 (𝑠)
0
𝑉
{ 𝜉 (𝑠) }
0

−1

[ 0

−𝑐𝜏𝑠

𝑐𝜏(1 + 𝑠 2 )
𝑠

2𝑐𝜏𝑅
𝑐𝜏𝑅(𝑠 2 − 1)
−
1 + 𝑠2
𝑠(1 + 𝑠 2 )
2𝑏𝑠
𝑏(𝑠 2 − 1)
0
−
1 + 𝑠2
1 + 𝑠2
𝑐𝜅(1 + 𝑠 2 ) 𝑐𝜏𝑏(𝑠 2 − 1) + 𝑐𝜅𝑅(1 + 𝑠 2 ) 𝑐𝜅𝑅 + (2𝑐𝜏𝑏 + 𝑐𝜅𝑅)𝑠 2
𝑠
1 + 𝑠2
𝑠(1 + 𝑠 2 )

0

0

−𝑐𝜅

𝑐𝜅𝑠

0

0

−𝑠

−1

0

0

𝑐𝜏

−𝑐𝜏𝑠
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𝑐𝜅𝑅
𝑠
𝐹1
𝐹2
𝑐𝜏𝑅
𝐹3 (38)
−
𝑠
𝐹4
𝑐𝜏(1 + 𝑠 2 ) 𝐹5
{𝐹6 }
𝑠
0
𝑐𝜅(1 + 𝑠 2 )
]
𝑠
𝑅

𝑀𝑡,ℎ (𝜃) = 𝑐1 cos(𝜃) + 𝑐2 sin(𝜃) + 𝑐3 𝜃 cos(𝜃) + 𝑐4 𝜃 sin(𝜃) + 𝑐5
𝑀𝑟,ℎ (𝜃) = 𝑐6 cos(𝜃) + 𝑐7 sin(𝜃) + 𝑐8 𝜃 cos(𝜃) + 𝑐9 𝜃 sin(𝜃)
𝑀𝜉,ℎ (𝜃) = 𝑐10 cos(𝜃) + 𝑐11 sin(𝜃) + 𝑐12 𝜃 cos(𝜃) + 𝑐13 𝜃 sin(𝜃) + 𝑐14

(39)

𝑁ℎ (𝜃) = 𝑐15 + 𝑐16 cos(𝜃) + 𝑐17 sin(𝜃)
𝑉𝑟,ℎ (𝜃) = 𝑐18 cos(𝜃) + 𝑐19 sin(𝜃)
𝑉𝜉,ℎ (𝜃) = 𝑐20 + 𝑐21 cos(𝜃) + 𝑐22 sin(𝜃)

(40)

This leads to six generalized equations that consider all torsion and curvature
components of a helical beam (Equation (38)), as long as torsion and curvature remain
roughly constant. The equation is left in the Laplace domain as the conversion between
Laplace space and 𝜃 space will lead to the direct solution of any forcing case, converting
to 𝜃 space without knowing the forcing function beforehand will yield separated
differential equations that will have to be solved using a secondary analysis for each. For
illustrative purposes, the homogenous equations are listed in Equation sets (39) and (40)
for the internal loadings, where the coefficients would need to be determined using a
boundary value analysis. The internal loadings are naturally highly cyclic. Interestingly,
the radial direction can never have a constant internal loading that is zero unless it is
externally forced (which is not necessarily a constant function).
To effectively set up the initial conditions and properly test the validity of these
equations, a transformation matrix must be defined to describe the helical coordinate
system the beam resides on. The general cartesian, polar, and spherical coordinate systems
are the most common in mathematics and engineering. They describe a wide berth of
potential problems and prove very versatile. These coordinate systems will not be
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appropriate in describing helical beams, as the natural coordinate system (the osculating
plane) is redefined at every point along the path. A useful mapping would be from the
cartesian coordinate system to the helical and back again. This mapping will provide
several immediate functions, it allows for the direct transformation of a distributed load in
the cartesian coordinate system to be mapped to the helical, or for the inverse, allowing
direct implementation into a design software (such as Finite Element software package).
Boundary conditions are much more likely to be designed in the Cartesian system like most
other systems and will benefit from such a transformation matrix. An example of this is a
pin that allows motion along one rotational axis, about this axis the moment must be equal
to zero. In helical directions, the moment does not have to equal zero, only its’ vector sum
must satisfy this condition. This leads to a scenario where all helical directions can have
nonzero values, but the total along one axis must equal zero.
To define the transformation matrix, it is helpful to consider the vector components
that act in each direction. Here, they are thought of as distributed loading vectors, as these
can also change at any point along the beam. This leads to Equation set (41), a direct
mapping of cartesian to helical. By definition, the distributed loadings in the X, Y, and Zaxis only act along their respective axis, so this computes into a matrix of the unit vectors
multiplied by the single component distributed loading vectors, shown in Equation (42).
This equation is the transformation matrix from cartesian to helical. The inverse of this
matrix, Equation (43), is the transformation matrix between helical and cartesian. The two
matrices were defined using the distributed loadings, but they apply to any vector, making
them useful for initial conditions and displacements as well.
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⃗⃗ ∙ (𝑞⃗𝑥 (𝑥, 𝑦, 𝑧) + 𝑞⃗𝑦 (𝑥, 𝑦, 𝑧) + 𝑞⃗𝑧 (𝑥, 𝑦, 𝑧))
𝑞𝑟 (𝜃) = 𝑁
⃗⃗ ∙ (𝑞⃗𝑥 (𝑥, 𝑦, 𝑧) + 𝑞⃗𝑦 (𝑥, 𝑦, 𝑧) + 𝑞⃗𝑧 (𝑥, 𝑦, 𝑧))
𝑞𝑡 (𝜃) = 𝑇

(41)

⃗⃗ ∙ (𝑞⃗𝑥 (𝑥, 𝑦, 𝑧) + 𝑞⃗𝑦 (𝑥, 𝑦, 𝑧) + 𝑞⃗𝑧 (𝑥, 𝑦, 𝑧))
𝑞𝜉 (𝜃) = 𝐵
𝑞𝑟
− cos(𝜃)
− sin(𝜃)
0 𝑞𝑥
𝑞
𝑡
{ } = [−𝑐𝜅 sin(𝜃) 𝑐𝜅 cos(𝜃) 𝑐𝜏 ] {𝑞𝑦 }
𝑞𝜉
𝑐𝜏 sin(𝜃) −𝑐𝜏 cos(𝜃) 𝑐𝜅 𝑞𝑧

(42)

𝑞𝑥
− cos(𝜃) −𝑐𝜅 sin(𝜃) 𝑐𝜏 sin(𝜃) 𝑞𝑟
𝑞
{ 𝑦 } = [ − sin(𝜃) 𝑐𝜅 cos(𝜃) −𝑐𝜏 cos(𝜃)] { 𝑞𝑡 }
𝑞𝜉
𝑞𝑧
0
𝑐𝜏
𝑐𝜅

(43)

4.5. Finite Element Method Comparison
The internal loading equations for a helical beam require external validation in
order to be considered useful. Comparing to other analytical solutions is only valid for
springs undergoing endpoint loadings. This would be helpful but not representative of a
general case. Another analytical possibility would be to form an approximation using
summation methods, such as the Galerkin method or similar. This adds the potential of
assuming an inappropriate function and would require the governing equations to be
known. One of the most widely accepted solution approximations is the use of Finite
Element Analysis (FEA). Finite element (FE) methods have excellent predictive results of
almost any system when constrained appropriately. When the elements can be considered
sufficiently small in comparison to the superstructure, and the solution does not violate the
analysis assumptions, the results can often be considered near exact. There will always be
some error in numerical methods, but for engineering purposes, these can often be
considered negligible as structures are rarely designed to their exact failure criteria.
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To validate the equations, test cases were generated that load the beam in varying
levels of complexity. The test cases chosen were a uniform loading in the radial direction,
uniform loading in all helical directions, exponentially decaying loading in the radial
direction, and sinusoidal loadings in all helical directions. These loadings are
straightforward enough to solve using the derived analytical equations (especially with the
help of a rules engine, like Mathematica), but they need to be defined in a way a FE
software can understand. Most FE software packages support at least two of the three
common coordinate systems: cartesian, and polar coordinates. Generally, they also support
creating a custom coordinate system at a specific point, usually a rotation of one of the
other two. These systems are insufficient, due to the osculating plane changing at every
point along the beam. The previously defined transformation matrices solved this issue by
converting a known distributed loading in the helical direction to cartesian coordinates.
The distributed helical loadings can be modeled in FEA software as cartesian vector
components and defined to act along the helix path. Each loading case is converted to a
pseudo distribution (Newtons per node, instead of Newtons per meter). This approach is
effective as long as the line elements are uniformly spaced along the helix path. These
loading cases are then converted to cartesian using the transformation matrix in the
mapping Equation (43), to form the respective load cases. Figure 9 depicts the mapping of
sinusoidal distributed loadings in the helical coordinate system to distributed loading
components in the cartesian coordinate system, and the location defined by the angle 𝜃. An
important consideration for mapping the initial conditions onto the boundary is that the
normal force is positive in tension and negative in compression. Figure 10a-d shows the
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mapping on the helix in a qualitative sense, these appear to match what is intuitively
expected for the loading.

Figure 9: Sinusoidal all-axis helical distributed loadings mapped to cartesian distributed loadings
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(a)

(b)

(c)

(d)

Figure 10: From left to right, top to bottom: (a), Uniform distributed loading in the radial direction. (b),
Uniform distributed loading in all helical directions. (c), Exponentially decaying distributed loading in the
radial direction. (d), Sinusoidal distributed loadings in all helical directions.

Now that the loadings are appropriately mapped (and can be mapped for any load
case,) the solution should be straight forward to process as the number of elements required
is relatively small due to the chosen beam elements. The method used was a direct FE
analysis, solving the stiffness matrix directly without iteration that would incorporate
temporally ramped loading. This method does not account for small geometric changes
caused by the loadings. This method was specifically chosen as it matches the analytical
assumptions closely, that deflections remain relatively small. As seen in other spring
analyses, this equation could be improved by using geometric iteration during ramped
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loading. This is currently beyond the model scope as neither displacement nor rotations
have been solved. The direct FE solution will suffice for now to validate the internal
loading equations. All results are listed below in figures Figure 11 through Figure 15. The
helix geometry used was a radius of 1 meter, a pitch of 2 meters, and a circular crosssection with a diameter of 0.2 meters. These are fairly simple geometries; more complex
geometries will be explored in future sections after the internal loadings have been
validated.
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Figure 11: Uniform Distributed loading in the radial direction results, the blue line is the predicted
analytical equation, the red crosses are every 30th node internal force FE results, and every 40th for internal
moment FE results.
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Figure 12: Uniform distributed loading in all helical directions results, the blue line is the analytical
prediction, red crosses are FE nodal results, every 50th for normal force and radial shear, 60th for 𝜉 shear
and internal moments.
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Figure 13: Exponentially decaying loading in the radial direction results, the blue line is the analytical
prediction, red crosses are the FE nodal results at every 50th node for internal forces and 𝜉 moment, and
every 60th for the tangential and radial moments.
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Figure 14: Sinusoidal distributed loadings in all helical directions results, the blue line is the analytical
prediction, red crosses are the FE nodal results. Internal forces are taken at every 30th node, internal
moments are taken at every 40th node.
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Figure 15: Sinusoidal distributed loadings in all helical directions with initial conditions, results, the blue
line is the analytical prediction, red crosses are the FE nodal results taken at every 30th node for the internal
forces and 𝜉 moment, and at ever 40th node for the tangential and radial moments.
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As can be seen in figures Figure 11 through Figure 15, the analytical prediction and
FEA results have a nearly exact agreement in all cases. The derived equations capture the
non-linear results extremely well. This Generalized Static Helical Beam theory (GSHBT)
is an effective design tool for predicting the internal loads of a helix. The solution matrix
(Equation (38)) is entirely independent of the helix material, or cross-sectional geometry.
This is an important advantage compared to traditionally strain continuity derived
equations that require strict adherence to the underlying material assumptions. For
example, GSHBT will predict the internal loadings exactly for a continuously varying
cross-section, while the material is plastically yielded by any arbitrary amount. A complex
scenario for a theory such as GBT. This prediction will be accurate as long as deflections
can be considered small and quasi-static. These internal loads can be directly related to the
stresses and strains if an EBBT approximation is used.
Based on these analyses, the solution method has been validated, and solving for
generalized deflections will be worthwhile. Before that, it would be useful to solve a
simpler problem that is already well understood in terms of deflection to further test the
efficacy of this theory. The spring equations used in the previous analysis would prove a
very effective comparison point that is already proven to work with physical experimental
results and not just FE scenarios.
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CHAPTER FIVE: LINEAR SPRING SPECIAL CASE
5.1. Energy Based Deflection
To validate that the equations match with reality, a special case was chosen that
was already well understood. Linear springs have been studied for over two centuries and
have a variety of solutions that are effective for engineering purposes. A novel solution
uses the generalized helical beam equations and makes some assumptions; the major
energy contributing terms are the moments, that the force applied on the linear spring is
applied along the central axis of the spring, the constrained end of the spring is allowed to
rotate about the axis perpendicular to the spring axis, all other degrees of freedom are
constrained, and the system can be considered quasistatic.
Using the principles of virtual work (shown as Equation (45)) on the internal
moment equations (Equation set (44)). A direct solution to the edge deflection is derived,
these are Equations (46)-(49). These describe the deflection of the starting point in x, y,
and z directions, assuming helix parameters are roughly constant.
𝑀𝑡 (𝜃) = 𝑐𝜅𝐹𝑅, 𝑀𝑟 (𝜃) = 0,
𝛿𝑣 =

𝑀𝜉 (𝜃) = 𝑐𝜏𝐹𝑅

𝑑 𝛽 𝑀𝑡2 (𝜃)
𝑀𝑟2 (𝜃)
𝑀2 (𝜃)
∫ (
+
+
) 𝑐𝑑𝜃
𝑑𝐹𝑣 0 2𝐺𝐽(𝜃) 2𝐸𝐼𝜉 (𝜃) 2𝐸𝐼𝑟 (𝜃)
𝜅2 𝜏2
𝛿𝑧 = 𝐹𝑐 3 𝑅 2 𝛽 ( +
)
𝐺𝐽 𝐸𝐼𝑟
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(44)
(45)

(46)

𝜅𝜏𝑅 2 (𝛽 sin(𝛽) + 2(cos(𝛽) − 1))
𝛿𝑥 = 𝐹𝑐 3 [
𝐺𝐽
(47)
3

+

𝜏𝑅((𝑏𝜏 − 𝑅𝜅

3 )(𝜏 2 (𝜅𝑅

+ 𝑏𝜏)𝛽 sin(𝛽) + cos(𝛽) − 1))
]
𝐸𝐼𝑟 (𝜅 2 + 𝜏 2 )

𝛿𝑦
𝜅𝜏𝑅 2 (𝛽 cos(𝛽) − 2 sin(𝛽))
= −𝐹𝑐 3 [
𝐺𝐽

(48)

𝜏𝑅(𝜏 2 (𝜅 3 𝑅 + 2𝜅𝜏 2 𝑅 + 𝜏 3 𝑏) cos(𝛽) + (𝜅 5 𝑅 + 𝜅 3 𝜏 2 𝑅 − 𝜅𝜏 4 𝑅 − 𝜏 5 𝑏) sin(𝛽))
+
]
𝐸𝐼𝑟 (𝜅 2 + 𝜏 2 )2

𝛿𝜃 ≈

𝛿𝑦
|𝛿𝑦 |

cos−1 (1 −

𝛿𝑥2 + 𝛿𝑦2
)
2𝑅 2

(49)

Equation (46), the axial spring deflection equation, is a fairly simple and exact
solution, not an approximation. To test its validity the equation will be compared to a wellestablished engineering equation for linear springs, the Ancker and Goodier equation
(Equation (1)), and FE solutions. The Ancker and Goodier equation provides an effective
approximation of a linear spring using a Taylor expansion of the cross-section taking into
account curvature and pitch. One of the main limitations of this equation is its applicability
to only circular cross-sections, which nearly all springs are, but is a limitation, nonetheless.
Also, its nature of being a Taylor expansion means that all the terms cannot be accounted
for in a practical sense. Despite these limitations, it provides an excellent approximation of
most springs used in engineering, and it will be used here as the somewhat modified but
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equivalent Equation (50). The Ancker and Goodier paper provides only the first three terms
for the series summation, however, these three terms have regularly proven sufficient [7].

𝛿𝐴𝐺 =

4𝐹𝑅 3 𝑛
3 𝑟 2
3+𝜈 2
(1
−
( ) +
𝑏 +⋯)
4
𝐺𝑟
16 𝑅
2(1 + 𝜈)

(50)

The compared springs are of a potentially plausible engineering spring, with a mean
diameter of 3 inches, a wire diameter of ¼ inch, four coil turns, and of varying pitches. As
it is expected the equations will disagree at large pitch due to the difference in the
formulation of the equations. All springs were under conditions that can be expected to
cause large deflection. The spring initial and end deformations are shown in Figure 16. The
spring used in the previous section was incorporated here as well, akin to a very large
industrial buffer spring. With a diameter of 2 meters a wire diameter of 0.2 meters, four
coils, and a pitch of 2 meters. This spring is shown in Figure 17. The Springs of the same
diameter all had a maximum force applied to their central axis of 500 Newtons. The large
spring had a maximum force of 250 kilo-Newtons applied to the central axis.
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(a)

(b)

(c)

Figure 16: Small springs of various pitch, undeformed (left), and deformed (right). 3-inch mean diameter,
1/4-inch wire diameter, Pitch from top to bottom 0.251 inches (a), 2 inches (b), 4.5 inches (c).
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Figure 17: Very Large Spring deformation. Top undeformed, bottom deformed. 2-meter diameter, 0.2
“wire” diameter, 2-meter pitch.

The spring axial deflections were collected at multiple loading points to
characterize the change in geometry as well as to characterize the differences between the
derived Equation (46) and the accepted Equation (50). It should be noted that the finite
elements used for the identical springs all used 3D elements while the very large spring
used one-dimensional beam elements. When comparing results from an identical spring
using different element types, results were equivalent, any difference was negligible in
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large deformation studies. The difference in choice has to do with computational efficiency
only.

5.2. Comparison of Spring Equations
Results are generally promising for the proposed equation, especially for springs
designed to be used for pure tension. Figure 18 shows the spring with nearly touching coils
(Figure 16a), where the Ancker and Goodier equation, the proposed equation, and the FE
data are all in nearly perfect agreement. Only at very large deflections is there a discernible
difference between the equations and the FE data. Figure 19 illustrates a similar result, the
proposed solution does appear to somewhat overpredict the deflection as compared to
Equation (50), but not on a large enough scale to invalidate its usefulness. Figure 20 shows
a large deviance between the predicted result and the other large deformation results. This
could be a cause for concern in invalidating the equation. However, observing the region
where the deflections can be relatively small (zoomed into in Figure 21) shows that the
proposed equation has a much closer agreement with the FE data than the Ancker and
Goodier equations.
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Figure 18: Force vs. deflection of 0.251-inch pitch spring. Ancker and Goodier equation plotted in blue
(Equation (50)), proposed equation plotted as the orange dashed line (Equation (46)). Finite element data
plotted as red crosses.
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Figure 19: Force vs deflection of 2-inch pitch spring. Ancker and Goodier equation plotted in blue
(Equation (50)), proposed equation plotted as the orange dashed line (Equation (46)). Finite element data
plotted as red crosses.
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Figure 20: Force vs deflection of 4.5-inch pitch spring. Ancker and Goodier equation plotted in blue
(Equation (50)), proposed equation plotted as the orange dashed line (Equation (46)). Finite element data
plotted as red crosses.
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Figure 21: Force vs deflection of 4.5 pitch spring: close up of small deflection region. Ancker and Goodier
equation plotted in blue (Equation (50)), GSHBT equation plotted as the orange dashed line (Equation
(46)). Finite element data plotted as red crosses.

This is a mixed result but can be accounted for based on the solution methodology
of the different methods. The equation created by Ancker and Goodier uses a series
expansion at the critical point of largest stress (the point along the wire closest to the spring
axis). As stated earlier, only so many terms can be used for the solution by definition, this
leads to accounting for only the largest energy terms. By accounting for the largest energy
terms, the others that may only contribute at small deflections with such a large helix pitch
are completely ignored by taking only the first three terms of the series summation. The
helical theory solution has no way of filtering these terms out and leads to creating a spring
stiffness that accounts for small deflection exceptionally well, at the sacrifice of large
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deflections. To account for these problems, an iterative approach can be taken that
incorporates the change of geometry as the loading increases. Since the solution should
predict a small deflection exactly at any helical geometry, this will lead to a much better
agreement at large deflection. The conversion terms are listed in Equation set (51).
𝛽0 = 2𝜋𝑛,

𝑥0 = 𝑏0 𝛽0 , 𝐿0 = 𝑐0 𝛽0

𝑥 = 𝑥0 + 𝛿𝑧 , 𝛽 = 𝛽0 − 𝛿𝜃
(51)
𝑥
𝐿0 2
𝑏 = , 𝑅 = √( ) − 𝑏 2 ,
𝛽
𝛽

𝑐 = √𝑅 2 + 𝑏 2

This Equation set (51) describes the new geometry after some arbitrary deflection,
it is a best practice to calculate new geometries using small changes in force, this will best
predict the new geometry. The new variables added are spring length, 𝑥, and the wire length
𝐿0 . It is assumed that the wire length is constant and that the new shape closely
approximates a helix. With these assumptions, the helical constants can be calculated and
used to resolve the line torsion and curvature equations. This can be iterated indefinitely to
predict the new deflection. This method was applied to the 4.5-inch pitch spring to check
agreement with the FE data and the Ancker and Goodier equation, this is shown in Figure
22. One assumption is that the angular length, 𝛽, was constant, as the angular change is
expected to be quite small. Figure 22 shows a nearly exact agreement between the iterated
equation and the FE data, that accounts for both small and large deformations. This is a
promising result to calculate very large deformation springs. However, it is unfortunate
that the approach is necessary for springs with large line torsion, when a quick solution is
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preferred to validate an engineering problem. For this reason, the Ancker and Goodier
equation still shows an area of superiority in large deflection of small engineering springs,
as compared to the GSHBT Equation (46).

Figure 22: Force vs deflection of 4.5-inch pitch spring, iterated. Ancker and Goodier equation plotted in
blue (Equation (50)), proposed equation (iterated) plotted as the orange dashed line (Equation (46)). Finite
element data plotted as red crosses.
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Figure 23: Force vs deflection of 2-meter pitch large spring. Ancker and Goodier equation plotted in blue
(Equation (50)), proposed equation plotted as the orange dashed line (Equation (46)). Finite element data
plotted as red crosses.

Figure 23 illustrates the force vs. deflection of the very large industrial spring with
a pitch of 2 meters. The GSHBT analysis maintains close agreement with the FE data. The
Ancker and Goodier equations overpredict the spring deflection by quite a large margin,
even at smaller deflections. This is an unexpected result given the previous tests validating
the Ancker and Goodier equations at most deflection scales. The explanation of what is
going on again comes back to the derivation of these equations. The series summation of
Equation (50) stops at the third term limiting accuracy, higher-order terms may fix this
deviation. Ancker and Goodier do not specifically mention what variable they chose for
their series summation; an appropriate truncation term would be the spring radius or
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diameter. When converting the spring geometries from imperial to SI units, the scalar value
of these units becomes quite small. The 𝑅 3 term for example is order of 10−5 , higher order
terms of this variable quickly vanishes to nothing. However, when springs become
diametrically large, these terms will become much greater as they cease to vanish as terms
increase, and instead become more important. This will quickly lead to an immediate
deviation from the actual results at large scales. As the proposed GSHBT equations have
no reliance on a series summation and are instead exact, these terms are not truncated and
are always included in the solution.
The energy based GSHBT provides an accurate prediction of linear springs,
especially for small deformations, large deformations are also well accounted for in a
majority of spring geometries. When iterative approaches are used to improve the result,
the proposed equation provides excellent results at all deflection scales. Validating the
equation for this special case provides additional proof that the governing equation matrix
is an effective description of the major contributing sources to the strain energy of the
system. Leading to effective descriptions of the stresses and potentially displacements of
the system. An additional benefit to these equations, as opposed to the Ancker and Goodier
equations, is the ability to predict springs of potentially any cross-section. The major issue
with this energy based approach is the sparse information about the remainder of the
springs. A more generalized method is needed.
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CHAPTER SIX: GENERALIZED HELICAL
BEAM DISPLACEMENTS
6.1. Generalized Beam Deflections
To have a useful theory of helical beams, a generalized equation for deflections
along the neutral axis of the beam needs to be realized. There is previous work on
generalized theories of beam deflection that is purely strain equilibrium based. However,
despite the accuracy of these methods, a more practical approach is made here to reduce
the equation complexity. To accomplish this, the kinematics of any object in motion needs
to be understood. There are two contributions of motion to any object, direct translational
displacements, and displacements caused by rotations of the structures themselves. For
example, examining a simple rod constrained by a pin which allows rotation; the end of
the rod can be displaced either by stretching the rod in its tangential or warping the rod in
its transverse direction or by rotating it about its constrained point (described in Equation
set (52)). Direct displacements are found trivially as constants in the cartesian coordinate
system, rotation-based displacements require some derivation. Figure 24 shows the basic
rotational motion of a rod pinned at one edge. The displacement along the rod is significant
at the endpoint, even with a relatively small angular displacement, 𝜃. Assuming a constant
rod length 𝐿, the vector representation of displacement is the cross product of the rotation
angle and the arm length with respect to its initial location. For dynamic systems, it is
necessary to couple the input and final rotations to derive an accurate representation of the
system. For quasistatic structures with small displacements, the rotation angle can be
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considered small, and small-angle approximations are used, sin (𝜃)~0, cos(𝜃) ~1, this
leads to no such coupling and a linear rotation and displacement relationship.
𝛿⃗𝑅 = 𝜃 × 𝐿,

𝛿𝑥 = 𝜃𝐿 sin(𝜃0 ) , 𝛿𝑦 = −𝜃𝐿 cos(𝜃0 )

(52)

Figure 24: Edge displacement of a pinned rod. The displacement is equivalent to the
induced rotation and the total length of the rod.

These assumptions are equivalent to the EBBT assumptions, for small angles, there
is a small displacement which is directly proportional to that angle. To expand on EBBT,
it is important to realize some of the key constraints (listed in section 2.2. Beam Theory).
Cross-sectional surfaces remain perpendicular to its neutral axis during deformation, and
these surfaces rotate about this axis during deformation. These assumptions have proven
effective for linear beams as a good first step in engineering structures.
An example of how rotating a structure about key locations can lead to visible
deformations without any stretching of the material itself is shown in Figure 25. In this
figure, a three-dimensional linear spring is approximated with equivalent finite rotations
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along the visual plane. The first image in the figure shows the undeformed shape, which
all rotations use as a reference for initial length and position. The subsequent images
visualize the displacement where 𝜙𝑛 is a discrete location acting upon a length arm of 𝐿𝑛 .
This pattern produces a sizeable displacement along the axis of the spring, with a small
radial contraction, exactly how a linear spring is expected to behave under a tension force
along the spring axis. The displacement can be written out in the form of Equation (53), a
summation of discrete rotations. It is shown here that a rotation at one point affects all other
locations after this point, but not before.
⃗⃗0 ) + (𝜙⃗⃗1 × 𝐿
⃗⃗1 ) + (𝜙⃗⃗2 × 𝐿
⃗⃗2 ) + (𝜙⃗⃗3 × 𝐿
⃗⃗3 ) + (𝜙⃗⃗4 × 𝐿
⃗⃗4 )
𝛿⃗ = (𝜙⃗⃗0 × 𝐿

Figure 25: Displacement of a helix by finite rotations. Increments are listed
from 1 undeformed to 6 fully deformed.
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(53)

Expanding upon the simple deflection Equation (53) and the effects seen in Figure
25. The full displacement equation is not expected to be a summation of finite discrete
rotations, but of continuous infinitesimal rotations throughout the entirety of the beam.
These continuous infinitesimal rotations will be called 𝜙⃗⃗. The rotations act upon a distance,
⃗⃗, which describes the difference between the point of interest and the location where a
𝐿
rotation is acted upon (Equation (55)). This leads to a major component of a full
displacement equation, Equation (54). The equation assumes that the neutral axis can be
parametrized to the variable 𝜃. 𝐽0 , is the determinant of the Jacobian matrix needed to
parametrize the equations. The constant 𝑐⃗1 is used to define the initial rotation condition
that affects the entirety of the beam linearly. Integration makes use of a secondary variable,
𝜑, this is to account for all points before the location of interest 𝜃, hence the integration
terms zero to 𝜃. The initial integration term (zero) is arbitrary and can be located at any
point along the beam, zero was used here for convenience and utility. Equation (54),
describes the same behavior shown in Figure 25 but as a continuous summation instead of
several discrete terms.
𝜃

⃗⃗(𝜃, 𝜑)) 𝐽0 𝑑𝜑 + 𝑐⃗1 × 𝑟⃗(𝜃)
𝛿⃗𝑅𝑜𝑡 = ∫ (𝜙⃗⃗(𝜑) × 𝐿

(54)

0

⃗⃗(𝜃, 𝜑) = 𝑟⃗(𝜃) − 𝑟⃗(𝜑)
𝐿

(55)

Referencing back to the previous discussion, an additional translational method was
touched upon, the direct displacement method. This is akin to direct sliding of the crosssection, and compressive and tension motion of this cross-section. This can also be
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described as a summation of small motions up to a point of interest. This can be represented
⃗⃗⃗⃗, integrated along the path of the beam,
simply by an infinitesimal displacement vector, Ψ
Equation (56). This equation should consider any shearing effects, as well as any
compressive or tension effects on the displacement. The constant 𝑐⃗2 represents any initial
translational displacements that will affect the entirety of the rest of the beam.
⃗⃗⃗(𝜃)𝐽0 𝑑𝜃 + 𝑐⃗2
𝛿⃗𝐷𝑖𝑟 = ∫ ⃗Ψ

(56)

Following the previous assumptions, if the beam can be considered elastic and
quasistatic, the direct displacement and rotation-based displacement terms are
superposition terms and can be summed linearly. This leads to a general equation for small
displacements in an arbitrary beam, Equation (57). Although this equation should describe
⃗⃗⃗ are only loosely defined and require a stronger mathematical
any beam, the terms 𝜙⃗⃗ and ⃗Ψ
definition to be useful. Looking back to EBBT, and general solid mechanics the definitions
of these terms can be defined using relatively simple and understood methods.
𝜃

⃗⃗(𝜃, 𝜑)) 𝐽0 𝑑𝜑 + ∫ Ψ
⃗⃗⃗⃗(𝜃)𝐽0 𝑑𝜃 + 𝑐⃗1 × 𝑟⃗(𝜃) + 𝑐⃗2
𝛿⃗(𝜃) = ∫ (𝜙⃗⃗(𝜑) × 𝐿

(57)

0

Direct displacement for a linear beam under tension or compression is simply a
function of the normal force 𝑁(𝜃) within the beam and the beams cross-sectional rigidity,
𝐸𝐴(𝜃). Similarly, the beams direct displacement under shear is a function of the shear
stress 𝑉(𝜃) and the shear rigidity of the cross-section, 𝐺𝐴(𝜃), as well as correction terms
such as 𝛼 due to the shear distribution along the beam cross-section. Assuming that the
change in cross-sectional area is negligible during the displacements, as well as that the
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⃗⃗⃗⃗
displacement occurs in the direction of the applied force. This leads to the definition of Ψ
(Equation set (58)) in three orthogonal directions that should describe any force loading.
These directions are defined using the parameterized natural unit vectors of the line for
⃗⃗, normal, 𝑁
⃗⃗ , and binormal, 𝐵
⃗⃗, unit vectors that
convenience, namely, the tangential, 𝑇
describe the motion of the line at any point along its path (defined in Equation (22)).
⃗⃗⃗⃗(𝜃) = ⃗⃗⃗⃗⃗
Ψ
Ψt (𝜃) + ⃗⃗⃗⃗⃗
Ψr (𝜃) + ⃗⃗⃗⃗⃗
Ψξ (𝜃)
𝛼𝜉 𝑉𝑟 (𝜃)
𝛼𝑟 𝑉𝜉 (𝜃)
𝑁(𝜃)
⃗⃗⃗⃗⃗
⃗⃗(𝜃), ⃗⃗⃗⃗⃗
⃗⃗(𝜃), ⃗⃗⃗⃗⃗⃗
⃗⃗ (𝜃)
Ψ𝑡 (𝜃) =
𝑇
Ψ𝑟 (𝜃) =
𝑁
Ψ𝜉 (𝜃) =
𝐵
𝐸𝐴(𝜃)
𝐺𝐴(𝜃)
𝐺𝐴(𝜃)

(58)

A similar process is applied to generate a description of the 𝜙⃗⃗ term, or infinitesimal
rotations. According to EBBT, the strain (𝜖𝑥 ) inside a linear beam is proportional to the
moment in the binormal direction of the beam multiplied by its distance (y) away from its
neutral axis, this is all divided by the beam stiffness, 𝐸𝐼(𝑥) (see Equation (59)). Using this
definition, and maintaining prior assumptions, the induced curvature at an arbitrary point
along the beam is defined as the strain divided by the distance from the neutral axis, this is
constant along the cross-section at this point on the neutral axis. This curvature can be
thought of as an infinitesimal rotation as the integration of this curvature in the EulerBernoulli beam theory leads to the final rotation at all points. This definition is then directly
applied to the generalized theory. Leading to a definition of 𝜙⃗⃗ (Equation set (60)), where
the moment directions are applied along the parameterized natural unit vectors, equivalent
⃗⃗⃗⃗.
to the methodology used for the definition of Ψ
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𝜖𝑥 𝑀(𝑥)
=
𝑦
𝐸𝐼(𝑥)

(59)

𝜙⃗⃗(𝜑) = ⃗⃗⃗⃗⃗
𝜙𝑡 (𝜑) + ⃗⃗⃗⃗⃗
𝜙𝑟 (𝜑) + ⃗⃗⃗⃗⃗
𝜙𝜉 (𝜑)
⃗⃗⃗⃗⃗
𝜙𝑡 (𝜑) =

𝑀𝜉 (𝜑)
𝑀𝑡 (𝜑)
𝑀𝑟 (𝜑)
⃗⃗(𝜑), ⃗⃗⃗⃗⃗
⃗⃗(𝜑), ⃗⃗⃗⃗⃗
⃗⃗ (𝜑)
𝑇
𝜙𝑟 (𝜑) =
𝑁
𝜙𝜉 (𝜑) =
𝐵
𝐺𝐽(𝜑)
𝐸𝐼𝜉 (𝜑)
𝐸𝐼𝑟 (𝜑)

(60)

This fully defines the displacements, if the rotations of the beam are desired, this is
not just the derivative of the deflection equations, but the integration of the infinitesimal
rotations. This is represented as Equation (61), where 𝑐⃗1 is equivalent to the constant used
in the deflection equation. Adding this constant to the equation is redundant but helps
illustrate where the rotation originates from in the displacement equation, and how to
derive it if necessary. Solving the rotation equation will be useful where the boundary
conditions will restrict the motion of the beam. The rotation equation can also be useful in
describing the behavior of the cross-section away from the neutral axis. Knowing the
rotation about the neutral axis allows for defining the motion about this point, similar to
the rotating rod example at the start of section 6.1. Generalized Beam Deflections.
𝜃⃗𝑅 (𝜃) = ∫ 𝜙⃗⃗(𝜃)𝐽0 𝑑𝜃 + 𝑐⃗1

(61)

To illustrate that the displacement Equation (57) is equivalent to already accepted
theories, it can be demonstrated that the equation reduces to EBBT. The case chosen will
be a simple 2D problem, meaning that the tangential and normal moments can be
considered as zero, or as orthogonal superposition terms. For simplicity, the direct
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displacements will be ignored to further agree with the EBBT, and the distributed loading
will be considered as constant along the full length of the linear beam. As shown by the
example problem Equation (62), the equation reduces to a one-dimensional problem as the
other moment and length terms are zero, and it converges directly to the known equation
for a beam under a uniform distributed loading (Equation (63)). The initial moment, 𝑚0 ,
and shear, 𝑣0 , can be solved for using a static analysis, and the constant terms can be solved
using the boundary conditions of the beam. Finding the rotation, the classical EulerBernoulli method of a derivative can be applied, or the rotation definition of Equation (61)
can be applied as a more general method. This generalized method is less intuitive and
requires some backtracking for all the terms, however, it should prove more versatile. As
the EBBT only accounts for linear beams and must assume that the direction of internal
loadings is unchanging, this theory incorporates any directional change in the internal loads
along the beam path.
𝑥 − 𝑥0
0
⃗⃗
0 } , 𝐵 (𝑥0 ) = {0}
0
1
𝑞𝑦 𝑥02
𝑀𝜉 (𝑥0 ) = ∫ ∫ 𝑞𝑦 𝑑𝑥0 𝑑𝑥0 + 𝑣0 𝑥0 + 𝑚0 =
+ 𝑣0 𝑥0 + 𝑚0
2
0
1 𝑞𝑦 𝑥02
⃗⃗
𝜙(𝑥0 ) = (
+ 𝑣0 𝑥0 + 𝑚0 ) {0}
𝐸𝐼
2
1
2
0
1 𝑞 𝑥
⃗⃗(𝑥, 𝑥0 ) = ( 𝑦 0 + 𝑣0 𝑥0 + 𝑚0 ) {𝑥 − 𝑥0 }
𝜙⃗⃗(𝑥0 ) × 𝐿
𝐸𝐼
2
0
𝑥
1 𝑞𝑦 𝑥02
𝛿𝑦 (𝑥) = ∫
(
+ 𝑣0 𝑥0 + 𝑚0 ) (𝑥 − 𝑥0 )𝑑𝑥0 + 𝑐1 𝑥 + 𝑐2
2
0 𝐸𝐼
⃗⃗(𝑥, 𝑥0 ) = {
𝐿
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(𝑎)
(𝑏)
(𝑐)
(𝑑)
(𝑒)

(62)

𝑥2
(𝑞 𝑥 2 + 4𝑣0 𝑥 + 12𝑚0 ) + 𝑐1 𝑥 + 𝑐2
24𝐸𝐼 𝑦
𝑥
𝛿𝑦′ (𝑥) =
(𝑞 𝑥 2 + 3𝑣0 𝑥 + 6𝑚0 ) + 𝑐1
6𝐸𝐼 𝑦
1
𝛿𝑦′′ (𝑥) =
(𝑞 𝑥 2 + 2𝑣0 𝑥 + 2𝑚0 )
2𝐸𝐼 𝑦
1
𝛿𝑦′′′ (𝑥) = (𝑞𝑦 𝑥 + 𝑣0 )
𝐸𝐼
𝑞𝑦
𝛿𝑦′′′′ (𝑥) =
𝐸𝐼

𝛿𝑦 (𝑥) =

(𝑎)
(𝑏)
(𝑐)

(63)

(𝑑)
(𝑒)

6.2. Helical Beam Specialization
This deflection theory can be quickly specialized for the helical beam theory by
using the natural unit vectors of a helix, previously defined by Equation (23). This leads to
a full theory of internal loadings and deflections for a generalized helical beam, as long as
deflections and strains can be considered small and the cross-section is relatively
unchanged. The internal loadings are already known or at least accounted for using known
boundary conditions and the now defined displacement equations. The specialized
equations are listed in Equations (64)-(67).
𝑀𝑡 (𝜑) −𝑐𝜅 sin(𝜑)
{ 𝑐𝜅 cos(𝜑) } (𝑎)
𝐺𝐽
𝑐𝜏
−
cos(𝜑)
𝑀𝑟 (𝜑)
⃗⃗⃗⃗⃗
𝜙𝑟 (𝜑) =
{ − sin(𝜑) }
(𝑏)
𝐸𝐼𝜉
0
𝑐𝜏
sin(𝜑)
𝑀𝜉 (𝜑)
⃗⃗⃗⃗⃗
𝜙𝜉 (𝜑) =
{−𝑐𝜏 cos(𝜑)} (𝑐)
𝐸𝐼𝑟
𝑐𝜅
⃗⃗⃗⃗⃗
𝜙𝑡 (𝜑) =
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(64)

𝑁(𝜃) −𝑐𝜅 sin(𝜃)
{ 𝑐𝜅 cos(𝜃) }
(𝑎)
𝐸𝐴
𝑐𝜏
−
𝛼𝜉 𝑉𝑟 (𝜃) cos(𝜃)
⃗⃗⃗⃗⃗
(𝜑)
Ψ𝑟
=
{ − sin(𝜃) }
(𝑏)
𝐺𝐴
0
𝛼𝑟 𝑉𝜉 (𝜃) 𝑐𝜏 sin(𝜃)
⃗⃗⃗⃗⃗⃗
Ψ𝜉 (𝜑) =
{−𝑐𝜏 cos(𝜃)} (𝑐)
𝐺𝐴
𝑐𝜅

(65)

𝑅(cos(𝜃) − cos(𝜑))
⃗𝐿⃗(𝜃, 𝜑) = { 𝑅(sin(𝜃) − sin(𝜑)) }
𝑏(𝜃 − 𝜑)

(66)

⃗⃗(𝜃, 𝜑)) 𝑐𝑑𝜑 + ∫ Ψ
⃗⃗⃗⃗(𝜃)𝑐𝑑𝜃 + 𝑐⃗1 × 𝑟⃗(𝜃) + 𝑐⃗2
𝛿⃗(𝜃) = ∫ (𝜙⃗⃗(𝜑) × 𝐿

(67)

⃗⃗⃗⃗⃗
Ψ𝑡 (𝜃) =

𝜃

0

To test the validity of these equations in three dimensions, some special cases of
various complexity are considered. The first is of a linear spring, a classic example of a
helical beam which has already been explored using energy methods but only at the edge
of the beam that is of 𝜃 distance 2𝜋𝑛. Solving the initial conditions as before (with the
force applied along the spring axis) provides constant internal loadings within the spring,
where the radial moment 𝑀𝑟 (𝜃) can be considered zero (Equation set (44)). For simplicity,
displacement effects due to the internal forces are also considered negligible since the end
of the spring is considered free. Applying the previously defined equations (64)-(67) and
simplifying with known identities leads to equations (68) through (70). These are fully
analytically derived equations that do not require an infinite series for a solution such as
many previously derived spring equations [6, 7]. Additionally, they define every point
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along the spring, at least at small deflections. The first tension spring used in the energy
method comparison can be used here as well to fully validate the displacement model,
specifically the spring used in Figure 16a.
𝜅2
𝜏2
𝛿𝑥 (𝜃) = −𝐹𝑐 𝑅 [𝑏 ( +
) (cos(𝜃) − 1)
𝐺𝐽 𝐸𝐼𝑟𝑟
3

(68)
1
1
) (𝜃 sin(𝜃) + cos(𝜃) − 1)]
+ 𝜅𝜏𝑅 ( −
𝐺𝐽 𝐸𝐼𝑟𝑟

𝛿𝑦 (𝜃) = 𝐹𝑐 3 𝑅 [𝑏 (

𝜅2
𝜏2
+
) (𝜃 − sin(𝜃))
𝐺𝐽 𝐸𝐼𝑟𝑟
(69)

1
1
) (𝜃 cos(𝜃) − sin(𝜃))]
+ 𝜅𝜏𝑅 ( −
𝐺𝐽 𝐸𝐼𝑟𝑟

𝜅2
𝜏2
𝛿𝑧 (𝜃) = 𝐹𝑐 3 𝑅 2 ( +
) (𝜃 − sin(𝜃))
𝐺𝐽 𝐸𝐼𝑟𝑟
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(70)

Figure 26: Displacements along the spring of Figure 16a in all cartesian directions. Where the x-axis is the
arc length along the path, and the y-axis is the displacement in meters.
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The results of Figure 26 show very close agreement between FEA data and the
helical beam theory. The maximum error (when ignoring deflections near zero that create
singularity errors) observed in all of the deflection directions occurred at only 0.66% along
the Z-axis. This also illustrates a somewhat strange result, that the deformation caused by
uniform internal loadings in a structure of a repeating uniform pattern creates a nonuniform deflection when considering the entirety of the beam. The results are not intuitive
but agree well with the FE model. The equations also show congruence with previously
defined endpoint deflection equations for springs, such as the Ancker and Goodier
equations, which were used for previous work with SMA springs (Chapter 3), this helps
further prove the derivation equations’ fidelity.

6.3. Spiral Staircase Example Problem
The theory is not limited to spring-type designs, the ability for shear forces to
transition into normal forces in curved beams is a large benefit for their use in various
structures, such as arches which take a direct shear load and transfer it seamlessly to the
supports while significantly reducing the stress in the curved beam. An example problem
𝜋

that shows the efficacy of one such design is of a helical beam that has a 𝜃 length of 2 , or
90°, shown in Figure 27. The radius of the helix is 5 meters, with a pitch of 12 meters, and
a circular cross-section with a 0.4 meter diameter. The example problem explored has the
beam fixed at the initial boundary and spherical joint on the other. In other words, the beam
is constrained to resist displacement and rotation at the beginning and is constrained from
displacement at the end but allowed to rotate freely. The beam is loaded in the negative z81

direction with a uniform distributed loading, and with a point load in the positive z𝜋

direction at the midpoint of the beam, or a 𝜃 distance of 4 , or 45°. This problem is
specifically explored as it is possible to solve entirely analytically, however, some
numerical methods are employed.
This system is statically indeterminate, unlike the systems explored previously, it
is over-constrained by a degree of three. Which makes this scenario a perfect candidate to
use for a combined solution approach that incorporates the internal loading equations as
well as the generalized displacement equations in parallel. In this analysis, the direct
⃗⃗⃗ will not be neglected as done in other analyses. Although it is
displacement term ⃗Ψ
expected that the direct displacements will be considerably smaller than the displacements
caused by rotations, the direct displacements may significantly contribute to the initial
loadings. With fixed-fixed rods undergoing thermal expansion from a thermal load, very
small changes in rod length lead to huge forces at the endpoints. In this system these
changes in initial conditions due to over constraint cannot be neglected as the solution
equations are highly non-linear, they cannot be considered a superposition.
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Figure 27: Helical beam of circular cross-section. The coordinate cross is defined by colors, where red is
the x-axis, green is the y-axis, and blue is the z-axis. The beam is fixed at its start point and spherically
pinned at the endpoint. The beam is loaded by a uniform distributed loading in the negative z-direction, and
with a positive point loading in the positive z-direction.

Following the standard methodology for solving beam equations, while considering
that the origin is considered 1 and the end of the staircase is considered 2. Rotations and
displacements at the start of any origin fixed beam are by definition equal to zero (Equation
(71)), leading to a reduced displacement equation of just the integrating terms (Equation
(73)). To reduce the number of unknown variables the initial conditions are rotated to the
cartesian coordinate system, this simplifies the fixed boundary (Equation (72)). Finally, the
load equilibrium can be accounted for using Equation set (74). This results in nine
equations with nine unknowns to solve.
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0
0
𝑐⃗1 = {0} , 𝑐⃗2 = {0}
0
0

𝐴𝑡,0

−1 0
= [ 0 𝑐𝜅
0 𝑐𝜏

0
−𝑐𝜏] ,
𝑐𝜅

−𝑣𝑟0
−𝑚𝑟0
−𝑛
⃗
⃗⃗⃗
𝐹1 = [𝐴𝑡,0 ] { 0 } , 𝑀1 = [𝐴𝑡,0 ] { −𝑚𝑡0 }
−𝑣𝜉0
−𝑚𝜉0

(71)

(72)

𝜃

⃗⃗(𝜃, 𝜑)) 𝑐𝑑𝜑 + ∫ Ψ
⃗⃗⃗⃗(𝜃)𝑐𝑑𝜃
𝛿⃗(𝜃) = ∫ (𝜙⃗⃗(𝜑) × 𝐿

(73)

0

⃗⃗⃗𝜃=0
∑𝑀

0
0
⃗
⃗
⃗
∑ 𝐹 = 0 = 𝐹1 + 𝐹2 + { 0 } + { 0 }
𝑞𝑧 𝑐𝛽
𝐹
𝛽
0
𝜋
⃗⃗⃗1 + 𝑟⃗ ( ) × { 0 } + 𝑟⃗(𝛽) × 𝐹⃗2 + ∫ 𝑟⃗(𝜃) × 𝑞⃗𝑛 (𝜃)𝑐𝑑𝜃
=0=𝑀
4
0
𝐹

(74)

By treating the initial loading conditions as known values, the analytical equations
for the internal loadings can be derived and simplified using the solution matrix of Equation
(38) and helix equation identities. The analytically defined internal loading equations are
shown as Equations (75)-(80), where 𝑞𝑧 is the uniform distributed loading, 𝐹 is the point
loading, and 𝐻𝜃 (𝜃) is the Heaviside function. At this point, numerical methods will be
used to solve for the initial conditions of the system, and the resulting deflection curve.
Although it is technically possible to solve for the boundary loadings using purely
analytical methods, this is impractical past this point due to the inflation of the number of
characters in the equations considered here. Using sufficiently small increments of 𝜃 will
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provide a solution that for all practical purposes is equivalent to an entirely analytically
derived solution.
𝑁(𝜃) = 𝑐 2 𝜏(𝑛0 𝜏 + 𝜅𝑣𝜉0 − 𝑞𝑧 𝜃) + (𝑛0 (1 − (𝑐𝜏)2 ) + 𝑐 2 𝜅𝜏𝑣𝜉0 ) cos(𝜃)
𝜋
+ 𝑐𝜅𝑣𝑟0 sin(𝜃) − 𝑐𝜏𝐹𝐻𝜃 (𝜃 − )
4

𝑉𝑟 (𝜃) = 𝑣𝑟0 cos(𝜃) + 𝑐(𝜏𝑣𝜉0 − 𝜅𝑛0 ) sin(𝜃)

(75)

(76)

𝑉𝜉 (𝜃) = 𝑣𝜉0 − 𝑞𝑧 𝑐 2 𝜅𝜃 + (𝑐 2 𝜅𝜏𝑛0 − (𝑐𝜏)2 𝑣𝜉0 )(1 − cos(𝜃)) − 𝑐𝜏𝑣𝑟0 sin(𝜃)
(77)

𝜋
− 𝑐𝜅𝐹𝐻𝜃 (𝜃 − )
4

𝑀𝑡 (𝜃) = 𝑅𝑣𝜉0 − 𝑞𝑧 𝑐 2 𝜅𝑅𝜃
− (𝑐 2 𝜅𝜏(𝑚𝜉0 + 2𝑅𝑛0 ) + (𝑐𝜏)2 (𝑚𝑡0 − 2𝑅𝑣𝜉0 )) (cos(𝜃)
− 1) + (𝑚𝑡0 − 𝑅𝑣𝜉0 ) cos(𝜃) + 𝑐𝜏𝑅𝑣𝑟0 𝜃 cos(𝜃)
+ 𝑐 (𝜏𝑅(𝑐𝜏𝑣𝜉0 𝜃 − 𝑣𝑟0 ) + 𝜅(𝑚𝑟0 + 𝑐𝑅(𝑞𝑧 − 𝜏𝑛0 𝜃))) sin(𝜃)
𝜋
𝜋
+ 𝑐𝜅𝐹𝑅 (cos (𝜃 − ) − 1) 𝐻𝜃 (𝜃 − )
4
4
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(78)

𝑀𝑟 (𝜃) = −𝑞𝑧 𝑐𝑅 + (𝑚𝑟0 + 𝑞𝑧 𝑐𝑅 + 𝑏𝑐(𝜏𝑣𝜉0 − 𝜅𝑛0 )𝜃) cos(𝜃)
+ (𝑐(𝜏𝑚𝜉0 − 𝜅𝑚𝑡0 + 𝜏𝑅𝑛0 + 𝜅𝑅𝑣𝜉0 ) − 𝑏𝑣𝑟0 𝜃) sin(𝜃)

(79)

𝜋
𝜋
− 𝐹𝑅𝑠𝑖𝑛 (𝜃 − ) 𝐻𝜃 (𝜃 − )
4
4

𝑀𝜉 (𝜃) = 𝑚𝜉0 + 𝑅𝑛0 + 𝑞𝑧 𝑐 2 𝜏𝑅𝜃 + (𝑐𝜏)2 (𝑚𝜉0 + 2𝑅𝑛0 )
− 𝑐 2 𝜅𝜏(𝑚𝑡0 − 2𝑅𝑣𝜉0 )(cos(𝜃) − 1) − 𝑅𝑛0 cos(𝜃)
− 𝑐𝜏𝑏𝑣𝑟0 𝜃 cos(𝜃)

(80)

− 𝑐(𝜏𝑚𝑟0 + 𝑞𝑧 𝑐𝜏𝑅 + 𝜅𝑅𝑣𝑟0 + 𝑐𝜏𝑏(𝜏𝑣𝜉0 − 𝜅𝑛0 )𝜃) sin(𝜃)
𝜋
𝜋
− 𝑐𝜏𝐹𝑅 (cos (𝜃 − ) − 1) 𝐻𝜃 (𝜃 − )
4
4

6.4. Staircase Comparison with FEA
A MATLAB script was used to solve for the initial conditions using the internal
loading equations defined in Equations (75)-(80), as well as the external load equilibrium
Equation set (74), and the reduced displacement Equation (73). The script solves for the
initial conditions by solving the displacement equation at the endpoint, where it is known
that the displacement in all directions must be equal to the zero vector. Coupling these
equations and applying an initial guess quickly leads to the initial conditions of the system.
The initial guesses used here were a vector of ones equal to the number of unknown
variables. This is, objectively, a poor guess for the initial conditions of the system, this was
done purposefully to test the stability of the solution methodology. A solution methodology
that requires guesses that are already very near to the true solution is not a useful
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methodology, hence, proving the stability is an important aspect of this problem. The
equations governing the system proved stable and did not require a close prediction for a
repeatable answer. A comparison of the FE boundary values and the predictions are shown
in Table 2.
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Table 2: Boundary value comparison between helical beam theory and FEA.

mt0 (Nm)

mr0 (Nm)

mξ0 (Nm)

n0 (N)

vr0 (N)

vξ0 (N)

F2x (N)

F2y (N)

F2z (N)

Prediction

9282.3

136893

9526.3

-62101

-2718.6

-148117

2718.6

-5160.9

129473

FEA

9653.9

136850

9535.3

-61685

-2547.1

-147020

2713.1

-5157.3

129480

% Error

3.85%

0.03%

0.09%

0.67%

6.31%

0.74%

0.20%

0.07%

0.005%
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Figure 28: YZ plane FEA set up (a) and exaggerated total displacement (b)
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Figure 29: XZ plane FEA set up (a) and exaggerated total displacement (b)
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Figure 30 represents the internal loading equations (Equations (75)-(80)) compared
to the results of the FEA data. The overall results are quite accurate, closely matching the
initial conditions and the forces within the beam itself. The largest deviation between the
analytical equations and the FEA results occurs in the radial shear plot. The derived
equations did not predict any piecewise effect from the point loading, this is expected due
to the applied load axis (the Z-axis) being perpendicular to the radial direction at all points.
The observed effects are due to the changing geometry in the system, the slight deviation
from the original location changes the force direction by a small amount, leading to some
force being transmitted in the radial direction as perceived by the elements. In this analysis,
the radial shear experiences two orders of magnitude less force than the other two
directions, and this deviation is unlikely to cause discernible effects elsewhere, especially
with the actual loadings remaining near to the prediction. However, at larger deflections,
this may become a problem that requires compensation. The coupled nonlinear effects of
the system will significantly alter the results of the other internal loadings, even small
unaccounted for directional loadings will change the boundary conditions significantly in
multiple internal loadings. One way to account for this deviation is to use a dummy load in
the radial direction, both for the point load and the distributed load. After solving the
equations once where this dummy force is zero, an iterative approach can be taken where
the original force is redirected by the angle predicted by the previous analysis. Iterating
this process to convergence should provide an even more accurate prediction of the internal
loadings and deflections of the beam. This methodology is not explored here as this is
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beyond the scope of this paper but should be kept in mind if unacceptable error is
encountered.
The internal moments shown in Figure 30 closely agree between FE data and
analytical prediction, showing especially close agreement in the radial direction. These
internal loadings will have the largest effects on the rotations and displacements within the
system. These moments are also all analytically predicted, besides the initial conditions
that were predicted using numerical methods. Additionally, these equations can be used to
directly predict stress in the same manner that EBBT predicts stresses, the orthogonal
moments divided by their respective area moment of inertia (or torsional constant for the
tangential case) multiplied by the distance from the neutral axis.
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Figure 30: Comparison of the internal loadings between the helical beam theory of the Fixed-Pinned
problem and FE results. The results were taken at every 20th node except for the normal force that was
taken at every 10th node.
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Figure 31: Comparison of the beam rotations between the helical beam theory of the Fixed-Pinned problem
and FE results. From top to bottom, the X-axis rotation (FE result at every 10th node), the Y-axis rotation
(FE result at every 10th node), and the Z-axis rotation (FE result at every 10th node)
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Figure 32: Comparison of the beam displacements between the helical beam theory of the Fixed-Pinned
problem and FE results. From top to bottom, the X-axis displacement (FE result at every 10th node), the Yaxis displacement (FE result at every 10th node), and the Z-axis displacement
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Using the full definition of the generalized displacement (Equation (67)), as well
as the derived internal loadings shown in the previous Figure 30 and defined as Equations
(75)-(80). Numerical integration was performed that predicts the displacements very
accurately between the FEA and the analytical equations. Comparing the FE data with the
analytical results is quantitatively computed at the largest deflections along each cartesian
direction, this is tabulated in Table 3. The rotations in Figure 31 use the direct integration
of the infinitesimal rotations (Equation (61)). These were also solved using numerical
integration. As stated before, these rotations can be used in a closed-loop iteration method
to solve for more accurate forcing directions.
An interesting observation from the deflections is the somewhat nonintuitive
constraining of motion in the x and y directions caused by the point load along the positive
Z-axis. Applying an entirely vertical constraint adds horizontal constraints as well. Even
though the point load has no components in these directions. This behavior can be
explained by observing that the majority of motion is derived from the summation of
rotations. This displacement is a cross product of the infinitesimal rotations, where adding
an opposing force creates an opposite rotational effect as the distributed loading. The net
effect is constraining the displacement in multiple directions. For this case specifically,
effective support for this beam could be a simple cable that only provides a force in one
direction (what the special case was trying to exemplify).
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Table 3: Comparison of the maximum deflections in the cartesian directions between the FEA and
analytical prediction.

FEA
Prediction
% Error

δy,max
0.2251 mm
0.2245 mm
0.252%

δx,max
0.4743 mm
0.4731 mm
0.263%

δz,max
1.3237 mm
1.3202 mm
0.264%

The precision of the helical beam equations provides a robust model for these
beams that can be applied to engineering problems. The problem explored above was
inspired by the idea that it was part of a helical staircase that is only constrained at two
ends, with an elastic support in the middle. The equations given here can help with the
initial design steps, and change what would be an artistic project where an iterative FEA is
required to predict a safe design. To one where initial design decisions can be solved
quickly without guesswork. This also allows engineers to predict if a helical beam of any
pitch may be a better design choice for a specific problem over a linear beam. As mentioned
before, curved structures allow for shearing stresses to transform to normal stresses, which
many materials are more capable of handling.

6.5. Considerations
The use of this model as is should be examined carefully per use case. The current
model in its simplest form is ideally set up for beams of circular cross-section, as this crosssection experiences no effects from warping. Open cross-sections such as I-beams, Uchannels, or other open cross-sections will experience significant effects from warping.
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Warping is the change in the change of shape of the cross-section due to the nonuniform
shear flow. These effects are not currently accounted for in GSHBT as it is written.
However, the derived solution matrix (Equation (38)) in section 4.4. Solving the System
of Differential Equations has no material or cross-sectional geometry dependencies.
Similarly, the displacement and rotation equations (Equations (57), and (61)) are general
beam displacement equations, which are dependent on the infinitesimal rotations and the
determinant of the Jacobian that defines the beam path. The only material and crosssectional geometry dependent element is the definition of the infinitesimal rotations and
displacements (Equation sets (60) and (58), respectively). These rotations are an expansion
of the EBBT, treating the beam as an infinite summation of linear and torsional springs.
one key assumption of treating the beam this way is that rotations occur about the beam
path, which is only true of beams with doubly symmetric cross-sections. To avoid these
issues, it is helpful to view this theory in three pieces, decoupling them. A full theory
requires all three, but the pieces can be solved separately for convenience.
1. The internal loadings solution matrix
2. The infinitesimal rotations and displacements induced by the internal loadings
3. The displacements due to infinitesimal rotations and displacements
These decoupled pieces make up the full GSHBT. The first section is self-contained
if the applied problem is statically determinant, such as simple springs or cantilever beams.
The third section can apply to any known set of infinitesimal motions. The second section,
which bridges the loadings to displacements is where issues arise. This section relates the
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internal loadings with infinitesimal rotations using the internal strains. Here, the simplest
application of the EBBT was used, however, two- or three-dimensional strain constitutive
equations could be used in its place to apply a more realistic definition of strain. The strain
constitutive equations can be applied on a material and geometry dependence, where more
or less complexity is needed. Here, the equations are relatively simple and can be directly
applied to circular cross-sections, as well as cross-sections with negligible warping effects.
For more complex cross-sections, applying the methods that lead to Equation (81), Saint
Venant’s torsional principles in linear beams, would be effective for defining open beam
cross-sections. This incorporates the warping constant α into the infinitesimal rotation,
which better captures the physical constraints of torsion induced strain [19]. Material
specialization can also be applied to this section. For example, the constitutive equations
for SMAs during the solid to solid phase-transition from martensite to austenite. These
case-specific problems can be effectively accounted for by modifying the infinitesimal
rotations relation using the applicable model for strain. This relation can be simplified as
needed, creating a large practical improvement over applying GBT.
𝑀𝑡 (𝜃)
= 𝜙𝑡 (𝜃) − 𝑎2 𝜙𝑡′′ (𝜃)
𝐺𝐽
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(81)

CHAPTER SEVEN: RADIAL SPRINGS
7.1. Analytical Contact Idealization
In order to generate a useful model of a radial spring, it is important to consider the
way the spring is loaded. Physical linear springs are loaded by contacting another body,
which can be closely approximated as a force along the spring axis. As this force is uniaxial,
the macro equilibrium equations are easily satisfied by a supporting force of equal intensity
in the opposite direction. Radial springs are loaded multi-dimensionally and are not so
quickly solvable, a two-dimensional plane has an infinite amount of equilibrium solutions
to the force and moment equations. To narrow the scope of the problem, some key
assumptions are made.
1. The effects of friction are negligible.
2. The contact force is radial from the spring axis and perpendicular to the
neutral axis of the beam.
3. The radial spring is deflected by a perfectly rigid circular surface.
Although friction can be considered one of the useful applications of this design,
the effects will be neglected here to remove uncertainty in the external loading. Friction is
motion and force vector dependent. These dependencies cause stuttering during motion and
actuation direction dependencies that are not practical to quantify analytically. The second
assumption is constraining the cross-section of the beam to always experience a radial
loading during actuation. This constraint ensures no distributed moments occur that are
cross-section dependent. The last assumption serves to predict the behavior either just after
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release on a soft surface (negligible initial displacement) or onto a surface that is
considerably more rigid than the spring.
With free-free helical beam boundary conditions and assumption (100), both the
normal and 𝜉 initial conditions can be considered negligible. This leaves the initial radial
shear as a potential remaining term, as there are no induced external moments. Nonetheless,
there is no requirement that the initial radial shear is nonzero, the internal diameter of a
radial spring is intuitively expected to closely resemble a circle, the geometry does not
suggest any biased contact. This unbiased geometry may imply a dominantly uniform
external loading. To test what sort of contact is expected, a simple case of a cantilever
circular beam is explored. The GSHBT can be reduced simply to a circular beam by setting
the pitch equal to zero. The current solution coordinate system for the displacement is
cartesian. A radial direction solution would be more useful. The principle of virtual work
(Equation (45)) is used to define a radial displacement at all points along a cantilever
circular beam. This is accomplished by creating a virtual loading as a Dirac delta function
that acts in the radial distributed loading (Equation (82)). Solving these conditions using a
reduced version of Equation (43) leads to Equation (83), where only the 𝜉 moment is of
interest as it will have the largest effect on the beam, the other internal moments are equal
to zero. Using the principle of virtual work Equation (45) creates the radial deflection
Equation (84) in terms of 𝛾, the location of interest, and 𝛼0 the contributing spring angular
length.
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𝑞𝑟,𝑣 (𝜃) =

𝐹𝑣
𝛿(𝜃 − 𝛾)
𝑅

(82)

𝑀𝜉,𝑣 (𝜃) = 𝑣𝑟0 𝑅 sin(𝜃) + 𝐻(𝜃 − 𝛾)𝐹𝑣 𝑅 sin(𝜃 − 𝛾)

(83)

𝑣𝑟0 𝑅 3
[sin(𝛾 − 2𝛼0 ) + 2𝛼0 cos(𝛾) − (sin(−𝛾) + 2𝛾 cos(𝛾))]
𝛿𝑣 (𝛾) =
2𝐸𝐼𝑟

(84)

There are a few key observations that can be used to convert Equation (84) to a
more useful equation. At any point during its displacement of the entire spring, the shape
should closely match a circle or helix. This implies that any difference between the radial
spring beam profile and the actuator is very small and the initial contacting location should
have a displacement of zero; 𝛿𝑣 (𝛾) = 0 when every frame of motion is considered
quasistatic when updated. This leads to a characteristic Equation (85) that is independent
of material or cross-sectional geometry and can have any initial condition that is not equal
to zero but can approach zero. Equation (85) predicts that for a circular beam of zero pitch
𝜋

and a contributing length of ≥ 𝜋 radians; the angle of recontact, 𝛾, is no less than 2 and no
more than 𝜋. The smallest recontact angle is much larger than reasonable to approximate
the beam as uniformly loaded.
0 = sin(𝛾 − 2𝛼0 ) + 2𝛼0 cos(𝛾) − (sin(−𝛾) + 2𝛾 cos(𝛾))

(85)

This is a curious result, but can be bolstered by comparing this to an already well
understood engineering device, a simple c-clip. A c-clip is a ring with a split edge, meaning
it is a circular beam of 2𝜋 radians in angular length. The contributing section of this beam
cannot exceed half of the total length (𝜋 radians) if the effects are considered symmetric.
According to Equation (85), this means there are only three points of contact at 0, 𝜋, and
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2𝜋 radians. This is exactly what is observed in these devices, and many are designed with
three lands to capitalize on this expected contact.
For a closer approximation of the radial spring recontact angle, it is assumed that
the contributing effects of the material of a radial spring of greater than two coils damp
away after 2𝜋 radians. This approximates a final contact location of 𝛾 ≈ 1.7898 radians
or about 102.55°. Although this analysis assumes a spring of zero pitch, which is
unrealistic. The effects of line torsion are small and the 𝜉 moment is the dominant effect
for most radially loaded helical beams, and especially those where the coils are closely
spaced. Additionally, incorporating the remaining internal moments as pitch increases will
only serve to increase the angular length of recontact. To fully understand what is taking
place a secondary and likely a tertiary approach is required to validate. It is important to
validate the assumptions that led to Equation (85) and its predictions. A real-world
experiment is needed to confirm the modeled effects, and to correct or support any
predictions made.

7.2. Experimental Setup
The method used to experimentally characterize a radial spring was a polarimetric
photoelastic study of a polycarbonate spring. This provides a clear depiction of the
evolution of the internal strains that closely relate to the internal loadings. The test set up
illustrated in Figure 33 consists of a broad-spectrum LED light source that was diffused
and projected through an Edmund Optics linear polarizer (Part #86-204). The polarized
light then passed through a quarter-wave film (Edmunds Part #88-253), offset from the
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polarizer by approximately 45°. The light then continues through the clear and birefringent
test article, where the light is repolarized due to the incident principal strains. This light
continues through another quarter wave film of the same material and angle as the previous
quarter wave film, and finally through a linear polarizer offset 90° from the upstream
polarizer. A digital camera with a zoom lens is used to capture the resultant images. The
use of the two quarter-wave plates converts the optical system from a linear polarized
polarimeter to a circularly polarized polarimeter. Circular polarimetry aids in the chromatic
strain visualization and relative quantification of change in strain. Circular polarimetry
removes the dependence of light intensity on the incident angle perpendicular to the
principal strains. This results in brighter and consistent fringes.

Figure 33: Polarimetric Test Set up: The two polarizers are offset by 90°, and both quarter-wave films are
offset by 45° from the first polarizer.
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The chosen test article is a mold formed polycarbonate spring of trapezoidal crosssection, manufactured by Nippon Chemical Screw Co. This spring was chosen due to
polycarbonates' vibrant birefringent characteristics, it has a high strain-optical coefficient
compared to other common clear plastics that may be used to make a suitable clear spring.
The trapezoidal cross-section is nearly square, which is ideal for this study. The effects of
curved cross-sections cause lensing effects that obscure or warp the fringe pattern, leading
to inaccurate or inconclusive results. The trapezoidal cross-section was supplied by the
manufacturer, a consequence of the injection molding process. These springs have a mean
diameter of 22.85 mm, with a pitch of 9.00 mm. The cross-sectional geometry is a
symmetric trapezoid of approximately 2.25 mm height, 2.97 mm base width (closest to the
spring axis), and 2.68 mm top width. The test articles were prepared by first removing
mold marks using low grit sandpaper to alleviate shadowing effects and stress
concentrations. The springs were then fully polished to bring the entire sample to an optical
clear. These test articles were annealed at 149 ℃ (just above the glass transition
temperature of 147 ℃) for 8.5 hours to reduce internal stresses, substantially decreasing
the induced noise in the data. The post and preprocessed springs can be seen in Figure 34.
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Figure 34: Comparison between preprocessed polycarbonate spring (Left)
and the post-processed spring (Right).

There is an important note on the annealing process that needs to be addressed. A
preprocessing study revealed incredibly high residual stresses at the plastic injection
location. A consequence of this incredibly high stress was the deformation of the part at
this location, as well as residual stresses even after the annealing process. Shown in Figure
35 is a comparison between the preprocessed injection site and the post-processed injection
site. The effect is significant, as it appears that the internal stresses pulled the material
inward, causing a spherical bulge of material to conserve volume. This is a consequence of
the manufacturing processes where the injection site experienced the most turbulence and
highest thermal gradient compared to the rest of the mold. Processing a different test article
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will not rectify this problem, as all springs from this manufacturer will have the same effect.
Despite this issue, according to the analyses in the helical beam theory section, localized
residual strains are not a dominant factor in determining the overall behavior of the system.
With this in mind, the nearly stress-free remainder of the part should be expected to behave
according to the derived equations. The affected region near the injection site will be
neglected.

Figure 35: Preprocessed spring plastic injection site (Top), compared to the post-processed spring plastic
injection site (Bottom). The injection site region experienced large nonlinear deformation due to the
relaxation of high residual stresses.
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To accurately characterize the effects, a static actuator was machined to uniformly
deflect the springs from the inside radius, this actuator provides a diametric displacement
of 1 mm. The actuator was lightly oiled with a 100 cSt silicone-based oil that is compatible
with polycarbonate and the radial springs were displaced onto the actuator using its tapered
end to gradually change the geometry to full displacement. The oil also reduces the effects
of friction in its actuated position, Friction effects will be neglected here to better match
the assumptions of the FEA model and as a simplification for the analytical model. These
actuators have a concentric thread so they can be attached to a custom 3D printed acme
screw and nut. The acme screw has a thread pitch equivalent to the spring, as it is expected
the spring pitch will not significantly alter as the radial spring is deflected. The compatible
nut has 60 incremental notches 6 degrees apart to provide consistent rotational markings.
This thread and nut serve two purposes, the first is to provide relatively accurate positional
marking within 2° to 3° that aide in characterization; the second is to keep the location of
interest continuously in focus for the camera, this greatly increases the rate of data capture.
The entirety of the actuator and acme drive set up can be viewed in Figure 36.
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Figure 36: Assembled radial actuator and acme drive set up. (a) The radial actuator providing a
displacement of 1mm; (b) the acme screw that matches spring pitch with lengthwise positional cuts; (c)
compatible two-part acme nut with 60 evenly spaced tick marks with an angular spacing of 6°.

The deflected spring was imaged every 12° of rotation to characterize the
developing internal stresses along the beam. These images were then post-processed with
a batch image editing software to increase the visual clarity of the imaged locations by
digitally zooming to the desired location and increasing the saturation while maintaining
white balance. The results were taken at the same vertical line in the reference frame of the
picture.

7.3. Results and Discussion
The polarimetry results are primarily qualitative but serve two key purposes. They
serve to validate the effects seen in the FEA analysis and to provide a real-world basis for
a deflection equation. The major assumption made to characterize these effects is that the
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𝜉 moment is the dominant effect in the system and that the radial and tangential moments
are negligible. Equation (86) is the basic relationship between the observed fringe pattern
and the internal strain at the observed location. This equation shows a direct relationship
between the fringe order, 𝑁, and the difference in principle strains. The reaming terms are
constants, where 𝜆 is the wavelength of the observed light, 𝑡 is the thickness of the observed
birefringent material, and 𝐾 is the strain-optical coefficient. The only variable in this
equation is the fringe order. Although not directly comparable, the fringe order is heavily
related to the total number of fringes produced by the test article, these will be the data
points that analytical equations will be normalized to. This will provide a qualitative
understanding of the distributed loading applied by the deflecting rod. If this loading is
piecewise, or if the contact is continuous.

𝜖1 − 𝜖2 = 𝑁

𝜆
𝑡𝐾

(86)

Figure 37 shows the unedited macro shots of the annealed spring before and after
deflection. In the top image of this figure, the lack of many discernible features is expected
and desired; clear is no stress, and black is negligible stress (approximately zero) creating
a dull appearance. It is seen in this image that the spring is not perfectly stress free but has
a very low fringe order in the observable locations. The second image of Figure 37 shows
that apparent and vibrant fringes have developed as a result of the diametrical
displacement. An immediate observation of the lower picture Figure 37 is that besides the
edge of the spring which is experiencing low stress, the central area of the spring has a
similar fringe order between coils. This would indicate nearly constant stress, and therefore
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nearly constant internal loadings. This would make the center behavior similar to a ring,
where the ends are connected, which is clearly not the case here. As stated in the
experimental section, the spring fringe number was characterized at every 12° by observing
a processed image at a set vertical line. One such post-processed image is shown in Figure
38, where the fringes are vibrant and distinct. Notice in this figure that from the edge of
the spring (left) forward (to the right) the fringe order is increasing rapidly.
As stated in the experimental setup section, the radial spring experienced a
significant change to the cross-sectional geometry at the plastic injection site. Figure 39 is
a polarimetric imaging of this effect where the radial spring was placed upon a zerodeflection holder, where it would experience negligible load. What is seen is a region of
high residual stresses despite the long anneal time and generally positive results seen in
Figure 37. The effects can only be described as turbulent, as it is difficult to discern the
actual strains in this location. Additionally, flanking the turbulent section are areas of
relatively high fringe order compared to the near zero fringe order observed in the rest of
the beam. For these reasons, this local region (nearly half a coil) centered on this injection
site will be neglected when describing trends for the observed radial spring. The majority
of the data is shown in the appendix in Figure 45; the figure shows post-processed images
at every 36° to qualitatively represent the entirety of the data.
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Figure 37: Unedited macro images of undeflected radial spring (Top) and deflected radial spring (bottom)
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Figure 38: Post-processed image of the polycarbonate radial spring at the 24° position.

Figure 39: Post-processed image of the polycarbonate radial spring under no deflection. Image centered at
the plastic injection site revealing high residual stress at this location.
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Figure 40: Finite element model of the polycarbonate radial spring. The top image shows the spring alone;
the Bottom image shows the spring inside the 1mm diametric deflection surface.

The most important sections for characterizing the behavior of any system are
generally the boundaries. As this beam loading can likely be considered symmetric, the
first turn of the spring was compared to two potential loading cases, a point load applied
directly to the edge (Equation (87)), and the intuitive solution of a uniform and continuous
distributed load (Equation (88)). For a secondary comparison point, a FE model of the
spring was created as an additional reference. The FE model (shown in Figure 40) was
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expanded internally using a linearly increasing cylindrical contact mesh. Contact was
solved using the Augmented Lagrange formulation, which is a mix of penalty-based
contact (small penetration allowed) and Normal Lagrange contact (no penetration
condition); this formulation provided the most stable solution. This contact occurs at the
helix neutral line as opposed to the lower surface of the beam; this is a limitation of the
modeling software. The quantitative results were all normalized to the observed fringe
number of the polycarbonate radial spring, the overall trend is what is being compared here.
All data sets are shown in Figure 41, where they are expressed semi-quantitatively.
Immediately, it is seen that the continuous uniform distributed load is not representative of
either the FE data or the experimental data. Both the FE data and the experimental data
loosely agree with the purely edge loading condition, at least up to about 115°: this
deviation location is not far from the predicted recontact location of 102.55°. This result
suggests that a radial spring experiences no distributed force and minimal contact for the
majority of the first (and last) turn. The force is concentrated at the edge of the spring,
which has implications of potentially damaging whatever the spring is deflected upon,
especially with less compliant materials.
𝑀𝜉,𝑣𝑟0 (𝜃) = 𝑣𝑟0 𝑐(𝜏𝑏𝜃 cos(𝜃) + 𝜅𝑅 sin(𝜃))

(87)

𝑀𝜉,𝑞𝑟 (𝜃) = 𝑞𝑟 [𝑐 2 (𝜃 sin(𝜃) + cos(𝜃) − 1) − 𝑅 2 (𝜃 sin(𝜃) + 2 cos(𝜃) − 2)]

(88)
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Figure 41: First coil comparison between pure edge loading (light blue solid line), a continuous uniform
distributed load (orange solid line), FEA contact results (dark blue dashed line), and the polycarbonate
spring experimental results (red circles). All data sets were normalized to the peak fringe number of the
experimental data.
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Figure 42: Internal strain of the full polycarbonate radial spring deflected by 1mm. Region (a) is the region
of high residual stresses, effects in this region are neglected when plotting trends. The red circles are the
experimental results, and the blue dashed line is the overall trend. For a fully qualitative view of the
polarimetric study, refer to Figure 45.
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With the understanding that the edge loading is approximately a cantilever helical
beam with an initial positive radial force, the remaining loadings can be observed. It is
reasonable to assume that the edge loading is symmetric, as the initial conditions should
not change by altering the initial reference frame such as observing the spring in the
opposite direction. To understand the full internal strain effects of the spring, the remainder
of the spring was polarimetrically characterized and plotted in Figure 42. As expected, the
internal strains are symmetric about the midpoint of the radial spring. There is an important
feature in this graph labeled region (a), this is the beam segment that was greatly affected
by the remaining residual stresses. This region’s effects are entirely neglected for the
reasons discussed in Figure 39. After removing this region from the analyses, the overall
trend appears to be nearly constant, with small transition sections between the edges and
the center. Observing the spring directly as in the lower image of Figure 37 agrees with
this assessment. This implies that the inner coils act similarly to a ring with merged ends.
A continuous ring reacts to a uniform radial expansion by experiencing a uniform tension
throughout the continuum, where the shearing loads are equal to zero if there are no
additional loadings. This can also be described as a uniform and continuous load in the
ring. This behavior can be applied here using the loading described in Equation (89). This
loading condition when applied to a cantilever helical beam will reduce the radial shear to
zero and fix the normal force to a constant value. However, the effect is an overprediction
of the internal strains. The major issue is the dependence of the recontact location on
unknown contact effects. If the recontact location 𝛾 is appropriately shifted the average
internal loads can be more accurately predicted. Equation (85) predicts that there must be
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a region of no force due to contact being unnecessary. The problem arises when the amount
of spring coils exceeds what can be considered perfectly mirrored and symmetric and the
angular length of the contributing section becomes ambiguous, and likely dependent on the
internal loadings outside the region of no contact. Future work will need to focus on
identifying a precise quantitative value for this recontact angle to fully predict the macro
behavior of the springs. Once this is accomplished, the necessary step to creating a force
versus deflection equation, as well as a maximum stress equation will be trivial.
𝑞𝑟 (𝜃) = 𝑣𝑟𝑜 sin(𝛾) (𝑐𝜏 2 − 𝑐𝜅 2 )𝐻𝜃 (𝜃 − 𝛾) +

𝑣𝑟0 cos(𝛾)
(𝛿Δ (𝜃 − 𝛾) + 𝛿Δ (𝜃 − (𝛽 − 𝛾))) (89)
𝑐
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CHAPTER EIGHT: CONCLUSIONS AND FUTURE WORK
8.1. Conclusions
Helical SMA actuators are simple to manufacture and relatively material efficient
in space and stress distribution. These actuators are being introduced into applications that
require high loadings in restricted spaces. One such application was explored in the work
of Chapter 3, concerning low spring index NiTi springs. It was found that due to the
fabrication process, significant plastic strain was introduced despite using several shape set
procedures to gradually change spring geometry. Springs of indices below 5 did not agree
with established and validated theory that is currently being used to design SMA spring
actuators. An effective model for accounting for this residual strain was created by
decreasing the effective wire diameter based on the evolving strain in the spring as it is
loaded. This model agrees with previously observed phenomena where the phase
transformation in the material was not significantly affected by plastic deformation [15,
16, 17, 18]. This model is specifically tailored for springs that have not undergone a full
annealing process. Fully annealing the springs will likely resolve several of the issues
encountered with the low index linear springs.
The model and procedures outlined in Chapter 3 provide an effective toolset for
engineers and scientists to predict the first cycle behavior of SMA linear springs. The
applied correction factor can be implemented to meet the needs of increasingly dense
actuator designs. Although this correction factor was specifically created from NiTi alloy
springs, there is no reason that the methods used here cannot be applied to other shape
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memory alloy formulations. Such an analysis is recommended for other SMAs. However,
given that the definition of strain is entirely geometrically dependent this correction factor
may apply to other formulations. With the first cycle behavior understood, subsequent
cycles can be predicted by using the final wire diameter predicted by the first cycle analysis.
The next cycles could be predicted with the traditionally applied equations without the loss
factor incorporated into these future cycles. SMA springs are generally trained for several
cycles to stabilize their behavior. Applying the model in conjunction with this training
regime would be quite practical.
As helical SMA actuators continue to be introduced into new loading conditions
the need for modeling techniques that capture these novel situations are required. A
Generalized Static Helical Beam theory was developed to address these needs. This was
accomplished by implementing an infinitesimal internal loadings solution instead of strainenergy solutions that focus on the strain continuum equations as is traditionally done [6, 7,
9]. An exact solution of the internal loadings of an arbitrarily loaded helical beam was the
result of this method. Equation (36) and Equation (38) are of particular interest as they
describe the direct solution method for solving these internal loadings. Only an inverse
Laplace transform of the Laplace domain solution is required to apply to any loading
condition. This provides engineers and scientists a quick method for predicting the internal
loads of statically determinant helical beams. These equations were rigorously vetted by
comparing them to the internal loadings predicted by an FE model. The internal loading
prediction by GSHBT was exact as compared to the FE model in all loading scenarios.
GSHBT was further validated by comparing to the Ancker and Goodier spring equations,
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which have a long tenure as accurate linear spring equations as seen in Chapter 3 and
reference [4]. Using an energy based virtual work derivation for displacements, the
GSHBT predicted an exact deflection equation for a linear spring, without truncation. This
equation agreed well with the established theory confirming the usefulness of GSHBT. The
theory was further improved by expanding upon EBBT. This was accomplished by
deriving a motion based general displacement theory that is independent of the strain
constitutive equations. This displacement theory was then coupled with the internal loading
equations using EBBT. The combination created a full GSHBT that accurately predicts the
multi-axis deflection along all points of helical beams of circular cross-sections. Results
for displacement had no more than a 0.66% error for a linear spring style helical beam, and
no more than a 0.264% error for a staircase style helical beam. The staircase scenario was
particularly impressive as it incorporated all aspects of the GSHBT; proving stable and
accurate for a relatively complex loading case.
An important observation taken from these analyses is the method that led to
GSHBT. The methods implored are not strictly limited to beams of a helical path. As
mentioned in section 6.5. Considerations, the theory is broken up into three elements. These
elements are to solve for internal loadings, apply a strain coupling equation that relates
internal loadings to infinitesimal rotations and displacements, and the generalized
displacements equations that describe displacement from the derived infinitesimal motion.
The methodology was used to recreate the EBBT in Equation sets (62) and (63), as an
example of model fidelity. This solution methodology could be used to simplify several
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engineering problems compared to traditionally used methods that often have no closed
form solution.
A practical application of GSHBT was able to predict several of the problems
encountered in the NASA SBIR project relating to radial springs. Such problems included
the tendency for the SMA radial spring to tear into the actuated body, or the unexpected
warping of the body. The theory predicted a region of no contact, leading to piecewise
loading distribution. This projected a recontact angle of about 102.55° for a helical beam
of zero pitch, this value is independent of material or cross-sectional geometry. This
implies that the edges of the radial spring exhibit high pressures as the loading is not
distributed for a large portion of the edge coils. Validating that such a region exists was
accomplished by a polarimetric study observing the photoelastic effect of a polycarbonate
radial spring. The study, as well as an additional FEA model, loosely agreed with the
expected 𝜉 moment equation for a purely edge loaded helical beam. Deviation from this
equation began at around 115°, implying a recontact location that is similar to the one
derived for a beam of zero pitch. Past this recontact location, experimental results suggest
a region of nearly uniform strain similar to the solution of a closed ring under uniform
deflection. These results hint at possible loading conditions that can be used to derive a full
description of radial helical springs.

8.2. Future Work
There are avenues of further research that are worth exploring in this work. The
model for predicting the evolution of the microstructure in the linear springs of low spring
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index was based on the evolving strain. This evolving strain is an effective representation
of the growth of plastic deformation in the spring wire. However, this model uses Hooke’s
law to approximate the strain in the system. Using GSHBT will not significantly improve
this model as the strains are currently derived using an expansion of EBBT, which is related
to Hooke’s law. It was seen in Figure 4 that any of the proposed strain approximations
would prove adequate in predicting compression springs. To improve on the current model
of strain, research on low spring index tension springs with large deflections could be
employed to narrow down a more applicable model. A potentially effective solution would
be to create a strain equation that is independent of applied loadings and instead reliant on
the change in geometry. Such a solution methodology would decouple the strain model
from potentially invalid assumptions. A modified and specialized GBT could accomplish
this goal, which could help remove the empirical data dependence.
The GSHBT proved precise for helical beams undergoing small deformations, and
for certain large deformations. Section 6.5, the considerations section, established the
importance of certain constraints on the theory. Although the internal loading formulation
is exact, and the displacements are derived for a generalized beam, the method used to
couple the equations, the EBBT, does not obey the strain constitutive equations. Ignoring
these constraints is only valid for circular cross-sections as these are not affected by
warping. However, for more complex cross-sections these effects cannot be ignored and
lead to a large deviation between data and theory. Coupling equations that predict the
infinitesimal rotations and displacements while incorporating the constitutive strain
equations is needed to fully generalize the theory. The complexity of the coupling equation
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can be tailored on a per-use case basis, however. Another avenue of research is to remove
the assumption of a quasistatic analysis. There is no reason that a mass term cannot be
incorporated into infinitesimal load balance equations and solved in a similar manner.
Doing so would lead to a General Helical Beam theory that can be used to predict dynamic
problems and perform vibrational analyses.
Significant progress was made in understanding the behavior of radial springs. The
effects seen in the SBIR project were predicted and validated using the GSHBT and
experimental analysis. The experimental analyses suggest an internal strain distribution
that is nearly uniform in the center coils of the spring. A set of equations that capture this
internal strain distribution and describe the radial force versus deflection are needed to fully
develop the work for engineering use. Further experimental work focused on remedying
the effects of the observed load distribution would prove valuable. The edge effects require
compensation to effectively incorporate radial springs into engineering and scientific use.
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APPENDIX:
ADDITIONAL FIGURES
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Figure 43: Rotated views of a three-dimensional differential element. Internal forces shown: Red is the normal force, Green is the radial shear, and Blue is
the 𝜉 shear. The differential element is rotated in 45° increments (labeled 1-8) to better illustrate the loading behavior. (1) is 0° and (8) is 315° of rotation.
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Figure 44: Rotated views of a three-dimensional differential element. Internal forces shown: Red is the tangential moment (torsional), Green is the radial
moment, and Blue is the 𝜉 moment. The differential element is rotated in 45° increments (labeled 1-8) to better illustrate the loading behavior. (1) is 0° and
(8) is 315° of rotation.
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Figure 45: Polarimetric experimental results of the polycarbonate radial spring, data is shown at every 36°.
The edge regions (0° – 108° and 1044° – 1152°) show a rapid increase in the internal strain of the system,
where the boundaries experience nearly zero strain. The middle of the spring (~600°) is the location of
plastic injection, where the region surrounding it experienced high residual stresses. Neglecting the region
of high residual stresses, the remainder of the radial spring (108° – 1044°) experiences a relatively constant
internal strain. Results are semi-quantitatively plotted in Figure 42.
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