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RESUMEN
Gustavo Rodríguez Aguilar Fecha de graduación: julio de 2018
Universidad Autónoma de Nuevo León
Facultad de Ingeniería Mecánica y Eléctrica
Título del estudio: DETECCIÓNDINÁMICA DE ISLAS EN SISTEMAS DE POTENCIA BA-
JO CONTINGENCIAS EXTREMAS
Número de páginas: 85 Candidato para el grado de Maestría en
Ciencias de la Ingeniería Eléctrica
Propósito ymétodo de estudio: Debido al gran tamaño y complejidad del sistema eléc-
trico de potencia es común que se presenten fallas y perturbaciones; bajo ciertas
circunstancias, estas fallas pueden llegar a inestabilizar y sacar de sincronismo
los diferentes generadores eléctricos. Una manera de minimizar este impacto es
mediante la separación del SEP en islas eléctricas. Sin embargo, estas islas serán
viables únicamente si los generadores que están contenidos dentro de estas son
coherentes.
Esta tesis presenta unmétodo basado en la covarianza de los ángulos de los voltajes
en los buses de generación, con el cual es posible identificar los grupos coherentes
de generadores en un sistema eléctrico de potencia que se ve afectado por una
falla eléctrica. Al emplear este método, es posible reducir la cantidad de infor-
mación a manejar y a la vez obtener las características necesarias para realizar
el agrupamiento de los generadores. La información obtenida es llevada a un nuevo
subespacio mediante el algoritmo de componentes principales. Este método es
capaz de identificar la coherencia aún cuando se tiene generación no convencional
y se presentan cambios en la topología de la red, esto gracias a los datos de entrada
con los que trabaja.
El método propuesto es evaluado en el sistema de prueba de 39 buses de la IEEE
mediante la simulación de diferentes fallas, para las cuales se determina la cohe-
rencia de los diferentes generadores. La metodología presenta resultados de una
manera rápida y con una precision aceptable, por lo cual se ve la posibilidad de
implementarla en tiempo real.
Asesor: Dr. Manuel Antonio Andrade Soto
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CAPÍTULO 1
INTRODUCCIÓN
1.1 Motivación
Vivimos en unmundo que crece de una manera muy acelerada, la población au-
menta de una manera exponencial y los centros de población intentan crecer a la par.
Estos fenómenos conllevan a una demanda cada vezmás grande de energía eléctrica, lo
que a su vez implica un crecimiento de los sistemas eléctricos de potencia (SEP) en la
misma proporción. Sin embargo, dicho crecimiento no es algo trivial debido a la gran
cantidad de esfuerzo y dinero que implica. Estas complicaciones generan un retraso en
el crecimiento de los SEP, lo que provoca que los generadores eléctricos y las líneas de
transmisión operen cada día más cerca de su límite de estabilidad.
Las empresas suministradoras de energía eléctrica emplean una gran cantidad de
recursospara llevar a caboestudiosqueevalúen la capacidaddel sistemaparapermanecer
estable después de que se presenta un gran disturbio. La razón de estos estudios obedece
a que cuando un SEP opera cercano a sus límites de estabilidad, es muy propenso a ser
transitoriamente inestable ante un escenario de falla. Ocasionando con ello, costosos
cortes de energía.
Es posible prevenir la pérdida de estabilidad de todo el sistema postfalla a través de
la formación de islas eléctricas de una forma controlada. Una isla eléctrica se consigue
separando el SEP en grupos pequeños que se encuentran aislados eléctricamente entre
1
2sí. Sin embargo, esta es una tarea difícil debido a que una isla eléctrica debe de cumplir
con ciertos requerimientos, como lo son el balance carga-generación, el monitoreo de las
subsecuentes oscilaciones del generador después de la separación y la coherencia entre
los generadores contenidos en unamisma isla eléctrica [1].
Se dice que dos generadores son coherentes si los ángulos de los rotores de dichos
generadores tienenun comportamiento dinámico similar. Sí dos generadores inestables o
cuyo comportamiento dinámico no es similar son agrupados en unamisma isla eléctrica
se presentarán grandes fluctuaciones en el voltaje, corriente y la potencia de salida de
los generadores, lo que causará que las protecciones operen, sacandomásmáquinas de
operación. Este fenómeno se presenta debido al deslizamiento entre el campo del estátor
(cuya velocidad depende de la frecuencia del sistema) y el campo del rotor (velocidad del
rotor de la máquina).
Debido a lo complejo que puede llegar a ser la formación de islas eléctricas, au-
nado a la importancia que estas podrían llegar a tener ante un gran disturbio, es vital el
desarrollo demetodologías que permitan la detección de generadores coherentes para
aplicaciones en línea de unamanera rápida y eficiente [2]. Dicha necesidad está haciendo
que cada día más investigadores enfoquen sus esfuerzos para acelerar el proceso de
formación de islas eléctricas intencionales de unamanera rápida y segura.
1.2 Antecedentes
Históricamente, la identificación de coherencia se ha estudiado desde dos perspec-
tivas principales: los métodos basados enmodelos y los métodos basados enmediciones.
El primer enfoque, como su nombre lo indica, está basado en la linealización de algún
modelo del SEP alrededor de un punto de operación para después analizar la respuesta
de dichomodelo ante una perturbación [3–6]. Debido a su gran eficiencia computaciónal,
3estos métodos se han usado ampliamente. Sin embargo, la precision de estos depende
del modelo usado, así como de la información que se tenga de dicho sistema. Estas
características hacen que el empleo de esta metodología sea cada vezmás inconveniente
amedida que el tamaño del SEP aumenta. Además, estosmétodos solo son efectivos ante
pequeños disturbios.
Algunos algoritmos basados los diferentes modelos del SEP se describen a con-
tinuación: En [3], se linealiza la ecuación de oscilación de los diferentes generadores
para después aplicar la teoría «slow coherency», con lo que se consigue separar la matriz
coeficientes del sistema de tal forma que pueda ser usada para definir el acoplamiento
dinámico entre los sub-sistemas formados por los distintos generadores.
En [4], los modelos de segundo orden del generador son linealizados para obtener
la matriz de estados del sistema, se seleccionan el eigenvalor y el eigenvector asociados
al modo dominante, a partir de estos se calcula el índice de coherencia, de tal forma que
la coherencia entre un par de generadores es directamente proporcional a la magnitud
de dicho índice.
En [5], se propone un esquema de generación de islas intencionales basado en la
extension de la teoría de «slow coherency», usando eliminación gaussiana. Con este mé-
todo es posible separar el sistema considerando tanto la coherencia entre los generadores
como el balance carga-generación, y además se toma en cuenta el aporte del bus en el
modo de oscilación que rige la isla en la que se encuentra dicho bus.
En [6], propone la linealización del modelo clásico de la máquina. Se analizan un
coeficiente calculado a partir de los factores de participación de las máquinas en los mo-
dos inter área, de tal forma que aquellos cuyos coeficientes sean similares pertenecerán
a unmismo grupo coherente. Además, se analiza la cercanía eléctrica de las máquinas
mediante lamatriz de admitancias con lo que se consigue generar islas eléctricas basadas
4tanto en la coherencia entre generadores como en su cercanía eléctrica.
Los algoritmos de detección de coherencia basados en la linealización del algún
modelo del SEP alrededor de un punto de operación se siguen investigando ampliamente.
Sin embargo, como se mencionó anteriormente, su aplicación es cada vez más difícil
debido al crecimiento de los sistemas eléctricos de potencia y a la complejidad creciente
de la dinámica de los mismos.
Con la introducción de las unidades demedición de fasores (o PMU por sus siglas
en inglés) y los sistemas de medición de área amplia (o WAMS por sus siglas en inglés)
en los SEPs, existe la posibilidad de la detección de coherencia a través de la medición
de diferentes parámetros del sistema sin depender del tipo de contingencia, modelos
dinámicos tandetalladosoparámetros tanprecisos. Estas ventajashanatraído la atención
hacia el desarrollo de métodos basados en mediciones. A continuación se describen
algunas investigaciones de dicho tema:
En [7], se obtienen los ángulos y las velocidades de las máquinas con respecto al
centro de inercia del sistema (COI por sus siglas en inglés) mediante el uso de PMUs. Esta
información es analizadamediante una serie de coeficientes con lo que se logra agrupar
aquellos generadores cuyo comportamiento dinámico es similar; es decir, se agrupan los
generadores coherentes. Estemétodo tiene la ventaja de analizar únicamente los ángulos
y las velocidades de las máquinas, por lo que es capaz de trabajar aún y cuando haya
generación eólica. Sin embargo, estas mediciones son tomadas con respecto al COI, por
lo que el método deja de ser efectivo ante la salida de operación de algún generador, ya
que este hechomovería el COI, por lo que este debe de volver a calcularse.
En [8], se utiliza unamatriz elaborada a partir de las mediciones de los ángulos de
los rotores de los generadores. Esta matriz es sometida a una descomposición en valores
singulares (SVD), se retiene el valor singular más grande y se construye una nuevamatriz
5a partir de los vectores izquierdos y derechos asociados a este valor singular. Es posible
determinar la coherencia entre generadores a partir de esta nuevamatriz mediante un
algoritmode agrupamiento, en dichapublicación se propone el algoritmok -means.
En [9], se recaudan las mediciones de las velocidades de los generadores, así como
los ángulos de los voltajes en los buses de generación, para después ser procesadas a
través del análisis de componentes principales (PCA por sus siglas en inglés). Mientras
que en [10], las velocidades de los generadores son procesadas utilizando un análisis
de componentes independiente (ICA por sus siglas en inglés), logrando así el mismo
objetivo. En este trabajo se plantea que el uso de PCA no es adecuado para analizar las
formas de onda resultantes de un disturbio eléctrico debido a que estas contienenmás
de una componente.
1.3 Objetivo Particular
Esta tesis tiene como objetivo estudiar el comportamiento dinámico de los ge-
neradores eléctricos después de que ocurre un disturbio en el SEP, con la finalidad de
determinar de una forma rápida y precisa cuáles generadores son coherentes y por lo
tanto cuáles generadores pueden formar una isla eléctrica.
1.4 Alcances
El alcance de este trabajo de tesis es el desarrollo de un nuevo algoritmo basado en
los ángulos de los voltajes de generación adquiridos mediante WAMS, con el fin de poder
obtener un agrupamiento coherente sin importar el tipo de la fuente. Al ser considerados
únicamente los buses de generación, el algoritmo es capaz de seguir funcionando correc-
tamente, aún y cuando haya un cambio grande en la topología de la red, o incluso ante
6la salida de algún generador. Se utiliza PCA para procesar la información resultante, y
entonces, es posible utilizar algúnmétodo cuantitativo para formar los grupos coherentes.
Este algoritmo tiene la capacidad de ser utilizado para aplicaciones en línea, de tal forma
que no sea necesaria la intervención de algún usuario para determinar los generadores
que deben ser agrupados. Para demostrar la efectividad del método se emplean dos
sistemas de prueba, que son simulados en DIgSILENT PowerFactory.
1.5 Estructura de la Tesis
El presente trabajo de tesis está compuesto por 5 capítulos, que están desarrollados
de la siguiente manera:
En el Capítulo 1 se presenta lamotivación, se describen las principales razones que
impulsaron el desarrollo de este trabajo de tesis, los antecedentes del problema y una
breve revisión bibliográfica de los métodos existentes. Por otra parte, se da a conocer el
objetivo principal y el aporte del presente trabajo de investigación.
En el Capítulo 2 se introduce el concepto de coherencia en un sistema eléctrico de
potencia y sus diferentes aplicaciones; se describen los principales enfoques que han sido
utilizados para su estudio a lo largodel tiempo, y por último sepresentan lasmetodologías
propuestas recientemente para la detección de coherencia entre generadores.
En el Capítulo 3 se presenta la teoría y las propiedades de la solución del pro-
blema de eigenvalores, incluyendo la sensibilidad de los eigenvalores, los factores de
participación, la descomposición en valores singulares y los mapas auto-organizados. Se
describe cómo se aplican dichas teorías para el análisis hecho en esta tesis y se presenta
un algoritmo que permite detectar la coherencia entre generadores cuando se presenta
una falla eléctrica.
7En el Capítulo 4 se presentan los sistemas de prueba y se plantean diversos escena-
rios de falla. Los resultados obtenidos de estos escenarios son utilizados para evaluar el
desempeño del algoritmo propuesto.
En el Capítulo 5 se mencionan las conclusiones y se discuten los resultados de-
rivados de este trabajo de investigación, además se indican las recomendaciones para
trabajos futuros.
CAPÍTULO 2
COHERENCIA EN UN SISTEMA ELÉCTRICO DE POTENCIA
2.1 Introducción
Una máquina síncrona está formada por dos partes esenciales: el devanado de
armadura, que típicamente se encuentra en el estátor, y el devanado de campo que es
excitado por corriente continua o CC por sus siglas en inglés. Cuando el rotor esmovido a
través de un primomotor, el campomagnético rotatorio que es generado por el devanado
de campo induce un voltaje en el devanado de armadura.
Cuandodosomásmáquinas síncronas son interconectadas, los voltajes ycorrientes
deben tener lamisma frecuencia, y a su vez la velocidadmecánica de cada rotor debe estar
sincronizada a dicha frecuencia. Bajo condiciones normales de operación, el campo del
rotor y el campo giratorio del estátor rotan a lamisma velocidad. Unamáquina que opera
en estas condiciones se dice que está en estado de equilibrio, ya que hay un equilibrio
entre la entre el par mecánico de entrada y el par eléctrico de salida, lo que permite
que la velocidad de la máquina permanezca constante. Cuando unamáquina pierde el
sincronismo con el resto del sistema, su rotor gira a una velocidadmayor omenor que la
requerida para generar voltajes y corrientes a la frecuencia del sistema.
La pérdida de sincronismo puede ocurrir entre unamáquina y el resto del sistema
o entre grupos demáquinas. En el último caso, el sincronismo puede ser mantenido con
la separación del sistema en diferentes grupos [1].
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92.1.1 Estabilidad del SEP
La estabilidad en un sistema eléctrico de potencia puede definirse brevemente
como la propiedad del sistema de permanecer en un equilibrio operativo después de ser
sujeto a un disturbio, es decir, mantener el sistema en operación síncrona.
La estabilidad es una condición de equilibrio entre dos fuerzas opuestas. Si se
presentaunaperturbaciónenel sistemaeléctrico, esteequilibrio se rompe, loquedacomo
resultado una aceleración o desaceleración en el generador, aumentando la posición
angular relativa de unamáquina con respecto a la otra.
Para evaluar la estabilidad de un SEP, este es sometido a diferentes disturbios tran-
sitorios. Estos pueden ser grandes o pequeños y el sistema debe de ser capaz de operar
satisfactoriamente bajo estas condiciones. Por conveniencia, este análisis puede clasifi-
carse en dos categorías:
1. Análisis de pequeña señal: es la habilidad del sistema para permanecer en sin-
cronismo ante pequeños disturbios. Estos disturbios ocurren cotidianamente en
el SEP, presentándose como variaciones en la carga y en la generación y son lo
suficientemente pequeños como para permitir la linealización de las ecuaciones
diferenciales que rigen el SEP. La respuesta del sistema ante estos disturbios depen-
derá de diversos factores dentro de los cuales se incluye el estado de operación de
los generadores y las líneas de transmisión, así como el control de las máquinas.
2. Estabilidad transitoria: es la habilidad del SEP de permanecer en sincronismo cuan-
do es sujeto a un gran disturbio. La respuesta del sistema depende del punto de
operación del sistema, así como de la severidad del disturbio. Usualmente un gran
disturbio involucra un cambio en la topología de la red, por lo que el sistema no
llega al mismo punto de operación una vez que se presenta el disturbio.
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La Figura 1 ilustra el comportamiento de un generador síncrono después de un
disturbio. En el Caso 1, el ángulo del rotor oscila conuna amplituddecreciente hasta
llegar al estado estable. En el Caso 2, el ángulo del rotor continua incrementando
hasta que se pierde el síncronismo. Mientras que en el Caso 3, el sistema se vuelve
inestable como resultado de las oscilaciones no amortiguadas.
Tiempo (s)
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
An
gu
lo
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el
 ro
to
r (
de
g)
-50
0
50
100
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Caso 2
Caso 3
Figura 1. Respuesta del ángulo del rotor a un disturbio transito-
rio.
2.2 Identificación de Generadores Coherentes
La coherencia entremáquinas se traduce como la exhibición de unmismo compor-
tamiento oscilatorio después de un disturbio. Es decir, dos generadores son coherentes
si su diferencia angular es constante (con cierta tolerancia) a lo largo de un intervalo de
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tiempo [0, τ]. Esto puede ser expresadomatemáticamente como
ma´x
t ∈[o,τ]
∆δi − ∆δj  ≤ ǫ, (1)
donde ǫ es una constante pequeña y positiva. Por lo tanto, (1) es el criterio básico para la
detección de coherencia entre generadores (ver Figura 2).
Figura 2. Comportamiento de un grupo de generadores cohe-
rentes durante un disturbio.
2.2.1 Aplicaciones
El estudio de la coherencia ha impactado en diferentes áreas. A continuación se
describen algunas aplicaciones:
Reducción del modelo dinámico: Al realizar una simulación de un SEP para un
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estudio de estabilidad es normal buscar reducir el sistema de tal forma que se tenga
una respuesta dinámicamuy similar al sistema original, pero a su vez se optimice
el costo computaciónal. Una de las propuestas para la solución de este problema
es hacer una separación geográfica del sistema, basada en las áreas coherentes del
mismo. El propósito de este método es determinar la respuesta de los generadores
en una región debido a un disturbio dentro de esta, mientras se observa cómo otras
regiones se ven afectadas por una falla en otra región ( ver Figura 3).
Figura 3. Separación del sistema en dos áreas.
Los disturbios no afectarán en granmanera al sistema donde no ocurrió la falla, por
lo que puede emplearse unmodelomenos detallado para este.
Análisis modal interárea y diseño de controladores amortiguantes: Las oscilaciones
electromecánicas interárea son fenómenos inherentes de un SEP y por ello la estabi-
lidad de estas oscilaciones es de vital interés y preocupación, ya que este fenómeno
se presenta típicamente cuando se conectan dos grandes sistemas a través de un
enlace débil y por lo tanto deben desarrollarse controles especiales que solucionen
este problema. Estos modos pueden involucrar grupos de generadores, ya sea en
uno o ambos lados del enlace, oscilando entre sí. En [11], se presenta el desarrollo
de un control para un compensador serie controlado por tiristores o TCSC por sus
siglas en inglés.
Análisis de seguridad dinámica: La seguridad dinámica de los sistemas eléctricos
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de potencia involucra los temas de transitorios electromecánicos, voltaje y análisis
de pequeña señal y típicamente dicta el comportamiento del sistema ante un grupo
de contingencias. Los problemas quemás despiertan interés en este aspecto son
cómo losmodos interárea viajan a través de las áreas coherentes y cómo fluctuan
los voltaje en los nodos adyacentes a estos enlaces. En [12], se presenta un análisis
más detallado de este aspecto.
Generación intencional de islas eléctricas: Como ya se mencionó anteriormente,
el sistema de potencia está sujeto a grandes disturbios que lo pueden volver tran-
sitoriamente inestable y es posible prevenir la pérdida de sincronismo de todo
el sistema postfalla mediante la separación del mismo en pequeños subsistemas,
siempre y cuando se cumplan ciertas condiciones como la identificación de grupos
de generadores coherentes.
2.3 Enfoques Clásicos para la Detección de Generadores Coherentes
A lo largo del tiempo se han desarrollado diferentes enfoques cuyo objetivo es
la detección de coherencia entre generadores. Estos enfoques hacen dos suposiciones
primordiales:
Los grupos coherentesdegeneradores son independientesdel tamañodel disturbio,
así que se puede usar unmodelo linealizado para determinar la coherencia.
Los grupos de generadores coherentes son independientes del nivel de detalle del
modelo, por lo que es posible usar el modelo clásico del generador.
La primera suposición puede ser confirmada considerando una falla en un bus, y
observando que el comportamiento entre generadores coherentes no tiene un cambio
significativo cuando se incrementa el tiempode liberaciónde falla. La segunda suposición
está basada en la observación de que unmodelo detallado de la unidad de generación
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tiene un efecto muy significativo en las curvas de oscilación, particularmente en el amor-
tiguamiento, pero no hay un gran cambio en características más básicas como lo son
las frecuencias naturales y el análisis modal. A continuación se describen los enfoques
principales.
2.3.1 Simulación en el dominio del tiempo
La simulación en el dominio del tiempo es uno de los métodosmás ampliamente
utilizados para el análisis de coherencia. En este método, el conjunto de ecuaciones
diferenciales algebraicas que representan al SEP es resuelto aplicando técnicas de integra-
ción numérica, lo que permite obtener una solución aproximada de dichas ecuaciones.
Estas técnicas de integración emplean procedimientos paso por paso, que pueden ser de
amplitud constante o variable.
Las técnicas de integración numéricas citadas en la literatura son [13]:
Métodos explícitos.
• Euler.
• Euler modificado.
• Método Runge-Kutta (R-K).
Metodos implícitos.
• Regla trapezoidal.
2.3.2 Coherencia modal
La identificación de generadores coherentes basada en un análisis modal requiere
la representación del SEP en un espacio de estados linealizado en un punto de opera-
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ción
Ûx = AX , (2)
donde x es un vector de estados de n dimensiones y A es unamatriz de estados de n × n.
Nótese que los elementos de A dependen de los parámetros del sistema y su punto de
operación. Las raíces del polinomios característicos de la matriz A son
det(A − λI ) = 0, (3)
dando como resultado los eigenvalores λ = λ1, λ2, . . . , λn asociados a la matriz A. Mien-
tras que los eigenvectores asociados a λi están dados por
Aφi = λiφi i = 1, 2, . . . ,n. (4)
Los eigenvalores y los eigenvectores obtenidosmediante (3) y (4), respectivamente,
cuentan con un gran número de propiedades. La propiedad que permite el desarollo de
la teoría de coherencia modal es aquella que indica la capacidad de escribir la i -ésima
variable de estado en terminos de los eigenvalores y los eigenvectores [1]:
xi (t ) = φi1c1e
λ1t
+ φi2c2e
λ2t
+ · · · + φincne
λnt , (5)
donde φi tiene la forma
φi =

φ1i
φ2i
...
φni

, (6)
y ci son las constantes que dependen de las condiciones iniciales del sistema. Los modos
e λi t determinan cómo evoluciona el i -ésimo estado a través del tiempo. Cadamodo está
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asociado a un eigenvalor de A y viceversa. Por lo tanto, cada eigenvector determina la
influencia de cadamodo en los estados del sistema.
Los modos electromecánicos son los modos predominantes del sistema y estos se
encuentran asociados a las variables de estado δ yω, que corresponden al ángulo del rotor
y a la velocidad angular, respectivamente. Una vez que estos modos son identificados, se
deben encontrar aquellas máquinas que tienen un aporte significativo sobre ellos. Una
vez hecho esto, es posible agrupar los generadores coherentes basado en que aquellas
máquinas asociadas almismomodo tendránun comportamiento dinámico similar.
2.3.3 Coherencia lenta
Estemétodo asume que las variables de estado de un sistema de orden n están divi-
didas en r número de estados lentosY , y (n−r ) número de estados rápidosZ , de tal forma
que los r estados lentos representan r número de grupos con coherencia lenta.
Considere un sistema de n máquinas y N buses. La máquina i se modela como
un voltaje constante Ei detrás de una reactancia x ′di . La dinámica del rotor está dada
por
mi Üδi = Pmi − Pei = Pmi −
EiVj sen (δi − θj )
x ′di
= fi (δ,V ), (7)
donde
Vj =
√
V 2
j re +V
2
j im, θj = arctan
(
Vj im
Vj re
)
, (8)
Pmi es la potencia mecánica de entrada, Pei es la potencia eléctrica de salida,Vj re yVj im
son la parte real e imaginaria del fasor de voltaje en el bus j , en el cual está conectada
la máquina i , δ es un vector de longitud n con los ángulos de las máquinas, V es un
vector de 2N elementos que contiene las partes reales e imaginarias de los buses de carga,
mi = 2Hi/Ω dondeHi es la inercia de lamáquina yΩ = 2πf0 es la frecuencia nominal del
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sistema en rad/s. Nótese que el amortiguamiento es despreciado en (7).
Para cada bus de carga j , la potencia activa en el bus es
Pe j −ℜ

N∑
k=1,k,j
(Vj re + jVj im −Vk re − jVk im)
(
Vj re + jVj im
RL jk + j XL jk
)∗ −V 2j G j = g2j−1 = 0, (9)
y la potencia reactiva está dada por
Qe j −ℑ

N∑
k=1,k,j
(Vj re + jVj im −Vk re − jVk im)
(
Vj re + jVj im
RL jk + j XL jk
)∗−V 2j Bj +V 2j
BL jk
2
= g2j = 0,
(10)
donde RL jk ,XL jk y BL jk son la resistencia, reactancia y la susceptancia de los buses inter-
conectados j yk respectivamente,Pe j yQe j son la potencia activa y reactiva del generador,
respectivamente. Si el bus j es un bus de generación,G j yBj son la carga conectada al bus
j .
Lasecuaciones (7), (9) y (10)puedenserexpresadasvectorialmenteen la forma
M Üδ = f (δ,V ) , 0 = g (δ,V ) , (11)
donde M es la matriz de inercias de las máquinas, f es el vector de pares acelerantes y g
es la ecuación de flujos de potencia en las líneas de transmisión.
Linealizando (11) en el punto de equilibrio (δ0,V0):
M∆ Üδ =
∂f (δ,V )
∂δ

δ0V0
+
∂f (δ,V )
∂V

δ0V0
= K1∆δ + K2∆V, (12)
0 =
∂f (δ,V )
∂δ

δ0V0
+
∂f (δ,V )
∂V

δ0V0
= K3∆δ + K4∆V, (13)
donde∆δ es un vector de longitud n que contiene la desviaciones del ángulo de lamáqui-
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na con respecto a δ0 y ∆V es un vector de 2N que contiene la parte real e imaginaria de
las desviaciones del voltaje con respecto aV0 en los buses de carga. Las matrices K1, K2
y K3 están formadas por las derivadas parciales de la transferencia de potencia entre las
máquinas y sus buses. En particular, K1 es unamatriz diagonal, mientras que lamatriz K4
es la matriz de admitancias de la red.
Ya que K4 es unamatriz no singular, podemos resolver (12) tal que
∆V = −K −14 K3∆δ, (14)
yeliminar∆V en (13)paraobtenerelmodeloelectromecánico reducidoy linealizado:
M∆ Üδ = K ∆δ, (15)
donde
K = K1 − K2K
−1
4 K3. (16)
Mediante los eigenvectores de M −1K es posible obtener el perfil modal o «mode
shape» de los modos electromecánicos. Si las máquinas i y j tienen una participación
similar en el k -ésimomodo, se puede concluir que esas máquinas con coherentes con
respecto a dicho modo. Es decir, para que un grupo de máquinas presente coherencia
lenta, sus «mode shapes» con respecto a los modos interárea de baja frecuencia deben
ser similares. En otras palabras, siVs es unamatriz de eigenvectores asociados a los eigen-
valores más pequeños de M −1K , entonces, aquellos grupos demáquinas que presenten
coherencia lenta deben tener vectores fila similares enVs (ver Figura 4).
Asumiendo que el sistema (12) y (13) tiene r grupos de máquinas coherentes, es
posible atribuir dicho fenómeno a la robustez de los enlaces entre dichasmáquinas, de
tal forma que aquellas máquinas que pertenecen a unamisma grupo coherente tendrán
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Figura 4. Vectores fila de Vs cuando los generadores son
coherentes.
enlaces más robustos entre sí, mientras que las máquinas de diferentes grupos estarán
débilmente conectadas. Esta diferencia puede darse por dos razones principales:
1. La admitancia de las conexiones externas BE
i j
: Estas conexiones entre áreas sonmu-
chomáspequeñasque la admitancia de las conexiones internasB Ipq . Esta condición
puede representarse por el parámetro
ǫ1 =
BE
i j
B Ipq
, (17)
donde E denota la admitancia externa, e I la interna; mientras que i , j , p y q son
los buses. Esta situación se ve incrementada por líneas de transmisión altamente
cargadas o líneas de transmisiónmuy largas entre dos áreas coherentes.
2. El número de conexiones externas es muchomenor que el número de conexiones
internas, condiciones que puede representarse por el parámetro
ǫ2 =
γ¯E
γI
, (18)
donde
γ¯E = ma´x
α
(
γEα
)
, γI = mı´n
α
(
γIα
)
, α = 1, . . . , r , (19)
γEα = (Númerodeconexionesexternasdel áreaα)/N
α,γIα = (Númerodeconexiones
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internas del área α)/N α y N α es el número de buses en el área α
En un sistema eléctrico muy grande, las conexiones débiles entre áreas coherentes
pueden deberse a la combinación de estos factores, por lo que un indicador de lo fuerte o
débil de las conexiones de un sistema es
ǫ = ǫ1ǫ2. (20)
2.3.4 Acoplamiento débil
Estemétodo permite desacoplar un sistema considerando una perturbación no sin-
gular del lado derecho de una ecuación diferencial linealizada como se observa en

Ûx1
Ûx2
 =

A11 εA12
εA21 A22


x1
x2
 +

B1 0
0 B2


u1
u2
 , (21)
donde ε tiene un valor pequeño y positivo. Cuando ε ≪ 1, se obtienen dos subsistemas
débilmente acoplados; y si ε = 0, se obtienen dos subsistemas completamente indepen-
dientes.
En [14], se establecequedos áreasquepresentancoherencia lenta estándébilmente
acopladas entre ellas por lo que es posible formar un algoritmobasado en esta afirmación.
Dicha referencia obtiene áreas coherentes utilizando unamatriz de agrupamiento basada
en los eigenvalores del sistema; entonces el acoplamiento débil entre áreas es confirmado
mediante la evaluación de una función escalar.
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2.4 EnfoquesModernos para la Detección de Generadores Coherentes
2.4.1 Mediciones
Los métodos que se han mencionado anteriormente son derivados de formulas
complejas y requieren de una gran cantidad de información amedida que el tamaño del
SEPaumenta, loquehacequeestosmétodosno seanconvenientespara SEPdegran tama-
ño. Por estemotivo, se ha propuesto un nuevo enfoque basado en lasmediciones directas
de parámetros del sistema eléctrico. Esto es posible debido a que algunas características,
comoel ángulo del rotor de lamáquina, proveenuna gran cantidadde información acerca
del comportamiento dinámico del generador.
En la actualidad, la adquisición de estos datos es llevada a cabo gracias a los WAMS
y a los PMU. La diferencia entre las investigaciones basadas en estos enfoques radica en
la que dichos datos sonmanipulados, siendo las técnicas principales:
Trayectoria de los generadores con respecto al centro de inercia del sistema [7].
Descomposición en valores singulares (SVD por sus siglas en inglés) [8].
Analisis de componentes principales (PCA por sus siglas en inglés) [9].
2.5 Metodologías Recientes para la Detección de Generadores Coherentes
A lo largo del tiempo se han desarrollado numerosas metodologías para el análisis
de la detección de generadores coherentes. Estas metodologías son derivadas de los
enfoques mencionados en la sección anterior. A continuación se describen algunos de
los algoritmosmás recientes.
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2.5.1 Método para la identificación de coherencia basado en la descomposición en valo-
res singulares
En [8], se propone unmétodo basado en SVD para la identificación de generado-
res coherentes. El método emplea una descomposición en SVD de los ángulos de los
rotores obtenidos en tiempo real medianteWAMS. Al emplear SVD, se consigue reducir
la dimensionalidad de la matriz compuesta por los ángulos de los rotores. Entonces, se
utiliza un algoritmo de agrupamiento para analizar los coeficientes característicos de
dichamatriz.
El procedimiento es el siguiente: se consideran p generadores en el sistema, don-
de el p-ésimo generador es utilizado como el generador de referencia. Supóngase que
fueron tomadas n muestras del ángulo de los rotores, por lo que se forma unamatrizH
compuesta como
H =

δ1(T ) δ2(T ) · · · δp(T )
δ1(2T ) δ2(2T ) · · · δp(2T )
...
...
...
δ1(nT ) δ2(nT ) · · · δp(nT )

. (22)
Se construye una nuevamatriz a partir deH que refleje la tendencia de oscilación.
Esta matriz está formada tal que
Ai j = Hi j − H1j . (23)
Se procede a realizar una descomposición en valores singulares de A dando como
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resultado
A = U

∆ 0
0 0
V
T . (24)
Se retiene el k -ésimo valor singular, siendo este el de mayor magnitud, entonces se
procede a construir la matriz Ak como
Ak = σ1u1v
T
1 + σ2u2v
T
2 + · · · + σk ukv
T
k , (25)
donde ui , para i = 1, 2, · · · ,k , pueden considerarse como los vectores base, por lo
que cada columna de Ak puede ser generada como una combinación lineal de ui . Los
coeficientes de combinación de ui correspondientes a Ak son σivi j . Por lo tanto, los
coeficientes de combinación σivi j indican la relatividad entre cada vector columna de
Ak , dando como resultado
M =

σ1v11 σ1v21 · · · σ1vp1
σ2v12 σ2v22 · · · σ2vp2
...
...
...
σkv1k σkv2k · · · σkvpk

, (26)
donde la i -ésima columna contiene información acerca de la coherencia del i -ésimo
generador, con lo que se pueden implementar algoritmos de agrupamiento en la matriz
M para encontrar generadores coherentes.
24
2.5.2 Identificación de coherencia entre generadores basada en la linealización de las
ecuaciones del SEP
En [4], se propone la identificación de generadores coherentes basada en la lineali-
zación de las ecuaciones que describen al SEP alrededor de un punto de no equilibrio. Los
modos de oscilación entre generadores pueden ser obtenidos usando los eigenvalores
de la matriz de coeficientes de los modelos linealizados y se identifican aquellos que
afectan las trayectorias de los ángulos de los rotores. Entonces, se define un coeficiente
para determinar la coherencia acorde a los eigenvectores correspondientes al modo de
oscilación dominante.
Los pasos son los siguientes:
1. Se obtienen los datos de la red y las variables de estado del sistema una vez que
se ha despejado la falla y con esto se calculan los coeficientes de la matriz A dada
como
A =
df (δ0)
dδ
= −M −1
dPe
dδ

δ=δ0
, (27)
dondePe es el vector columna compuesto por la potencia eléctrica de salida y M es
unamatriz diagonal con las inercias de las máquinas.
2. Se calculan los eigenvalores y los eigenvectoresderechosde lamatriz de coeficientes
A y se selecciona el eigenvalor asociado al modo dominante (el modo de mayor
valor).
3. Se calcula el coeficiente de coherencia entre generadores utilizando el eigenvector
asociado almodo dominante. Siuk = [uk1, uk2, · · · ,uk n] es el eigenvector corres-
pondiente almododominante zi (t ), el índicede coherencia η, entre los generadores
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p y q está dado por
ηpq = 1 −
(
uk p − ukq
)2∑n−1
i=1
∑n
j=1+1
(
uki − uk j
)2 × n (n − 1)2 , (28)
donden es el número total de generadores. Una vez hecho esto, se debe seleccionar
un umbral ηset.
4. Se sigue la trayectoria ηpq durante un tiempo t . Si se cumple ηpq ≥ ηset durante
este intervalo de tiempo, se concluye que los generadores p y q son coherentes.
2.5.3 Identificación de coherencia en un sistema de potencia a través del análisis de
componentes principales
Este enfoque propone utilizar el análisis de componentes principales (PCA) en las
mediciones de la velocidad del generador y del ángulo de voltaje en el bus de genera-
ción.
PCA es una técnica que transporta un grupo de p variables que se encuentran corre-
lacionadasaunnuevo subespacio conformadopor las llamadas componentesprincipales.
Las variables dentro del nuevo subespacio son una combinación lineal de las variables
originales. La transformación es en sí misma una rotación ortogonal a un subespacio de
menor dimensión.
Suponga que la matriz de datos Xm×n está compuesta por las mediciones de los m
generadores que fueronmuestreados n veces a lo largo de un tiempo t (n ≫ m). Por lo
tanto, una descomposición mediante PCA plantea la matriz X como la suma de las m
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bases ortonormalesw
′
m
X =
©­­­­­­«
x1,1
...
xn,1
ª®®®®®®¬
w
′
1 +
©­­­­­­«
x1,2
...
xn,2
ª®®®®®®¬
w
′
2 + · · · +
©­­­­­­«
x1,m
...
xn,m
ª®®®®®®¬
w
′
m , (29)
dondew
′
i
son los eigenvectores derechos normalizados de la matriz X
′
X .
La expresión dada por (29) puede escribirse como
X = xW
′
. (30)
Los vectores que componen X pueden ser representadosmediante sus pesos en el nuevo
subespacio formado por las componentes principales, de tal forma que aquellos vectores
que sean similares tendrán coordenadas similares. Esta característica es explotada para
identificar gruposde generadores coherentes tomandoventaja deque solo son requeridas
las mediciones de los ángulos en los buses de generación.
2.5.4 Búsqueda de la proyección: unametodología para la identificación de coherencia
de área amplia en un SEP robusto
La referencia [15] propone utilizar la teoría de búsqueda de la proyección o PP
por sus siglas en inglés. En lametodología propuesta se busca la dirección de la proyec-
ción óptima en un espacio ortonormal de gran dimension para determinar los grupos
coherentes.
En dicha referencia se describe el principio de PP de la siguiente manera: se define
X como una matriz compuesta por p vectores o una matriz de p × n donde X ∈ ℜp×n .
Para formar una proyección lineal o no lineal invariable de X , es necesario un vector α de
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dimension p , donde α debe de satisfacer que αT α = 1 y debe ser de longitud unitaria. De
esta forma, la proyección de X puede ser escrita como
Y = αT X , (31)
dondeY es la proyección de X .
El algoritmo propuesto se basa en el concepto de la velocidad del rotorωCOI en el
COI, que es calculada como
ωCOI = H
T
[
ω1, ω2, . . . , ωp
]T
, (32)
donde H ∈ ℜp×1. La expresión detallada de H se encuentra en [1]. La velocidad del rotor
ωCOI es de hecho una proyección de las velocidades del rotor de todos los generadores
del sistema a través del vector H . Este hecho puede notarse si se comparan (31) y (32).
Una característica muy importante es que las entradas deH que tengan el mismo signo,
corresponden a generadores que pueden ser considerados coherentes.
Ahora, asumiendoX como lamatriz que contiene lasmediciones de las trayectorias
de los generadores, dondeX ∈ ℜp×n ,A como lamatriz de proyecciónA ∈ ℜp×p yY como
lamatriz dedatosproyectadosY ∈ ℜp×n ; es posibledesarrollar unalgoritmodedetección
de coherencia acorde a (32), ya que los signos de los elementos de Ai pueden ser usados
para identificar generadores coherentes. Sin embargo, es necesario encontrar la dirección
de la proyección que retenga la mayor cantidad de información posible enYi , valor que
puede ser calculado como
ma´x PI
(
A (i ) ,X
)
s.t

A (i ) = 1
A (i ) ⊥A (1) ,A (2) , . . .A (i − 1)
(33)
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donde i = 1, 2, . . . , p ; p es el número de generadores en el sistema y PI es el índice de
proyección dado por
PI(A(i ),X ) = var(Y (i )), (34)
usado para evaluar la cantidad de información proyectada enY (i )
Es bien sabido que existen muchos modos de oscilación en el SEP, por lo que
es necesario encontrar aquellos modos que sean críticos en el sistema. Para esto, se
proponen el índice de contribución a la proyección (PCR) λk y el índice acumulativo
de contribución a la proyección (PCCR) ck , definidos como

λk = PI(A(k ),X )/
∑p
i=1 PI(A(i ),X )
ck =
∑k
i=1 PI(A(i ),X )/
∑p
i=1 PI(A(i ),X )
(35)
Con estos elementos se establece que los signos de los elementos en el vector A(i )
que contiene las direcciones de las proyecciones son capaces de reflejar la coherencia
entre generadores: los generadores cuyos elementos correspondientes en A(i ) tienen el
mismo signo son considerados coherentes. Mientras más direcciones sean consideradas,
podrán determinarsemás grupos y los generadores que tengan lamisma combinación
de signos en todas las proyecciones serán considerados como coherentes.
2.5.5 Evaluación de coherencia de generadores en tiempo real a través de la transformada
de Hilbert y la similaridadmorfológica entre señales
El proceso de estimacion propuesto en [16] está basado en la combinación de la
transformada de Hilbert implementada a través del método Hilbert-Boche y el índice
Bray-Curtis modificado.
La deducción del método parte de la transformada de Hilbert (HT) de la señal x(t )
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dada por
H[x(t )] =
1
π
P.V.
∫ ∞
−∞
x(τ)
t − τ
dτ =
1
π
P.V.
∫ ∞
−∞
x(t − τ)
τ
dτ. (36)
Como se puede notar en la ecuación (36), la HT representa la convolución entre
el transformador 1/πt y la función x(t ), es decir H[x(t )] = (1/πt ) ∗ x(t ). La señal x(t )
y su transformada de Hilbert xH(t ) puede ser arreglada mediante una representación
canónica llamada señal analítica:
x(t ) + ixH(t ) = A(t )e
iϑ(t ), (37)
dondeA(t ) =
√
x2(t ) + x2H(t ) es la amplitudde la señal analítica,ϑ(t ) = tan
−1
(
xH(t )/x(t )
)
es la fase de la señal analítica y x(t ) es una señal discreta capaz de representar la dinámica
del generador (e.g. los ángulos de los rotores o la velocidad angular del generador).
Una vez que se ha calculado la amplitud instantánea A(t ), es necesario utilizar un
algoritmo que identifique cuando el generador que brinda esta señal es coherente con
otro generador. Para esto, se propone utilizar el índice Bray-Curtis modificado, que es
empleado frecuentemente para medir la similaridad entre señales. Se elige este índice
debido a su bajo costo computaciónal. El índice Bray-Curtis modificado está dado por la
relación
mBc(X ,Y ) = 1 −
∑N
i=1
x(i ) − y (i )∑N
i=1
x(i ) + y (i ) , (38)
donde X = {x(i )} yY = {Y (i )} son dos señales discretas de longitud N . Mediante (38)
es posible determinar el nivel de coherencia entre dos generadores, de tal forma que a
medida que la coherencia entre generadores aumenta, el resultado de (38) será cada vez
más próximo a 1. En cambio, si la coherencia entre generadores disminuye, el resultado
será cada vezmás próximo a 0.
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2.5.6 Determinación de coherencia en tiempo real basada en el análisis de Fourier
La referencia [17] propone que las mediciones de la velocidad en los generadores,
combinadas con un análisis de Fourier pueden ser utilizadas para determinar grupos de
generadores coherentes. Para el desarrollo del método se parte de que la desviación de la
velocidad de un generador eléctrico es capaz de reflejar la energía absorbida o liberada
por el generador y esta puede ser usada para distinguir oscilaciones de potencia. De igual
manera, estas diferencias de velocidades son asociadas con las interacciones de energía
en el sistema. Estametodología cuenta con la ventaja dequeno requiere cálculos extensos
y que además al estar basada en las velocidades de los generadores, no se requiere de
parámetros complejos y difíciles de obtener.
Si semide la velocidad de un generador y se aplica un análisis de Fourier a lamisma,
se encontraráque la velocidad fundamental estarádadapor la componente cero,mientras
que las desviaciones de la velocidad pueden ser obtenidas del resto de componentes
frecuenciales. Este proceso está dado por
C [k , i ] =
i−1∑
m=0
ω [k +m]h [m] e−j
2πim
n , (39)
donde k e i son números enteros tales que −∞ ≤ k ≤ ∞ y 0 ≤ i ≤ n − 1. El parámetro
ω representa la velocidad muestreada del generador y h la ventana de muestreo. Para
este enfoque se toma en cuenta una ventana rectangular definida comoh [m] = 1 para
0 ≤ m ≤ l − 1, de otra forma h [m] = 0
Losmodos de oscilación presentes en el sistema se ven reflejados como picos en
las componentes diferentes de cero en el espectro de frecuencia. De acuerdo a (39), es
posible construir un vector ck que contenga las componentes ck ,1, . . . , ck ,i , . . . , ck ,n−1,
cada k segundos. Estos coeficientes son complejos y denotan la magnitud y fase de cada
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modo de oscilación. Puesto que solo los modos dominantes son de interés, es necesario
determinar aquellos modos que tienenmayor magnitudmediante la expresión
Ak ,dom = ma´x
{
ck ,1, . . . , ck ,i , . . . , ck ,n−1
}
. (40)
Sin embargo, en ocasiones pudieran presentarse pequeñas oscilaciones debidas a
variaciones de carga o algunos otros fenómenos, por lo que es necesario establecer un
umbral Apick-up para aceptar Ak ,dom como el modo dominante.
Unavezque seha identificadoelmododominante, se calcula su fasepara involucrar
todos los generadores del sistema. Estas fases son organizadas de la siguiente mane-
ra:
ϕk ,dom =
(
arg
{
ck ,dom,1
}
, . . . , arg
{
ck ,dom,l
}
, . . . arg
{
ck ,dom,p
})
. (41)
Finalmente, se lleva a cabo una comparación de fasemediante
∆ϕk ,dom = ϕref · E − ϕk ,dom, (42)
donde la fase de un generador es tomada como ángulo de referencia ϕref y la coherencia
entre generadores es definida como ∆ϕk ,dom, a la vez que E , es un vector unitario de
longitud p . Los generadores que tengan lamisma diferencia de fase con respecto a∆ϕk ,ref
representarán un grupo coherente.
2.6 Conclusiones
Como se pudo ver a lo largo de este capítulo, la estabilidad y la coherencia entre
máquinas son dos conceptos fuertemente relacionados, ya que la coherencia entre ge-
neradores se pierde al ocurrir un gran disturbio eléctrico. Este suceso puede llevar a la
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inestabilidad del SEP. Esto ha despertado el interés entre los investigadores. Sin embargo,
a medida que se ha profundizado el estudios de este fenómeno, y se ha observado su
importancia, se han desarrollado nuevas aplicaciones para este concepto que van desde
el desarrollo de controladores hasta el desarrollo de nuevas técnicas. La aplicación que
más ha despertado interés recientemente es la generación intencional de islas eléctricas,
debido a que los SEP operan cada día más cerca a su límite de estabilidad, haciéndo-
los más susceptibles a grandes disturbios, que pueden ser controlados a través de este
procedimiento.
Históricamente, la coherencia entre generadores se ha estudiado desde diferentes
enfoques, y como es obvio, losmétodosmás antiguos presentan ciertas desventajas como
el tiempo de computo o la dificultad para obtener los parámetros que elmétodo requiere;
sinmencionar que el sistema esmodelado sin considerar ciertos factores como los contro-
les de los generadores, las pérdidas en las líneas de transmisión o cambios en la topología
del sistema, aún sabiendo que la falla en sí representa un cambio topólogico.
Los nuevos enfoques tienen como característica principal usar datos deWAMS o
PMUcon la finalidad de evitar el uso de las ecuaciones que rigen el sistema. Aunque estos
métodos cumplen con el objetivo de realizar un análisis para encontrar la coherencia
entre generadores, en ciertamedida algunas técnicas siguen dependiendo de parámetros
del sistema como el centro de inercia.
Lo anterior hamotivado a formular nuevasmetodologías que proporcionen resulta-
dos confiables, que disminuyan el tiempo de cómputo y considerenmodelos completos
para todos los elementos del SEP.
CAPÍTULO 3
METODOLOGÍA PROPUESTA
3.1 Introducción
En este capítulo se hace una reseña de la teoría utilizada para el desarrollo de la
metodología propuesta en esta tesis. Además, se hace una descripción de las etapas que
conforman dicho algoritmo.
El algoritmopropuesto en esta tesis utiliza los ángulos de los voltajes de generación,
con el fin de obtener un agrupamiento sin importar de qué tipo es la fuente que genera
dicho voltaje. Al ser considerados únicamente los buses de generación, el algoritmo
es capaz de seguir funcionando correctamente cuando haya un cambio grande en la
topología de la red, o incluso ante la salida de algún generador.
Este algoritmo está basado en la sensibilidad de la matriz de covarianza de los
ángulos de los voltajes, con lo que se busca reducir la cantidad de información amanejar
y a la vez obtener las características necesarias para realizar el agrupamiento de los
generadores. Se utiliza PCA para procesar la información resultante para después agrupar
dicha informaciónmediante una red neuronal del tipomapa auto-organizado (SOM por
sus siglas en inglés) por loquenoesnecesaria la intervencióndealgúnusuarioparadefinir
el número de grupos a formar. Estas características hacen que el algoritmo propuesto
tenga la capacidad de ser utilizado para aplicaciones en línea.
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3.2 Covarianza
La covarianza es una medida del nivel de correlación entre dos variables, X yY ,
con n observaciones independientes cada una [18]. Cuando estas guardan una relación
lineal, de tal forma que son directamente proporcionales, el signo de la covarianza será
positivo. Por otro lado, si la relación es inversamente proporcional, el signo será negativo.
Si las variables no están correlacionadas el valor será cero. La covarianza está definida
como
SXY =
1
n − 1
n∑
i=1
(xi − x¯)
(
yi − y¯
)
. (43)
Cuando hay un gran número de variables a analizar, es conveniente representar de
unamanera ordenada la covarianza de estas variables, para esto, se tiene la «matriz de
covarianza»:
S =

s1,1 · · · s1,m
...
. . .
...
sm,1 · · · sm,m

, (44)
donde los elementos en la diagonal de la matriz representan la varianza de la k -ésima
variable, mientras que los elementos fuera de la diagonal representarán la covarianza
entre la k -ésima y la j -ésima variable.
3.3 Análisis de Componentes Principales
Como semencionó anteriormente, el análisis de componentes principales o PCA
es un método muy popular, basado en una transformación lineal, donde un grupo de
m variables son llevadas a un nuevo espacio formado por las llamadas «componentes
principales». Estas componentes son una combinación lineal de las variables originales,
y de hecho, son una rotación ortogonal en un espacio de n′ dimensiones, donde n′
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será el número de componentes principales elegidas por el usuario, de tal forma que
la representación en el nuevo espacio sea la más adecuada. Se puede encontrar una
descripciónmás detallada de PCA en [19]. El análisis de componentes principales define
unmapeo lineal
H = BZ , (45)
donde Z ∈ ℜn es una proyección en un espacio de gran dimension (n), mientras que
H ∈ ℜn
′
es una proyección en un espacio demenor dimension (n′). B es unamatriz de
transformación de n′ × n [20]. Esta matriz está dada como la solución de
mı´n
B
∑
i
zi − BT Bzi2. (46)
Observando (46), se puede notar que las filas de la matriz de proyección correspon-
den a las direcciones que tienen la varianzamás grandes y por lo tanto corresponden a
las componentes principales, como se ve en la Figura 5.
Figura 5. Componentes principales de un grupo de datos en dos
dimensiones.
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3.4 Eigenvalores y Eigenvectores
Los eigenvalores de unamatriz A de m × m están dados por un escalar λi , para el
cual existe una solución no trivial para los sistemas [1]:
Aφi = λiφi (47)
Aψi = λiψi , (48)
donde φi es un vector dem ×1,ψi es un vector de 1×m y estos son los eigenvectores dere-
chos e izquierdos respectivamente, asociados al eigenvalor λi para i = 1, 2, . . . ,m.
Los eigenvectores izquierdos y derechos correspondientes a diferentes eigenvalores
son ortogonales, por lo tanto
ψiφi = 0. (49)
Por otro lado, si estos corresponden al mismo eigenvalor y a su vez se encuentran
normalizados se tiene que
ψiφi = 1. (50)
Las ecuaciones (47) y (50) se expresan en formamatricial
AΦ = ΛΦ, (51)
ΨΦ = I , Ψ = Φ−1, (52)
Φ
−1AΦ = Λ, (53)
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dondeΛ es unamatriz diagonal que contiene los eigenvalores de A:
Λ =

λ1 0 · · · 0
0 λ2 · · · 0
...
...
. . .
...
0 0 0 λm

, (54)
y la matrizΦ contiene los eigenvectores correspondientes a λ1, λ2, . . . , λm :
Φ =
[
φ1, φ2, . . . , φm
]
. (55)
3.5 Sensibilidad del Eigenvalor
Los eigenvalores dependen de todos los parámetros de diseño y control del SEP, por
lo que un cambio en cualquiera de estos parámetros afectan el desmpeño del sistema
provocandoun cambio en el comportamiento del eigenvalor. Lamagnitudde este cambio
depende de la sensibilidad que tengan los eigenvalores con respecto al parámetro que
fuemodificado, así como lamagnitud de dicho cambio [21].
Para examinar la sensibilidad del eigenvalor λi con respecto al elemento ak j de una
matriz A es necesario derivar parcialmente (47) con respecto a dicho elemento:
∂A
∂ak j
φi + A
∂φi
∂ak j
=
∂λi
∂ak j
φi + λi
∂φi
∂ak j
, (56)
ahora, premultiplicando (56) porΨi se obtiene
ψi
∂A
∂ak j
φi =
∂λi
∂ak j
. (57)
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La ecuación (57) se puede simplificar mediante (50), y sabiendo que ψi (A − λi I ) =
0, con lo que se obtiene que
∂λi
∂ak j
= ψikφj i . (58)
Observando (58), se nota que la sensibilidad del eigenvalor λi con respecto del ele-
mento ak j de la matriz A, es igual al producto del elemento ψik del eigenvector izquierdo
y el elemento φj i del eigenvector derecho.
3.5.1 Factores de participación
Lamatriz de participación (P ) combina los eigenvectores derechos e izquierdos co-
mounamedida de la asociación entre las variables de unamatriz y sus eigenvalores:
P =
[
p1, p2, . . . , pn
]
pi =

p1i
p2i
...
pni

=

φ1iψi1
φ2iψi2
...
φniψin

, (59)
donde φki es el elemento de la k -ésima fila y la i -ésima columna de la matrizΦ, ψik es
el elemento de la i -ésima fila y la k -ésima columna de la matriz Ψ y el elemento pki es
llamado factor de participación.
Si los eigenvectores se encuentran normalizados, la suma de los factores de partici-
pación asociados con cualquier eigenvalor o cualquier variable es 1.
Puede notarse en (58) que el factor de participación pki es igual a la sensibilidad
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del eigenvalor λi con respecto al elemento akk de la matriz A:
pki =
∂λi
∂akk
, (60)
por lo tanto, los factores departicipaciónde λi serán todos los elementos de la diagonal de
lamatriz de sensibilidad, calculadosmediante (60),mientras que el resto de los elementos
de dichamatriz serán calculados a través de (58).
3.6 Descomposición de Valores Singulares
Ladescomposicióndevalores singularesesuna factorizaciónestrechamenteasocia-
dacon la factorizacióneigenvalor-eigenvectordeunamatriz simétricadadapor [22]
A = QΛQT , (61)
donde Λ es una matriz diagonal que contiene los eigenvalores de A, yQ es una matriz
ortogonal que contiene los eigevectores de A.
Cualquier matriz A de m × n puede ser factorizada como
A = V1ΣV
T
2 . (62)
Las columnas de la matriz ortogonalV1 de m × m son los eigenvectores de AAT , y las
columnasde lamatrizortogonalV2 den×n son loseigevectoresdeAT A. Lamatrizdiagonal
Λ de m × n contiene los valores singulares de A denotados como σ1, . . . ,σr . Estos llenan
los primeros r lugares de la matrizΛ, donde r es el rango de A, el resto de lugares (n − r )
son ceros.
Lamatriz simétrica AT A tiene un conjunto de eigenvectores ortonormales x j , los
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cuales están en las columnas deV2:
AT Ax j = λ j x j , (63)
con xT
j
x j = 1 y x
T
i
x j = 0 para i , j . Tomando el producto interno de (63) con x j , se tiene
que todos los eigenvalores son positivos, es decir λ j ≥ 0:
xTj A
T Ax j = λ j x
T
j x j , (64)
esta expresión es equivalente a Ax j2 = λ j , (65)
donde‖·‖ representa la norma euclidiana. Aplicando la raíz cuadrada en ambos lados de
(65) se tiene Ax j = √λ j . (66)
A partir de (66) se tiene que para cada eigenvalor no nulo de lasmatrices AAT y AT A
existe un valor singular representado por
σj =
√
λ j , (67)
la cual cumple que
σmax =
√
λmax, σmin =
√
λmin,
σmin ≤
λ j  ≤ σmax. (68)
Puede verse en (68), que los valores singulares máximos ymínimos de A proporcio-
nan un rango de las magnitudes que pueden tomar los eigenvalores del sistema.
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3.7 Mapa Auto-organizado
Losmapas auto-organizados son un tipo de red neuronal que emplean aprendizaje
no supervisado; ya que no existe ningúnmaestro externo que indique si la red neuronal
está operando correcta o incorrectamente, debido a que no se dispone de ninguna salida
objetivo hacia la cual la red deba tender. Este es uno de losmétodos de agrupamientomás
usados para el analisisde datos por su habilidad de agruparmediante relaciones topologi-
cas [23]. Estas redes neuronales son capaces de descubrir rasgos comunes, regularidades,
correlaciones o categorías en los datos de entrada, e incorporarlos a su estructura interna
de conexiones. Se dice, por tanto, que las neuronas deben auto-organizarse en función
de los estímulos (datos) procedentes del exterior [24].
Una red neuronal del tipo SOM esta formada por elementos llamados neuronas.
Cada neurona consiste en dos vectores: el primer vector, wi contiene los pesos y su
longitud es igual a la del vector que contiene los datos de entrada.Mientras que el segundo
vector, xi , contiene las coordenadas de la ubicación de dicha neurona en un plano.
Figura 6. Modelo básico de neurona.
Típicamente unmodelo SOM está compuesto por dos capas de neuronas. La capa
de entrada (formada por N neuronas, una por cada variable de entrada) se encarga de
recibir y transmitir a la capa de salida la información procedente del exterior. La capa de
salida (formada por M neuronas) es la encargada de procesar la información y formar el
mapa de rasgos. Normalmente, las neuronas de la capa de salida se organizan en forma
demapa bidimensional como semuestra en la Figura 7.
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Figura 7. Arquitectura de un SOM.
3.7.1 Algoritmo del SOM
El desarrollo de la red neuronal ocurre de la siguiente manera:
1. Se proporcionan las condiciones iniciales de la red neuronal: con esto se construye
una version inicial de la red al establecerse el número de neuronas y los vectores de
pesos asociados a estas.
2. Un vector xi es seleccionado al azar del conjunto de datos y se calcula su distancia
(similitud) a los vectores asociados a las neuronas, usando, por ejemplo, la distancia
euclidiana:
‖xi −wb ‖ = mı´n
i
‖xi −wi ‖. (69)
3. Una vez que se ha encontrado el vector más próximo o BMU (best matching unit),
el resto de vectores asociados a las neuronas es actualizado. El BMU y sus vecinos
(en sentido topológico) se mueven cerca del vector xi en el espacio de datos.
Mientras se vaproduciendoelprocesodeactualizaciónynuevosvectores seasignan
al mapa, la tasa de aprendizaje decrece gradualmente hacia cero. Junto con ella
también decrece el radio de vecindad.
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La regla de actualización para el vector de referencia es el siguiente:
wi (t + 1) =

wi (t ) + α(t )
(
x(t ) −wi (t )
)
wi (t )
j ∈ Nc (t ), (70)
donde t es el instante de tiempo, α(t ) es el coeficiente de adaptación dado por un
número real y positivo que determina lamagnitud del cambio y en consecuencia la
velocidad del aprendizaje de las neuronas.
El entrenamientode la redneuronal terminaunavezque sehacumplidounnúmero
especificode iteraciónesde lospasos 2 y 3, con loque sehanestablecido los vectores
de pesos finales para cada neurona.
4. Implementación de la red: Como resultado del entrenamiento, la red neuronal
es capaz de dividir en grupos aquellos elementos de x cuyas características sean
similares (ver Figura 8).
3.8 Aspectos Importantes
1. Eigenvalor Dominante: La dinámica de los eigenvalores y las características de los
eigenvectores resultan de gran interés debido a que la respuesta del sistema puede
ser expresada como una combinacion lineal de los m modos oscilatorios, que a su
Figura 8. Resultado de una red neuronal tipo SOM.
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vez se encuentran en funcion de los eigenvalores [13]:
x(t ) =
m∑
i=1
φi e
λi t
[
ψTi x(t )
]
. (71)
Este hecho da una interpretación física a (47) y (48), donde la matriz A tiene el
efecto de aumentar o disminuir la magnitud de los eigenvectores izquierdos y
derechos sin cambiar su dirección, por lo tanto el eigenvalor mide la razón de
cambio de la magnitud de los eigenvectores [25–27]. Dicho lo anterior, resulta de
interés observar el comportamiento del eigenvalor que genera el máximo cambio
en los eigenvectores, es decir, el eigenvalor dominante λi , el cual está definido
como el eigenvalor con la máximamagnitud [28]. Por esto, en esta tesis se propone
la sensibilidad del eigenvalor dominante λi para representar la dinámica de los
generadores.
2. La matriz A: Si la dinámica del sistema es adquirida a través de un proceso de
muestreo, la matriz A formada con esta información será de dimension n × m,
donde n es el número demuestras y m el número de variables de interés (n ≫ m).
Para reducir la dimensión de la matriz, se realiza una transformaciónmediante la
matriz de covarianza, con lo cual lamatriz es proyectada a un espacio deℜm×m . En
esta tesis las variables medidas serán δ1, δ2, . . . , δm (los ángulos de los voltajes en
las terminales de los generadores) obtenidas a través deWAMS.
3.9 Algoritmo Propuesto
Como semencionó anteriormente el algoritmo propuesto en esta tesis está basado
en la sensibilidad de la matriz de covarianza de los ángulos de los voltajes, con lo que se
busca reducir la cantidad de información analizada y a la vez obtener las características
necesarias para realizar el agrupamiento de los generadores. Se utiliza PCA para proce-
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sar la información resultante y después agrupar dicha información mediante una red
neuronal del tipo SOM. Con este algoritmo se consigue agrupar los generadores en base
a las características de la información de entrada, evitando errores humanos de algún
tipo.
A continuación se presenta descripción detallada de las etapas que conforman el
algoritmo propuesto.
3.9.1 Adquisición de las señales de entrada
Para determinar la coherencia entre generadores y obtener resultados confiables
es necesario contar con un modelo preciso del SEP, que contenga la información de la
conexión de la red y los parámetros de los elementos que lo conforman. En la actualidad,
tener unmodelo realista del SEP representa un gran reto debido al constante cambio de
la conexión de la red, la dinámica de las cargas y a los modelos complejos de las líneas de
transmisión. El surgimiento de los sistemasWAMS ofrece una nueva oportunidad para
el análisis dinámico del SEP; los datos obtenidos por WAMS son precisos y dinámicos, lo
cual hace posible constuir unmodelo del SEP detallado a partir de estos y además poder
disminuir el costo computacional eliminando la solución de las ecuaciones diferenciales
[29].
En este trabajo de tesis los datos de entrada para el algoritmo serán dos señales
obtenidos a través deWAMS. Estas señales son:
1. Ángulo de los fasores de voltaje en los buses de generación: Debido a la dificultad
que representamedir el ángulo interno de la máquina en un sistema real, en este
trabajode tesis se asumeque la dinámicadel ángulodel fasor de voltaje en losnodos
de generación obtenido de WAMS, es representativa de la dinámica del ángulo
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interno de la máquina, cuando de un disturbio eléctrico se trata [30] (ver Fig. 9).
Al asumir este hecho como cierto, los ángulos de los voltajes en los buses de genera-
ción denotados como δ1, δ2, . . . , δm , donde m representa el número demáquinas,
son capaces de representar el comportamiento dinámico de los generadores eléc-
tricos.
2. Señales de referencia: Las señales de referencia contienen el comportamiento de los
ángulos de los voltajes en los buses de generación cuando los generadores operan
en estado estable. Los ángulos son denotados como δ01, δ02, . . . , δ0m , donde m
representa el número demáquinas del sistema.
3.9.2 Ventana deslizante
Las señales de entrada al algoritmo se discretizan con una ventana móvil de 32
muestras, tomadas a una frecuencia demuestro de 32 Hz, cumpliendo así con el teorema
de Nyquist (ver Figura 10).
Cada ventana de datos A, forma unamatriz de n × m:
A =

δ1(T ) δ2(T ) · · · δm(T )
δ1(2T ) δ2(2T ) · · · δm(2T )
...
...
. . .
...
δ1(nT ) δ2(nT ) · · · δm(nT )

. (72)
La coherencia entre generadores depende de la similitud del comportamiento
oscilatorio de los mismos. Por esto, es necesario formular una nuevamatriz donde este
comportamiento se vea realzado. Se propone una matriz Aˆ calculada a partir de los
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(a)
(b)
Figura 9. Comportamiento del ángulo interno de la máquina
y comportamiento del ángulo del fasor de voltaje en el bus de
generación cuando el SEP es sujeto a una falla trifásica: (a)estable;
(b)inestable.
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Figura 10. Ventana deslizante.
elementosdeA, de tal formaqueel elemento aˆk j es obtenido al sustraer δ0 deak j [8]:
aˆk j = ak j − δ0j , (73)
donde δ0j es el ángulo del voltaje del bus j en estado estable. Después de implementar
(73), se procede a obtener la matriz de covarianzamediante (44), dando como resultado
unamatriz SAˆ que será descompuesta como
U T SAˆV = L , (74)
donde los elementos diagonales de L son los eigenvalores de SAˆ , mientras que los vecto-
res columnas deU T yV son los eigenvectores derechos e izquierdos asociados a estos
eigenvalores. En este punto es necesario encontrar el eigenvalor dominante; que como
semencionó anteriormente será el eigenvalor demayor magnitud en comparación a los
demás eigenvalores. Una vez hecho, se debe verificar que el eigenvalor dominante de SAˆ
presenta unamagnitudmuchomayor a la de los demás eigenvalores. Así, su respuesta
es mucho más representativa y puede ser utilizada para caracterizar la respuesta del
sistema sin temor a una respuesta errónea debido a la pérdida de información. Para
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esto, se calcula el porcentaje que el eigenvalor dominante representa por sí solo en dicha
respuesta [31]:
%P i =
λi
λ1 + λ2 + · · ·+λm
× 100. (75)
3.9.3 Vector de índices de sensibilidadmutua y PCA
En este punto, las señales de entrada δ1, δ2, . . . , δm están formadas por más de
una componente oscilatoria, característica inherente en un sistema eléctrico. Este hecho
hace que estas señales tiendan a distribuirse de una forma elipsoidal [32]. Este tipo de
distribución exhibe una gran varianza para cada clase, lo que conlleva a que estas señales
seandifíciles dedistinguir entre símediante PCA. Este fenómeno sepresenta debido aque
lamatriz de covarianzaquees construida apartir de estosdatosnoes capazde representar
la información subyacente en los mismos datos. Por lo tanto, en una distribución tal que
la varianza skk seamuchomás grande que la covarianza sk j , PCA no será capaz de realizar
una distinciónmulti-clase eficiente [33].
Para solucionar este problema, se propone descomponer la respuesta del sistema
con m modos oscilatorios a través de la sensibilidad de SAˆ con respecto al modo domi-
nante (eigenvalor dominante):
ck j =
∂λi
∂sAˆk j
. (76)
Cada renglón de la matrizC brinda información acerca del comportamiento diná-
micode los generadoresdel sistemavistodesde laperspectivadelmododominante. Por lo
tanto, si se suman los elementos de los renglones, no solo se reducirá la dimension de los
datos amanejar, también se resaltarán las diferencias y similitudes en el comportamiento
de los generadores. Puesto que se está analizando el acoplamiento entre generadores, los
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elementos en la diagonal no son de interés, ya que estos elementos brindan información
acerca del comportamiento del k -ésimo generador en el i -ésimomodo y no acerca de su
acoplamiento con los generadores restantes [1].
Se define el vector de índices de sensibilidadmutua como
z j =
m∑
k,j
ck j . (77)
Es posible identificar la coherencia entre los generadores k y j a través del seguimiento de
la trayectoria de zk y z j , de tal forma que los generadores coherentes tendrán trayectorias
muy similares, mientras que los no coherentes tendrán trayectorias distintas. Por esto, es
necesario implementar un algoritmo capaz de agrupar o discriminar las trayectorias del
vector de índices de sensibilidad. Como semencionó anteriormente, en este trabajo de
investigación se propone el uso de PCA para extraer las características básicas del vector
de índices de sensibilidad, y entonces implementar un proceso de reconocimiento de
patrones que logre discriminar entre los generadores coherentes y los no coherentes, por
lo que el algoritmo de PCA será implementado según (45) con n′ = 2.
3.9.4 Agrupamiento
En algunas ocasiones no es fácil distinguir a simple vista aquellos generadores que
son coherentes entre sí. Además, los grupos formados por los generadores coherentes son
altamente cambiantes ya que dependen de la falla y su localización, así como del punto
de operación del sistema. Por estas razones, es necesario implementar un algoritmo de
agrupamiento que pueda trabajar de forma no supervisada a través de las correlaciones
descubiertas entre los datos de entrada obtenidosmediante PCA. En esta tesis se propone
el uso de unmapa auto-organizado para satisfacer estos requerimientos.
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Se utiliza como criterio de similitud la distancia euclidiana. Como salida, la red
determina el número de grupos y cuáles generadores pertenecen a cada grupo.
Existen tres posibles respuestas del SOM:
1. Grupos erróneos: Existe la posibilidad que el SOM coloque generadores cuyas diná-
micas seanmuydiferentes en unmismo grupo, evidentemente esto será catalogado
como una salida incorrecta.
2. Grupos no óptimos: Los generadores eléctricos están agrupados correctamente en
base a su comportamiento dinámico. Sin embargo, el número de grupos a la salida
del SOM no es el menor número posible.
3. Grupos óptimos: Los generadores eléctricos están agrupados correctamente en
base a su comportamiento dinámico y además el número de grupos a la salida del
SOM es el menor número posible.
Como semencionó anteriormente, el algoritmo propuesto funciona con base en
una ventanamóvil, y puesto que esta es la forma en la que este conoce la dinámica del
sistema, es necesario que esta ventana comience a llenarse con los datos de falla para
que el algoritmo sea efectivo. Se encontró experimentalmente que para este algoritmo los
resultados son confiables a partir de la décima ventana demuestreo contada a partir de
que esta comienza a llenarse con los datos de falla, y que es posible dar un agrupamiento
correcto seis ventanas después comomínimo. Además, debido a la naturaleza cambiante
de los datos de entrada del algoritmo, existe la posibilidad de obtener una respuesta
diferente del SOM en cada ventana. Por lo tanto es necesario determinar cual de todas
estas respuestas debe de ser tomada como cierta y cuales deben de ser descartadas. Una
soluciónmuy simple y lógica a este problema es tomar como respuesta la agrupación que
más se repite dentro de las ventanas consideradas como «confiables».
Es posible distinguir que el algoritmo se divide en dos partes esenciales: la primera
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parte es aquella que genera el vector de índices de sensibilidadmutua, mientras que la
segunda parte es aquella encargada de distinguir las diferencias en dicho vector. En la
Figura 11 y en la Figura 12 se muestran los diagramas de proceso que explican ambas
partes.
Inicio
Señales de
entrada
δ1, δ2, . . . , δm
Formación
de matriz
An×m
Covarianza de A
SA = cov(A)
Descomposición
de SA
U T SAV = L
Sensibilidad de SA
con respecto a λd
ck j =
∂λd
∂sak j
Vector de índices
de sensibilidad
z j =
∑m
k,j ck j
Fin
Figura 11. Algoritmo para el cálculo del vector de índices de
sensibilidadmutua.
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Inicio
Señales de
entrada
z1, z2, . . . , zm
Aplicación de PCA
Aplicación
del SOM
Ventanas
óptimas
¿x = 16?
Nueva muestra
Selección de
grupos más
repetidos
Grupos de
generadores
coherentes
Fin
Si
No
Figura 12. Algoritmo para la formación de grupos en base al
vector de índices de sensibilidadmutua.
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3.10 Conclusiones
La matriz de covarianza y la descomposición en valores singulares son métodos
probados que se han implementado en diferentes investigaciones. Los vectores U y
V T , obtenidos mediante estos métodos son ortogonales, por lo que nunca cambian el
tamaño de un vector. Esto resulta ideal para realizar cálculos númericos estables [22].
Las aplicaciones más difundidas para estos métodos se encuentran en el procesamiento
digital de imágenes [34–39]; y ahora se están aplicando en el estudio de SEP [40,41].
El algoritmo propuesto en este capítulo no requiere realizar la simulación de las
ecuaciones diferenciales y algebraicas, tampoco de conocer los parámetros de los ele-
mentos de la red o la conexión de la misma. La única información que se requiere es la
medición de las variables de interés del sistema a partir deWAMS.
CAPÍTULO 4
RESULTADOS
4.1 Introducción
En este capítulo se presentan los resultados obtenidos de la evaluación de la me-
todología propuesta en el capítulo anterior. El algoritmo propuesto para la detección
dinámica de coherencia entre generadores es evaluado en dos sistemas de prueba: un
sistema de 5 generadores con 14 buses, y un sistema de 10 generadores con 39 buses. Los
sistemas de prueba fueron implementados en un software de simulación y las variables
medidas fueron consideradas como la información obtenida en tiempo real mediante
WAMS.
Para la evaluación del algoritmo se propusieron diferentes casos de prueba. Para
cada caso, se simula una falla trifásica en algún punto del sistema, seguida de una serie
de eventos. En este documento se presentan solo los casos más representativos.
4.2 Sistemas de Prueba
A continuación se describen los sistemas utilizados para probar la metodología
propuesta en este trabajo.
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4.2.1 Sistema de prueba de 39 buses de la IEEE
El sistema de prueba está formado por 10 generadores, 12 transformadores, 34
líneas de transmisión y 19 cargas. La frecuencia nominal del sistema de transmisión es de
60 Hz y el nivel de voltaje es de 345 kV. El generador G2, conectado al bus 31 representa
la interconexión con el resto del sistema de transmisión y es considerado el nodo com-
pensador. Las líneas de transmisión son representadas con el modeloΠ. Las turbinas de
los generadores G2-G9 sonmodeladas como IEEEG1 y la del generador 10 como IEEEG3.
Todos los parámetros del sistema son descritos en el Apéndice A; el sistema semuestra
en la Figura 13.
Figura 13. Sistema de prueba de 39 buses de la IEEE.
Para evaluar el desempeño del algoritmo en el sistema de 39 buses de la IEEE, los
resultados de las fallas simuladas son comparadas con los resultados presentados por [42].
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Además, se evalúa el comportamiento del algoritmo ante generación no convencional al
sustituir un generador por una granja eólica.
4.2.2 Sistema de prueba de 14 buses de la IEEE
Este sistema de prueba está formado por 5 generadores, 4 transformadores, 20
líneas de transmisión y 11 cargas. La frecuencia nominal de este sistema de transmisión
es de 60 Hz, mientras que los niveles de voltajes son 13.8, 18 y 69 kV. El generador G1,
conectado al bus 1, es el nodo compensador. Las líneas de transmisión son representadas
con el modelo Π. Todos los parámetros del sistema son descritos en el Apéndice B; el
sistema semuestra en la Figura 14.
Figura 14. Sistema de prueba de 14 buses de la IEEE.
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4.3 Casos de Prueba
En esta sección se describen los diferentes casos utilizados para probar el funcio-
namiento del algoritmo propuesto.
4.3.1 Casos en el sistema de 39 buses
CASO I Para el primer caso, se simula una falla trifásica en el bus 20 del sistema de
prueba de 39 buses de la IEEE. La falla ocurre en t = 5 s y es liberada 200ms después, sin
la desconexión de algún elemento del sistema.
CASO II Para este caso, se repite el mismo escenario que en el Caso I, pero en esta
ocasión el generador conectado al bus 33 es sustituido por una granja eólica con lamisma
capacidad de generación.
CASO III Retomando el sistema original de 39 buses de la IEEE, se simula una falla
trifásica en la línea L25−2 muy próxima al bus 25. La falla ocurre en t = 5 s y es liberada
140 ms después, desconectando la línea fallada. Los generadores B37 y B38 continúan
acelerándose a la par, por lo que se decide separarlos formando una isla eléctrica desco-
nectando la línea L17−27 en t = 5.5 s. Después de esta maniobra, los generadores pierden
sincronía, por lo que es necesario sacarlos de operación en t = 5.7 s.
CASO IV Para este caso, se repite el escenario del caso anterior, pero el generador conec-
tado al bus 33 es sustituido nuevamente por una granja eólica con lamisma capacidad
de generación.
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4.3.2 Casos en el sistema de 14 buses
CASO V Se simula una falla trifásica en la mitad de la línea L3−4 del sistema de 14 buses
de la IEEE. La falla ocurre en t = 1 s y es liberada 150ms después, desconectando la línea
fallada.
CASOVI Continuando con el sistemade 14 buses de la IEEE, se simula una falla trifásica
en el bus 5 en t = 1 s. La falla es liberada 500 ms después, sin la desconexión de algún
elemento del sistema.
4.4 Resultados
A continuación se presentan los resultados obtenidos de los casos descritos en la
sección anterior.
En el Caso I puede observarse que los generadores exhiben comportamientos
oscilatorios como los mostrados en la Figura 15(a), donde es obvio el fenómeno de cohe-
rencia, ya que se puede observar fácilmente como algunos de generadores tiene un
comportamiento dinámicomuy similar entre sí.
De acuerdo a la Figura 15(a) y a [42], se clasifican los generadores en 5 grupos
coherentes (ver Tabla 1). Al aplicar la metodología propuesta se obtienen los vectores de
índices de sensibilidadmostrados en la Figura 15(b). Se aplica PCA al vector de índices de
sensibilidad, obteniéndose la proyecciónmostrada en la Figura 15(c). Una vez que se ob-
tienen las componentes principales, se agrupa la informaciónmediante una red neuronal
del tipo SOMutilizando como criterio la distancia euclidiana. La relación de las neuronas
ganadoras y su posición respecto a los generadores se muestran en la Figura 15(d). La
Figura 15(e) muestra el número de generadores agrupados por cada neurona.
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Figura 15. Información obtenida como resultado del algoritmo
en el Caso I: (a) ángulo de los fasores de voltaje, (b) vector
de índices de sensibilidad, (c) proyección en componentes
principales, (d) acomodo de las neuronas según los datos de
entrada, (e) generadores agrupados por neurona y (f) grupos de
generadores coherentes.
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La implementación del algoritmo propuesto da como resultado los gruposmostra-
dos en la Tabla 1. Tomando el agrupamientomás repetido en dicha tabla, se concluye que
los gruposde generadores coherentes son: (B30,B31,B32,B37),(B33,B34),(B35,B36),(B38) y
(B39) (ver Figura 15(f)). Estos resultados coinciden con los presentados en [42]. Se puede
observar que 6 de las 7 ventanas muestran un agrupamiento óptimo, mientras que la
ventana restante (ventana 16) es un agrupamiento erróneo.
TABLA 1
Resultados de la redneuronal en las diferentes ventanas del Caso I
Ventana B30 B31 B32 B33 B34 B35 B36 B37 B38 B39
10 3 3 3 1 1 2 2 3 5 6
11 6 6 6 1 1 4 4 6 5 3
12 6 6 6 1 1 4 4 6 5 3
13 6 6 6 1 1 2 2 6 5 3
14 6 6 6 1 1 4 4 6 5 3
15 3 3 3 4 4 1 1 3 2 6
16 5 2 5 1 1 4 4 5 4 3
Para el Caso II, como se puede observar en la Figura 16(a), los grupos formados son
los mismos que en el Caso I, a pesar de que se ha cambiado un generador. Se infere que
los grupos coherentes no cambian con la introducción de una granja eólica; esto se debe
a que una granja eólica no cuenta con la inercia suficiente para ocasionar un cambio en
los grupos coherentes [42]. Pero, hay un cambio en la tolerancia entre los ángulos de los
generadores que pertenecen al mismo grupo, calculada a partir de (1).
Aplicando el algoritmopropuesto, se obtienen los vectores de índice de sensibilidad
mostrados en la Figura 16(b). Tales índices se proyectaron en dos componentes princi-
pales, como se observa en la Figura 16(c). La agrupación de los generadores, asociada a
cada neurona del SOM se observa en la Figura 16(d). Además, el número de generadores
agrupados por neurona es mostrado en la Figura 16(e).
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Figura 16. Información obtenida como resultado del algoritmo
en el Caso II: (a) ángulo de los fasores de voltaje, (b) vector
de índices de sensibilidad, (c) proyección en componentes
principales, (d) acomodo de las neuronas según los datos de
entrada,(e) generadores agrupados por neurona y (f) grupos de
generadores coherentes.
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Como resultado ﬁnal, para este caso se obtienen los gruposmostrados en la Tabla
2. Estos son (B30,B31,B32,B37),(B33,B34),(B35,B36),(B38) y (B39), los mismos grupos que
en el caso anterior (ver Figura 16(f)). En esta ocasión, la ventana 14 es una agrupación
no óptima, mientras que la ventana 16 presenta un grupo erróneo. El resumen de los
agrupamientos obtenidosmediante los Casos I y II se presenta en la Tabla 3.
TABLA 2
Resultados de la red neuronal en las diferentes ventanas del
Caso II
Ventana B30 B31 B32 B33 B34 B35 B36 B37 B38 B39
10 3 3 3 4 4 1 1 3 2 6
11 6 6 6 1 1 4 4 6 5 3
12 6 6 6 1 1 4 4 6 5 3
13 3 3 3 4 4 1 1 3 2 3
14 3 3 3 5 4 1 1 3 2 6
15 3 3 3 4 4 1 1 3 2 6
16 1 1 1 1 2 6 4 1 5 3
TABLA 3
Resumen de los agrupamientos obtenidos para los Casos I y II
Caso Bus fallado CCT (ms) Granja eólica Grupos coherentes
I 20 200 No (30,31,32,37)
(33,34)(35,36)(38)(39
II 20 200 Si (30,31,32,37)
(33,34)(35,36)(38)(39)
En el Caso III, los generadores exhiben el comportamiento mostrado en la Figu-
ra 17(a). El vector de índices de sensibilidad obtenidos de dicho caso es mostrado en
la Figura 17(b), mientras que su proyección en PCA se observa en la Figura 17(c). En
la Figura 17(d) se puede observar la posición final de las neuronas, mientras que en la
Figura 17(e) se puede observar la asociación neurona-generador.
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Figura 17. Información obtenida como resultado del algoritmo
en el Caso III: (a) ángulo de los fasores de voltaje, (b) vector
de índices de sensibilidad, (c) proyección en componentes
principales, (d) acomodo de las neuronas según los datos de
entrada,(e) generadores agrupados por neurona y (f) grupos de
generadores coherentes.
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La Tabla 4muestra el resultado del algoritmo para el Caso III. Tomando el agrupa-
mientomás repetido de la Tabla 4, se concluye que los grupos de generadores coherentes
son: (B30), (B31, B32), (B33, B34, B35, B36), (B37, B38) y (B39) (ver Figura 17(f)). En
esta ocasión, la ventana 10 presenta una agrupación errónea, mientras que la 15, un
agrupamiento no óptimo.
TABLA 4
Resultados de la red neuronal en las diferentes ventanas del
Caso III
Ventana B30 B31 B32 B33 B34 B35 B36 B37 B38 B39
10 3 6 6 5 2 5 5 1 1 3
11 6 2 2 5 5 5 5 4 4 3
12 3 5 5 2 2 2 2 1 1 6
13 3 2 2 5 5 5 5 4 4 6
14 6 2 2 5 5 5 5 4 4 3
15 6 2 2 5 5 5 5 4 4 3
16 1 3 3 2 5 2 2 4 4 6
Para el Caso IV, se repite el escenario del caso anterior, pero el generador conectado
al bus 33 nuevamente es sustituido por una granja eólica; estos hechos sonmostrados en
la Figura 18(a).
Se obtienen los vectores de índice de sensibilidad mostrados en la Figura 18(b),
estos son proyectados mediante PCA (ver Figura 18(c)). La posición final de las neuronas,
así como los generadores asociados a estas se observan en las Figuras 18(d) y 18(e).
Los grupos coherentes formados por la red neuronal sonmostrados en la Tabla 5.
En esta ocasión, los gruposmás repetidos y por lo tanto el resultado final del algoritmo
son (B30), (B31,B32), (B33,B34,B36,B36),(B37,B38) y (B39) (ver Figura 18(f)). Para este
caso, en la ventana 16 ocurre el único grupo erróneo que ha encontrado el SOM.
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Figura 18. Información obtenida como resultado del algoritmo
en el Caso IV: (a) ángulo de los fasores de voltaje, (b) vector
de índices de sensibilidad, (c) proyección en componentes
principales, (d) acomodo de las neuronas según los datos de
entrada,(e) generadores agrupados por neurona y (f) grupos de
generadores coherentes.
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TABLA 5
Resultados de la red neuronal en las diferentes ventanas del
Caso IV
Ventana B30 B31 B32 B33 B34 B35 B36 B37 B38 B39
10 4 5 5 2 2 2 2 6 6 1
11 4 2 2 5 5 5 5 6 6 1
12 4 5 5 2 2 2 2 6 6 1
13 4 2 2 5 5 5 5 6 6 1
14 4 2 2 5 5 5 5 6 6 1
15 2 5 5 4 4 4 4 6 6 1
16 2 4 4 4 4 4 4 6 3 1
El resumende los agrupamientosóptimosobtenidos en losCasos III y IV sepresenta
en la Tabla 6.
TABLA 6
Tabla resumen de los Casos III y IV
Caso Bus fallado CCT (ms) Granja eólica Grupos coherentes
III 25 140 No (30)(31,32)(39)
(33,34,35,36)(37,38)
IV 25 140 Si (30)(31,32)(39)
(33,34,35,36)(37,38)
El comportamiento de los generadores eléctricos para el Caso V es presentado en
la Figura 19(a). Los vectores de índice de sensibilidad sonmostrados en la Figura 19(b).
El análisis de componentes principales del vector de índices de sensibilidad se observa
en la Figura 19(c). En la Figura 19(d) se puede observar la posición final de las neuronas
como respuesta a la información de la Figura 19(c). El número de generadores agrupados
por neurona es mostrado en la Figura 19(e).
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Figura 19. Información obtenida como resultado del algoritmo
en el Caso V: (a) ángulo de los fasores de voltaje, (b) vector
de índices de sensibilidad, (c) proyección en componentes
principales, (d) acomodo de las neuronas según los datos de
entrada,(e) generadores agrupados por neurona y (f) grupos de
generadores coherentes.
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Los gruposdegeneradores coherentesque sedancomoresultadode lametodología
propuesta son mostrados en la Tabla 7. El agrupamiento (B1, B2), (B3), (B6) y (B8) es
tomado como respuesta final, ya que este ha sido el más repetido (ver Figura 19(f)). Se
puede observar que la ventana número 12 genera un grupo erróneo, mientras que la
ventana número 13 presenta un grupo no óptimo.
TABLA 7
Resultados de la red neuronal en las diferentes ventanas del
Caso V
Ventana B1 B2 B3 B6 B8
10 1 1 3 6 5
11 1 1 5 6 3
12 1 1 3 3 5
13 1 4 3 6 5
14 1 1 3 6 5
15 1 1 5 6 3
16 1 1 5 6 3
ParaelCasoVI, sepuedeobservar la respuestade losgeneradoresen laFigura20(a).
Se obtienen los vectores de índice de sensibilidad mostrados en la Figura 20(b).
Estos son proyectados en un plano bidimensional para su análisis (ver Figura 20(c)), una
vez hecho esto, se procede a utilizar la información resultante como datos de entrada
para la red neuronal del tipo SOM que se ha propuesto comométodo de agrupamiento.
La respuesta de esta red neuronal se puede observar en la Tabla 8, mientras que el aco-
modo de las neuronas se observa en la Figura 20(d). Además, el número de generadores
agrupados por neurona es mostrado en la Figura 20(e).
Como resultado final, el algoritmo propone como grupos coherentes (B1, B2), (B3),
(B6) y (B8) (ver Figura 20(f)). En esta ocasión, los grupos arrojados por las ventanas 13 y
14 son grupos erróneos.
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Figura 20. Información obtenida como resultado del algoritmo
en el Caso VI: (a) ángulo de los fasores de voltaje, (b) vector
de índices de sensibilidad, (c) proyección en componentes
principales, (d) acomodo de las neuronas según los datos de
entrada,(e) generadores agrupados por neurona y (f) grupos de
generadores coherentes.
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TABLA 8
Resultados de la red neuronal en las diferentes ventanas del
Caso VI
Ventana B1 B2 B3 B6 B8
10 3 3 1 4 5
11 3 3 1 4 5
12 3 3 1 4 5
13 3 3 1 1 5
14 3 3 1 1 1
15 6 6 2 1 4
16 3 3 6 5 4
El resumen de los agrupamientos óptimos obtenidos de los Casos V y VI se presenta
en la Tabla 9.
TABLA 9
Resumen de los Casos V y VI
Caso Elemento fallado CCT (ms) Granja eólica Grupos coherentes
V L3−4 150 No (1,2)(3)
(6)(8)
VI B25 500 No (1,2)(3)
(6)(8)
4.5 Conclusiones
El algoritmo propuesto en esta tesis para la detección de coherencia entre genera-
dores presenta buenos resultados, y es capáz de determinar correctamente la coherencia
entre generadores para diferentes escenarios.
Con base en los Casos III y IV es posible concluir que el algoritmo desarrollado es
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capaz de responder correctamente ante cambios en la topología del sistema y además
responde correctamente ante la presencia de generación no convencional.
Como se ha observado en todos los ejemplos que se han plasmado en esta tesis,
el algoritmo de agrupamiento no es capaz de determinar el agrupamiento óptimo para
algunasventanasde tiempo.Sinembargo, sehan logrado identificar los gruposcoherentes
sin la intervención de algún usuario. Esto le da al algoritmo un gran potencial para su
aplicación en tiempo real en los centros de control de energía.
CAPÍTULO 5
CONCLUSIONES Y RECOMENDACIONES
5.1 Introducción
Enesta tesis sehapropuestounnuevosistemapara ladeteccióndecoherencia entre
generadores que utiliza las mediciones fasoriales disponibles en la red, con la finalidad
de formar islas eléctricas intencionales.
Este capítulo va enfocado amencionar las conclusiones finales, alcances y limita-
ciones de esta investigación, así como recomendaciones para trabajos futuros relaciona-
dos.
5.2 Conclusiones
Se concluyen los siguientes puntos:
La identificación de coherencia entre generadores tienemuchas utilidades, una de
las más importantes es la formación de islas eléctricas, ya que esta medida puede
evitar la propagación de un disturbio.
Determinar cuáles generadores son coherentes no es una tarea sencilla, no solo
debido a la gran cantidad de información que llega a los centros de control durante
un falla, sino también porque el fenómeno de coherencia es dependiente de la
localización de la falla y del punto de operación en el que se encuentre el sistema.
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Con el ﬁn de evitar utilizar grandes cantidades de datos, es posible emplear úni-
camente las mediciones en los buses de generación en conjunto con el análisis de
componentes principales, con lo que se logra reducir la complejidad del problema.
El vector de índices de sensibilidadmutua aquí propuesto es unamedida novedosa
para terminar la coherencia entre generadores eléctricos.
Al emplear una red neuronal del tipo SOM, es posible determinar los grupos de ge-
neradores coherentes sin la intervención de un usuario, lo que brinda la posibilidad
de que el algoritmo propuesto se aplicado en tiempo real, siempre considerando la
carga computaciónal del mismo.
En esta investigación, se ha propuesto emplear PCA en conjunto con una red neu-
ronal para el agrupamiento de datos. Sin embargo, este método identifica agrupa-
mientos erróneos en algunas ventanas. Este hecho hace que sea necesario esperar a
que transcurra cierto número de ventanas y en consecuencia se retrase la respuesta
final del algoritmo.
5.3 Aportaciones
Lasprincipalesaportacionesdeeste trabajode investigaciónson las siguientes:
Se propuso un sistema para la detección de coherencia basado en las mediciones
obtenidas medianteWAMS. Como únicamente se consideran los buses de genera-
ción, el algoritmo es capaz de trabajar aún cuando se presentan grandes cambios
en la topología de la red.
Debido a que se considera el ángulo del voltaje en los buses de generación y no
una medición interna propia de los generadores eléctricos en cuestión, el algo-
ritmo es capaz de trabajar satisfactoriamente ante la presencia de generación no
convencional.
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5.4 Recomendaciones para Trabajos Futuros
En base a los resultados obtenidos del algoritmo para la detección de generadores
coherentes que se ha propuesto en este trabajo de investigación, se recomienda continuar
trabajando en los siguientes aspectos:
Analizar el comportamiento del algoritmo ante diferentes tipos de generación.
Ampliar el algoritmo al punto de que este sea capaz de determinar aquellas líneas
quedebenserdesconectadaspara formar la isla eléctricaunavezque sehaobtenido
la coherencia entre los generadores eléctricos.
Mejorar el sistema de agrupamiento de datos para acelerar la respuesta del algorit-
mo.
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APÉNDICE A
A continuación se describen los parámetros de los componentes del sistema de
prueba de 39 buses de la IEEE (ver Figura 21) utilizado para los Casos I, II, III y IV.
Figura 21. Sistema de prueba de 39 buses de la IEEE.
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TABLA 10
Despacho de los generadores
Generador Bus Tipo de bus P V
(MW) (p.u.)
G01 39 PV 1000 1.03
G02 31 Slack N.A. 0.982
G03 32 PV 650 0.9831
G04 33 PV 632 0.9972
G05 34 PV 508 1.0123
G06 35 PV 650 1.0493
G07 36 PV 569 1.0635
G08 37 PV 540 1.0278
G09 38 PV 830 1.0265
G10 30 PV 250 1.0475
TABLA 11
Parámetros de los generadores
Unidad H Ra X ′d X ′q Xd Xq T ′d0 T ′q0 XI X ′′ T ′′d0 T ′′q0
1 500 0 0.006 0.008 0.02 0.019 7 0.7 0.003 0.004 0.05 0.035
2 30.3 0 0.0697 0.17 0.295 0.282 6.56 1.5 0.035 0.05 0.05 0.035
3 35.8 0 0.0531 0.0876 0.2495 0.237 5.7 1.5 0.0304 0.045 0.05 0.035
4 28.6 0 0.0436 0.166 0.262 0.258 5.69 1.5 0.0295 0.035 0.05 0.035
5 26 0 0.132 0.166 0.67 0.62 5.4 0.44 0.054 0.089 0.05 0.035
6 34.8 0 0.05 0.0814 0.254 0.241 7.3 0.44 0.0224 0.044 0.05 0.035
7 26.4 0 0.049 0.186 0.295 0.292 5.66 1.5 0.0322 0.044 0.05 0.035
8 24.3 0 0.057 0.0911 0.29 0.28 6.7 0.41 0.028 0.045 0.05 0.035
9 34.5 0 0.057 0.0587 0.2106 0.205 4.79 1.96 0.0298 0.045 0.05 0.035
10 42 0 0.031 0.05 0.1 0.069 10.2 0 0.0125 0.045 0.05 0.035
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TABLA 12
Parámetros de las líneas de transmisión
de Bus a Bus R X B
(p.u.) (p.u.) (p.u.)
01 02 0.0035 0.0411 0.687
01 39 0.0001 0.025 0.75
02 03 0.0013 0.0151 0.2572
02 25 0.0007 0.0086 0.146
03 04 0.0013 0.0213 0.2214
03 18 0.001 0.0133 0.2138
04 05 0.0008 0.0128 0.1342
04 14 0.0008 0.0129 0.1382
05 06 0.0002 0.0026 0.0434
05 08 0.0008 0.0112 0.1476
06 07 0.0006 0.0092 0.113
06 11 0.0007 0.0082 0.1389
07 08 0.0004 0.0046 0.078
08 09 0.0023 0.0363 0.3804
09 39 0.001 0.025 1.2
10 11 0.0004 0.0043 0.0729
10 13 0.0004 0.0043 0.0729
13 14 0.0009 0.0101 0.1723
14 15 0.0018 0.0217 0.366
15 16 0.0009 0.0094 0.171
16 17 0.0007 0.0089 0.1342
16 19 0.0016 0.0195 0.304
16 21 0.0008 0.0135 0.2548
16 24 0.0003 0.0059 0.068
17 18 0.0007 0.0082 0.1319
17 27 0.0013 0.0173 0.3216
21 22 0.0008 0.014 0.2565
22 23 0.0006 0.0096 0.1846
23 24 0.0022 0.035 0.361
25 26 0.0032 0.0323 0.513
26 27 0.0014 0.0147 0.2396
26 28 0.0043 0.0474 0.7802
26 29 0.0057 0.0625 1.029
28 29 0.0014 0.0151 0.249
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TABLA 13
Parámetros de los transformadores
Tap del transformador
de Bus a Bus R X Magnitud Ángulo
(p.u.) (p.u.) (p.u.) (p.u.)
12 11 0.0016 0.0435 1.006 0
12 13 0.0016 0.0435 1.006 0
06 01 0 0.025 1.07 0
10 32 0 0.02 1.07 0
19 33 0.0007 0.0142 1.07 0
20 34 0.0009 0.018 1.009 0
22 35 0 0 0.0143 1.025 0
23 36 0.0005 0.0272 1 0
25 37 0.0006 0.0232 1.025 0
02 30 0 0.0181 1.025 0
29 38 0.0008 0.0156 1.025 0
19 20 0.0007 0.0138 1.06 0
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TABLA 14
Carga
Carga Bus P Q
(MW) (MVAR)
C3 03 322 2.4
C4 04 500 184
C7 07 233.8 84
C8 08 522 176
C12 12 7.5 88
C15 15 320 153
C16 16 329 32.3
C18 18 158 30
C20 20 628 103
C21 21 274 115
C23 23 247.5 84.6
C24 24 308.6 -92.2
C25 25 224 47.2
C26 26 139 17
C27 27 281 75.5
C28 28 206 27.6
C29 29 283.5 26.9
C31 31 9.2 4.6
C39 39 1104 250
APÉNDICE B
A continuación se describen los parámetros de los componentes del sistema de
prueba de 14 buses de la IEEE (ver Figura 22) utilizado para los Casos V y VI.
Figura 22. Sistema de prueba de 14 buses de la IEEE.
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TABLA 15
Despacho de los generadores
Generador Bus Tipo de bus P V
(MW) (p.u.)
G01 01 Slack N.A. 1.06
G02 02 PV 40 1.045
G03 03 PV 0 1.01
G04 06 PV 0 1.07
G05 08 PV 0 1.09
TABLA 16
Carga
Carga Bus P Q
(MW) (MVAR)
C2 02 21.7 12.7
C3 03 94.2 19
C4 04 47.8 4
C5 05 7.6 1.6
C6 06 11.2 7.5
C9 09 29.5 16.6
C10 10 9 5.8
C11 11 3.5 1.8
C12 12 6.1 1.6
C13 13 13.5 5.8
C14 14 14.9 5
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TABLA 17
Parámetros de las líneas de transmisión
de Bus a Bus R X B
(p.u.) (p.u.) (p.u.)
01 02 0.0193 0.0591 0.0528
01 05 0.0540 0.2230 0.0492
02 04 0.0581 0.1763 0.0374
02 05 0.0569 0.1738 0.0340
03 02 0.0469 0.1979 0.0438
03 04 0.0670 0.1710 0.0346
05 04 0.0133 0.0421 0.0128
05 08 0.0008 0.0112 0.1476
06 11 0.0949 0.1989 0.0000
06 12 0.1229 0.2556 0.0000
06 13 0.0661 0.1302 0.0000
09 10 0.0318 0.0845 0.0000
09 14 0.1271 0.2703 0.0000
11 10 0.8205 0.1920 0.0000
12 13 0.2209 0.1998 0.0000
14 13 0.1709 0.3480 0.0000
TABLA 18
Parámetros de los transformadores
Tap del transformador
de Bus a Bus R X Magnitud Ángulo
(p.u.) (p.u.) (p.u.) (p.u.)
04 07 0 0.2091 0.9780 0
04 09 0 0.5561 0.9690 0
05 06 0 0.2520 0.9320 0
08 07 0 0.1761 1.3043 0
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TABLA 19
Parámetros de los generadores
Unidad H Ra X ′d X ′q Xd Xq T ′d0 T ′q0 XI X ′′ T ′′d0 T ′′q0
1 5.14 0 0.6 0.646 0.8979 0.646 7.4 0 0.2396 0.004 0.03 0.033
2 6.54 0.0031 0.185 0.36 1.05 0.98 6.1 0.3 0 0.05 0.04 0.099
3 6.54 0.0031 0.185 0.36 1.05 0.98 6.1 0.3 0 0.045 0.04 0.099
4 5.06 0.0014 0.232 0.715 1.25 1.22 4.75 1.5 0.134 0.035 0.06 0.21
5 5.06 0.0014 0.232 0.715 1.25 1.22 4.75 1.5 0.134 0.089 0.06 0.21
