Cloud federation is a new paradigm in Cloud Computing. One of the major advantages of this paradigm resides on its ability to help the Cloud Service Provider (CSB) overcome the limitation of their own resources in order to serve their clients. In view of a vast diversity of cloud services being offered by several providers in the cloud federation, it becomes a necessity to couple this paradigm with an automatic negotiation to dynamically form the best possible offer to the clients requirements. In this paper, we propose an extension for the Open Cloud Computing Interface (OCCI) to support the automatic negotiation between different cloud providers using the Contract Net Protocol (CNP) involved in Multi-agent-System (MAS). In order to prove the efficiency and the effectiveness of our approach, we suggest a real case study illustrating how a client can interact with our approach. In addition, we implement a prototype to evaluate the key idea presented in this paper through a set of experiments.
Introduction
Over the last years, the cloud computing has played a major role in the Information Technologies' (IT) evolution. It refers to the provisioning of resources based on pay-as-you-go service model. This model allows a client to pay only computing resources as needed [1] . In the literature, there is no universal definition of cloud computing. It is common that the cloud is characterized by anon demand access to the resources provisioned in an elastic manner. A definition given by NIST [2] is that the cloud provider can be rapidly provisioned and released with minimal management effort through interaction with the provider . It appears from NIST definition that the cloud provider is an essential element of cloud computing. It takes transparently the responsibility of provisioning, managing and maintaining the resources to clients. There is a whole set of commercial cloud providers [3] such as Amazon EC2, Microsoft Azure, Google Compute Engine to name a few, as well as of Cloud Management Platforms (CMPs) in an open cloud ecosystem like OpenNebula, OpenStack, CloudStack, Eucalyptus. Each one of these Clouds provides its own Cloud Resource Management API (CRM-API) so as to allow clients to provision, manage and maintain their cloud resources.
Paper Structure
This paper is organized as follows: in Section 2, we define the basic aspects related to the cloud federation and the contract net protocol. Then we give an overview on the OCCI standard. Section 3 presents our cloud federation architecture that allows the autonomic negotiation of the cloud resources. Section 4 is the core of our proposition, it describes our extension of the OCCI standard for the autonomic negotiation in the cloud federation. Section 5 describes the use of our OCCI extension to make the autonomic negotiation between different cloud providers. Section 6 implements a prototype to evaluate the efficiency of our approach. In Section 7, we discuss the related works . Finally, section 8 deals with the conclusion and prospects of our work.
Background
In this section, we will introduce the different terms related to our work. We start by describing the basic aspects of the cloud federation. Due to the large spectrum of this domain we will limit our description to the negotiation with the contract net protocol. Then, we will introduce the Open Cloud Computing Interface(OCCI).
Cloud Federation
By looking into the literature, the cloud providers are classified into three categories according to the service models of the cloud computing, which are: Software as a Service (SaaS) provider, Platform as a Service (PaaS) provider and Infrastructure as a Service (IaaS) provider [2] . In this paper, we are interested with the IaaS cloud provider that supplies the material resources enabling clients to create multiple resource configurations for their own applications without being considered the used infrastructure. This provider provides suitable solutions with a high degree of customization to fulfill the different hardware and software requirements of clients.The hardware requirements include processing, memory, storage and network, which are hosted in virtual machines. While, the software requirements include operating systems, tools and applications which ran on virtual machines. Each one of the Clouds provides has its own Cloud Resource Management API (CRM-API) so that the clients enable to provision, manage and maintain their cloud resources. As the client is given the access to only a single cloud provider at a time, the cloud provider is found unable to fulfill a huge number of the client's requirements. Cloud federation is a new paradigm that tackles the issue of integration between different cloud providers to overcome the limited provider resources. For this end, We have proposed in [6] a distributed architecture based on a peer-to-peer cloud federation. This architecture leads to overcome the cloud provider's limited resources and provide a suitable solution with a highly customized environment regarding the software and hardware configuration.We push further this work and we propose an automatic negotiation approach to dynamically provision cloud resources from different cloud providers based on the OCCI standard.
Contract Net Protocol
The cloud provider has to negotiate with other cloud providers, in the federated environment, and choose the most suitable resources corresponding to the client's requirements to manage the problem of its limited resources. For this purpose, the Contract Net Protocol (CNP) has been used to communicate among the cloud providers in a distributed problem-solving related to the resource allocation. Furthermore, the CNP has been employed to provide an electronic marketplace to buy and sell cloud resources with the best price. It defines a set of rules governing the behavior of providers since the provider's requirements specification, until the requested resources will be issued, in the cloud federation environment. The CNP was standardized by the Foundation for Intelligent Physical Agents (FIPA) [7] , in 2002, to be nowadays one of the most used protocols to overcome the task allocation problem in a distributed environment. The CNP is based on the interaction between agents. In FIPA CNP [8] , there are two different types of agents: an initiator and a participant. The initiator is an agent that wants to have some task performed by one or more other agents, named participants. It takes the role of a manager wishing to optimize a function that characterizes the task such as the price. For a given task, a set of participants may respond with a proposal and the rest must refuse. Then, the initiator has to continue the negotiation with participants whose proposals are accepted.
Entity. Each Entity instance is identified by a unique Kind instance and may use one or more Mixin instances. Kind is a specialization of Category and may introduce additional capabilities in terms of Actions. An Action identifies an invocable operation applicable to an entity instance. Sub-types of Category are Kind, Mixin and Action. Category instance may have associated Attribute instances whose values characterize a specific Entity instance. The OCCI Protocol specification describes how the OCCI core model can be interacted with a particular protocol (e.g. HTTP, AMQP, etc.). Currently, only the OCCI HTTP Protocol [10] has been specified for the communication between the cloud provider and the client. The OCCI Rendering specification describes a particular rendering of the OCCI Core model independently of the protocol being used. Currently, both OCCI Text Rendering [11] and OCCI JSON Rendering [12] have been specified. As regards the OCCI Extension specifications, every OCCI Extension specification describes a particular extension of the OCCI Core Model. It defines additional Resource, Link, Mixin and Action sub-types for the creation and management of a particular application domain. Currently, three kinds of OCCI Extension 
Automatic Negotiation in the Cloud Federation
In this section, we describe an overviw of our approach to deal with the autonimic negotiation between different cloud providers. Each cloud provider connects with one or more providers that can make the desired resources in the federated environment. This interaction is performed via a Federation Interface (FI). This layer is put on each cloud provider wanting to participate in the cloud federation. As depicted in Fig. 2 , the architecture of our approach has two actors interacting through the same interface, which are: the client and the cloud provider. The client represents a person or a cloud provider that needs to deploy his services in a highly scalable environment taking the advantage across the federation and also to benefit from cloud computing characteristics such as on-demand self-service and measured service. To do this, the client firstly browses the Web portal of a cloud provider. Secondly, it requests the appropriate resources for deploying his service. Finally, it uses the resources. The cloud provider is the entity that provides physical computing resources as a service to clients in the form of a virtual machine (VM). Federation Interface is the element that has to be put on each cloud provider that wants to participate in the cloud federation. It complements the common management functionalities that are provided by Cloud Management Platforms (CMPs) by introducing a new layer on it for performing the communication with other cloud providers in the federation. Furthermore, the FI acts as an interface between the client and the provider. Firstly, it receives the resource allocation requestfrom the client. Then, it performs operations in an environment of cloud federation.Finally, it sends the required resource to the client; in which the FI is used to facilitate the negotiation of resources for offering the best fit client requirements in an environment of cloud federation. 
OCCI Extension for Autonomic Negotiation in the Cloud Federation
In this section, we define new OCCI entities (i.e. Resources and Links) and Mixins. These last ones allow the cloud provider to establish an autonomic negotiation for provisioning resources, that response to the client's requirement, from different cloud providers in the federation.
OCCI Resources
We define, in this section, our new Resources inheriting the Resource base type defined in OCCI core [9] Journal of Computers as shown in Fig. 3 . Mainly, these resources are used to provide a generic description for the autonomic negotiation resources in the cloud federation. These resources are Management and Negotiation. 
Management
The Management type represents a generic OCCI Resource. It receives a client's resource allocation request and creates a set of actions to construct the management infrastructure. From a given client request, it is responsible for searching the availability of allocation resources locally and picking among them those that have to be negotiated with the remote cloud providers by the Negotiation Resource. Management instantiates the needed Entities (i.e., Resources and Links) with the appropriate extensions (Mixins). Since the provider would like to offer first their own resources to the client, the Managementuses Search Mixin to look locally for the required resources. As shown in Table 1 , the Managementis assigned to the kind instance http://ogf.schemas.sla/occi/management# which has to be exposed by each Management instance. Furthermore, it is associated with a set of attributes which are: the name of Management instance, Table 2 describes the Actions defined for the Management by its Kind instance. The Management resource can be started/stopped by invoking the start/stop action. The actions applicable on instances of Negotiation are depicted in Table 4 . The Negotiation resource can be started/stopped by invoking the start/stop action. 
OCCI Link
We define, in this section, our new Links (i.e. FederationLink, NegotiationLink and FederationNegotiationLink) inheriting the Link base type defined in OCCI core [9] , as shown in Fig. 4 . These links are used to link the specified resources (detailed in Section 4.1) that are dedicated for the autonomic negotiation in the cloud federation. The Negotiation type represents a generic OCCI Resource that holds all the information related to the negotiation between the cloud providers. It is an abstract resource that could be specified with the appropriate extensions (Mixins).To this end, we introduce the ContractNetProtocol and the BestOffer Mixins. Since the negotiation can be described using different protocols (i.e., Contract Net Protocol, Request Interaction Protocol, etc), we use a ContractNetProtocol Mixin (detailed in Section 4.3.1) to deal with the contract net protocol. Furthermore, we use BestOffer Mixin to specify the strategy that applies on incoming proposals to select the best offer from different cloud Providers. The Negotiation type inherits the Resource base type defined in the OCCI Core Model. As shown in Table 3 , The Negotiation is assigned to the kind instance http://ogf.schemas.sla/occi/negotation# which has to be exposed by each Negotiation instance. In order to instantiate a Negotiation Resource, we need to specify its attributes which are: the name, the context, the expirationDate. The actions applicable on instances of Negotiation are depicted in the Table 3 .
Federation negotation link
It inherits the Link base type of the OCCI Core Model [9] . This link relates the Negotiation Resource to a specific cloud provider that is able to replay the required demand. It models the transfer of negotiation among different cloud providers. It is an abstract link that could be customized using an instance of NegotiationTool Mixin describing how to pass a negotiation message form one cloud to another in the federation (e.g., REST, XML, XMPP). As depicted in Table 5 , The FederationNegotationLink type is assigned to the Kind instance http://schemas.ogf.org/occi/sla/federationneglink# which has to be exposed by each instance of FederationNegotationLink. In order to instantiate a FederationNegotationLink, we need to specify its attributes which are: the name, the context, the initiator and the recipient. The actions applicable on instances of FederationNegotationLink are depicted in Table 6 . Each instance could be started or stopped by calling either the start or stop action. The NegotiationLink inherits the Link base type defined in OCCI Core Model [9] . It connects Management resource with Negotiation resource. It is used to pattern the occurrence of the information related to an unavailable cloud resource hopping to be retrieved through the negotiation with the different cloud providers in the federation. A NegotiationLink is customized with an instance of ConnectionTool Mixin. As depicted in Table  7 , the NegotiationLink is assigned to the Link instance http://ogf.schemas.sla/occi/negotationlink# which has to be exposed by each instance of NegotiationLink. In order to instantiate a NegotiationLink, we need to specify its name.
The actions applicable on instances of NegotiationLink are depicted in Table 8 . It could be started or stopped by calling either the start or stop action. 
Federation link
The FederationLink inherits the Link base type defined in OCCI Core Model [9] . This Link connects the cloud providers witch each other. It is used to model the occurrence of the information related to an unavailable cloud resource. A FederationLink is customized with an instance of ConnetionTool Mixin. As depicted in Table  9 , The FederationLink is assigned to the Link instance http://ogf.schemas.sla/occi/federationlink# which has to be exposed by each instance. In order to instantiate a FederationLink, we need to specify its name. The actions applicable on instances of FederationLink are depicted in the Table 10 . It could be started/stopped by invoking the start/stop action. 
OCCI Mixin
We define, in this section, our new Mixins inheriting the Mixin base type defined in OCCI core [9] , as shown in Fig. 5 . These Mixins specify our new OCCI entities (i.e. Resources and Links) with the appropriate extensions. These mixins are: ContractNetProtocol, NegotiationTool, BestOffer, Search, ConnectionTool and FederationTool. 
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Contract net protocol
Each instance of this Mixin describes the process of negotiation with a specific cloud provider in the federation. It represents an operation applied by the Negotiation Resource to manage the negotiation with a cloud provider using the contract net protocol. This Mixin implements the StrategyInterface that defines a strategy() method. An implementation of this method describes how the Negotiation Resource deals with the contract net protocol. Table 11 defines the actions applied on ContractNetProtocol instances using the contract net protocol. Fig. 6 illustrates the state diagram for a ContractNetProtocol instance. Each instance of this mixin can be started by invoking the cfp action to send a request to a particular Cloud provider. The cloud provider considers the request and can either propose or refuse it. One of the reasons that this provider might refuse is because it cannot provide the needed cloud resources any more. In this case, this instance of mixin can be refused or have a proposition by invoking the refuse/propose action. Then, it delivers the proposal to Negotiation Resource to choose, among the received proposals provided by the different instances of ContractNetProtocol mixin, which one to be accepted. If the Negotiation Resource picks out the proposal of this mixin instance, this mixin instance is accepted, otherwise it is rejected. Fig. 6 . State diagram for a ContractNetProtocol instance.
Negotiation tool
It implements the needed tools by which negotiation messages are sent to the cloud provider. An instance of the NegotiationTool Mixin enables passing negotiation messages using different mechanisms like REST, XMPP, ACL, XML or HTTP. This Mixin implements a NegotiationTool Interface that defines a negotiate() method specifying the means to exchange the required information for the negotiation. This information may be directly retrieved using the appropriate instance of ContractNetProtocol Mixin. The NegotiationTool Mixin can also refer to an external system of exchanging messages. For instance, an implementation of the negotiate() method carries out an ACL message and sends it to the relevant cloud provider.
Best offer
This Mixin describes the strategy that is applied on incoming proposals received from different cloud Providers to select among them the best proposal. Technically, this Mixin implements the BestProposalInterface that defines a BestPrice() method. An implementation of this method describes how the Negotiation Resource uses a pricing strategy based on the minimum price in order to sell a service from a cloud provider. This strategy can be set to maximize profitability for each service sold overall.
Search
It provides the useful functionalities to search for the availability of the client's requirements locally. This mixin checks with a storage zone, called CloudRegistry, in case the discovered resources can be served by the cloud provider. The CloudRegistry is responsible for keeping information about allowed types of resources that can be provided as well as keeping information about the cloud provider's capacity available after each resource allocation operation. Technically, this mixin implements a Search Interface that defines a SearchOffer() method to help an instance of Management find the required client resources.
Connection tool
It implements the needed tools by which the Management Resource sends messages to the Negotiation Resource. This Mixin implements a ConnectionTool Interface that defines a connection() method. This method specifies the means to pass the required information (related to the missed resource) to the Negotiation Resource which forwards it to other cloud providers in the federation.
Federation tool
This Mixin describes the needed operation to facilitate the interoperability, especially, in the context of federation between different cloud providers. Technically This Mixin implements a FederationTool Interface that defines a federation() method specifying information concerning the required cloud resources such as processing (compute), memory, virtual disk, operating system and application software.
Using OCCI Extension to Negotiate between Cloud Providers
In this section, we explain the use of our OCCI extension (i.e., Entities and Mixins) to make the autonomic negotiation between different cloud providers using the contract net protocol. Fig. 7 depicts the autonomic negotiation's architecture over the cloud providers, which starts when The client (especially the end-user) accesses to our Federation Interface layer. All our OCCI Entities (i.e., Resources and Links) and Mixins are instentiated in this Iayer. It starts by creating an instance of Management Resource relevant to the client and transfers the request to it including the list of the required resources. The Management plays an important role in establishing the required Resources and Links. When the Management is activated, it uses a Search Mixin instance to check if the client demand can be served locally. This Mixin uses the CloudRegistry which keeps information about allowed types of resources and the cloud provider's capacity available after each resource allocation operation. In case the client's demand cannot be served locally, the Management dynamically creates an instance of NegotiationResourceto forward, through the NegotiationLink, the missed resource to other cloud providers in the federation. Whenever this Negotiation is created, the Management starts to negotiate with a set of remote cloud providers via the FederationNegotiationLink. This Link is specified by a NegotiationTool Mixin that defines the means to pass the required information related to the missed resource. The Negotiationuses an instance of ContractNetProtocol Mixin which manages the negotiation process based on the contract net protocol. Each one of cloud provider received a request from another cloud provider, dynamically creates the Management relevant to this request and forwards to this provider a proposal answering its request. At the reception of the proposals, the Negotiation uses a BestOffer Mixin instance to analyze the incoming proposals received from the different cloud providers and to select among them the best proposal based on the minimum price. Then, the Negotiation sends the best proposal to the Management which forwards it to the client. Finally, the Management receives, from the remoted provider through its FederationLink instance, all the needed information to start the required resources. Fig. 7 . Autonomic negotiation architecture over the cloud providers.
Implementation and Evaluation
In this section, we present a high level view of our implementation that was carried out using a cloud management platform. Then, we evaluate the key ideas presented in this paper to prove the efficiency and the effectiveness of our approach through a set of experiments.
Implementation
To implement the aforementioned OCCI (Open Cloud Computing Interface) specifications, we used jOCCI [16] project provided by the OGF (Open Grid Forum). This project represents a set of Java libraries implementing the OCCI specifications. The jOCCI project has a jOCCI-core library which covers basic OCCI class hierarchy provided in both OCCI Core [9] and OCCI Infrastructure [13] . This library is used to define classes of Resource, Link and Mixin. Using jOCCI APIs, we extended the Resource class to define our own resources. We also extended the Link and the Mixin classes to implement our links and our mixins respectively.
Every software system is said to be an agent system if it has the following features [17] : knowledge ability, autonomy, learning and communication. An intelligent agent is able to negotiate with other agents through a set of protocols without considering the outside environment. For this end, we used JADE platform (Java Agent Development Framework) [17] to support the Multi-Agent System (MAS) paradigm in our testbed. JADE platform complies with the specifications provided by FIPA which is an IEEE Computer Society standards organization dedicated to promoting the agent-based technology. In our work, to make the communication between different providers and clients, we introduce a new layer called Federation Interface (FI) based on the JADE platform and we design our OCCI Resources as intelligent agents that are able to communicate and control their interactions with each other. We also design our OCCI Links based on the standard FIPA-ACL communication language to support the communication between our different OCCI Resources (eg. agents).
The cloud provider is the entity that provides physical computing resources as a service to clients in the form of virtual machines. In order to provide the user with the same features that can be found in commercial clouds, we use the OpenNebula platformas as a Cloud Management Platforms(CMP) to perform the operations needed for deploying andmanaging the virtual machines hosted on the IaaS cloud provider. In addition, this platform provides a uniform and homogenous view of virtualized resources regardless of the underlying Virtual Machine Manager (VMM) such as Xen, KVM and WMware.
Evaluation
We present, in this section, the experiments' environment and the use case of our testbed. Then we describe the experiments' resultsto prove the efficiency and the effectiveness of our approach through three experiments. The first one (Experiment 1) was performed to compare two cloud providers' workload: one using the cloud provider that handles the client's requirements locally and the other using the cloud provider that incorporates our approach of negotiation in the federation. The second one (Experiment 2) was realized to analyze the behavior of the provider operating with our approach in contrast with the traditional one. The last one (Experiment 3) was designed to evaluate the efficiency of our approach to increase the client's demand by providing seemingly unlimited amount of resources across the federation.
Evaluation environment
The physical infrastructure used in this testbed was composed of three cloud providers. Each cloud provider is a server that provides physical computing resources as a service to clients in the form of virtual machines. We have used, in this testbed, OpenNebula platform as a Cloud Management Platforms (CMP) to carry out the operations needed for deploying the virtual machines hosted on each cloud provider. Each CMP was installed on CentOS (Linux) and ran on a node composed of Intel core i7 2.4 GHZ processor with 5 GB of memory and 100 GB of data storage.
Use case
To evaluate our work we present a real use case to illustrate how a client can interact with the cloud provider integrating our approach. The client accesses into the cloud provider through the Web portal provided by Federation Interface (FI) for querying the appropriate resources. Fig. 8 depicts the discovery web page created to specify the client's requirements and to search for their relevant resources. The client fills the fields with the interactive form to specify his relevant virtual machine's configuration. It consists of the software and the hardware configuration. Furthermore, it specifies the resource allocation time and the period of allocation. When the cloud Provider receives the request, it automatically looks for the availability of the required resource through the interaction with the other cloud provider of the federation. 
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Use case instantiation
The input parameters that the clients shall specify for every required virtual machine are depicted in Table 12 . These parameters are: (i) the software configuration describes the operating system installed on a virtual machine and the application running on it, (ii) the hardware configuration describes the virtual hardware, such as CPU, memory and storage, (iii) the resource allocation time specifies the time (the unit used is the hour) of starting the allocation of the required resource and (vi) the resource allocation period describes the period required by the client to allocate the relevant resource. To examine our case study, we generate 100 requests of virtual machine vary during 2 days as depicted in Fig. 9 . 
Evaluation result
This section describes the results of the mentioned experiments. When the cloud provider receives the client's request, it tries to serve this request. To do so, it checks the availability of the required resources by making the correspondence between the request and the resources locally available. In addition, the cloud provider that incorporates our approach can perform the interaction with other providers to look for the availability of the resources which satisfies the requirement. The cloud provider shall specify, for each request received, the following output parameters: (i) the software availability describes the availability of the operating system and the application on the required virtual machine. This parameter takes the true value if this condition was reachable by the provider, (ii) the hardware availability describes the availability of CPU, memory and storage. This parameter takes the true value if the cloud provider was able to submit the needed capacity and (iii) the workload of the cloud provider specifies the capacity of workload available on the provider after the allocation of the required virtual machine. Table 13 and Table 14 show the values of the output parameters in the traditional cloud provider and in the cloud provider incorporating our approach, respectively. Fig. 10 . Cloud providers' workload over time.
Experiment 1:
The analyzing of Fig. 10 depicts that the workload of the cloud provider using a traditional resource management approach varies over the times. Sometimes the provider's workload is overused (around 100%), which means its capacity reaches its maximum. This obliges the provider to reject all requests exceeding its maximum capacity as it cannot satisfy their hardware requirements. Furthermore, it loses many clients during the peak hours. This leads so as to decrease the reputation of this provider since the clients would stop trusting it. For this reason, the use of our autonomic negotation approach increases 98% . The higher number of requests handled by this provider is explained by different policies that our approach applied to allocate resources. In fact, our approach allows the provider that has underutilized resources to rent a part of them to other providers in the federation, in case these resources are already available (insourcing policy). Alternatively, it allows this provider to add the other providers' capacity as its internal one where the client's requests can be served (outsourcing policy). These results indicate that the provider, incorporating our approach, can increase the number of accepted requests, while it preserves its resource allocation's capacity. 
Related Work
In this section, we discuss industrial and academic researchers that share with us the same problematic, vision and goals. these researchers are found in the area of the cloud computing, the cloud federation, the contract net protocol and finally the OCCI extension.
Cloud Computing
One of the main problems of a cloud provider is the lack of resources to support a huge number of on-demand resources provisioning. In other words, the cloud provider's workload level varies over time. According to [18] , there is an over-provision during the day and an under-provision during the night and on weekends. In the over-provision case, the provider has various resources to support all the client's requirements during peak hours. Accordingly, this case causes a large number of underutilized resources which are expensive, most of the time, due to the cost of building data centers and the cost of electric power. The cost of building a data center is related to the purchase of IT equipments, the amount of space and network access required in the data center's facility. According to [19] , a data center environment building is based on approximately one thousand to one thousand five hundred dollars per square foot. The energy cost to run the datacenter can be huge. According to the IT analyst Andy Lawrence from the 451 Research Group [20] , the operational energy consumption came in at around 30% of the total cost of the infrastructure. We can conclude that this technique is not efficient because it is unable to reduce the costs of resources to be amortized. This obligates the provider to increase its price (for getting Revenues >Costs), which makes it less competitive in the cloud market [18] . In the under-provision cases, the cloud provider does not have enough resources to fulfill the client's requirements. It chooses either to refuse the new client requests or to stop the execution of services already deployed in its resources. This leads the provider to lose its reputation and consequently lose its future clients.
Another problem related to providers is their inability to satisfy all client's requirements according to their own software and hardware specifications which do not necessarily correspond to the client's requirements. They are only interested to provide their resources according to their own ways, for instance, between a customer and acloud provider, which is used for negotiation, provisioning and monitoring cloud resources. The AgreementLink represents a link that associates an agreement instance with the provisioned resources after the customer and the cloud provider have agreed to the context of the agreement. However, the OCCI SLA specification has its own drawbacks: First, this specification is defined to establish an interface for the creation and the management of resources in the single cloud provider. Therefore, cloud resources cannot be distributed among different cloud providers which is the case in the cloud federation architecture. Second, this specification defines two entities (Agreement and AgreementLink) for representing a basic information about the SLA life-cycle. Thus, these entities cannot be used to support the whole life-cycle of negotiation between the different parties.
A. Stanik et al. [25] propose an advanced specification for the OCCI SLA Model. Moreover, It defines new entity types for distributing the SLA and monitoring resources over different cloud providers such as Offer and Negotiation. The client discovers the required offer hosted at the broker Inter-cloud root which deploys the whole offer provided by the providers. Additionally, the client is able to negotiate the offer, discovered before, with the required provider under specific terms. Although, this work handled the problem of distributing resources among different cloud providers within inter-cloud architecture, this proposed architecture is based on the concept of mediation or brokering which is a global market place for cloud services, where all clients can discover cloud services of independent providers. Moreover, the Negotiation type proposed in this multi-cloud architecture is established to handle the negotiation between just one client and one provider. This Negotiation instance has not been established to provide the best cloud service, which satisfies the client'srequirements, among different cloud providers, as in our case.
The FP7 mOSAIC [26] proposes an extension of OCCI specification for the cloud-infrastructure provider. This extension is conceived by Cloud Agency, which is a broker based on the multi-agent system. This broker accessesthe different cloud providers, on behalf of the client, to pick up among themone cloud service. Then the client negotiates with the appropried provider about the selected cloud service by using the FIPA contract-net protocol. We notice that, although this work proposes an extension of OCCI specification, this extension is not done by introducing new Resource and Link types as well as Mixin type of the OCCI Core Model, as in our case. This work is interested only to verify the correctness of a client's OCCI Rest request and how to translate this request to the ACL message. Additionally, the whole lot of client's requests delivered to the broker leads to decrease its ability to process these requests when their number increases. So the presence of bottleneck [26] . The outcomes of our work aim to increase the efficiency end the effectiveness of provisioning the cloud services of an individual provider.
Conclusion
In this paper, we have proposed an extension for Open Cloud Computing Interface (OCCI) to support the automatic negotiation between different cloud providers using the Contract Net Protocol (CNP).Our extension respects the last version of the OCCI standard.Furthermore, we have explained the use of our OCCI extension (i.e., Entities and Mixins) to make the autonomic negotiation architecture over the federated cloud providers. To evaluate our work we have presented a real use case to demonstrate the application of our autonomic negotiation approach in the cloud federation. We have described also a set of experiments to prove the efficiency and the effectiveness of our approach.
In our future work, we will extend our automatic negotiation approach to dynamically form the best possible contractual agreement between different parties. This agreement is based on Service Level Agreement (SLA) to respond to the clients' requirements. It keeps the information about a resource that has either been negotiated with an instance of Negotiation or been provided locally by cloud provider.
