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Resume 
El objetivo de este trabajo es el estudio de las nuevas tendencias en cómputo paralelo con 
la finalidad de mejorar el rendimiento de cálculo. Cómo una alternativa interesante para 
optimizar la relación costo-prestaciones, se exploran tecnologías de computadoras de alta 
performance reconfigurable (HPCR). 
 
Introducción 
 Con el avance en la búsqueda de mayores prestaciones, la tecnología de 
procesamiento ha evolucionado hacia la utilización de múltiples procesadores. Un ejemplo 
de esto son los dispositivos de consumo masivo (tablets, smatphones) o las 
supercomputadoras (de uso específico). 
 Muchos investigadores han demostrado que la computadora de propósitos generales 
con procesadores gráficos incorporados (GPUs), son una alternativa interesante para 
resolver problemas de cálculos intensivos. El desafío en estos casos consiste en trasladar el 
problema concreto a las limitaciones de la programación gráfica. Éstos GPUs (Graphics 
Processing Unit), contienen múltiples procesadores simples, en su conjunto llamados many-
cores. Este tipo de tecnología normalmente utiliza arquitecturas híbridas, donde parte del 
procesamiento se realiza en la computadora de propósitos generales y la otra en la placa 
gráfica.  
 En los últimos años, se ha buscado expandir este concepto hacia plataformas de 
procesamiento más específico. Para obtener mayor eficiencia, los fabricantes de 
computadoras de altas prestaciones, han introducido unidades de co-procesamiento de 
arreglos de lógica programable. La aplicación principal se ejecuta en los microprocesadores, 
mientras que las FPGAs manejan las porciones de código que requieren mayor tiempo de 
ejecución. Estas porciones de procesamiento suelen ser datos en paralelo superpuestos, 
arquitecturas que se pueden implementar con una alta granularidad, una sola instrucción y 
múltiples datos (SIMD), entre otros [2]. 
 Una de las ventajas de este tipo de arquitectura es la capacidad que tiene el 
procesador principal de reconfigurar las FPGAs en tiempo real. Esto permite la reutilización 
de partes de hardware en virtud de mejorar la performance del software, lo que crea un 
nuevo paradigma en el campo de los desarrolladores de aplicaciones. Los sistemas 
tradicionales utilizan técnicas de descripción de hardware como VHDL. Otros utilizan 
lenguajes de alto nivel adaptados ([7][8][9][10]) como C o Fortran, o entornos de 
programación gráficos [11][12]. Esas últimas alternativas permiten una transición natural 
entre el mundo de hardware y el software. 
 Con las primeras FPGAs, el reducido tamaño y capacidad que tenían, limitaba 
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mucho la evolución de sistemas tan complejos como los que se pueden implementar en una 
ASIC. Pero hoy en día sabemos, que los recursos de los dispositivos de areglos de lógica 
programable, se incrementan cada año debido a la Ley de Moore, con el agregado de 
memoria RAM embebida. Con estos incrementos se logran diseños de gran magnitud. Hasta 
tal punto es así que la tendencia actual es integrar dentro de una FPGA sistemas digitales 
completos que incluyen un microprocesador de propósito general y todo el hardware de 
propósito específico que requiere la aplicación [1]. 
 Esto ha levado a elevar el número de integrados de lógica programable en 
comparación con el número de procesadores. Con lo que hoy en día tenemos plataformas 
de altas prestaciones en donde casi todo el procesamiento se realiza en FPGAs.  
 Típicamente el clock de una FPGA es un orden de magnitud o más lento que el de 
un procesador. Sin embargo desde el punto de vista de la velocidad, las FPGAs obtienen su 
ventaja en los siguientes tres factores: 
 Intensidad: en el mejor de los casos un CPU puede realizar una operación entre 
enteros cada dos ciclos de reloj (caso ideal en donde se estaría utilizando cache, y 
con el pipeline funcionando sin interupciones). El peor caso es significativamente 
más desfavorable. En una FPGA se implementa sólo la funcionalidad necesaria para 
la aplicación particular. Por lo tanto se prescinde del “overhead” producto de la 
arquitectura sofisticada que tiene un CPU de propósitos generales.  
 Latencia: con una FPGA se puede obtener una granulosidad fina sobre el control de 
donde se encuentran los datos en memoria. 
 Paralelismo espacial: se puede realizar un pequeño pipeline de propósitos 
especiales para realizar una operación particular, y luego replicarlo dentro del chip de 
la FPGA. 
 
 Entre algunas de las alternativas que se pueden explorar con computadoras 
paralelas reconfigurables tenemos tres parámetros: 
 Comunicación: posibilidad de ensayar diversas topologías conocidas, o explorar 
nuevas alternativas que podrían optimizar el rendimiento general. Los dispositivos 
más modernos permiten interfaces de alta velocidad como GbEthernet, o PCI 
Express. Se pueden implementar protocolos de comunicación flexibles y variar el 
ancho de bus según la necesidad. Una de las características que se puede utilizar 
con esta tecnología es la capacidad de reconfiguración parcial de los dispositivos de 
lógica programable. Esto último permite crear redes virtuales reconfigurables en 
hardware en tiempo real que sirvan de soporte para enrutado en software [13]. 
 Memoria: cada problema específico requiere de una configuración de memoria 
determinada. Para elo se cuenta con memoria interna (en general limitada) la cual 
se podría utilizar para procesos locales y luego se puede interfacear con distintas 
tecnologías de memoria existentes. Los dispositivos más modernos tienen 
incorporados módulos de control para memorias del tipo DDR3. 
 Software: en este tipo de plataformas es el aspecto más difícil de estandarizar. El 
software necesariamente es hibrido entre partes de hardware (manejado por drivers) 
y lenguajes de alto nivel. En estos casos el desafío es encontrar qué partes de alto 
nivel son las que generan mayor “overhed” sobre el procesamiento, identificarlas y 
luego trasladarlas a su versión de compuertas lógicas. (Implementarlas dentro de la 
FPGA) 
 Si bien el estudio de sistemas paralelos con múltiples procesadores, ha sido 
corectamente desarolado, el concepto de utilización de múltiples dispositivos 
reconfigurables no es un tereno completamente explorado.  
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Parte experimental 
En el CeTAD se están explorando técnicas de procesamiento de HPRC con una placa que 
está compuesta por una FPGA (Xilinx Spartan 6), 3 memorias SRAM para maximizar el 
“throughput” de acceso aleatorio y 2 memorias del tipo DDR2 para almacenamiento de 
datos. Esto, junto a las fuentes de alimentación e interfaces de comunicación están 
integrados en un circuito impreso de 12 capas y de un tamaño de 8x12cm. 
Sobre este equipo se está trabajando en el diseño de una maqueta de simulación para 
evolucionar hacia tecnologías superiores con varias FPGAs por placa. 
Para una etapa posterior, se estudian distintas topologías de interconexión que permitan 
flexibilidad de proyectos y aplicaciones específicas.  
En las Figuras 1, Figura 2, Figura 3 y Figura 4 se observan algunas de las topologías 
propuestas  
 
Resultados y discusión 
Basándonos en los análisis de capacidad del equipo, se realizó un estudio de posibles áreas 
de aplicación en la industria moderna. A continuación se describen algunas: 
Geo Ciencias 
Uno de los grandes desafíos computacionales del estudio Meteorológico es la resolución 
numérica para la predicción y modelado del clima. 
Los servicios meteorológicos necesitan resolver predicciones numéricas globales y de alta 
resolución regional en tiempos razonables. Principalmente en el caso de eventos climáticos 
severos. 
Normalmente los centros de investigaciones necesitan simular eventos climáticos de larga 
duración en entornos multidisciplinarios con requerimientos rigurosos. 
Otra de las áreas de aplicación es la Geolocalización. Empresas/ Centros de investigación 
dedicadas a esta ciencia necesitan manipular grandes cantidades de datos y cálculos en 
tiempo real para ser provistos a los clientes. 
Energía 
Los sistemas computacionales de alta performance pueden ser utilizados desde la 
exploración y producción de petróleo y gas hasta investigaciones de energías renovables. 
Las HPRC pueden ser requeridas para adquisición de datos, procesamiento de imágenes 
  
Figura 1: Topología Backplane / Gigabit ethernet Figura 2: Topología cubo utizando buses de alta 
velocidad propios de las FPGAs de generación 7 
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sismicas y simulaciones de reservorios, procesamiento, gestión y modelado de datos. 
Mediante las HPRC se puede reducir riesgos y obtener una ventaja competitiva para el 
procesamiento y análisis de grandes cantidades de datos de forma rápida y precisa. 
 
 a) 
b) 
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Agro Industria 
La industria agraria moderna aplica buenas prácticas de principios de la agricultura de 
precisión que permiten tratamientos rigurosos a toda la cadena agrícola. 
La aplicación de sistemas computacionales de alta performance se puede dar en varias 
áreas: 
 Simulación y predicción de comportamiento de sembrados y plantaciones. 
 Estudio del tereno mediante imágnes satelitales. 
 Modelado de microclima para ambientes cerados (invernaderos) 
Salud 
Hoy en día la industria farmacéutica, biotecnología, salud y universidades se enfrentan a 
retos cada vez mas complejos en un amplio rango de áreas. La nueva generación en el 
modelado molecular, investigación traslacional, integración de datos, depende de sistemas 
de cómputos de altas prestaciones. 
 
Conclusion 
La tecnología FPGA está introduciéndose fuertemente en el procesamiento paralelo. Se 
presenta como una alternativa fuerte y confiable a la resolución de varios problemas de la 
ciencia y de la industria. 
Como se vio en los ejemplos de aplicación, las computadoras de alta performance son 
necesarias en la resolución de cálculos con gran densidad de parámetros y datos. Y también 
para la búsqueda de información dentro de grandes bases de datos, como es el caso de la 
alineación de secuencias biológicas en donde se implementan algoritmos de búsqueda por 
corelación entre secuencias de ADN [14]. 
Cada implementación o arquitectura está ligada directamente a la aplicación para la cual se 
desea implementar: 
 Teniendo en cuenta el nivel de comunicación se pueden utilizar topologías 
“backplane” (para requerimientos mas leves) o topologías “cubo” para sistemas que 
presentan requisitos altos de comunicación y modularidad.  
 Teniendo en cuenta la simetría de los procesos, si se puede paralelizar en partes 
idénticas,  tanto  la tecnología como la comunicación son  homogéneas. Sin 
embargo, si el problema se puede paralelizar en partes diferentes, es posible pensar 
en sistemas heterogéneos, utilizando distintas tecnologías de procesamiento por 
cada etapa. 
Las necesidades comerciales y disminución de riesgos al desarolar una 
supercomputadora, hacen de las supercomputadoras basadas en tecnologías FPGA una 
apuesta interesante de mercado. 
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