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A string dictionary is a data structure to store a set
of strings. Recently, instances have emerged in prac-
tice where the size of string dictionaries has become a
critical problem in many applications. Consequently,
compressed string dictionaries have been proposed by
leveraging efficient implementation techniques, such
as Trie and Front-Coding, and powerful text compres-
sion techniques, such as Re-Pair. In this paper, we
propose new dictionary structures based on a strategy
using string dictionaries for the compression in order
to improve existing compressed ones. We show that
our string dictionaries can be constructed in a shorter
time compared to the Re-Pair versions with competi-
tive space usage and operation speed, through exper-






















































ಘΔ஋ͷू߹ ΣΛΞϧϑΝϕοτͱ͍͍ɼͦͷαΠζΛ σ = |Σ|ͱ
ද͢ɽର਺ͷఈ͸ 2Ͱ౷Ұ͢Δɽ
Rank/Select ॻࣙ Ϗοτྻ B[1...n] ʹର͠ɼRank/Select ͱ
ຊతͳج͹ΕΔݺ 2ͭͷૢ࡞Λಋೖ͢Δɽ
• Rankb(B, i)ɿB[1...i]தͷ b ∈ {0, 1}ͷ਺Λฦ͢ɽ
• Selectb(B, i)ɿi൪໨ͷ b ∈ {0, 1}͕ग़͢ݱΔҐஔΛฦ͢ɽ
͜ΕΒͷૢ࡞͸ɼo(n)Ϗοτͷิॿσʔλߏ଄ΛՃ͑Δ͜ͱʹ
Αͬͯɼఆ਺ؒ࣌Ͱ࣮ߦͰ͖Δ [10]ɽ
LOUDS දݱ LOUDSʢLevel-Ordered Unary Degree Se-
quenceʣ[10] ͸ॱং໦Λද͢ݱΔͨΊͷ؆ܿσʔλߏ଄ɼ͍Θ
ΏΔ؆ܿ໦ͷ 1छͰ͋ΔɽLOUDSͰ͸ɼࢠΛ dͭ࣋ݸઅ఺Λ d
ͷݸ ‘1’ͱ ͷݸ1 ‘0’ͷ࿈݁ʹΑΓද͠ɼ͜ΕΒΛ෯༏ઌʹ࿈݁͢
Δ͜ͱʹΑΓಘΒΕΔϏοτྻʹΑΓ໦Λද͢ݱΔɽ͜ͷͱ͖ɼࠜ
ͷ਌ͷΑ͏ʹৼΔ෣͏εʔύʔϧʔτͱͯ͠ɼϏοτྻͷઌ಄ʹ
“10” Λ෇༩͢Δɽઅ఺ͷҠಈ͸ɼϏοτྻ্ͷ Rank/Select Λ
հ࣮ͯ͠͞ݱΕΔͨΊɼԾʹ໦ͷઅ఺਺Λ nͱͨ͠ͱ͖ɼͦͷϝ
ϞϦ࢖༻ྔ͸ 2n + o(n)ϏοτͱͳΔɽ
DFUDS දݱ DFUDSʢDepth-First Unary Degree Se-
quenceʣ[11] ͸ɼLOUDS ͱಉ͘͡؆ܿ໦ͷ 1 छͰ͋Γɼׅހ
1 ೔ຊσʔλϕʔεֶձ࿨จ࿦จࢽ
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ྻΛ༻͍ͯॱং໦Λද͢ݱΔɽDFUDSͰ͸ɼࢠΛ dͭ࣋ݸઅ఺




਺ nʹର͠ɼͦͷϝϞϦ࢖༻ྔ͸ 2n + o(n)ϏοτͰ͋Δɽ
Elias-Fanoදݱ Elias-Fanoදݱ [13,14]ͱ͸ɼ࠷େ஋͕ nͰ
͋Δ mݸͷ੔਺஋͔Βߏ੒͞ΕΔٛ޿୯ௐ૿Ճྻʹର͠ɼఆ਺࣌
ؒͰͷΞΫηεΛอূͭͭ͠ɼ2m+m⌈log nm ⌉+ o(m)ϏοτͰදݱ
͢ΔͨΊͷූ߸Ͱ͋ΔɽElias-Fanoදݱͷޮ཰తͳ࣮૷͸͍ͭ͘
͔͋Δ͕ɼެ։͞Ε͍ͯΔ࣮૷ͱͯ͠͸ Succinct [15] ͕༗໊Ͱ
͋Δɽ
3. จࣙྻࣈॻ
จࣙྻࣈॻͱ͸ɼจྻࣈͷू߹ S ⊂ Σ∗ Λอ͠؅ɼ֤จྻࣈʹ
ର͠ݻ༗ͷ IDͱͯ͠ [1, |S |]಺ͷ੔਺஋Λ༩͑ΔͨΊͷσʔλߏ
଄Ͱ͋Δɽ͜ͷͱ͖ɼҎԼͷ 2ͭͷૢ࡞Λఏ͢ڙΔɽ
• Lookup(s)ɿs ∈ S Ͱ͋Ε͹ɼͦͷ IDΛฦ͢ɽ
• Access(i)ɿID iʹରԠ͢ΔจྻࣈΛ෮͢ݩΔɽ
·ͨɼ͋Δจྻࣈͷྻܥ ⟨s1, s2, ..., sn⟩ΛɼจࣙྻࣈॻΛ༻͍ͯ





















Algorithm with Recursively Implemented StorAgeʣ[5] Ͱ͋





ϥϕϧͰ͋ΔɽMARISAࢬ Ͱ͸ࢬϥϕϧʹؔͯ͠ɼ௕͞ 1 ͷϥ
ϕϧͱ௕͞ 2Ҏ্ͷϥϕϧΛ۠ผ͠ɼऀޙΛࣙॻූ߸ԽʹΑΓ੔
਺஋ʹஔ͖͑׵ΔɽԾʹઅ఺ vʹࢬ͏͔޲ͷϥϕϧΛ֨ೲͨ͠഑
ྻΛ L[v]ͱ͢ΔͱɼL͸഑ྻ L′ ͱϏοτྻ F Λ༻͍ͯҎԼͷΑ
͏ʹஔ͖͑׵ΒΕΔɽ
• |L[v]| = 1ͷ৔߹ɼL′[v]← L[v]͔ͭ F[v]← 0ɽ
• |L[v]| ≥ 2ͷ৔߹ɼจྻࣈ L[v]Λࣙॻූ߸Խ͠ಘΒΕΔ IDΛ



















































ਤ 1: S ex ʹର͢Δ C-Trieɼٴͼදݱͷྫ
͢Δ LOUDSදݱͰ͋ΓɼT ͸અ఺ v͕จྻࣈͷऴ୺ʹҐஔ͢Ε
͹ T [v] = 1ͱͳΔΑ͏ͳϏοτྻͰ͋ΔɽT ͸จྻࣈͷऴ୺Λද
͚ͩ͢Ͱͳ͘ɼRank/SelectʹΑΓઅ఺ ID͔Β [1, |S |]಺ͷจࣈ
ྻ ID΁ͷࣸ૾Λ༩͑Δ໾ׂ΋Ռͨ͢ɽ͜ͷͱ͖ɼLookup/Access
͸ҎԼͷΑ͏ʹ࣮͞ߦΕΔɽLookup(s)͸ɼsΛߏ੒͢ΔจࣈʹΑ




F[v] = 1Ͱ͋Ε͹ L′[v]ʹ֨ೲ͞Εͨ IDΛ༻͍ͯࣙॻ͔Βࢬϥϕ
ϧΛਵ࣌෮͢ݩΔɽ








ਤ 2bʹࣔ͢໦ߏ଄͸ɼਤ 2aͷ TrieΛ࣮ઢͰ͕ܨΕͨܦ࿏͝
ͱʹ෼ղ͠ߏங͞Εͨ PD-TrieͰ͋Γɼ֤અ఺ʹ͸ Trieͷ֤ܦ
࿏Λද͢અ఺ϥϕϧɼ֤ࢬʹ͸෼ذจ͕ࣈ෇ਵ͍ͯ͠Δɽઅ఺ϥ





ࣈಛघจࣔ͢ ∈ {1,2, ...} ͱΛ࿈݁͢Δ͜ͱͰಘΒΕΔจྻࣈΛɼ
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ਤ 2: S ex ʹର͢Δ TrieɼPD-Trieɼٴͼͦͷදݱͷྫ
Ͱ࠷΋ଟ͘ͷ༿Λࢠͭ࣋Λબ୒͠ଓ͚Δ͜ͱʹΑΓಘΒΕΔܦ࿏
Ͱ͋ΔɽHeavy Path Λબ୒͠ Trie Λ෼ղ͢Δૢ࡞͸ɼҰൠʹ
Centroid Path DecompositionʢCPDʣͱݺ͹ΕɼCPDʹΑΓ





અ఺ v͔Βग़Δ෼ذจࣈΛٯॱʹ֨ೲͨ͠ Evɼઅ఺ vͷ DFUDS
දݱ Bv ʹΑΓද͞ݱΕΔɽઅ఺൪߸͸ਂ͞༏ઌॱʹ༩͑ΒΕɼ




ैདྷͷ࣮૷ L͸ɼΣ′ = Σ∪ {1,2, ...,σ− 1}͔ΒͳΔจࣈΛཁૉͱ
͠ɼ࣮ࡍ Σ = [0, 256)ͳ͜ͱ͔Β Σ′ = [0, 511)Ͱ͋Δɽ͜ͷ Lͷ
࣮૷ʹؔͯ͠ɼจݙ [2]Ͱ͸ 2ͭͷख๏ΛఏҊ͍ͯ͠Δɽ
1 ͭ͸ɼL Λ Vbyte [16] ʹΑΓόΠτྻʹஔ͖͑׵Δ୯७ͳ
ख๏Ͱ͋Δɽ͜ͷͱ͖ɼΣ′ ͷ֤஋Λ L ʹ͓͍ͯग़ݱස౓͕େ͖
͍ॱʹ 0 ͔ΒׂΓৼΔ͜ͱͰɼੜ੒͞ΕΔόΠτྻΛখ͘͢͞
Δ͜ͱ͕Ͱ͖Δ1ɽ΋͏ 1 ͭ͸ɼL Λ Re-Pair [9] ʹΑΓѹॖ͢
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• Compare(i, q)ɿRestore(i)ͱΫΤϦจྻࣈ qΛൺֱ͢Δɽ
Restore͸ Accessͱಉ༷ͷૢ͕ͩ࡞ɼදهͷࠞಉΛආ͚Δͨ

















ʹங͞ΕΔ഑ྻ͸Ұൠߏͯ͠͏ TAIL ͱݺ͹ΕΔ [4, 5]ɽࣔʹޙ
͢ Reverse Trie΍ Back-Codingͱൺ΂Δͱɼซ߹Ͱ͖Δจྻࣈ
ͷׂ߹͸গͳ͍͕ɼ୯७ͳจྻࣈͱͯ͠ߴ଎ʹࢀরͰ͖Δɽ
4. 2 Reverse Trie
ຊߘͰ͸ɼจྻࣈΛ͔ํޙΒซ߹͢Δ͜ͱʹΑͬͯߏங͞ΕΔ











Reverse Compact TrieʢRC-Trieʣ RC-Trie͸ɼઅͰઆ໌
ͨ͠ํ๏ͱಉ༷ͷ࣮૷ͰɼReverse Trie ʹΑΔࣙॻΛ࣮͢ݱΔɽ







































ਤ 4: Reverse Trieͱ RPD-Trieͷྫ
͚ RC-TrieΛؼ࠶తʹߏங͠ɼ࢒ʹޙ࠷Δจྻࣈ͸ TAILʹΑΓ
อ͢؅Δɽ



























(2) L[i] = $ͳΒ str Λฦ͠ऴྃ͢Δɽ
(3) str ͷ຤ඌʹ L[i]ΛՃ͑Δɽ
(4) B[i] = 1ͳΒ i← P[Rank1(B, i)]ɼB[i] = 0ͳΒ iΛσΫϦϝ
ϯτ͢Δ͜ͱͰࢀরҐஔΛߋ৽͠ɼ(2)΁໭Δɽ
ϝϞϦ࢖༻ྔʹؔͯ͠ɼReverse Trie ͷઅ఺਺Λ n ͱͨ͠৔
߹ɼL͸ n⌈logσ⌉ϏοτɼB͸ n+ o(n)Ϗοτཁ͢ΔɽP͸੔਺஋
ྻ͕ͩɼ෯༏ઌʹઅ఺൪߸ΛׂΓ౰ͯΔ͜ͱͰٛ޿୯ௐ૿Ճྻͱͳ
ΔͷͰɼElias-Fanoද͕ݱద༻Ͱ͖ΔɽԾʹ |P| = mͱͨ͠ͱ͖ɼ
P͸ 2m + m⌈log nm ⌉ + o(m)Ϗοτཁ͢Δɽ؆ܿ໦ʹΑΓ Reverse
TrieΛද͢ݱΔ৔߹ɼͦͷϝϞϦ࢖༻ྔ͸ 2n+n⌈logσ⌉+o(n)Ϗο
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੒͸ɼIntelߏͷػࢉܭ͍ͨ༺ʹݧ࣮ Core i7 4.0 GHz CPUɼ
16 GB RAM (L2 cache 256 KB, L3 cache 8 MB) Ͱ͋Γɼ
OS ͸ OS X 10.12 Ͱ͋Δɽࣙॻͷ࣮૷ޠݴ͸ C++Ͱɼ࠷దԽ















ͷදݱʹ Vbyte ͱ Re-Pair Λ༻͍Δ 2 ͭͷ࣮૷ΛධՁͨ͠ʢͦ
ΕͧΕ PlainɼRe-Pair ͱදهʣɽFront-Coding Ͱ͸ɼPFC ͱ







• S Wɿӳޠ൛ Wikipedia ͷݟग़͠ू߹ʢhttps://dumps.
wikimedia.org/enwiki/ʣ
• S IɿΠϯυγφॾࠃͷυϝΠϯ্ͰΫϩʔϧ͠ಘΒΕ










αΠζ จྻࣈ਺ ฏۉ௕ σ
S W 227.2 11,519,354 20.7 199
S I 612.9 7,414,866 86.7 98
S U 2,723.3 39,459,925 72.4 103
ද 2: Δ৘ใؔ͢ʹྻࣈΕΔจݱʹॻ಺ࣙ
(a) S W
αΠζ จྻࣈ਺-લ จྻࣈ਺-ޙ ฏۉ௕
C-Trie 90.9 11,580,413 3,027,555 12.8
PD-Trie 90.3 11,519,354 3,762,732 14.4
Front-Coding 83.0 10,079,434 2,921,168 13.5
(b) S I
αΠζ จྻࣈ਺-લ จྻࣈ਺-ޙ ฏۉ௕
C-Trie 135.8 6,472,460 1,251,149 39.1
PD-Trie 134.6 7,414,866 1,300,192 44.7
Front-Coding 121.6 6,488,007 1,204,600 42.5
(c) S U
αΠζ จྻࣈ਺-લ จྻࣈ਺-ޙ ฏۉ௕
C-Trie 663.3 41,001,910 11,396,164 32.5
PD-Trie 655.4 39,459,925 11,958,074 35.2





































Vol. 16-J, Article No. 7, 2018೥ 3݄
Ұൠ࿦จ
DBSJ Japanese Journal
Vol. 16-J, Article No. 7, March 2018
ද 3: Ռ݁ݧ࣮
(a) C-Trie
S W S I S U
ؒ࣌ஙߏ ѹॖ཰ Lookup Access ؒ࣌ஙߏ ѹॖ཰ Lookup Access ؒ࣌ஙߏ ѹॖ཰ Lookup Access
TAIL 8.5 34.0 1.11 1.13 8.3 11.7 1.47 1.87 48.1 19.0 2.46 2.65
RCT1 10.1 26.1 1.61 1.59 9.1 8.1 2.87 3.20 57.0 13.4 4.47 4.51
RCT2 10.4 24.9 1.68 1.67 9.3 7.2 3.44 3.82 59.5 12.1 5.22 5.22
RPDT 11.8 27.6 1.39 1.42 9.6 9.5 2.25 2.73 65.2 15.0 3.53 3.70
BC4 11.2 30.8 2.05 1.37 9.2 9.6 4.26 2.55 61.4 15.5 5.24 3.59
BC8 11.1 29.2 2.23 1.45 9.2 9.1 5.67 3.56 61.3 14.6 5.87 3.95
BC16 11.1 28.3 2.59 1.63 9.2 8.8 7.45 4.66 61.1 14.1 7.07 4.64
FBC4 11.1 31.6 1.46 1.32 9.2 9.9 2.07 2.34 61.7 15.9 3.28 3.19
FBC8 11.1 30.9 1.53 1.36 9.3 9.8 2.37 2.61 61.2 15.5 3.47 3.29
FBC16 11.0 30.9 1.65 1.43 9.2 9.9 2.86 2.84 61.4 15.5 3.83 3.50
(b) PD-Trie
S W S I S U
ؒ࣌ஙߏ ѹॖ཰ Lookup Access ؒ࣌ஙߏ ѹॖ཰ Lookup Access ؒ࣌ஙߏ ѹॖ཰ Lookup Access
Plain 2.1 49.6 1.25 1.42 2.5 24.5 1.39 1.78 12.8 27.1 1.89 2.26
Re-Pair 29.0 31.6 1.31 1.48 20.3 11.8 1.63 2.00 185.6 17.5 2.06 2.42
TAIL 4.7 41.7 1.13 1.26 4.0 13.5 1.23 1.56 24.1 20.7 1.67 1.96
RCT1 6.7 31.3 2.51 2.57 4.8 9.1 2.91 3.16 32.3 14.8 4.14 4.28
RCT2 7.2 29.3 3.66 3.63 5.0 8.2 4.55 4.75 35.5 13.4 6.55 6.57
RPDT 7.2 32.4 1.51 1.60 4.8 10.7 1.68 1.92 33.8 16.4 2.48 2.67
BC4 6.5 36.0 3.38 3.66 4.5 10.9 5.24 5.75 31.0 16.9 5.71 6.24
BC8 6.5 33.8 3.71 3.96 4.5 10.3 6.09 6.64 31.1 15.9 6.58 7.12
BC16 6.5 32.7 4.48 4.77 4.5 10.0 7.73 8.27 30.9 15.4 8.28 8.79
FBC4 6.5 37.0 1.61 1.74 4.5 11.3 1.78 2.08 31.1 17.3 2.42 2.69
FBC8 6.5 35.9 1.73 1.85 4.5 11.2 2.00 2.30 31.2 16.9 2.64 2.92
FBC16 6.5 35.9 1.97 2.12 4.5 11.3 2.40 2.73 31.2 16.9 3.03 3.33
(c) Front-Coding
S W S I S U
ؒ࣌ஙߏ ѹॖ཰ Lookup Access ؒ࣌ஙߏ ѹॖ཰ Lookup Access ؒ࣌ஙߏ ѹॖ཰ Lookup Access
Plain 0.8 59.6 1.11 0.37 0.8 34.9 1.31 0.33 3.8 37.3 1.60 0.37
Re-Pair 470.9 36.5 2.09 1.31 1363.8 18.2 2.67 1.66 5861.6 22.3 3.29 1.91
TAIL 3.7 45.3 1.39 0.69 2.7 25.0 1.72 0.78 17.7 31.4 2.26 0.88
RCT1 5.2 37.4 2.42 1.50 3.6 21.1 2.30 1.22 26.7 25.7 3.84 2.13
RCT2 5.6 36.0 2.63 1.69 3.8 20.1 2.76 1.62 29.2 24.4 4.66 2.85
RPDT 6.2 38.7 1.95 1.10 3.9 22.3 2.13 1.08 30.6 27.1 3.31 1.73
BC4 5.7 41.9 1.82 1.03 3.6 22.5 2.27 1.22 27.3 27.7 3.00 1.54
BC8 5.6 40.2 2.01 1.19 3.6 22.0 2.60 1.54 27.2 26.8 3.40 1.87
BC16 5.6 39.4 2.36 1.56 3.6 21.7 3.37 2.30 27.3 26.4 4.31 2.72
FBC4 5.7 42.7 1.73 0.95 3.6 22.9 1.98 0.98 27.4 28.1 2.64 1.22
FBC8 5.7 42.0 1.78 1.01 3.6 22.7 2.04 1.04 27.4 27.7 2.72 1.30
FBC16 5.6 42.0 1.90 1.14 3.6 22.9 2.20 1.21 27.3 27.7 2.92 1.49
Ͱ͋Δɽѹॖ཰ͱ࣮ؒ࣌ߦͷόϥϯεͰ༏Ε͍ͯΔͷ͸ RPDTͱ
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