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Abstract
It is well known that the discretization of fractional diffusion equations (FDE) with fractional derivatives
α ∈ (1,2), using the so-called weighted and shifted Gru¨nwald formula, leads to linear systems whose coefficient
matrices show a Toeplitz-like structure. More precisely, in the case of variable coefficients, the related matrix
sequences belong to the so called Generalized Locally Toeplitz (GLT) class. Conversely, when the given FDE
is with constant coefficients, using a suitable discretization, we encounter a Toeplitz structure associated to
a nonnegative function Fα, called the spectral symbol, having a unique zero at zero of real positive order
between one and two. For the fast solution of such systems by preconditioned Krylov methods, several
preconditioning techniques have been proposed in both the one and two dimensional case. In this note we
propose a new preconditioner denoted by PFα which belongs to the τ algebra and its based on the spectral
symbol Fα. Comparing with some of the previously proposed preconditioners, we show that although
the low band structure preserving preconditioners are more effective in the one dimensional case, the new
preconditioner performs better in the more challenging two dimensional setting.
1 Introduction
Fractional calculus may be considered an old and yet novel topic. Old, since it is dated back to the letter from
L’Ho¨pital to Leibniz in 1695 , and a novel one, since only from a little more than forty years it has been object
of specialized conferences and treatises. In recent years considerable interest in fractional calculus has been
stimulated by the applications that this calculus finds in numerical analysis and modeling. For that, fractional
diffusion equations (FDE) are used to model anomalous diffusion or dispersion. Such kind of phenomena are
ubiquitous in the natural sciences and social sciences. In fact, many complex dynamical systems often contain
anomalous diffusion. Fractional kinetic equations are usually an effective method to describe these complex
systems, including diffusion type, diffusive convection type and Fokker-Planck type of fractional differential
equations. Since analytical solution are rarely available, these kinds of equations are of numerical interest.
When the fractional derivatives α = 1, we have the normal diffusion process. With 0 < α < 1 , we describe a
sub-diffusion process or dispersive, slow diffusion process with the anomalous diffusion index, while with α > 1,
an ultra-diffusion process or increased, fast diffusion process.
Several definitions for the fractional derivative exist, and each definition approach to ordinary derivative in
the integer order limit. In [6,7] the authors proposed two unconditionally stable finite difference schemes, of first
and second order accuracy, based on shifted Gru¨nwald–Letnikov definition of fractional derivatives. In [14] it
was shown that once one of these methods is chosen, the coefficient matrix of the generated system can be seen
as the sum of two structures, each of them expressed as a diagonal matrix times a Toeplitz matrix. Since the
efficient solution of such systems are of great interest many iterative solvers have been proposed. Indicative such
examples are the multigrid method (MGM) scheme proposed by [11], the circulant preconditioner [5] for the
Conjugate Gradient Normal Residual (CGNR) method, and two structure preserving preconditioners proposed
in [3]. In the latter paper the authors provide a detailed analysis, showing that the sequence of coefficient
matrices belongs to the Generalized Locally Toeplitz (GLT) class and its spectral symbol, that describes the
asymptotic singular and eigenvalue distribution, is explicitly derived. In [8] the analysis is extended to the two
dimensional case and the authors compare the two dimensional version of the structure preserving preconditioner
based on a decomposition of the Laplacian [3] to a preconditioner based on an algebraic MGM.
Studying the simplest, but not trivial, case of preconditioning Toeplitz systems generated by an even, non-
negative functions f with zeros of any positive order, the authors proved [9] the essential spectral equivalence
between the matrix sequences {Tn(f)}n and {τn(f)}n where {Tn(f)}n is the sequence of symmetric positive
definite (SPD) Toeplitz matrices generated by this function, and {τn(f)}n is the sequence of a specific τ matrices,
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generated as
τn(f) = Sndiag(f(θj,n))Sn, θj,n = jpi
n + 1 = jpih, j = 1, . . . , n, (1)
and
[Sn]i,j = √ 2
n + 1 sin (iθj,n) , i, j = 1, . . . , n. (2)
We recall here that Sn is symmetric and unitary and so it is the inverse of itself and that ‘essential spectral
equivalence’ means that all the eigenvalues of {τ−1n (f)Tn(f)} belong to an interval [c,C] except possible m
outliers, not converging to zero as the matrix size tends to infinity. For generating functions with the order of
their zero lying in the interval [0,3] it is worth noticing that there are no outliers.
According to the analysis given in the aforementioned works, the coefficient matrix of the system when the
diffusion coefficients are constant and equal is a diagonal times a real SPD Toeplitz matrix with its generating
function Fα even, positive, and real, with a zero at zero of real positive order between one and two, plus a
positive diagonal with constant entries that asymptotically tend to zero. Analysis shows that this matrix is
present in the more general case where the diffusion coefficients are not constant neither equal, although a
diagonal times skew-symmetric real Toeplitz matrix is then added at the coefficient matrix. Taking advantage
of this fact, we propose a preconditioner PFα = Dnτn(Fα), where Dn is a suitable diagonal matrix defined in
Section 3. We show that this preconditioner can effectively keep the real part of the eigenvalues away from
zero, while the sine transform keeps the cost per iteration O(n logn), using a specific real algorithm or using
the fast Fourier transform (FFT). It turns out that this preconditioner is very efficient and although that the
structure preserving preconditioner given in [3] are more efficient in the one dimensional case, the proposed
preconditioner is more efficient in two dimensions, than the proposed preconditioners in [8].
The paper is organized as follows. In Sections 1.1–1.4 we present the one and two-dimensional FDE problems
and the respective discretizations. Then, in Section 2 we summarize the spectral analysis performed in [3, 8],
which turns out to be necessary for the definition of the new preconditioner. In Section 3 we also define the
proposed preconditioners for the one and two dimensional cases. In Section 4 we report numerical experiments
and results that confirm the efficiency of the proposed preconditioner. Finally, in Section 5 we discuss the
advantages and disadvantages of the proposed preconditioners and possible future research directions.
1.1 Fractional diffusion equations
Consider the two dimensional initial-boundary value problem⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂u(x,y,t)
∂t
= d+(x, y, t)∂αu(x,y,t)∂+xα + d−(x, y, t)∂αu(x,y,t)∂−xα ++e+(x, y, t)∂βu(x,y,t)∂+yβ + e−(x, y, t)∂βu(x,y,t)∂−yβ + f(x, y, t), (x, y, t) ∈ Ω × (0, T ),
u(x, y, t) = 0, (x, y, t) ∈ R2 ∖Ω × [0, T ],
u(x, y,0) = u0(x, y), x ∈ Ω¯,
(3)
where Ω = (L1,R1)×(L2,R2), α, β ∈ (1,2) is the fractional derivative order, f(x, y, t) is the source term and the
nonnegative functions d±(x, y, t) and e±(x, y, t) are the diffusion coefficients. Accordingly, in the one dimensional
setting we drop the dependency on y , while the terms including e±(x, y, t) are not present.
The left-handed (∂+) and the right-handed (∂−) fractional derivatives in (3) are defined in Riemann–Liouville
form as follows
∂αu(x, y, t)
∂+xα = 1Γ(2 − α) ∂2∂x2 ∫ xL1 u(ξ, y, t)(x − ξ)α−1 dξ, ∂αu(x, y, t)∂−xα = 1Γ(2 − α) ∂2∂x2 ∫ R1x u(ξ, y, t)(ξ − x)α−1 dξ,
∂βu(x, y, t)
∂+yβ = 1Γ(2 − β) ∂2∂y2 ∫ yL2 u(x, η, t)(y − η)β−1 dη, ∂βu(x, y, t)∂−yβ = 1Γ(2 − β) ∂2∂y2 ∫ R2y u(x, η, t)(η − y)β−1 dη.
1.2 First order finite difference discretization
In this section, we consider the one dimensional version of (3) (for two dimensional derivation see Section 1.4
and [8]). Applying the shifted Gru¨nwald formulas we can approximate the left and right fractional derivatives
by
∂αu(x, t)
∂+xα = 1hαx
⌊(x−L1)/hx⌋∑
k=0 g
(α)
k u(x − (k − 1)hx, t) +O(hx),
∂αu(x, t)
∂−xα = 1hαx
⌊(R1−x)/hx⌋∑
k=0 g
(α)
k u(x + (k − 1)hx, t) +O(hx),
2
where ⌊⋅⌋ is the floor function, n1 is the discretization parameter giving hx = (R1 −L1)/(n1 + 1) = (R1 −L1)h1,
and g
(α)
k are the alternating fractional binomial coefficients defined as
g
(α)
k = (−1)k(αk) = (−1)kk! α(α − 1)⋯(α − k + 1), k = 0,1, . . . , (4)
where (α
0
) = 1. Using the implicit Euler method for time discretization, we define the number of time steps
(index m) to be M , and thus ht = T /M
u
(m)
i − u(m−1)i
ht
= d(m)+,i
hαx
i+1∑
k=0 g
(α)
k u
(m)
i−k+1 + d(m)−,ihαx
ni−i+2∑
k=0 g
(α)
k u
(m)
i+k−1 + f (m)i ,
where d
(m)±,i = d±(xi, tm), u(m)i = u(xi, tm), and f (m)i = f(xi, tm), where xi = L1 + ihx and tm = mht. After
rearranging terms, we find
hαx
ht
u
(m)
i − d(m)+,ihαx i+1∑k=0 g(α)k u(m)i−k+1 − d
(m)−,i
hαx
n1−i+2∑
k=0 g
(α)
k u
(m)
i+k−1 = hαxht u(m−1)i + hαxf (m)i ,
or in matrix form, the linear systems(νM,n1In1 +D(m)+ Tα,n1 +D(m)− TTα,n1)u(m) = νM,n1u(m−1) + hαx f (m), (5)
where
In1 ∶ The identity matrix of size n1,
νM,n1 = hαxht , (6)
u(m) = [u(m)1 , u(m)2 , . . . , u(m)n1 ]T ,
f (m) = [f (m)1 , f (m)2 , . . . , f (m)n1 ]T ,[D(m)± ]i,i = d(m)± (xi, tm), i = 1, . . . , n1,
and
Tα,n1 = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
g
(α)
1 g
(α)
0
g
(α)
2 g
(α)
1 g
(α)
0
g
(α)
3 g
(α)
2 g
(α)
1 g
(α)
0⋮ ⋱ ⋱ ⋱ ⋱⋮ ⋱ ⋱ ⋱ ⋱ ⋱
g
(α)
n1−1 g(α)n1−2 ⋯ ⋱ g(α)2 g(α)1 g(α)0
g
(α)
n1 g
(α)
N−1 ⋯ ⋯ g(α)3 g(α)2 g(α)1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (7)
with the coefficients g
(α)
k given in (4).
Now define M(m)α,n1 = (νM,n1In1 +D(m)+ Tα,n1 +D(m)− TTα,n1) , (8)
b(m) = νM,n1u(m−1) + hαx f (m).
Then for each time step m we solve the systemM(m)α,n1u(m) = b(m). (9)
1.3 Second order finite difference discretization
For the second order finite difference discretization in space, we can just exchange the matrix Tα,n1 in (5) with
a matrix Sα,n1 defined by
Sα,n1 = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
w
(α)
1 w
(α)
0
w
(α)
2 w
(α)
1 w
(α)
0
w
(α)
3 w
(α)
2 w
(α)
1 w
(α)
0⋮ ⋱ ⋱ ⋱ ⋱⋮ ⋱ ⋱ ⋱ ⋱ ⋱
w
(α)
n1−1 w(α)n1−2 ⋯ ⋱ w(α)2 w(α)1 w(α)0
w
(α)
n1 w
(α)
n1−1 ⋯ ⋯ w(α)3 w(α)2 w(α)1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (10)
3
where
w
(α)
0 = α2 g(α)0 ,
w
(α)
k = γ2 g(α)k + 2 − γ2 g(α)k−1, k ≥ 1,
and the coefficients g
(α)
k are expressed as in (4).
1.4 Two dimensional case
Proportionately to 1D case we can extent the discretization scheme to two dimensional setting. In the next
paragraph we summarize the main points of the numerical procedure, referring the reader for further details
in [8]. Define
hx = R1 −L1
n1 + 1 = (R1 −L1)h1 xi = L1 + ihx, i = 1, . . . , n1,
hy = R2 −L2
n2 + 1 = (R2 −L2)h2 yi = L2 + ihy, i = 1, . . . , n2,
and N = n1n2. The solution u(x, y, t) is discretizes as u(m)i,j = u(xi, yj , t(m)),
u(m) = [u(m)1,1 , . . . , u(m)n1,1, u(m)1,2 , . . . , u(m)n1,2, . . . , u(m)1,n2 , . . . , u(m)n1,n2]T,
and the four diffusion function d+(x, y, t), d−(x, y, t), e+(x, y, t), e−(x, y, t) are discretized as d±,(m)i,j = d±(xi, yj , t(m))
and e
±,(m)
i,j = e±(xi, yj , t(m))
d
(m)± = [d±,(m)1,1 , . . . , d±,(m)n1,1 , d±,(m)1,2 , . . . , d±,(m)n1,2 , . . . , d±,(m)1,n2 , . . . , d±,(m)n1,n2 ]T,
e
(m)± = [e±,(m)1,1 , . . . , e±,(m)n1,1 , e±,(m)1,2 , . . . , e±,(m)n1,2 , . . . , e±,(m)1,n2 , . . . , e±,(m)n1,n2 ]T.
The source term f(x, y, t) is discretized as f (m)i,j = v(xi, yj , t(m)),
f (m−1/2) = [f (m−1/2)1,1 , . . . , f (m−1/2)n1,1 , f (m−1/2)1,2 , . . . , f (m−1/2)n1,2 , . . . , f (m−1/2)1,n2 , . . . , f (m−1/2)n1,n2 ]T.
Now define the four matrices D
(m)± = diag(d(m)± ) and E(m)± = diag(e(m)± ).
If we have two fractional derivatives, α and β, in each spatial direction we define the two matrices Sα,n1 and
Sβ,n2 (or Tα,n1 and Tβ,n2 for first order discretization).
Now define the two N ×N matrices
A(m)x =D(m)+ (In2 ⊗ Sα,n1) +D(m)− (In2 ⊗ STα,n1),
A(m)y = E(m)+ (Sβ,n2 ⊗ In1) +E(m)− (STβ,n2 ⊗ In1),
where In denotes the identity matrix of size n, and ⊗ is the Kronecker product. Using Crank–Nicolson approach
for time discretization, see e.g [8], we obtain the system
(1
r
IN +A(m)x + srA(m)y )u(m) = (1r IN −A(m−1)x − srA(m−1)y )u(m−1) + 2hαxv(m−1/2)
where r = ht
2hαx
, s = ht
2hβy
. In compact form we have
M(m)(α,β),Nu(m) = b(m),
where
M(m)(α,β),N = 1r IN +A(m)x + srA(m)y ,
b(m) = (1
r
IN −A(m−1)x − srA(m−1)y )u(m−1) + 2hαxv(m−1/2).
2 Spectral analysis
We employ the theory of Generalized Locally Toeplitz (GLT) sequences in order to study the spectral properties
of M(m)α,n1 of (9) (both first and second order version), as the matrix dimension tends to infinity. We refer the
reader to [4] for an introduction to the theory of GLT sequences and for the related notations. The results
reported in Section 2.1 and Section 2.2 are taken from [3,8]
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2.1 Spectral analysis: Matrices Tα,n and Sα,n
From [3] we know that the spectral symbol that generates the Toeplitz matrix Tα,n1 in (7) is
gα(θ) = −e−iθ (1 − eiθ)α ,
and
{Tα,n}n = {Tn(gα)}n ∼glt,σ gα. (11)
Furthermore, as shown in [8] the spectral symbol that generates the Toeplitz matrix Sα,n in (10) is
wα(θ) = −(2 − α(1 − e−iθ)
2
)(1 − eiθ)α , (12)
and
{Sα,n}n = {Tn(wα)}n ∼glt,σ wα. (13)
2.2 Spectral analysis: Constant coefficient case
Theorem 1. Assume d±(x, t) = d > 0 and that νM,n = o(1), then we have for the first order spatial discretization
{M(m)α,n }n ∼glt,σ,λ d ⋅ pα(θ),
where
pα(θ) = gα(θ) + gα(−θ). (14)
For the second order spatial discretization we have
{M(m)α,n }n ∼glt,σ,λ d ⋅ qα(θ),
where
qα(θ) = wα(θ) +wα(−θ). (15)
Whenever either symbol pα(θ) or qα(θ) is applicable, we denote the symbol by Fα(θ).
Proof. See [3, 8].
Proposition 1. Let α ∈ (1,2), then the function pα(θ) has a zero of order α at 0.
Moreover, in connection with Proposition 1, it is worth noticing the following. If f is nonnegative with a
unique zero of order α > 0, then the matrix Tn(f) is positive definite for any n, its minimal eigenvalue tends to
zero as n tends to infinity as n−α; furthermore, if f is also bounded then the condition number of Tn(f) grows
asymptotically as n−α (see e.g. [2, 13]).
3 Main Results
In this section we propose two new preconditioners, based on the spectral symbol, for the one and two dimen-
sional problems.
3.1 Proposed Preconditioner: One Dimension
To be consistent with [3], so that results can be compared, we use the first order spatial discretization for the one
dimensional case. We will also omit the time dependency mark to simplify the notation. Thus, let Tn = Tα,n1
be defined as in (7) and let Mn =Mα,n1 be defined as in (8).
As previously mentioned in Section 1, the proposed preconditioner is a diagonal matrix Dn times a τ matrix,PFα = Dnτn(Fα(θj,n)). The combination of two or more matrices as preconditioner is not a new proposal (see
e.g. [10]). The coefficient matrix of the system Mn = νM,nIn +D+Tn +D−TTn suggests the following candidate
for the diagonal matrix
Dn = 1
2
(D+ +D−) ,
[Dn]i,i = d+,i + d−,i
2
, (16)
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that has been used in other preconditioning strategies as well [3]. Then, assuming that d± does not have a
common zero at x0 ∈ [L,R], we deduce that D−1n is uniformly bounded and
D−1n Mn = νM,nD−1n +D−1n D+Tn +D−1n D−TTn .
If we now define δ(x) = d+(x)
d+(x)+d−(x) , δi = δ(xi), δ = [δ1, δ2, . . . , δn], and Gn = diag(δ) and taking into account
that d± are positive functions we have that 0 < δ(x) < 1 and also
D−1n D+ = 2Gn,
D−1n D− = 2(In −Gn),
Hence, D−1n Mn can be written as
D−1n Mn = νM,nD−1n +D−1n D+Tn +D−1n D−TTn= νM,nD−1n + 2GnTn + 2(In −Gn)TTn= νM,nD−1n + (Tn + TTn ) + (2Gn − In)(Tn − TTn ).
Since, from (11), Tn ∶= Tn(−e−iθ (1 − eiθ)α) = Tn(gα(θ)) and TTn ∶= Tn(−eiθ (1 − e−iθ)α) = Tn(gα(−θ)) we have
D−1n Mn = νM,nD−1n + (Tn + TTn ) + (2Gn − In)(Tn − TTn )= νM,nD−1n + Tn(gα(θ) + gα(−θ)) + (2Gn − In)Tn(gα(θ) − gα(−θ))= νM,nD−1n + Tn(pα(θ)) + (2Gn − In)Tn(2iI{gα(θ)}), (17)
where pα(θ), defined in (14), is real, positive and even. The above derivation of the D−1n Mn matrix is of
interest since it makes clear why it is reasonable to use the τ preconditioner. The first term of the above matrix,
νM,nD
−1
n , is diagonal with positive and o(1) entries, since we have supposed that the d± functions do not have
zero at the same point in the domain [L,R] and νM,n = o(1). We mention here that although the entries are
o(1), its effect on the eigenvalues of the preconditioned matrix can be significant. The reason is explained in the
end of this section. The third term in (17) is a diagonal matrix with entries in [−1,1] times a skew-symmetric
Toeplitz matrix with generating function 2iI{gα(θ)} , and consequently purely imaginary eigenvalues. If d+ = d−
this term is vanishing while if the d± are constant but not equal it is a pure skew-symmetric Toeplitz (in that
case (2Gn − In) = cIn for some constant c).
The term in (17), which is mainly responsible for the dispersion of the real part of the spectrum, is the
second term, that is Tn(pα(θ)). The τ preconditioner will effectively cluster the eigenvalues of this matrix, and
consequently the eigenvalues of the whole matrix D−1n Mn. Hence, taking advantage of the ‘essential spectral
equivalence’ between the matrix sequences {τn(f)}n and {Tn(f)}n proven in [9], we propose a preconditioner
expressed as
PFα,n =D 12n τn(pα(θ))D 12n =D 12nSnFnSnD 12n , (18)
where
Fn = diag(pα(θi)), θj,n = jpi
n + 1 ,
with Dn defined in (16) and Sn being the sine transform matrix reported in (2). Obviously, the proposed
preconditioner is symmetric and positive definite.
3.1.1 When the diffusion coefficient functions are equal.
In the case where the diffusion coefficient functions d± are equal, we find 2Gn − In = 0 and the preconditioned
matrix becomes τ−1n (pα(θ))(νM,nD−1n + Tn(pα(θ))) which is similar to the SPD
τ−1n (pα(θ))(νM,nD−1n + Tn(pα(θ))) ∼ F −1/2n Sn(νM,nD−1n + Tn(pα(θ)))SnF −1/2n= F −1/2n Sn(νM,nD−1n )SnF −1/2n + F −1/2n Sn(Tn(pα(θ)))SnF −1/2n . (19)
First assume d± = d > 0 is a constant. In this case D−1n = 1d In and the first term in (19) becomes
1
d
νM,nF
−1
n = 1d hαxht F −1n = 1d hαxht diag(p−1α (θj,n)),
6
where νM,n is defined in (6). Then,
1
d
hαx
ht
diag(p−1α (θj,n)) = 1d (R −L)αhα1ht diag(p−1α (jpih1))= 1
d
(R −L)α
piαht
diag(piαhα1 p−1α (jpih1))
According to Proposition 4 in [3], the symbol pα(θ) has a zero of order α at zero. As a consequence, we claim
that (pih1)αp−1α (θi) = O(1) for i = 1, . . . , k where the index k is small enough comparing to n and it depends on
it. In addition, the generated sequence is monotonically decreased. Taking into account that (R−L)α
pidα
= O(1),
it is clear that some eigenvalues will be forced to grow proportionally to the term h−1t i.e., O(M). We can
say that the term νM,nIn brings to life the bad condition of the preconditioner itself and this is a problem any
preconditioner will face. If now the function d± are not constant, the analysis becomes more involved. We only
mention here that the main point is that the eigenvalues of F
−1/2
n Sn(νM,nD−1n )SnF −1/2n behave like those in the
constant coefficient case.
3.1.2 When the diffusion coefficient functions are not equal.
In the case where d+ ≠ d− the term (2Gn−In)(Tn−TTn ) is nonzero and it affects the spectrum of the preconditioned
matrix. Then,
τ−1n (pα(θ))(νM,nD−1n + Tn(pα(θ)) + (2Gn − In)Tn(2iI{gα(θ)}))∼ F −1/2n Sn(νM,nD−1n + Tn(pα(θ)) + (2Gn − In)Tn(2iI{gα(θ)}))SnF −1/2n= F −1/2n Sn(νM,nD−1n )SnF −1/2n + F −1/2n Sn(Tn(pα(θ)))SnF −1/2n + F −1/2n Sn(2Gn − In)Tn(2iI{gα(θ)})SnF −1/2n
If the diffusion coefficients are constant, then the third term is skew-symmetric and only adds imaginary quantity
on the eigenvalues, while the bounds for real part of the eigenvalues are unchanged from Section 3.1.1. In the
general case, where the diffusion coefficients are not constant, we numerically saw that the effect of this term
on the real part of the eigenvalues is negligible.
3.2 Proposed Preconditioner: Two Dimensions
In the two dimensional case we use the second order spatial discretization in order to be consistent with [8] and
to compare the results. In this case the coefficient matrix of the system is defined as
M(m)(α,β),N = 1r IN +D(m)+ (In2 ⊗ Sα,n1) +D(m)− (In2 ⊗ STα,n1) + sr (E(m)+ (Sβ,n2 ⊗ In1) +E(m)− (STβ,n2 ⊗ In1)) ,
as reported in Section 1.4. We recall that Sα,n1 = Tn1(wα(θ)) and Sβ,n2 = Tn2(wβ(θ)) (see (12) and (13)).
Again, for simplicity we here omit the time dependency in the notation.
Now let F(α,β)(θ1, θ2) = qα(θ1) + sr qβ(θ2) where q is the real, positive and even function defined in (15)
and n1, n2 the two integers that discretize the domain [Lx,Rx] × [Ly,Ry]. Using the grid in (1) we define the
diagonal matrices
Fn1,j =diag(F(α,β)(θi,n1 , θj,n2), i = 1, . . . , n1),
for each j = 1, . . . , n2. Then the N ×N diagonal matrix is expressed as
FN =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Fn1,1
Fn1,2 ⋱ ⋱
Fn1,n2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (20)
Let Sn1 and Sn2 be the discrete sine transform matrices of sizes n1 and n2 defined in (2). Then, generalized the
idea of (18) our proposed preconditioner for this case is
PF(α,β),N =D 12N (Sn2 ⊗ Sn1)FN (Sn2 ⊗ Sn1)D 12N ,
where
DN = (D+ +D− +E+ +E−)/4.
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In order to show how the preconditioner acts on the coefficient matrix of the system we state and prove the
following theorem which shows that in the simple case where d± = d, e± = e, the spectrum of the preconditioned
matrix is well bounded from below while from above the bound depends from the time discretization step. Since
our purpose is to make clear how the two dimensional preconditioner PF(α,β),N , acts on the different parts of
the coefficient matrix, we try keep the proof as simple as possible. Hence, we will modify slightly the definition
of the preconditioner, omitting the diagonal DN and passing diffusion constants (d and e) into the definition
of F(α,β)(θ1, θ2), that is, Fˆ(α,β)(θ1, θ2) = d ⋅ qα(θ1) + sr e ⋅ qβ(θ2) and replacing the sampling of F(α,β) with the
sampling of Fˆ(α,β) for the construction of FN in (20) we take the new diagonal FˆN and the new corresponding
preconditioner
PFˆ(α,β),N = (Sn2 ⊗ Sn1) FˆN (Sn2 ⊗ Sn1) .
Theorem 2. Assume that d± = d > 0, e± = e > 0. In this case the coefficient matrix of the system becomes
AN = 1
r
IN + (In2 ⊗Aαn1) + (Aβn2 ⊗ In1),
where
Aαn1 = Tn1 (d ⋅ (wα(θ) +wα(−θ))) = Tn1 (d ⋅ qα(θ))) ,
Aβn2 = Tn2 (esr ⋅ (wβ(θ) +wβ(−θ))) = Tn2 (esr ⋅ qβ(θ)) .
Then, the spectrum of the preconditioned matrix sequence {P−1Fˆ(α,β),NAN} is clustered except a small of
eigenvalues that will be of order O(h−1t ).
Proof. We recall that
hx = (Rx −Lx)h1, hy = (Ry −Ly)h2,
r = ht
2hαx
, s = ht
2hβy
,
1
r
= o(1), s
r
= O(1),
and
FˆN = In2 ⊗ Fαn1 + F βn2 ⊗ In1 , (21)
where In is the identity matrix of order n and
Fαn1 = d ⋅ diag(Fα(θi,n1)), i = 1, . . . , n1,
F βn2 = esr ⋅ diag(Fβ(θj,n2)), j = 1, . . . , n2.
The matrix AN is SPD since each of its components is either diagonal or a Kroneker product of a diagonal with
a SPD Toeplitz. Hence
P−1N AN = (Sn2 ⊗ Sn1) Fˆ −1N (Sn2 ⊗ Sn1)AN ,
which is similar to the matrix
P−1N A ∼ Fˆ −1/2N (Sn2 ⊗ Sn1)AN (Sn2 ⊗ Sn1) Fˆ −1/2N .
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Thus
Fˆ
−1/2
N (Sn2 ⊗ Sn1) (1r IN + (In2 ⊗Aαn1) + (Aβn2 ⊗ In1)) (Sn2 ⊗ Sn1)Fˆ −1/2N= Fˆ −1/2N (1r IN + (Sn2 ⊗ Sn1)(In2 ⊗Aαn1)(Sn2 ⊗ Sn1) + (Sn2 ⊗ Sn1)(Aβn2 ⊗ In1)(Sn2 ⊗ Sn1)) Fˆ −1/2N= Fˆ −1/2N (1r IN + In2 ⊗ Sn1Aαn1Sn1 + Sn2Aβn2Sn2 ⊗ In1) Fˆ −1/2N= Fˆ −1/2 (1
r
IN + In2 ⊗ (Fαn1)1/2(Fαn1)−1/2Sn1Aαn1Sn1(Fαn1)−1/2(Fαn1)1/2 +
+ (F βn2)1/2(F βn2)−1/2Sn2Aβn2Sn2(F βn2)−1/2(F βn2)1/2 ⊗ In1) Fˆ −1/2N
= Fˆ −1/2N ⎛⎜⎜⎝1r IN + (In2 ⊗ (Fαn1)1/2) (In2 ⊗ (Fαn1)−1/2Sn1Aαn1Sn1(Fαn1)−1/2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=L )(In2 ⊗ (F
α
n1)1/2) +
+ ((F βn2)1/2 ⊗ In1) ((F βn2)−1/2Sn2Aβn2Sn2(F βn2)−1/2)⊗ In1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=R ((F
β
n2)1/2 ⊗ In1)⎞⎟⎟⎠ Fˆ −1/2N
= 1
r
Fˆ −1N + Fˆ −1/2N (In2 ⊗ (Fαn1)1/2)L(In2 ⊗ (Fαn1)1/2)Fˆ −1/2N´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=AL + Fˆ
−1/2
N ((F βn2)1/2 ⊗ In1)R((F βn2)1/2 ⊗ In1)Fˆ −1/2N´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=AR .
(22)
Let
Pαn1 = Sn1Fαn1Sn1 ,
P βn2 = Sn2F βn2Sn2 .
Then there exist constants c and C such that c < σ(P (−1)n1 Aαn1) < C ⇒ c < σ((Fαn1)−1/2Sn1Aαn1Sn1(Fαn1)−1/2) < C
and also c < σ(P (−1)n2 Aβn1) < C ⇒ c < (F βn2)−1/2Sn2Aβn2Sn2(F βn2)−1/2 < C (see [9]). Consequently,
c < xT∥x∥L x∥x∥ < C, ∀x ∈ RN ,
c < xT∥x∥R x∥x∥ < C, ∀x ∈ RN .
Since the three matrices ( 1
r
F −1N , AL, and AR) that compose (22) are SPD, we use the inequality A < B for A,B
SPD matrices if B-A is positive definite. We also know that if A, B, C, D, and E are SPD, then
A < B ⇒ EAE < EBE, (23)
A < B and C <D⇒ A +C < B +D. (24)
Denote by
mN = min(λj (1
r
Fˆ −1N )) ,
MN = max(λj (1
r
Fˆ −1N )) .
Then, since FˆN is a diagonal matrix, we find
mN ≥ 1
r∥Fˆ(α,β)(θ1, θ2)∥∞ > 0,
MN = 1
rFˆ(α,β)(θ1,n1 , θ1,n2) ,
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As a consequence
MN = 1
rF(α,β)(θ1,n1 , θ2,n2)= 1
r (d ⋅ qα(pih1) + e sr ⋅ qβ(pih2))= 2hαx
ht (d ⋅ (pih1)αqα(pih1)(pih1)α + e sr ⋅ (pih2)βqβ(pih2)(pih2)β )= 2
ht (d ⋅ (pih1)αhαx qα(pih1)(pih1)α + e ⋅ hαxhβy (pih2)βhαx qβ(pih2)(pih2)β )= 2
ht (d ⋅ (pih1)α((Rx−Lx)h1)α qα(pih1)(pih1)α + e ⋅ (pih2)β((Ry−Ly)h2)β qβ(pih2)(pih2)β )= O(h−1t ).
since, according to the analysis in [3], we asymptotically have
qα(pih1)(pih1)α = O(1), qβ(pih2)(pih2)β = O(1).
Therefore, we infer ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0N ≤ 1rF −1 ≤MN IN ,
cIN < L < CIN ,
cIN < R < CIN ,
and, using (23) and (24), we deduce⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0N ≤ 1r Fˆ −1 <MN IN ,
cFˆ −1N (In2 ⊗ Fαn1) < AL < CFˆ −1N (In2 ⊗ Fαn1),
cFˆ −1N (F βn2 ⊗ In1) < AR < CFˆ −1N (F βn2 ⊗ In1) (25)
Using again (23) and (24), taking into account the three inequalities of (25), and (21), we have
cFˆ −1N (In2 ⊗ Fαn1) + cFˆ −1N (Dβn2 ⊗ In1) = cFˆ −1N FˆN = cIN ,
CFˆ −1N (In2 ⊗ Fαn1) +CFˆ −1N (Dβn2 ⊗ In1) = CFˆ −1N FˆN = CIN .
Consequently we conclude cIN ≤ F −1/2N (Sn1 ⊗ Sn2)A(Sn1 ⊗ Sn2)F −1/2N ≤ (C +MN)IN . The bound from below is
constant and the bound from above depends on ht, as O(h−1t ). Therefore, the spectrum of the preconditioned
matrix, which is similar to the F
−1/2
N (Sn1 ⊗ Sn2)A(Sn1 ⊗ Sn2)F −1/2N is bounded from below.
In the subsequent section we report several numerical experiments which, by the way, will provide a numerical
confirmation of Proposition 2.
4 Numerical Examples
In this section we present three numerical examples to show the efficiency of the proposed preconditioners,
compared with preconditioners discussed in [3] (one dimension) and [8] (two dimensions).
• Example 1 is a one-dimensional problem, taken from [3, Example 1.], and we compare and discuss the
preconditioners therein with the proposed PFα,n, and a few variations based on the spectral symbol. The
fractional derivatives are of order α ∈ {1.2,1.5,1.8}.
• Example 2 is a two-dimensional problem, taken from [8, Example 1.], and we compare and discuss the
preconditioners therein with the proposed PF(α,β),N . The fractional derivatives are α = 1.8 and β = 1.6.
• Example 3 is the same experiment as Example 2, but with the fractional derivatives α = 1.8 and β = 1.2.
10
The numerical experiments presented in Tables 1–4 were implemented in Julia v1.1.0, using GMRES from the
package IterativeSolvers.jl (GMRES tolerance is set to 10−7) and the FFTW.jl package. Benchmarking
is done with BenchmarkTools.jl with 100 samplings and minimum time is presented in milliseconds. Ex-
periments were run, in serial, on a computer with dual Intel Xeon E5 2630 v4 2.20 GHz (10 cores each) cpus,
and with 128 GB of RAM.
The Figures 1–3 (and Figures 5 and 6) show the scaled spectra of the preconditioned coefficient matrixP−1Mα,n1 (and P−1M(α,β),N ) for different preconditioners P, fractional derivatives α, and matrix orders n1
(and β, N = n1, n2). The scaling by a constant c0 is performed the following way: find the smallest enclosing
circle over all the eigenvalues of the matrix of interest A. The center is denoted c0 and the radius is r.
Then, the spectrum is scaled as λj(A)/c0 and the circle scaled and centered in (1,0). The Julia package
BoundingSphere.jl was used to compute c0 and r for all figures. The current scaling of the eigenvalues of
preconditioned coefficient matrices is a visualization of the important effect for the convergence rate of GMRES
of both the clustering and of the shape of the clustering.
In Tables 1–4, for each preconditioner, we present the number of iterations [it], minimal timing [ms], and
the condition number of the preconditioned coefficient matrix κ. Best results are highlighted in bold.
4.1 Example 1.
We compare the proposed preconditioner PFα,n with the ones presented in Example 1 from [3] (and two
alternative symbol based preconditioners). We consider the one-dimensional form of (3) and we define the
domain [L1,R1] × [t0, T ], where [L1,R1] = [0,2], [t0, T ] = [0,1], and the diffusion coefficients are non-constant
in space,
d+(x) = Γ(3 − α)xα,
d−(x) = Γ(3 − α)(2 − x)α.
Furthermore, the source term is
f(x, t) = −32e−t (x2 + (2 − x)2(8 + x2)
8
− 3(x3 + (2 − x)3)
3 − α + 3(x4 + (2 − x)4)(4 − α)(3 − α) ) ,
and the initial condition is
u(x,0) = 4x2(2 − x)2,
which yield an analytical solution u(x, t) = 4e−tx2(2−x)2. We assume hx = ht = 2/(n1 +1), that is, νM,n1 = hα−1x
and number of time steps are M = (n1+1)T /(R1−L1) = (n1+1)/2. The set of fractional derivatives α, for which
a solution is computed for, is {1.2,1.5,1.8} and in addition we consider the following set of partial dimensions
for n1, that is {26 − 1,27 − 1,28 − 1,29 − 1}.
In Table 1 we present the results for the following preconditioners
• Identity (In1): GMRES without any preconditioner.
• Circulant (PC,n1): Described in [5] and implemented using FFT.
• “Full” symbol (Pfull,n1): Defined as Sn1diag(νM,n1 + d+,igα(θj,n1) + d−,igα(−θj,n1))Sn1 and implemented
using FFT.
• Symbol (PFα,n1): Proposed in Section 3.1, Dn1Sn1diag(pα(θj,n1))Sn1 , and implemented using FFT.
In Figure 1 we present the scaled spectra of the resulting matrices, when the preconditioners In1 , PC,n1 ,
and Pfull,n1 are applied to the coefficient matrices Mα,n1 when n1 = 26 − 1 and α = 1.2 (left), α = 1.5 (middle),
and α = 1.8 (right). We conclude that the spectral behavior resulting from the circulant and “full” symbol
preconditioner resemble each other, but the condition number is lower for the “full” symbol preconditioner, as
seen in Table 1. In Figure 2 we show the scaled spectra of the resulting matrices when the preconditionersPFα,n1 are applied to the coefficient matrices Mα,n1 with n1 = 26 − 1 and α = {1.2,1.5,1.8}. We note that
the clustering of the eigenvalues of the preconditioned coefficient matrices is very good except for a few large
eigenvalues, especially one for any given α. The condition number is higher for the symbol preconditioner,
compared to the “full” symbol preconditioner, however, as seen in Table 1 both the number of iterations and
execution time is lower for the symbol preconditioner. This confirms numerically that the term νM,nIn in the
“full” preconditioner, has a negative impact on the performance of the preconditioner, as stated in Section 3.1.1.
This is due to the fact the GMRES convergence rate largely depends on the clustering of the spectrum, and a
few large eigenvalues, which might give higher condition numbers, do not degrade the convergence rate, see [1].
In Table 2 we present the results for the following preconditioners
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Table 1: [Example 1: 1D, α = {1.2,1.5,1.8}] Numerical experiments with GMRES and different preconditioners.
For each preconditioner we present: average number of iterations for one time step [it], total timing in mil-
liseconds [ms] to attain the approximate solution at time T , and the condition number κ of the preconditioned
coefficient matrix, P−1Mα,n1 . Best results are highlighted in bold.
α n1 + 1 In1 PC,n1 Pfull,n1 PFα,n1
[it] [ms] κ [it] [ms] κ [it] [ms] κ [it] [ms] κ
1.2 26 28.0 9.4 9.6 13.0 19.1 3.3 14.0 10.5 1.6 7.2 9.0 30.8
27 39.0 56.2 11.5 14.0 101.4 3.6 14.0 43.4 1.8 8.6 36.0 63.7
28 46.0 250.4 13.4 13.0 253.5 3.8 14.0 180.2 2.0 9.9 165.8 132.2
29 51.0 1070.0 15.5 12.0 1123.0 4.2 13.0 710.4 2.2 9.9 695.4 274.7
1.5 26 32.0 10.2 33.4 12.0 18.4 7.1 13.0 10.3 1.8 6.7 9.1 16.1
27 60.0 83.7 51.2 12.0 92.7 9.2 13.0 43.2 2.1 8.0 33.7 33.3
28 89.0 472.3 75.8 12.0 238.8 12.0 13.0 175.6 2.3 8.5 155.4 70.9
29 122.0 2741.0 109.9 12.0 1113.0 15.8 12.0 701.0 2.6 10.0 679.8 152.7
1.8 26 32.0 10.1 136.5 9.0 15.4 23.0 10.0 9.4 2.6 6.1 9.2 9.7
27 67.0 97.1 266.3 9.0 74.7 37.8 11.0 39.5 2.8 6.8 33.4 19.5
28 131.0 784.0 494.8 9.0 207.5 63.0 10.0 156.8 2.9 7.0 150.5 40.8
29 231.2 6682.0 893.8 9.0 947.7 106.3 9.0 620.6 2.9 8.6 638.2 86.9
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Figure 1: [Example 1: 1D, α = {1.2,1.5,1.8}] Scaled spectra of the resulting matrices when the preconditioners
In1 , PC,n1 , and Pfull,n1 are applied to the coefficient matrices Mα,n1 and n1 = 26 − 1. Left: α = 1.2. Middle:
α = 1.5. Right: α = 1.8.
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Figure 2: [Example 1: 1D, α = {1.2,1.5,1.8}] Scaled spectra of the resulting matrices when the preconditionersPFα,n1 are applied to the coefficient matrices Mα,n1 for n1 = 26 − 1.
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• First derivative (P1,n1): Tridiagonal preconditioner based on the finite difference discretization of the first
derivative, proposed in [3] and implemented using the Thomas algorithm.
• Second derivative (P2,n1): Tridiagonal preconditioner based on the finite difference discretization of the
second derivative, proposed in [3] and implemented using the Thomas algorithm.
• Tridiagonal (Ptri,n1): Tridiagonal preconditioner based on the three main diagonals of the coefficient
matrix and implemented using the Thomas algorithm.
• Alternative symbol based (PF˜α,n1): Constructed by Sn1Dn1diag(pα(θj,n1))Sn1 and implemented using
FFT.
Table 2: [Example 1: 1D, α = {1.2,1.5,1.8}] Numerical experiments with GMRES and different preconditioners.
For each preconditioner we present: average number of iterations for one time step [it], total timing in mil-
liseconds [ms] to attain the approximate solution at time T , and the condition number κ of the preconditioned
coefficient matrix, P−1Mα,n1 . Best results are highlighted in bold.
α n1 + 1 P1,n1 P2,n1 Ptri,n1 PF˜α,n1
[it] [ms] κ [it] [ms] κ [it] [ms] κ [it] [ms] κ
1.2 26 8.0 7.3 1.2 9.0 7.4 2.1 5.0 7.1 1.3 7.5 8.7 29.2
27 8.0 25.2 1.3 10.0 26.8 2.2 5.0 23.1 1.4 8.5 33.4 58.7
28 7.0 111.6 1.3 10.0 121.9 2.4 5.0 108.9 1.5 9.9 151.3 118.6
29 7.0 475.2 1.4 10.0 532.5 2.6 5.0 463.8 1.5 9.9 623.5 239.7
1.5 26 16.0 8.5 2.5 8.0 7.6 2.1 7.0 7.5 2.4 8.7 9.1 13.6
27 20.0 36.5 3.1 9.0 26.3 2.3 8.0 25.6 3.0 8.0 33.7 26.3
28 24.0 181.5 4.0 9.0 119.2 2.7 11.0 125.8 4.0 8.4 142.3 51.8
29 26.0 742.4 5.2 10.0 528.5 3.0 13.0 563.8 5.4 9.9 615.2 103.0
1.8 26 25.0 9.7 8.4 6.0 7.2 1.6 7.0 7.3 3.5 8.0 8.7 9.0
27 40.0 57.6 14.3 6.0 23.5 1.7 10.0 28.0 5.6 7.8 32.1 17.0
28 61.0 348.2 25.3 7.0 112.7 1.8 15.0 143.4 9.4 6.9 133.6 33.1
29 88.0 1943.0 44.7 7.0 489.2 2.0 22.0 698.3 16.6 7.0 560.1 65.4
Like in Figure 1, in Figure 3 we present the scaled spectra of the preconditioned coefficient matrix. The spectral
behavior of the three preconditioners (first and second derivative and the tridiagonal) for different α correlate
well with the results presented in Table 2. In the left panel of Figure 3 the best clustering is obtained when
using the tridiagonal preconditioner, followed by the first derivative, and then by the second derivative. Since
α = 1.2, a value close to one, this behavior is expected. When α = 1.5, as presented in the middle panel of
Figure 3, the results are similar for the three preconditioners, but the second derivative preconditioner performs
best as n1 increases. In the right panel of Figure 3 we see that the best clustering is observed for the second
derivative preconditioner, and it also performs best for all n1 and all reported quantities (iterations, timings,
and condition numbers). The better performance of the preconditioners reported in Table 2 as opposed the
ones in Table 1 is expected: this is due to the computational complexity of O(n) for the Thomas algorithm, as
opposed to O(n logn) for the FFT. In Figure 4 we present the scaled spectrum of an alternative symbol based
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Figure 3: [Example 1: 1D, α = {1.2,1.5,1.8}] Scaled spectra of the resulting matrices when the preconditionersP1,n1 , P2,n1 , and Ptri,n1 are applied to the coefficient matrices Mα,n1 and n1 = 26 − 1. Left: α = 1.2. Middle:
α = 1.5. Right: α = 1.8.
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preconditioner, PF˜α,n1 , which performs slightly better than the proposed preconditioner PFα,n1 in Section 3.1
(compare Tables 1 and 2).
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Figure 4: [Example 1: 1D, α = {1.2,1.5,1.8}] Scaled spectra of the resulting matrices when the preconditionersPF˜α,n1 are applied to the coefficient matrices Mα,n1 for n1 = 26 − 1.
4.2 Example 2.
The considered two-dimensional example is originally from [12, Example 4.] and also discussed in [8, Example
1.]. In (3), define α = 1.8, β = 1.6, and
d+(x, y) = Γ(3 − α)(1 + x)α(1 + y)2, d−(x, y) = Γ(3 − α)(3 − x)α(3 − y)2,
e+(x, y) = Γ(3 − β)(1 + x)2(1 + y)β , e−(x, y) = Γ(3 − β)(3 − x)2(3 − y)β .
The spatial domain is Ω = [0,2] × [0,2] and the time interval is [t0, T ] = [0,1]. The initial condition is
u(x, y,0) = u0(x, y) = x2y2(2 − x)2(2 − y)2,
and the source term is
f(x, y, t) = −16e−t (x2(2 − x)2y2(2 − y)2 + fα(x, y) + fα(2 − x,2 − y) + fβ(y, x) + fβ(2 − y,2 − x)) ,
fγ(x, y) = (8x2−γ − 24x3−γ
3 − γ + 24x4−γ(4 − γ)(3 − γ)) (1 + x)γ(1 + y)2y2(2 − y)2,
such that the solution to the FDE is given by u(x, y, t) = 16e−tx2(2− x)2y2(2− y)2. Let h = hx = hy = 2/(n+ 1),
with n = n1 = n2 =M , and ht = 1/(M + 1). Then,
1
r
= 2hα
ht
= 2α+1M(n + 1)α = 2α+1n(n + 1)α , sr = hαhβ = 2α−β(n + 1)β−α.
In Table 3 (and also Table 4) we present the results for the following preconditioners:
• Second derivative (P2,N ): Preconditioner based on the finite difference discretization of the second deriva-
tive, proposed in [8] and implemented using one Galerkin projection multigrid V-cycle.
• Algebraic multigrid (PMGM,N ): Preconditioner based on algebraic multigrid, proposed in [8] and imple-
mented using one algebraic multigrid V-cycle.
• Symbol (PF(α,β),N ): Proposed preconditioner and implemented using FFT.
For details on the multigrid based preconditioners, P2,N (Galerkin projection multigrid) and Pmgm,N (al-
gebraic multigrid), see [8]. The proposed symbol-based preconditioner, PF(α,β),N , performs better than the
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Table 3: [Example 2: 2D, α = 1.8, β = 1.6] Numerical experiments with GMRES and different preconditioners.
For each preconditioner we present: average number of iterations for one time step [it], total timing in mil-
liseconds [ms] to attain the approximate solution at time T , and the condition number κ of the preconditioned
coefficient matrix, P−1M(α,β),N . Best results are highlighted in bold.
n1 = n2 IN P2,N Pmgm,N PF(α,β),N
[it] [ms] κ [it] [ms] κ [it] [ms] κ [it] [ms] κ
24 37.0 50.8 57.4 21.0 118.4 48.6 10.0 55.1 3.7 8.0 51.6 1.9
25 73.0 715.6 167.4 17.6 991.4 31.7 11.0 727.3 5.4 8.0 571.3 2.7
26 137.0 35305.0 429.4 17.0 26186.0 310.7 11.0 24263.0 8.2 9.0 16500.0 4.3
27 251.0 1526624.0 966.8 17.0 458579.0 678.4 10.0 561729.0 12.2 9.0 388455.0 7.7
multigrid-based preconditioners, as seen in Table 3. In Figure 5 we present the scaled spectra of the pre-
conditioned coefficient matrices for N = n1n2 = 28. The clustering is better for the proposed symbol-based
preconditioners than the other three, as seen comparing the left and right panels. We note in Table 3 that the
number of iterations are essentially constant both for the algebraic multigrid and the symbol-based precondi-
tioners.
By fine tuning parameters for the multigrid-based preconditioners, such as number of smoothing steps, W-
cycles etc, these results might be improved. However, the simplicity of the proposed preconditioner, where no
fine-tunings are required, is advantageous.
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Figure 5: [Example 2: 2D, α = 1.8, β = 1.6] Scaled spectra of the resulting matrices when the preconditioners are
applied to the coefficient matrices M(α,β),n21 and n1 = 24. Left: Preconditioners IN , P2,N , and Pmgm,N Right:
Preconditioner PF(α,β),N .
4.3 Example 3.
By modifying the coefficients α = 1.8 and β = 1.6 in Example 2, to α = 1.8 and β = 1.2 we obtain Example
3. In Table 4 we present the same type of computations as in Table 3. As discussed in [8], the performance
of the proposed multigrid-based preconditioners depend on the fractional derivatives α and β. Since, in this
example, α and β differ more than in Example 2, and β is far away from two, we clearly see in Table 4 that
the multigrid-based preconditioners perform worse than in Example 2. Especially note the worse behavior of
the condition number for the algebraic multigrid-based preconditioner Pmgm,N . The condition numbers are
essentially the same for the symbol-based preconditioner PF(α,β),N in Examples 2 and 3.
In Figure 6 we present the same scaled spectra as in Figure 5, but regarding Example 3. Again we note the
advantageous clustering properties of the proposed symbol-based preconditioner in the right panel.
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Table 4: [Example 3: 2D, α = 1.8, β = 1.2] Numerical experiments with GMRES and different preconditioners.
For each preconditioner we present: average number of iterations for one time step [it], total timing in mil-
liseconds [ms] to attain the approximate solution at time T , and the condition number κ of the preconditioned
coefficient matrix, P−1M(α,β),N . Best results are highlighted in bold.
n1 = n2 IN P2,N Pmgm,N PF(α,β),N
[it] [ms] κ [it] [ms] κ [it] [ms] κ [it] [ms] κ
24 49.0 56.5 57.8 26.5 136.3 42.8 18.0 66.5 8.2 10.0 54.5 1.9
25 92.0 896.9 162.9 32.0 1312.0 104.0 26.0 957.2 16.7 12.0 592.0 2.7
26 173.0 43825.0 401.7 41.0 33562.0 231.6 33.0 36454.0 32.8 13.0 16872.0 4.4
27 316.0 1811828.0 876.4 51.0 636291.0 515.8 41.0 1085594.0 62.9 14.5 419146.0 7.9
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Figure 6: [Example 3: 2D, α = 1.8, β = 1.2] Scaled spectra of the resulting matrices when the preconditioners
are applied to the coefficient matrices M(α,β),n21 , and n1 = 24. Left: Preconditioners IN , P2,N , and Pmgm,N
Right: Preconditioner PF(α,β),N .
5 Conclusions
The purpose of the paper was the theoretical and numerical exploration of proper preconditioners based on
the spectral symbols of the coefficient matrix for FDE problems. Beside the theoretical study, we decided
to compare our proposals with previous results, especially those present in [3, 8]. As expected and as shown
numerically in Example 1, the proposed preconditioners do not compete in the one dimensional case with
tridiagonal preconditions, because of the computational complexity. However, in the two dimensional case as
discussed in Examples 2 and 3, the proposed preconditioners do indeed perform better than the previously
proposed multigrid-based preconditioners proposed and studied in [8].
We note that future directions of research may include more complex problems, further analysis, and more
extensive numerical experimentation. Also, problems where the fractional derivatives are close to three may be
considered, since then we expect the symbol-based preconditioners to be even more advantageous, maybe even
in the one dimensional case.
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