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Abstract
In this paper the representation theory of locally compact Abelian groups is used to introduce
linear operators with the two-point Bohr spectrum and to study their spectral properties. In particular,
the structure of the inverse operators is considered and the applications to the theory of difference
operators are discussed.
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1. Introduction
Let X ,Y be complex Banach spaces, Hom(X ,Y) be the Banach space of bounded
linear operators from X to Y , and EndX = Hom(X ,X ) be the Banach algebra of en-
domorphisms of X . Let also G be a locally compact Abelian (LCA-) group (with the
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characters (multiplicative homomorphisms) of G (with the multiplicative way of writing
the group operation).
An operator A ∈ Hom(X ,Y) is called almost periodic with respect to a representation
T :G → End Hom(X ,Y) if the function ΦA :G → Hom(X ,Y), ΦA(g) = T (g)A, g ∈ G,
is continuous in the uniform operator topology and Bohr almost periodic. Recall [15] that a
continuous function ϕ :G → X is Bohr almost periodic if, for every ε > 0, the set Ω(ε) =
{ω ∈ G: supg∈G ‖ϕ(g + ω) − ϕ(g)‖ < ε} of its ε-periods is relatively dense in G, i.e.,
there exists a compact set K = Kε ⊂ G such that (g + K) ∩ Ω(ε) = ∅ for all g ∈ G. The
class of almost periodic (with respect to T ) operators we denote by APT (X ,Y). If X = Y ,
APT (X ) = APT (X ,X ) is a Banach algebra provided T (g)(AB) = (T (g)A)(T (g)B) for
all A,B ∈ EndX and g ∈ G.
For an operator A ∈ APT (X ,Y), consider the Fourier series ∑n1 γn(g)An, γn ∈ Ĝ,
of the function ΦA. Here An ∈ Hom(X ,Y), n 1, are the Fourier coefficients satisfying
T (g)An = γn(g)An, g ∈ G, n ∈ N. We call the set SpB(A) = SpB(A,T ) = {γn: n 1} the
Bohr spectrum of the operator A and the series
∑
n1 An—its Fourier series.
Definition 1.1. An almost periodic operator A ∈ Hom(X ,Y) is called an operator with
the two-point Bohr spectrum (with respect to the representation T ) if the set SpB(A,T )
consists of two points. If SpB(A,T ) = {γ } ⊂ Ĝ is a singleton and γ = e0 (e0 is the unit
element of Ĝ), the operator A is called circular (see also [18]) or an abstract weighted-shift
operator.
In this paper, we study spectral properties of operators with the two-point Bohr spec-
trum. In particular, we consider the structure of the inverse of such an operator if it exists
(Theorem 3.13). In Theorems 3.18 and 3.20, we refine this result and provide estimates on
the “diagonals” of the inverse operator. In Section 4, we formulate invertibility conditions
of the operators in question in terms of exponential dichotomy (Theorem 4.2) and discuss
connection of our results with the study of certain difference and differential operators
(Theorems 4.6–4.9). Our main tool is the spectral theory of linear ordered pairs and linear
relations [5]. For the spectral analysis of circular and abstract weighted-shift operators, we
refer to [6,18] and the references therein.
Most of the results of the paper are applied to the operators from APT (X ,Y) ⊂
Hom(X ,Y) where the representation T :G → End Hom(X ,Y) is defined by
T (g)A = U2(g)AU1(−g), g ∈ G, A ∈ Hom(X ,Y), (1.1)
where U1 :G → EndX , U2 :G → EndY are representations of G.
2. Examples of operators with the two-point Bohr spectrum
Definition 1.1 and formula (1.1) imply that the class of operators with the two-point
Bohr spectrum essentially depends on the choice of the representation T (and U1,U2).
Hence, in each of the examples in this section we specify these representations. The space
X (and Y) is usually chosen to be one of the Banach spaces Lp(G,X), 1  p ∞. For
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space X, Bochner integrable with power p with respect to the Haar measure on G. In
case p = ∞, this is the space of essentially bounded Haar-measurable X-valued func-
tions. Subspaces C0(G,X) ⊂ Cb(G,X) ⊂ L∞(G,X) of functions vanishing at infinity
and (bounded) continuous functions are also considered. If G = Z, Lp(G,X) is denoted
by lp = lp(Z,X).
If X is one of the spaces above, we consider two isometric representations S =
SX :G → EndX and V = VX : Ĝ → EndX defined by (SX (g)x)(s) = x(g + s),
(VX (γ )x)(g) = γ (g)x(g), where g, s ∈ G, γ ∈ Ĝ, and x ∈ X . The pairs of representa-
tions SX , SY and VX , VY , where Y is another Banach space, often play the role of U1 and
U2 in (1.1).
Example 2.1. Let X be one of the spaces defined in the beginning of the section and
Y be a corresponding space (for example, Y = Cb(G, Y ) if X = Cb(G,X), where Y is
some Banach space). For k = 1,2, consider functions Ak ∈ Cb(G,Hom(X ,Y)) and fix
g1, g2 ∈ G. The operator A ∈ Hom(X ,Y),
(Ax)(g) = A1(g)x(g − g1)+A2(g)x(g − g2), g ∈ G, x ∈X ,
is an operator with the two-point Bohr spectrum SpB(A,T ) = {g1, g2} with respect to the
representation T : Ĝ → End Hom(X ,Y) defined by T (γ )B = VY (γ )BVX (γ−1), γ ∈ Ĝ,
B ∈ Hom(X ,Y); here we identify Ĝ with G.
Example 2.2. Let X ,Y be the same as in Example 2.1. For j = 1,2, fix Aj ∈ Hom(X ,Y),
Kj ∈ L1(G,Hom(X ,Y)), and γj ∈ Ĝ. Operator K ∈ Hom(X ,Y),
(Kx)(g) =
∑
j=1,2
γj (g)
(
Aj(g)x(g) −
∫
G
Kj (g − s)x(s) ds
)
,
is an operator with the two-point Bohr spectrum SpB(A,T ) = {γ1, γ2} with respect to the
representation T :G → End Hom(X ,Y) defined by T (γ )B = SY (γ )BSX (γ−1), γ ∈ Ĝ,
B ∈ Hom(X ,Y).
Example 2.3. Let Ω be a non-empty subset of the group Z. Suppose that the spaces X and
Y are equipped with the resolutions of the identity P :Ω → EndX and Q :Ω → EndY .
By this we mean that the series
∑
k∈Ω P(k)x and
∑
k∈Ω Q(k)y converge uncondition-
ally to x and y, respectively, for all x ∈ X , y ∈ Y , and P(i)P (j) = δijP (i), Q(i)Q(j) =
δijQ(i), for all i, j ∈ Ω . For each operator A ∈ Hom(X ,Y), we define its (operator) ma-
trix (Aij )i,j∈Ω by Aij = Q(i)AP(j) ∈ Hom(X ,Y), and a two-sided sequence dA : Ω˜ =
Ω −Ω = {m−n: m,n ∈ Ω} → R by dA(k) = supi−j=k ‖Aij‖, k ∈ Ω˜ . Assuming the con-
dition
∑
k∈Ω˜ dA(k) < ∞, we can represent the operator A (see also [2, Section 1]) as an
absolutely convergent series A =∑k∈Ω˜ Ak , where each Ak can be expressed as a strongly
convergent series
Ak =
∑
Q(m)AP(n).
m−n=k∈Ω˜
m,n∈Ω
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onal coincides with the kth diagonal of the matrix of A. Consider two bounded 2π -
periodic strongly continuous representations U1(t)x = ∑k∈ΩP(k)xeikt and U2(t)y =∑
k∈Ω Q(k)yeikt . Assumed conditions immediately imply that ΦA(t) = T (t)A = U2(t)×
AU1(−t), t ∈ G = R, is a continuous periodic function satisfying
ΦA(t) =
∑
k∈Ω˜
Ake
ikt , t ∈ R.
Thus, A is periodic (hence, almost periodic) operator with respect to the representation T .
It is an operator with the two-point Bohr spectrum precisely when A = Am +An, for some
m,n ∈ Ω . In this case SpB(A,T ) = {m,n}. This means that such operators have matrices
with only two non-zero diagonals. Circular operators have one-diagonal matrices.
Remark 2.4. If an operator A defined in Example 2.3 has a lower or upper triangular
matrix with finitely many diagonals, we can always consider “lower level” resolutions of
the identity P¯ and Q¯ such that A is an operator with the two-point Bohr spectrum with
respect to the representation constructed from P¯ and Q¯. For the details and other relevant
results, see [1,2,14].
The operators in the next example may be used in the study of abstract parabolic oper-
ators [3,7].
Example 2.5. Consider two sequences of complex Banach spaces (Xn) and (Yn), n ∈ Z.
Let X = lp(Z, (Xn)), p ∈ [1,∞], be a Banach space of vector families x = (x(n) ∈ Xn:
n ∈ Z) such that
‖x‖p =
(∑
n∈Z
‖x(n)‖p
)1/p
, p ∈ [1,∞), and ‖x‖∞ = sup
n∈Z
‖x(n)‖.
Let Y = lp(Z, (Yn)) and define D ∈ Hom(X ,Y) by
(Dx)(n) = A(n)x(n)+B(n)x(n − 1), x ∈X , n ∈ Z, (2.1)
where A(n) ∈ Hom(Xn,Yn), B(n) ∈ Hom(Xn−1, Yn), and ‖A‖∞ = supn∈Z ‖A(n)‖ < ∞,
‖B‖∞ = supn∈Z ‖B(n)‖ < ∞.
This operator has a two-point Bohr spectrum SpB(D,T ) = {0,1} ⊂ Z with respect to
the representation T :T → End Hom(X ,Y) defined in Example 2.1 with (VX (γ )x)(n) =
γ nx(n) and (VY (γ ))y(n) = γ ny(n), n ∈ Z, γ ∈ T.
Example 2.6. Let H be a complex Hilbert space, U be a unitary operator and A˜
be a subalgebra from EndH satisfying UAU−1 ∈ A˜ for all A ∈ A˜. Define B˜0 to be
the smallest closed subalgebra of EndH that contains the subalgebra B0 of opera-
tors A = ∑nk=−n AkUk , Ak ∈ A˜, n ∈ N. Assuming that each operator A ∈ B0 satis-
fies ‖∑nk=−n γ kAkUk‖  ‖A‖ for all γ ∈ T, we can define an isometric representation
T :T → End B˜0, that satisfies the following properties:
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n∑
k=−n
γ kAkU
k, A ∈ B0, γ ∈ T;
(2)
(
T (γ )
)
(AB) = (T (γ )A)(T (γ )B).
Any operator D ∈ B0 of the form D = A0 − A1U , A0,A1 ∈ A˜, has a two-point Bohr
spectrum SpB(D,T ) = {0,1} ⊂ Z. Note that the representation T can always be expressed
in the form (1.1).
Such operators were studied in [1] by means of the methods of the spectral theory of
ordered pairs of linear operators. There B˜0 is a C∗-algebra generated by a weighted-shift
operator U in Hilbert space L2(M,µ) of vector functions on a compact topological vector
space M with a finite Borel measure µ. A˜ is an algebra isomorphic to the algebra of
homomorphisms of a finite-dimensional vector bundle E over M .
Example 2.7. Consider a circular operator B ∈ EndX with SpB(B,T ) = {γ } = {e0} ⊂ Ĝ.
The study of its resolvent R(λ,B) = (B − λI)−1, λ ∈ 
(B), obviously involves operators
B − λI , λ ∈ C, that have a two-point Bohr spectrum SpB(B − λI,T ) = {e0, γ } when
λ = 0. Therefore, when interested in the spectral properties of circular operators, one has
to consider operators with the two-point Bohr spectrum.
3. The spectral theory of ordered pairs of linear operators and the operators with
the two-point Bohr spectrum
In this section, we consider an ordered pair (A,B) of operators from Hom(X ,Y) and
present several preliminary results of the spectral theory of such pairs, which we will need
later. Most of these results can be found in [12] and in [5, Section 6] (an extensive reference
list is also provided there). In the latter paper the spectral theory of linear relations was
used.
Definition 3.1. The resolvent set ρ(A,B) of a pair (A,B) is defined as a set of all
λ ∈ C such that the operator A − λB ∈ Hom(X ,Y) is (continuously) invertible. The
set σ(A,B) = C \ ρ(A,B) is called the spectrum of the pair (A,B). The holomorphic
operator-valued function
R(· ;A,B) :ρ(A,B) → Hom(Y,X ), R(λ;A,B) = (A− λB)−1
is called the resolvent of the pair (A,B).
Definition 3.2. The extended spectrum σ˜ (A,B) of the pair (A,B) is defined as a subset of
the extended complex plane C˜ = C∪{∞}. It is equal to σ(A,B) if the resolvent R(· ;A,B)
admits a holomorphic extension to the point ∞ satisfying lim|λ|→∞ R(λ;A,B) = 0. Oth-
erwise, we put σ˜ (A,B) = σ(A,B) ∪ {∞}. The extended resolvent set ρ˜(A,B) of the pair
(A,B) is defined by ρ˜(A,B) = C˜ \ σ˜ (A,B).
Theorem 3.3 [5]. The extended spectra σ˜ (A,B) and σ˜ (B,A) of the pairs (A,B) and
(B,A) satisfy σ˜ (B,A) = {λ ∈ C˜: 1/λ ∈ σ˜ (A,B)}.
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Definition 3.5. An ordered pair (X1,Y1) of closed subspaces X1 ⊂ X , Y1 ⊂ Y is said to
be invariant for the pair (A,B) if AX1 ⊂ Y1 and BX1 ⊂ Y1.
Definition 3.6. Suppose X = X0 ⊕ X1, Y = Y0 ⊕ Y1, and the pairs (X0,Y0), (X1,Y1)
are invariant for (A,B). Let us denote by Ai,Bi :Xi → Yi , i = 0,1, the restrictions of
the operators A and B on Xi , i = 0,1. In this case, we say that the pair (A,B) admits
decomposition
(A,B) = (A0,B0) ⊕ (A1,B1) (3.1)
into the direct sum of pairs (Ai,Bi), i = 0,1. We also write A = A0 ⊕A1 and B = B1 ⊕B2.
The left and right pseudoresolvents of the pair (A,B) are defined by
Rl(· ;A,B) :ρ(A,B) → EndX , Rl(λ;A,B) = (A− λB)−1B;
Rr(· ;A,B) : ρ(A,B) → EndY, Rr(λ;A,B) = B(A − λB)−1.
It is easy to check that these pseudoresolvents satisfy the Hilbert’s identity.
Let us now get back to the representation T :G → End Hom(X ,Y) defined by (1.1) and
consider an operator D = A − B with the two-point Bohr spectrum SpB(D,T ) = {γ1, γ2}
such that SpB(A,T ) = {γ1} and SpB(B,T ) = {γ2}. This implies that, for all g ∈ G, non-
zero operators A and B satisfy
T (g)A = U2(g)AU1(−g) = γ1(g)A;
T (g)B = U2(g)BU1(−g) = γ2(g)B. (3.2)
If neither γ1 nor γ2 are equal to the unit element e0 ∈ Ĝ, then D is a sum of two circular
operators.
In the sequel of the section, we assume the following two properties.
Assumption 3.7. The set of numbers {γ0(g): g ∈ G} defined by the character γ0 = γ2γ−11
is dense in T ⊂ C.
Assumption 3.8. The operator D is invertible and D−1 ∈ Hom(Y,X ).
Note that Assumption 3.7 is satisfied when γ n0 = e0, n ∈ N.
Lemma 3.9. The spectrum of the pair (A,B) satisfies σ(A,B) ∩ T = ∅.
Proof. Equalities (3.2) immediately imply that
T (g)D = γ1(g)A − γ2(g)B = γ1(g)
(
A− γ0(g)B
)
.
Therefore, γ0(g) ∈ ρ(A,B) for all g ∈ G. Since the set σ(A,B) is closed, the assertion of
the lemma follows from Assumption 3.7.
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{λ ∈ σ(A,B): |λ| < 1} and σ1 ⊂ {λ ∈ σ(A,B): |λ| > 1} ∪ {∞}.
Corollary 3.11. The set σ(A,B) is invariant under rotations around 0 ∈ C.
Consider T as a closed positively oriented contour surrounding σ0. Integrating along
this contour, we get that the formulae
P0 = − 12πi
∫
T
Rl(λ;A,B)dλ = − 12πi
∫
T
(A− λB)−1B dλ, (3.3)
Q0 = − 12πi
∫
T
Rr(λ;A,B)dλ = − 12πi
∫
T
B(A− λB)−1 dλ (3.4)
define projections P0, P1 = I − P0 ∈ EndX and Q0, Q1 = I − Q0 ∈ EndY (symbol I
denotes the identity operator in any considered space). The ranges of these projections (see
[4], [5, Theorem 6.3]),
X0 = ImP0, X1 = ImP1, Y0 = ImQ0, and Y1 = ImQ1,
define decompositions
X =X0 ⊕X1 and Y = Y0 ⊕Y1. (3.5)
Moreover, using (3.3) and (3.4), we get
AP0 = Q0A and BP0 = Q0B. (3.6)
Hence, the ordered pairs of subspaces (X0,Y0) and (X1,Y1) are invariant for (A,B) and
this operator pair admits decomposition (3.1), where A0,B0 ∈ Hom(X0,Y0) and A1,B1 ∈
Hom(X1,Y1) are restrictions of the operators A and B , respectively.
Lemma 3.12. For all g ∈ G projections P0 and Q0 commute with the operators U1(g) and
U2(g), respectively.
Proof. For all g ∈ G and λ ∈ T, we have
U1(g)Rl(λ;A,B)U1(−g) = U1(g)(A − λB)−1U2(−g)T (g)B
= (γ1(g)A− λγ2(g)B)−1γ2(g)B
= γ0(g)
(
A− γ0(g)λB
)−1
B.
Now (3.3) immediately implies that U1(g)P0U1(−g) = P0. Analogously, we conclude that
U2(g)Q0U2(−g) = Q0. 
Lemma 3.12 implies that the subspaces X0 and X1 are invariant for the representation
U1 and the subspaces Y0 and Y1 are invariant for the representation U2. These properties
allow us to consider the following representations on Hom(X0,Y0) and Hom(X1,Y1):
Ti(g)Ci = Ui2(g)CiUi1(−g), i = 1,2, Ci ∈ Hom(Xi ,Yi ), (3.7)
where Ui1, U
i
2 are restrictions of the representations U1 and U2 onto Xi , i = 1,2.
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(1) The operator D−1 ∈ Hom(Y,X ) is almost periodic with respect to the representation
T −1 :G → Hom(Y,X ) given by T −1(g)C = U1(g)CU2(g), g ∈ G, C ∈ Hom(Y,X );
moreover, SpB(D−1, T −1) ⊆ {γ−12 γ n0 : n 0} ∪ {γ−11 γ n0 : n 0}.
(2) σ(A0,B0) = σ˜ (A0,B0) = σ(B−10 A0) = σ0, operator B0 is invertible and the spec-
tral radii of the operators A0B−10 ∈ EndY and B−10 A0 ∈ EndX satisfy r(A0B−10 ) =
r(B−10 A0) < 1.
(3) σ˜ (A1,B1) = σ1, operator A1 is invertible, σ(A−11 B1) = σ(B1A−11 ) = {λ−1: λ ∈ σ1}
and r(A−11 B1) = r(B1A−11 ) < 1.
(4) SpB(A0, T0)∪ SpB(A1, T1) = {γ1}, SpB(B0, T0)∪ SpB(B1, T1) = {γ2}.
(5) The operator D−1 admits a decomposition D−1 = D−10 ⊕ D−11 with respect to the
decomposition (3.5), where Di = Ai −Bi , i = 0,1, and
D−10 = −B−10
∑
n0
(
A0B
−1
0
)n = −(∑
n0
(
B−10 A0
)n)
B−10 ; (3.8)
D−11 = A−11
∑
n0
(
B1A
−1
1
)n = (∑
n0
(
A−11 B1
)n)
A−11 . (3.9)
Remark 3.14. Note that when X = Y , we can define the representations T0 and T1 without
assuming that T has the form (1.1). Indeed, provided that T (g)(MN) = (T (g)M)(T (g)N)
and T (g)I = I for all M,N ∈ EndX and g ∈ G, we have that T (g)P0 = P0 and
T (g)Q0 = Q0. Note that, in this case, operators Ti(g), g ∈ G, i = 1,2, defined in the
obvious way, still act in different spaces if ImPi = ImQi . This observation expands the
class of the representations that can be used in the theorem (here we take T −1 = T ).
Proof. The proof of the equalities in (2) and (3) can be found in [5, Theorem 6.3]. In-
vertibility of the operators B0 and A1 as well as the stated estimates for the spectral radii
follow from the inclusion σ0 ∪{1/λ: λ ∈ σ1} ⊂ {λ ∈ C: |λ| < 1}. Next, (2) and (3) immedi-
ately imply (5) if we use decomposition D = D0 ⊕ D1. The property (4) follows from the
definition of representations T1 and T2, since SpB(A,T ) = {γ1} and SpB(B,T ) = {γ2}.
To prove that D−1 ∈ APT −1(Y,X ), it is enough to notice that
Ψ (g) = T −1(g)D−1 = (T (g)D)−1 = (ΦD(g))−1, g ∈ G,
is an almost periodic function. This equality also implies SpB(D−1, T −1) ⊆ {γ n1 γm2 :
m,n ∈ Z}. More specific information about SpB(D−1, T −1) is obtained using the formulae
(3.8), (3.9), and the inverse representations T −10 , T −11 (see also (3.7)). For example, (3.8)
gives to us
T −10 (g)D
−1
0 = U1(g)D−10 U2(−g)
= −U1(g)B−10 U2(−g)U2(g)
∑(
A0B
−1
0
)n
U2(−g)
n0
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∑
n0
γ n1 (g)γ
−n
2 (g)
(
A0B
−1
0
)n
= −
∑
n0
(
γ1γ
−1
2
)n
(g)γ−11 (g)B
−1
0
(
A0B
−1
0
)n
.
Therefore, SpB(D−10 , T
−1
0 ) ⊆ {γ−11 γ n0 : n  0}. Analogous calculations show that (3.9)
implies SpB(D−11 , T
−1
1 ) ⊆ {γ−12 γ n0 : n 0}. Now the inclusion stated in (1) follows from
T −1(g)D−1 = T −10 (g)D−10 ⊕ T −11 (g)D−11 and the proof of the theorem is complete. 
Corollary 3.15. The spectrum SpB(D−1, T −1) is contained in {γ−11 γ n0 : n 0} if and only
if the operator A is invertible and r(BA−1) = r(A−1B) < 1.
Theorem 3.13 gives us certain information about the structure of the operator L = D−1
but does not say anything about the estimates of the norms of its parts, i.e., its “diago-
nals” Ln, which are defined as follows. Consider the resolvent R(· ;A,B) of the ordered
pair (A,B) as a function on T ⊂ ρ(A,B). Then its (absolutely convergent) Fourier series
is given by
R(λ;A,B) =
∑
n∈Z
Lnλ
n, λ ∈ T, (3.10)
where Ln ∈ Hom(Y,X ) and
Ln = 12πi
∫
T
R(λ;A,B)λ−n dλ, n ∈ Z. (3.11)
We call operators Ln the diagonals of D−1 because D−1 = R(1;A,B) and
D−1 =
∑
n∈Z
Ln. (3.12)
Note also that (3.11) implies that T −1(g)Ln = (γ−11 γ n0 )(g)Ln, g ∈ G. Hence, each Ln,
n ∈ N, is a circular operator and SpB(Ln,T −1) = {γ−11 γ n0 }.
The next objective of this paper is to study the properties of operators Ln and obtain
certain estimates on their norms.
Using holomorphicity of the resolvent R(· ;A,B), we obtain
Ln = 12πi
∫
T(r)
R(λ;A,B)λ−n dλ, n ∈ Z, (3.13)
where T(r) = {λ ∈ C: |λ| = r} is a positively oriented contour and r is any number from
the interval (rint, rout). Here rint = max{|z|: z ∈ σ0} and rout = min{|z|: z ∈ σ1}. The for-
mulae (3.10) and (3.13) imply the following relations between the operators LnB ∈ EndX ,
BLn ∈ EndY , and pseudoresolvents of the pair (A,B):
LnB = 12πi
∫
Rr(λ;A,B)λ−n dλ, BLn = 12πi
∫
Rl(λ;A,B)λ−n dλ;
T(r) T(r) (3.14)
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∑
n∈Z
LnBλ
n, Rl(λ;A,B) =
∑
n∈Z
BLnλ
n.
Note also that (3.3) and (3.4) imply −L0B = P0 and −BL0 = Q0.
Lemma 3.16. For all m,n ∈ Z, we have (LnB)(LmB) = (LmB)(LnB) and LnBLm =
LmBLn.
The proof follows from formulae (3.11) and the following identities:
LnBLm =
(
1
2πi
∫
T
λ−nR(λ;A,B)B dλ
)(
1
2πi
∫
T
γ−mR(γ ;A,B)dγ
)
= − 1
4π2
∫ ∫
T2
λ−nγ−mR(λ;A,B)BR(γ ;A,B)dλdγ
= LmBLn, m,n ∈ Z.
To proceed further, we need some notions and results of the theory of linear relations
(see [5,9]). They will provide us with some other glimpses of information on the operators
with the two-point Bohr spectrum.
A linear relation on a Banach space X is a linear subspace C ⊆ X × X . The linear
relation is called closed if the subspace is closed. The set of closed linear relations on X
we denote by LR(X ). The domain D(C) of a linear relation C is the set of all x ∈ X for
which there exists y ∈ X such that (x, y) ∈ C (D(C) is clearly the projection of C onto
the first coordinate). For x ∈ D(C) we write Cx = {y ∈ X : (x, y) ∈ C}. By KerC = {x ∈
D(C): (x,0) ∈ C} and ImC =⋃x∈D(C) Cx we denote the kernel and the range of the
relation C, respectively. Note that Cx = y + C0 for any y ∈ Cx. By the sum of linear
relations C1,C2 ⊆X ×X we mean the linear subspace of X ×X of the form C1 + C2 =
{(x, y) ∈ X ×X : x ∈ D(C1) ∩ D(C2), y ∈ C1x + C2x}. Hence, D(C1 + C2) = D(C1) ∩
D(C2), and by C1x +C2x we mean the algebraic sum of the two sets.
By the product of linear relations C1,C2 ∈ LR(X ) we mean the linear subspace of
X ×X of the form C1C2 = {(x, z) ∈X ×X : there exists y ∈ D(C1) such that (x, y) ∈ C2
and (y, z) ∈ C1}. The inverse linear relation we define by C−1 = {(y, x) ∈ X × X :
(x, y) ∈ C}. Clearly, C−1 ∈ LR(X ).
Each linear relation is a graph of a set-valued map C˜ :D(C) ⊆ X → 2X , where C˜x =
Cx ∈ 2X . We identify them in what follows and use the same symbol C for both. If we
also identify closed linear operators on X with their graphs and denote their set by LO(X),
we get EndX ⊂ LO(X ) ⊂ LR(X ).
A relation C ∈ LR(X ) is said to be injective if KerC = {0} and surjective if ImC =X .
If it is both injective and surjective, it is said to be continuously invertible. In the latter case,
C−1 ∈ EndX .
The resolvent set of a relation C ∈ LR(X) is the set ρ(C) of all λ ∈ C such that
(C −λI)−1 ∈ EndX . The spectrum of C ∈ LR(X) is the set σ(C) = C \ρ(C). Obviously,
the set ρ(C) is open, whereas the spectrum σ(C) is closed.
The map R(· ,C) :ρ(C) → EndX , R(λ,C) = (C−λI)−1, λ ∈ C, is called the resolvent
of the relation C ∈ LR(X ).
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complex plane C˜ that is equal to σ(C) if the following three conditions are satisfied:
(i) C0 = {0}, that is, C ∈ LO(X ), (ii) the resolvent R(· ,C) can be analytically extended
to ∞, and (iii) lim|λ|→∞ R(· ,C) = 0. Otherwise, one sets σ˜ (C) = σ˜ (C) ∪ {∞}. The set
ρ˜(C) = C˜ \ σ˜ (C) is called the extended resolvent set of the relation C.
Example 3.17. Let X = lp(Z) and consider the operator D = P0 + P1S2 = A0 + A2 ∈
EndX , where (P0x)(n) = x(n), if n is even, (P0x)(n) = 0, if n is odd, P1 = I − P0,
and (Sx)(n) = x(n − 1) is the bilateral shift. Clearly, this is an operator with the two-
point Bohr spectrum with respect to the representation described in Example 2.3. We shall
illustrate the above definitions using the linear relation A = A−12 A0 = A0A−12 = {(x, y):
x ∈ P1X , y ∈ P0X }. For this relation, we have D(A) = KerP0 = P1X and ImA= P0X .
Furthermore, since A− λI = {(x, y − λx): x ∈ P1X , y ∈ P0X }, we have that, if λ = 0,
then Ker(A− λI) = {0} and Im(A− λI) =X . Hence, σ(A) = {0} and σ˜ (A) = {0,∞}.
A closed linear subspace X˜ ⊂ X is called invariant with respect to the linear rela-
tion C ∈ LR(X) with ρ(C) = ∅ if X˜ is invariant with respect to all operators R(λ,C),
λ ∈ ρ(C). If R˜ :ρ(C) → End X˜ , R˜(λ) = R(λ,C)|X˜ is the restriction of the resolvent
R(· ,C) onto X˜ , we define the restriction C˜ = C|X˜ of the relation C onto X˜ by setting
its resolvent to be equal to R˜. Note that existence and uniqueness of the restriction C˜ fol-
lows from [5, Theorem 2.1].
We shall say that a relation C ∈ LR(X ) with non-empty ρ(C) commutes with an oper-
ator A ∈ EndX if A commutes with all operators R(λ,C), λ ∈ ρ(C).
Let ∆ ⊂ C˜ be an open subset that contains σ˜ (C), C ∈ LR(X ). SymbolF(∆) will denote
the algebra of analytic functions on ∆. Consider a closed Jordan curve Γ enclosing σ˜ (C)
and a function f ∈ F(∆) such that the integral ∫
Γ
f (λ)R(λ,C)dλ converges absolutely.
Then the formula
f (C) = δf (∞)I − 1
2πi
∫
Γ
f (λ)R(λ,C)dλ, (3.15)
where δ = 1 or δ = 0 depending on whether λ = ∞ lies inside or outside Γ , defines a
bounded linear operator in EndX .
Now we get back to the operator D = A − B ∈ Hom(X ,Y) with the two-point
Bohr spectrum SpB(D,T ) = {γ1, γ2} and to the study of the structure of its inverse
D−1 ∈ Hom(Y,X ).
We introduce two linear relations Al = B−1A ∈ LR(X ) and Ar = AB−1 ∈ LR(Y),
which we call, respectively, left and right linear relations for the ordered pair (A,B). This
definition immediately implies that
Rl(λ;A,B) = R(λ,Al ), Rr(λ;A,B) = R(λ,Ar ), λ ∈ ρ(A,B).
It should be noted also that σ˜ (A,B) = σ˜ (Al ) = σ˜ (Ar ) by [5, Theorem 6.1]. Now
Lemma 3.9 implies (σ (Al ) ∪ σ(Ar )) ∩ T = ∅. Hence, we can represent the resolvents of∑ ∑Al andAr in the form of Laurent series R(λ,Al ) = k∈Z λkAk , R(λ,Ar ) = k∈Z λkBk ,
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formula (3.14) can now be rewritten as
An = 12πi
∫
T(r)
λ−nRr(λ;Al) dλ, Bn = 12πi
∫
T(r)
λ−nRl(λ;Ar ) dλ, (3.16)
where r is any number from (rint, rout).
Theorem 3.18. Let D = A − B be invertible. Then operators An, Bn, n ∈ Z, have the
following properties:
(1) ImAn ⊆ D(Al ), ImBn ⊆ D(Ar ) and AlAn ⊇ AnAl , ArBn ⊇ BnAr .
(2) P0 = −A0 = P(σ0,Al ) and Q0 = −B0 = P(σ0,Al) are the Riesz projections corre-
sponding to the spectrum component σ0 of the relations Al and Ar , respectively.
(3) The subspaces X0 = ImP0, X1 = ImP1, Y0 = ImQ0 and Y1 = ImQ1 (where P1 =
I −P0, and Q1 = I −Q0) are invariant for the relationsAl andAr , respectively, and
A0l =Al |X0 ∈ EndX0, A0r =Ar |Y0 ∈ EndY0.
(4) σ(Ail ) = σ(Air ) = σi , i = 0,1, where A1l =Al |X1 and A1r =Ar |Y1 .
(5) An = (−A0l )−nP0 and Bn = (−A0r )−nQ0, n 0.
(6) A1x =
{(A1l )−1x, x ∈X1,
0, x ∈X0,
B1x =
{(A1r )−1x, x ∈ Y1,
0, x ∈ Y0,
and, moreover, An = An1 , Bn = Bn1 , n 1.
(7) AmAn = AnAm = 0 and BmBn = BnBm = 0 if m 0 and n−1.
Proof. Property (1) follows immediately from (3.16). When n = 0, the same formulae,
clearly, give us the Riesz projections. The properties of the functional calculus (3.15) ob-
tained in [5, Theorems 2.3–2.5] ensure correctness of the other assertions of the theorem.
Here we use the fact that An = fn(Al ) and Bn = fn(Ar ), n ∈ Z, where the holomorphic
functions fn are defined in some neighborhood of σ(Al) = σ(Ar ) and
fn(λ) =
{
λ−n, λ ∈ σ0,
0, λ ∈ σ1, n 0; fn(λ) =
{
λ−n, λ ∈ σ1,
0, λ ∈ σ0, n 1.
For example, the properties (6) and (7) follow from
AmAn = fm(Al )fn(Al ) = (fmfn)(Al ) = 0, m 0, n−1. 
Lemma 3.19. Suppose D = A−B is invertible, ‖T −1(g)D−1‖ = ‖D−1‖ and ‖T (g)D‖ =
‖D‖ for all g ∈ G, and r > 0 satisfies |1 − r|‖D−1‖‖B‖ < 1. Then T(r) ⊂ ρ(A,B) =
ρ(Al) = ρ(Ar ) and, for all z ∈ T(r), we have∥∥(A− zB)−1∥∥ ‖D−1‖
1 − |1 − r|‖D−1‖‖B‖ . (3.17)
Proof. Let z = rθ ∈ T(r) be such that θ = γ0(g) for some g ∈ G. For such z, the assertion
of the lemma follows from A − zB = A − θB + (θ − z)B = γ1(−g)T (g)D + (θ − z)B .
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for all z ∈ T(r). 
Theorem 3.20. Suppose D = A−B is invertible, ‖T −1(g)D−1‖ = ‖D−1‖ and ‖T (g)D‖ =
‖D‖ for all g ∈ G. Then operators Ln in the formulae (3.10)–(3.12) satisfy the following
estimates:
‖Ln‖
∥∥D−1∥∥, n ∈ Z; (3.18)
‖Ln‖ 2
∥∥D−1∥∥(1 + 1
2‖D−1‖‖B‖
)1−n
, n > 0; (3.19)
‖Ln‖ 2
∥∥D−1∥∥(1 − 1
2‖D−1‖‖B‖
)1−n
, n < 0,
∥∥D−1∥∥‖B‖ 1, (3.20)
and Ln = 0, n < 0, if ‖D−1B‖ < 1.
Proof. Estimates (3.18) follow immediately from (3.11) and maxγ∈T ‖R(γ ;A,B)‖ =
‖D−1‖. The formulae (3.13) and (3.17) imply that, for all r ∈ (rint, rout) such that
|1 − r|‖D−1‖‖B‖ < 1, we have
‖Ln‖ 2πr2π
1
rn
max
λ∈T(r)
‖R(λ;A,B)‖ r
1−n‖D−1‖
1 − |1 − r|‖D−1‖‖B‖ , n ∈ Z.
Substituting r = 1 + 12 sgnn‖D−1‖−1‖B‖−1, we obtain (3.19) and (3.20).
If ‖D−1B‖ < 1, operator A − λB = A − B + (1 − λ)B = D(I + (1 − λ)D−1B) is
invertible for all λ ∈ [0,1] and hence, for all λ ∈ C such that |λ|  1 (see the proofs of
Lemmas 3.9 and 3.19). Therefore, σ0 = ∅ and Ln = 0, n < 0, follows from (3.11). 
Remark 3.21. Applying the theorem to the operator D = A−B = −B−(−A) and bearing
in mind the relations σ˜ (−B,−A) = {1/λ: λ ∈ σ˜ (A,B)} and A − λB = −λ(B − λ−1A),
λ ∈ T, we obtain the following estimates:
‖Ln‖ 2
∥∥D−1∥∥(1 − sgnn
2‖D−1‖‖A‖
)n
, n = 0, ∥∥D−1∥∥‖A‖ 1, (3.21)
and Ln = 0, n > 0, if ‖D−1A‖ < 1.
Using the same method for the linear relations Al and Ar , we obtain the following
estimates (in case ‖D−1B‖ > 1):
‖LnB‖ 2
∥∥D−1B∥∥(1 + sgnn
2‖D−1B‖
)1−n
, n = 0. (3.22)
Analogous estimates are valid for operators BLn, n ∈ Z.In the following theorem notations from Example 2.3 are used.
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from Example 2.3 satisfying∥∥∥∥∑
k∈Ω
αkP (k)
∥∥∥∥ 1 and ∥∥∥∥∑
k∈Ω
αkQ(k)
∥∥∥∥ 1, (3.23)
for all αk ∈ T (otherwise we take equivalent norms in X and Y).
Let A ∈ Hom(X ,Y) be an invertible operator with a two-diagonal matrix (Aij ) =
(Q(i)AP (j)), i, j ∈ Ω , so that A = Ak + Am, k,m ∈ Ω˜ = Ω − Ω . Then the operator
L = A−1 can be represented in the form L =∑n∈Z Ln, where each operator Ln is equal
to zero or has a one-diagonal matrix with a non-zero diagonal at place −k + (m − k)n, if
n 0, and −m + (m − k)n, if n < 0. Moreover, ‖L0‖  ‖A−1‖ and, if ‖A−1‖‖Am‖  1
and ‖A−1‖‖Ak‖ 1, we have, for n ∈ Z \ {0},
‖Ln‖ 2
∥∥A−1∥∥min{(1 − sgnn
2‖A−1‖‖Ak‖
)n
,
(
1 + sgnn
2‖A−1‖‖Am‖
)1−n}
.
The proof is immediate as soon as we notice that conditions (3.23) allow us to use
Theorem 3.20 and the estimates from Remark 3.21. The statements about the matrix of
A−1 follow from Theorem 3.13.
Close but less sharp estimates were obtained in [2] for operators with three-diagonal
matrices. Note, that the case of operators with finitely many diagonals can be treated using
Remark 2.4 (see also [1,2,14]).
4. The exponential dichotomy and invertibility of difference operators
In this section, we consider operator D = A − B ∈ Hom(X ,Y) of the form (2.1) from
Example 2.5, where X = lp(Z, (Xn)) and Y = lp(Z, (Yn)), p ∈ [1,∞]. Operator A is a
multiplication operator with SpB(A) = {0} and B is an abstract weighted shift operator
with SpB(B) = {1}.
Definition 4.1. We shall say that operator D = A − B admits exponential dichotomy with
constants M > 0 and q ∈ (0,1), if there exist two bounded projection-valued functions P0,
Q0 such that P0(n) ∈ EndXn, Q0(n) ∈ EndYn, n ∈ Z, and the following four properties are
satisfied (we let P1(n) = I − P0(n), Q1(n) = I − Q0(n), Xin = Pi(n)Xn, Y in = Qi(n)Yn,
and Ai(n) :Xin → Y in, Bi(n) :Xin−1 → Y in be the restrictions of operators A(n) and B(n),
respectively, i = 0,1):
(1) A(n)P0(n) = Q0(n)A(n), n ∈ Z.
(2) B(n)P0(n− 1) = Q0(n)B(n), n ∈ Z.
(3) The operators A1(n) and B0(n) are invertible for all n ∈ Z.
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U(n,m) =

(
n−m∏
j=1
A−11 (m+ j)B1(m+ j)
)
P1(m), m < n,
I, m = n,(
m−n−1∏
j=0
B−10 (m − j)A0(m − j)
)
P0(m), m > n,
(4.1)
satisfies the following estimates:
‖U(n,m)‖Mq |n−m|, n,m ∈ Z. (4.2)
If D admits an exponential dichotomy, we call the corresponding ordered pair (P0,Q0)
of projection-valued functions a splitting pair for D. If either one of the functions is zero,
we call the dichotomy trivial. By
∏k
j=1 Cj , in (4.1), we mean the product CkCk−1 . . .C1.
Theorem 4.2. The operator D is invertible if and only if it admits exponential dichotomy.
In this case, the inverse operator is defined by (D−1y)(i) = ∑j∈Z G(i, j)y(j), where{G(i, j) ∈ Hom(Yi,Xj ): i, j ∈ Z} is the operator family
G(i, j) =
{
U(i, j)A−11 (j)Q1(j), j  i,
−U(i, j)B−10 (j)Q0(j), j > i.
If min{‖D−1‖‖A‖∞,‖D−1‖‖B‖∞} > 1, we have, for i, j ∈ Z, n = i − j :
‖G(i, i)‖ ∥∥D−1∥∥; (4.3)
‖G(i, j)‖ 2∥∥D−1∥∥min{(1 − sgnn
2‖D−1‖‖A‖∞
)n
,
(
1 + sgnn
2‖D−1‖‖B‖∞
)1−n}
;
(4.4)
‖P0‖∞ = sup
m∈Z
‖P0(m)‖
∥∥D−1B∥∥, ‖Q0‖∞  ∥∥D−1B∥∥. (4.5)
Proof. Suppose that the operator D is invertible. Lemma 3.9 implies that σ(A,B)∩T = ∅
and the extended spectrum σ˜ (A,B) admits decomposition from Corollary 3.10. Using
this decomposition, we define projections P0 and Q0 by means of the formulae (3.3)
and (3.4). By Lemma 3.12, these projections commute with operators VX (γ ) and VY (γ ),
γ ∈ T, from Example 2.5, respectively. Hence, see [6] for the details, these projections
can be represented in the form (P0x)(n) = P0(n)x(n), (Q0y)(n) = Q0(n)y(n), n ∈ Z,
where P0(n) ∈ EndXn, Q0(n) ∈ EndYn, n ∈ Z, and ‖P0‖ = supn∈Z ‖P0(n)‖, ‖Q0‖ =
supn∈Z ‖Q0(n)‖. Now properties (1)–(4) in the definition of the exponential dichotomy
are immediately implied by Theorems 3.13, 3.18, and 3.20. Indeed, properties (1) and (2)
follow from the equalities (3.6) and property (3) follows from invertibility of operators
B0 :X0 → Y0 and A1 :X1 → Y1 (see (2) and (3) of Theorem 3.13). The estimates (4.2) are
implied by (3.22) and the estimates (4.3)–(4.5) follow from (3.18)–(3.21).
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tions show that the formula specified in the statement of the theorem defines the inverse
operator. This formula was obtained using the representation D−1 = D−10 ⊕ D−11 from
Theorem 3.13 (formulae (3.8) and (3.9)). 
Corollary 4.3. If the operator D : lp(Z, (Xn)) → lp(Z, (Yn)) is invertible for some p =
p0 ∈ [1,∞] then it is invertible for all p ∈ [1,∞] and ‖D−1‖p  8‖D−1‖2p0‖D‖p +
‖D−1‖p0 .
Example 4.4. Consider the abstract weighted shift operator B :D(B) ⊂ lp → lp =
lp(Z, (Xn)), p ∈ [1,∞], defined by (Bx)(n) = B(n)x(n − 1), n ∈ Z, x ∈ lp , where
B(n) :D(B(n)) ⊆ Xn−1 → Xn, n ∈ Z, are closed and densely defined. The operators
B(n) are referred to as the coefficients of the weighted shift operator B. The domain
D(B) is, by definition, all x ∈ lp such that x(n − 1) ∈ D(B(n)), n ∈ Z, and the sequence
y(n) = B(n)x(n − 1), n ∈ Z, belongs to lp . The operator B is closed because all B(n) are
closed.
Let us now define a difference operator
D = I −B :D(B) ⊂ lp → lp. (4.6)
After introducing the graph norm in D(B), we also define a bounded operator D˜ = A˜− B˜:
lp(Z, (X˜n)) → lp(Z, (Xn)), where X˜n = D(B(n + 1)), n ∈ Z, is equipped with the norm
‖z‖∗n = ‖z‖n +‖B(n+ 1)z‖n+1, z ∈ X˜n. The operators A˜, B˜ : lp(Z, (X˜n)) → lp(Z, (Xn))
are defined by (A˜x)(n) = x(n) and (B˜x)(n) = (Bx)(n). Clearly, operators D and D˜ may
only be invertible simultaneously, the operator D˜ belongs to the class of operators from
Example 2.5, and ‖A˜‖ 1.
The rest of the paper deals with the weighted shift operator B from Example 4.4. We
shall obtain invertibility conditions for the operator D = I − B in terms of the family U
of evolution operators U(n,m) :D(U(n,m)) ⊆ Xm → Xn, m  n, m,n ∈ Z, U(n,m) =
B(n)B(n − 1) . . .B(m + 1), where D(U(n,m)) = {x ∈ D(B(m + 1)): U(k,m)x ∈
D(B(k + 1)), m + 1  k  n}. We put U(n,n) = I , n ∈ Z, and assume that all opera-
tors in U are closed. The family U is called a family of evolution operators associated
with B .
Definition 4.5. The family U of evolution operators admits exponential dichotomy on a
subset Z0 ⊆ Z if there exists a bounded projection-valued function P defined on Z0 such
that P(n) ∈ EndXn, n ∈ Z0, and the following three properties take place:
(1) P(n)U(n,m) = U(n,m)P (m) for all m,n ∈ Z0, X−n−1 = ImP(n − 1) ⊆ D(B(n)),
n − 1 ∈ Z0, and, moreover, all operators P(n)B(n), n ∈ Z0 have bounded extension
onto Xn−1 denoted by the same symbol, i.e. P(n)B(n) ∈ Hom(Xn−1,Xn).
(2) For m,n ∈ Z0, m < n, the restriction Un,m :X+m ∩ D(U(n,m)) → X+n of the opera-
tor U(n,m) onto the image X+m = ImQ(m) of the complement projection Q(m) =
I − P(m) is a linear space isomorphism, so we can define operators U(m,n) ∈
Hom(Xn,Xm) by setting U(m,n) = U−1n,m on X+n and U(m,n) = 0 on X−n .
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‖U(n,m)P (m)‖Mqn−m and ‖U(m,n)Q(n)‖Mqn−m.
Note that, in the case Z0 = Z, conditions (1)–(3) in the above definition should im-
ply boundedness of the functions P and Q (see [10, Lemmas IV.1.1 and IV.3.2] or [17,
Lemma 4.2]).
Immediately from Definition 4.5, we see that the family U admits exponential
dichotomy on Z if and only if the operator D˜ from Example 4.4 admits exponential
dichotomy with constants M and q . The splitting pair in this case coincides with (P˜ ,P ),
where P˜ (n) = P(n)|X˜n , n ∈ Z, is the restriction of P(n) on X˜n and Im P˜ (n) = ImP(n).
Hence, Theorem 4.2 implies the following:
Theorem 4.6. The operator D = I − B from Example 4.4 is invertible if and only if the
family U of evolution operators admits exponential dichotomy on Z. In this case the oper-
ator D−1 ∈ End lp is defined by(
D−1y
)
(n) =
∑
m∈Z
G(n,m)y(m), n ∈ Z, y ∈ lp,
where G(n,m) ∈ Hom(Xn,Xm), n,m ∈ Z is given by
G(n,m) =
{
U(n,m)P (m), m n,
−U(n,m)Q(m), m > n.
Moreover, the following estimates take place:
‖G(k, k)‖ ∥∥D−1∥∥
p
, k ∈ Z;
‖G(n,m)‖ 2∥∥D−1∥∥
p
(
1 + 1
2‖D−1‖p
)1−n+m
, n−m 1;
‖G(n,m)‖ 2∥∥D−1∥∥
p
(
1 − 1
2‖D−1‖p
)1+n−m
, n−m 1, ∥∥D−1∥∥
p
 1;
and G(n,m) = 0, n−m−1, if ‖D−1‖p < 1. Also for all q ∈ [1,∞] we have ‖D−1‖q 
8‖D−1‖2p + 1.
The (left, right) invertibility of the operator D plays an important role in the study of
the spectral properties of abstract parabolic operators:
L= −d/dt +A(t) :D(L) ⊂ Lp → Lp = Lp(R,X), p ∈ [1,∞].
The closed operators A(t) :D(A(t)) ⊆ X → X, t ∈ R, are taken to be such that the
corresponding Cauchy problem for R+ = {t ∈ R: t  0} is well-posed (see [7]). Let U =
{U(t, s): −∞ < s  t < ∞} ⊂ EndX be the corresponding family of evolution operators.
A function x ∈ Lp belongs to D(L) if there exists a function f ∈ Lp such that for all s  t
in R we have
x(t) = U(t, s)x(s) −
t∫
U(t, τ )f (τ ) dτ.s
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ences to illustrate the connection between the material presented in this paper and abstract
parabolic operators.
Theorem 4.7. The operator L generates a C0-semigroup of difference operators {T (t):
t  0} ⊂ EndLp , p ∈ [1,∞):(
T (t)x
)
(s) = U(s, s − t)x(s − t), x ∈ Lp, s ∈ R, t ∈ R+.
Theorem 4.8 (the spectral mapping theorem). The spectrum σ(L) of the operator L and
the spectrum σ(T (t)) of the difference operator T (t), t > 0, satisfy σ(T (t)) \ {0} =
eσ(L)t = {eλt : λ ∈ σ(L)}. In particular, the operator L is invertible if and only if the dif-
ference operator I − T (1) is invertible.
Theorem 4.9. The differential operator L :D(L) ⊂ Lp → Lp , p ∈ [1,∞], is invertible if
and only if the difference operator DU is invertible, where
(DUx)(n) = x(n)−U(n,n− 1)x(n− 1), x ∈ lp, n ∈ Z.
If the operators A(t), t ∈ R, generate a family U of closed densely defined operators
(Cauchy problem is not well-posed), one can consider the operator D of the form (4.6)
with B(n) = U(n,n − 1) and use certain analogs of Theorems 3.3, 3.13 and 3.18. Note,
that in this case the family U will be associated with B (see the paragraph preceding Defi-
nition 4.5).
From Theorems 4.6, 4.9 we obtain the following:
Corollary 4.10. The differential operator L :D(L) ⊂ Lp → Lp , p ∈ [1,∞], is invertible
if and only if the family of evolution operators {U(n,m): m n, m,n ∈ Z} admits expo-
nential dichotomy on Z.
We would like to end the paper with a brief historical account that highlights certain
results concerning the link between invertibility of differential operators and the property
of exponential dichotomy. For more information, we cite [7,11] and references therein.
The relevant results in the space of continuous functions on R can be found already in
the work of O. Perron [20]. Further results were obtained by J.L. Massera and J.J. Schäffer
[16], and Yu. Daletskiı˘ and M. Kreı˘n [10] for the equations in Banach spaces with bounded
operator coefficients. The first result for operators with unbounded coefficients was proved
by V.V. Žikov [22].
Exponential dichotomies for difference operators were considered by C.V. Coffman and
J.J. Schäffer [8], where they studied the link between a dichotomy and admissibility (see
also [16]). In the paper of V.E. Slyusarchuk [21], an analog of Theorem 4.6 was obtained
for a bounded function B such that B(n) ∈ EndX(n), n ∈ Z. The proof essentially used
the boundedness of B . Another analog of Theorem 4.6 (for a not necessarily bounded
function B :Z → EndX ) is cited in the monograph of D. Henry [13, Theorem 7.6.5]. In
both works, the operator D was considered in l∞(Z,X). All cited papers use methods of
differential operators for obtaining these results. Finally, in the paper [6, Theorem 4.6], was
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spectrum of an abstract weighted shift operator under rotations around zero was used. This
property makes it possible to represent the resolvent of B in the form of a Laurent series
in some neighborhood of T and use this representation to prove exponential dichotomy of
the evolution family associated with B . The stated property of the abstract weighted shift
operator was noted by S. Parrot [19].
The use of the spaces lp(Z, (Xn)), p ∈ [1,∞], allows us to apply Theorem 3.13 to the
operator D from Example 2.5. Thus, the study of an unbounded weighted shift operator
from Example 4.4 is reduced to the bounded case.
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