Modern aviation safety increasingly depends on reliable GPS services, while signal degrading effects such as multipath and masking often occur during critical flight phases, such as takeoff and landing. In this regard, we propose multireceiver direct position estimation (MR-DPE), which operates a network of DPE receivers to enhance GPS accuracy under degraded signal conditions. A DPE receiver directly estimates navigation solutions in the position-velocity-time domain with a maximum-likelihood approach, bypassing the intermediate range measurements. Whereas prior works have shown the enhanced accuracy of DPE with weak signals, MR-DPE provides further improvement by leveraging the information redundancy and the geometric diversity provided by the network of receivers and antennas. We implemented MR-DPE using software-defined radio and tested it with simulated GPS signals to show improved GPS accuracy under degraded environments. We conducted comprehensive, fullscale flight experiments, a first for DPE-related works. A wide range of flight profiles was explored and analyzed, especially those prone to signal multipath and masking, thus validating the claimed benefits of MR-DPE in GPS accuracy.
I. INTRODUCTION
The Global Positioning System (GPS), with its worldwide coverage [1] and its infrequent need for receiver calibration, has found widespread usage in the aviation community [2] , [3] . Conventional receiver architectures, such as the scalar tracking loop (STL) [4] , [5] and the vector tracking loop (VTL) [6] , are based on the two-step approach. That is, a receiver measures its ranges to the visible GPS satellites before trilaterating a position-velocity-time (PVT) solution.
Though popular for its simplicity and proven service record in environments with minimal signal interference, this two-step approach is nonetheless vulnerable in degraded signal environments [7] . During episodes of signal multipath [8] - [10] or signal masking [11] , [12] , the signal-to-noise ratio (SNR) is reduced, rendering the range measurements error prone or undetectable. These degrading effects often occur during critical flight phases, such as takeoff and landing, due to their proximity to ground obstacles.
A. Related Works
To address the aforementioned shortcomings of the two-step approach, prior works introduced Direct Position Estimation (DPE) [13] - [15] to eliminate the need for intermediate range measurements. By the principle of maximum-likelihood (ML) estimation, DPE estimates navigation solutions directly in the PVT domain in a single step [13] , [16] . DPE facilitates a deep coupling of the signals from different satellites, increases the effective signal power [14] , [15] and utilizes weak signals that would have otherwise been discarded [7] , [17] .
Existing works have shown the improved accuracy of DPE in degraded signal environments using the Cramér-Rao lower bound [18] to prove the higher achievable accuracy of DPE when compared with the two-step approach. Software simulations under various propagation models have also demonstrated an improved accuracy performance of DPE in noisy signal environments [19] - [23] . These improvements have been corroborated through live-data experiments, including stationary ground stations [15] , [24] , a hand-held device near a residential structure [25] , and receivers mounted on automobiles [26] .
In addition to DPE, multireceiver (MR) architectures have also been discussed [27] - [29] as means to improve GPS receiver accuracy. These networks can increase the effective signal power and leverage geometric redundancy given known baselines between the receivers' antennas, as illustrated in Fig. 1 . Existing works have experimented such architectures on small unmanned aircraft systems [27] and automobiles [28] , [29] , respectively, using STL and VTL receivers as the constituent receivers of their networks.
B. Our Approach and Contribution
In this paper, we propose MR-DPE to improve the accuracy of airborne GPS-based localization in degraded signal environments by leveraging the benefits of both DPE Fig. 1 . Visualization of geometric diversity. Two GPS antennas, marked by the solid ovals, are mounted on the wingtips of a fixed-wing aircraft.
Both of them have blind spots caused by the fuselage. Fusing their measurements helps create a complete observation of signals from all directions. and the MR architecture. MR-DPE uses multiple DPE receivers with known antenna baselines to form a receiver network. This network is then capable of fusing the signal measurements from different receivers (i.e., their likelihood functions with respect to the PVT domain) to generate a likelihood function for the network. By performing the ML estimation on the network's likelihood function, a PVT solution for the network is found. To accomplish this fusion process, MR-DPE introduces the following novelties.
1) In existing works that discussed MR networks [27] , [29] - [32] , the SNR of each constituent receiver has not been quantitatively involved in the fusion process.
In contrast, MR-DPE estimates the noise level in each constituent receiver using ML estimation and assigns weights to the measurements of the receiver accordingly. Therefore, a constituent receiver with decreasing SNR, which can be symptomatic of the presence of signal challenges, will have a reduced influence on the estimation of the navigation solution of the MR-DPE network. 2) Existing works have not explored the operation of DPE in aerial environments, which are characterized by a more dynamic motion profile and a more rigorous requirement for receiver performance [33] . Moreover, existing experiments on mobile platforms [26] were largely qualitative and lacked statistical analyses. In this paper, full-scale flight tests were conducted on a fixed-wing aircraft [34] to evaluate the accuracy performance of MR-DPE in scenarios where signal multipath and masking were prevalent. The accuracy of MR-DPE is determined by comparing its outputs with those of a truth source mounted on the aircraft, which utilized IMU and DGPS to obtain highly accurate PVT information. 3) The orientation (i.e., the attitude) of the network is essential for the fusion process, as the antenna baselines are determined in the network coordinate frame (specifically, the body frame of the platform onto which the MR-DPE network is installed) rather than the global frame in which the GPS signals are measured. MR architectures that have thus far been proposed do not consider the attitude of the platform, as their operation was constrained to shorter antenna baselines [27] , [29] , or they have employed schemes that are ill-adapted for aerial environments [28] . Following the principle of DPE, we present a new, ML-estimation-based algorithm that is capable of estimating the orientation of an aerial platform.
It is also worth noting that none of the aforementioned features has been investigated in-depth in our preliminary work on MR-DPE [35] .
The remainder of the paper is organized as follows. Section II details the operating principles of a standalone DPE receiver, which later becomes the building block of MR-DPE. Section III provides the mathematical formulations and algorithmic details of MR-DPE. Section IV describes the implementation and candidate grid configuration for MR-DPE. Controlled simulation environments are described in Section V along with the results obtained for different environmental conditions. Section VI describes the hardware setup used for real-world flight data collection and results for different flight tests. Finally, Section VII summarizes the paper.
II. BACKGROUND
This section provides an overview for the principle of DPE, including both mathematical formulations and practical considerations. Understanding this background is essential, as the MR-DPE network architecture is developed from the single-receiver (SR) architecture.
A. PVT-Domain Maximum-Likelihood Estimation
The goal of DPE is to estimate the PVT coordinate of a receiver X based on its observation of the signal Y , where
Note that x x y z cδt and (cδt, cδt) are the receiver-specific clock bias and drift, multiplied by the speed of light, c.
The signal observation at the time instance t and with the carrier frequency f L1 = 1575.42 MHz wiped off is modeled as
(2) where the following conditions hold: 1) L ∈ N is the number of visible satellites; 2) a = a (1) a (2) · · · a (L) ∈ C L are the complex amplitudes of the visible satellites; 3) g (i) is the L1 coarse acquisition (C/A) code of the ith visible satellite; 4) τ (i) is the code delay of the ith visible satellite
5) f (i) is the carrier Doppler shift of the ith visible satellite
is the spatial vector to the ith visible satellite; 7) (δt (i) ,δt (i) ) are the clock bias and clock drift specific to the ith satellite; 8) n(t) ∼ N (0, σ 2 ) ∈ C is an independent and identically distributed Gaussian process, emulating the complex additive white Gaussian noise (AWGN) [13] , [15] .
Note that a DPE receiver requires the presence of ephemerides to obtain the PVT coordinate of the ith visible satellite X (i) . In this paper, it is assumed, without loss of generality, that the ephemerides have been obtained from an external source.
DPE then proceeds to perform ML estimation in the PVT domain [13] p( y|a, X, σ 2 ) = 1
where the following conditions hold.
is a matrix of signal replicas from the visible satellites for a given PVT coordinate X and time frame t
Note that, for this model, the time interval t is assumed small enough that the amplitude of the received waveform is constant. 3) σ 2 ∈ R is the noise level of the receiver.
The ML estimation is then obtained [13] , [16] a ML ,X ML = arg min a,X y − Da 2 .
By applying the orthogonality principle to (7) [13], we havê a ML = D + (X ML , t) y (8) where the following conditions hold.
Replacing a in (7) withâ ML from (8), we havê
B. Enhancements on DPE Efficiency
In order to reduce the number of computationally expensive operations, e.g., matrix multiplication and inversion, the following approximation technique is applied to reduce the computational load incurred by (9) .
Since
as the C/A code sequences of two different satellites have low cross correlation.
Hence, by applying the approximation D * D ≈ NI L , where I L is the L × L identity matrix, we have
by which (9) is approximated aŝ
Note that existing works have discussed the technique of data-bit aiding [14] , [25] to alleviate the effects of bit transitions on the coherent integration, which the term D * (X, t) y essentially is.
By evaluating R over a spatial and temporal span, the DPE receiver generates a correlation manifold, which in turn reflects the spatial and temporal distribution of the likelihood function. The manifold R(·) then becomes the measurement of a DPE receiver.
III. MULTIRECEIVER DIRECT POSITION ESTIMATION
MR-DPE deploys K DPE receivers as its constituent receivers and organizes them into a receiver network. This network aggregates the measurements of the constituent receivers, i.e., their respective correlation manifolds R k , and derives a joint network-level navigation solution accordingly.
A. MR-DPE Overview
One of the key premises of MR-DPE is that the antenna baseline information is used when fusing measurements in the network. For instance, a rigid platform, such as a fixed wing aircraft, would provide stationary antenna baselines that can be surveyed beforehand and utilized by the MR-DPE network.
This assumption of known antenna baselines facilitates the coupling of the PVT coordinates of the constituent receivers via linear transformations
erence point O for the network (e.g., the network centroid). 3) b k ∈ R 3 is the antenna baseline of the kth constituent receiver with respect to O, as defined in the local frame (" "-frame) of the network (e.g., the body frame of the platform on which the MR-DPE network is installed). 4) φ ∈ R 6 is the Euler angles (yaw, pitch, and roll) and its first derivative (i.e., the angular rate) of the network with respect to the local tangent plane (i.e., the East-North-
is the baseline projection matrix that rotates the -frame such that its axes are aligned with the global Earth-Centered Earth-Fixed (ECEF) coordinate frame
are the rotation matrices defined on the principal axes of x, y, and z.
where Lat(·) and Lon(·) are, respectively, the latitude and the longitude of a given global coordinate.
Note that it is assumed in this paper, without loss of generality, that the constituent receivers are driven by a common clock.
1) Maximum-Likelihood Estimation: Following the model given in (2) , the noise in all constituent receivers is assumed to be AWGN. The conditional distribution of a signal snapshot y k taken over t at the kth receiver is
where
(20) Following the assumption of independent Gaussian processes for the noise in each constituent receiver, we have
The corresponding log-likelihood function then becomes
which leads us to the ML estimation
whereD k,ML D k (X o,ML ,φ ML , t) following the definition in (20) . Equation (22) highlights the ability of MR-DPE to simultaneously optimize the PVT coordinate and the orientation of the network, a capability not found in prior works on MR architectures [27] - [29] .
2) Cramér-Rao Lower Bound: Recall that for any distribution of the exponential family ( e.g., the Gaussian distribution), the ML estimator and the minimum-variance unbiased estimator (MVUE) are identical for a given distribution parameter θ .
The estimators of (22)-(24) are therefore MVUE estimators to the parameter set
and their covariance is bounded by the Cramér-Rao lower bound
From (21), it is then derived that
That is, an increasing number of constituent receivers in the MR-DPE network will result in a corresponding lowering of the Cramér-Rao bound and, therefore, an improvement on the attainable accuracy.
3) Efficiency Considerations: The efficiency of the generic, analytic DPE algorithm described in Section II-A is impeded by two major factors as follows: 1) its computationally expensive operations, e.g., matrix multiplication and inversion, and 2) its nature as a high-dimensional optimization problem [23] , [36] , [37] .
As these challenges are inherited by MR-DPE, the following techniques are deployed to avoid the prohibitive computational cost.
1) The term y * D k a k , found in (22) and (23), is replaced with the approximation 1 N D * k y 2 per (11) . We hence derive from (13), (20) , and (22)
which are the correlation manifold of the kth constituent receiver and the correlation manifold of the network, respectively. Applying the same approximation to (23) , the noise level in the kth constituent receiver is approximated aŝ
2) The high-dimensional search space for {X o , φ} is decoupled into multiple subspaces, similar to the Space-Alternating Generalized Expectation algorithms discussed in [23] , [36] , [37] . These subspaces are as follows: a) network position/clock bias
The decoupling process requires some filtering techniques to provide reasonable predictions for the PVT coordinate and the orientation of the platform, while the metric for a reasonable prediction depends on the application [23]
where F X ∈ R 8×8 and F φ ∈ R 6×6 are prediction matrices provided by the chosen filtering technique. The random walk model proved sufficient for the scope of this paper; that is,
Sections III-B and III-C detail the network PVT and orientation estimations outlined above. 
is the vth candidate for the network velocity/clock drift. This is shown in Fig. 2 as step (i), in which the network candidates are depicted as black discs surrounding the center of the fuselage. Each candidate is unique and represents a potential solution in its corresponding subspace [14] , [23] , [24] . MR-DPE then seeks the candidates that maximize (27) . This numerical approach is preferred over an analytic approach as (22) lacks closed-form solutions [13] - [15] . 2) By the relationship established in (14) , the candidate grids {x o,p }, {x o,v } are projected to the mounting points of the antennas of the constituent receivers. This creates K candidate grids for both the zeroth-order and the firstorder terms
Note that (31) does not imply dependence between the pth zeroth-order candidate and the vth first-order candidate. This step is depicted in Fig. 2 as step (ii) . The corresponding inset shows that the black candidate grid near the center of the fuselage is now replaced by the four color-coded grids, each surrounding one of the antenna mounting points. 3) Following the projection of the candidate grids, each constituent receiver evaluates two correlation manifolds, one for the position/clock bias candidates
and one for the velocity/clock drift candidates
where R k is defined in (26) .
Step (iii) in Fig. 2 provides visualization for the evaluation of these receiver-level correlation manifolds. 4) The MR-DPE network then aggregates the receiver-level manifolds based on (27) , as shown in step (iv) of Fig. 2 . The resulting manifolds are the network position/clock bias manifold P o and the network velocity/clock drift
, with the RHS term defined in (28) . That is, we approximate the noise level in each constituent receiver as constant given any two consecutive signal snapshots, y k (t − T ) and y k (t). 5) Last, the PVT solution,X o,MR , is determined using ML estimation, namelŷ
Careful readers will note from (34) and (35) that the noise level σ 2 k of each constituent receiver is integrated into the fusion of the correlation manifolds. That is, the higher the noise level is in one receiver, the less the receiver contributes to the estimation of the network PVT solutionX MR . Therefore, the fusion process not only utilizes the information redundancy gained by the additional signal observation, but intelligently considers the quality of the signal from each receiver before its measurements are fused into the network. This approach is particularly important for scenarios when signal challenges are limited to certain constituent receivers within the network. In this case, the network is able to reduce the influence of these affected receivers on its navigation solution in an effort to maintain output accuracy.
C. Estimating Network Orientation
Similar to the PVT estimation algorithm introduced in Section III-B, the orientation estimation algorithm for MR-DPE executes iteratively using a grid of orientation is the wth angular-rate candidate. These two grids are centered at an initializing value, which may be obtained from various sources, e.g., the predictionφ o based on the previous iteration. 2) Two correlation manifolds, U and W, are then evaluated, in a fashion similar to (34) and (35), to wit
That is, instead of projecting a PVT candidate grid to the antenna mounting points with the same network orientation as in (31), a single PVT coordinate is projected with different orientation values, and the correlation values resulting from these different projections are subsequently assessed. 3) Last, the candidates that, respectively, yield the highest U and W values are selected as the estimate for the network orientation, namelŷ
To better understand the functioning of the orientation estimation algorithm, Fig. 3 provides a visualization for (37) using three orientation candidates with different yaw values α u . When the values provided to the orientation candidate diverge from the true orientation of the network, as in the The pattern of the base grid is depicted in Fig. 5 .
cases on the left and on the right of Fig. 3 , the position of the propagated candidate drifts off the true position of the antenna. The correlation U from (37) will thus decrease accordingly. Fig. 4 uses real-world data to support this claim. The heading of the network was at 225 • , and Fig. 4(a) depicts the case when the correct orientation value is applied when computing U. Higher correlation values along with a sharper manifold peak are observed when compared with Fig. 4(b) , where the orientation candidate is set with the heading of 45 • . This results in much lower correlation values and a rounded appearance of the correlation manifold.
IV. MR-DPE IMPLEMENTATION AND CANDIDATE GRID CONfiGURATION
The MR-DPE algorithm introduced in Section III-B and III-C is implemented with our Python-based softwaredefined radio (SDR) research suite, PyGNSS [28] , [38] . The propagation time step is set at T = 20 ms.
The initial configuration of the candidate grid is presented in Table I and is illustrated in Fig. 5 . The coordinate of a candidate represents the offset of the candidate from {X o ,φ} on the specified dimension.
Note that the ML-estimation-based approach introduced in this paper is known as the open-loop DPE or direct acquisition [13] , [15] . Under the open-loop scheme, the receiver evaluates a large number of candidates over a wide spatial/temporal range and selects the one candidate that has the highest correlation value, discarding the rest. The opposite of an open-loop DPE receiver is a closed-loop DPE receiver or a direct tracking loop [21] , [25] , [39] , in which case the correlation is only evaluated at a limited number of candidates surrounding a predicted maximum of the correlation manifold. These candidates provide functions similar to the ones provided by the early-late discriminator in a conventional delay-locked loop (DLL), where the correlation values observed at different time instances were used to reconstruct the position of the peak. The key difference is that a closed-loop DPE observes correlation values at different spatial/temporal coordinates, versus different time instances as in the DLL. The adjustment of the candidate positions is repeated until the estimated coordinate of the peak converges. While the closed-loop approach often yields higher accuracy, it is highly dependent on the careful tuning of the prediction filter [21] , [25] , [39] . We opted not to incorporate more sophisticated filtering techniques (e.g., Particle Filter [39] or Kalman Filter [21] , [25] ) that would have further improved the accuracy performance of MR-DPE out of concern that these techniques require tuned parameters specific to the motion profile of the platform, reducing the generality of this paper.
We also implemented the SR-DPE algorithm introduced in [26] to serve as the baseline method against which the accuracy performance of MR-DPE is evaluated. We selected [26] as it was the only DPE-related work to have performed live-data experiments on a mobile platform. Other previous works on DPE, in contrast, primarily focused on simulations or stationary ground experiments [13] - [15] , [19] , [24] , [25] .
We have performed control environment and real-world flight tests to verify our claim of improved position accuracy of MR-DPE compared to SR-DPE in GPS-degraded environments. We used the above implementation and candidate grid for both control environment and real-world flight tests. Control environment tests were performed to obtain the distribution of positioning errors under multiple initialization for different environments. The real-world flight tests were performed to test MR-DPE under real environments subject to actual physical signal effects, especially those prone to signal multipath and masking.
V. CONTROLLED ENVIRONMENT TESTS
We generated three synthetic MR GPS datasets emulating three different environmental conditions. We simulated open-sky, semiurban, and urban environments. For testing, we used one time sample data of 20 ms and ran MR-DPE, SR-DPE algorithm with multiple initial positions. These initial positions were randomly generated around ground truth. We performed 14 000 random initializations to obtain positioning error distribution. We obtained the positioning error distribution by repeating the measurement update step with different initial position, for same sample of the data. The details of each test are provided in the following sections.
A. Simulation Setup
The NI GPS Simulation Toolkit with NI LabVIEW software [40] , shown in Fig. 6 , is used to create synthetic GPS waveforms for use with NI RF signal generators to produce customized and repeatable receiver tests. The toolkit provides the functionality of generating the signal received by an antenna subject to a given motion trajectory and adjustable satellite receive power levels.
The toolkit can simulate up to 12 GPS satellites. The simulated GPS satellites are chosen based on the satellite ephemeris data, GPS time of reception, and specified receiver location. The toolkit validates several satellite parameters before simulating the satellites. If the satellite parameters are valid at the specified GPS time, the toolkit selects the satellite and uses it to simulate a GPS signal. The toolkit continuously updates the Doppler shifts between the satellites and simulated receiver to faithfully reconstruct the received signal.
B. Simulation Tests and Results
The baseline of simulated MR configuration is shown in Fig. 7 . All four receivers were stationary. For simplicity, these receivers are referred as Left, Right, Nose, and Tail receiver, as shown in Fig. 7 . We used all four receivers' location as known reference points, to generate synthetic data. Each receiver data was generated with a sampling frequency of f s = 2.5 MHz and is 5 min long. Note that for testing, we used one time sample data of 20 ms from the whole 5 min long data.
In our simulation, based on the environment, Left and Right receiver's data was altered in the simulator by changing the received power of visible satellites. We compared SR-DPE solution of Left and Right receiver with MR-DPE solution. 1) Open-Sky Environment: In this environment, all satellites were visible to all the receivers and no satellite measurements were altered. There were eight satellites visible to all the receivers at all time. The horizontal, vertical, and geometrical RMS error obtained for this test are tabulated in Table II . Fig. 8 shows the distribution of positioning error. It is observed that SR-DPE and MR-DPE have similar performance in open-sky environment with respect to magnitude of positioning error.
2) Semiurban Environment: In this environment, we reduced power of satellites to simulate the effect of satellite power reduction due to buildings or foliage. For Left and Right receiver data, we reduced the power of four satellites by 15 dB. The four satellites were selected based on their azimuth and elevation angle. The horizontal, vertical, and geometric RMS error obtained for this test are tabulated in Table II . Fig. 9 shows the distribution of positioning error for this case. The spread of vertical and geometric error is smaller for MR-DPE when compared with SR-DPE. We observe more than 20% and 16% reduction in vertical and geometric error, respectively, for MR-DPE.
3) Urban Environment: In this environment, we simulated signal blockage due to urban structures. For Left and Right receiver data, four satellites were omitted entirely from the reconstructed signal. The four satellites were selected based on their azimuth and elevation angle. The horizontal, vertical, and geometric RMS error obtained for this test are tabulated in Table II . Fig. 10 shows the distribution of positioning error for this case. The spread of vertical and geometric error is smaller for MR-DPE when compared with SR-DPE. We observe more than 27% and 24% reduction in vertical and geometric RMS error, respectively, for MR-DPE solution.
Overall, the RMS error of MR-DPE in all three environments remained similar. The RMS error of SR-DPE increases from open-sky environment to urban environment. This shows that MR-DPE is resilient to environmental changes.
VI. REAL-WORLD FLIGHT TESTS
We have performed flight tests that exposes airborne GPS receivers to signal challenges. Three flight profiles have been explored and analyzed in depth. The description of our experimental setup, flight test profiles, and results are provided in the following subsections.
A. Hardware Setup
Our experiment platform was a twin-engine, fixed-wing aircraft. Four GPS L1 active antennas were installed onto the aircraft, with one at each wingtip, one in front of the cockpit canopy, and one on top of the vertical stabilizer, as shown in Fig. 11 .
Each antenna is connected to an Ettus Research Universal Software-Radio Peripheral (USRP), a commercial off-the-shelf radio front-end, which records the raw RF samples. The USRPs were operated at the sampling rate of f s = 2.5 MHz and the 3-dB analog bandwidth of 8 MHz. Note that the bandwidth for GPS signals is 2.046 MHz. A single SA.45s chip-scale atomic clock (CSAC) provided 10 MHz ±5 × 10 −10 Hz clocking signal [41] to all USRP In addition, the aircraft was equipped with a Time-Space Positioning Information (TSPI) system [34] , [42] , which deployed a kinematic, differential GPS receiver, and a tactical-grade IMU [34] , [43] , [44] to achieve an accuracy of ±1.5 feet in position, ±0.02 feet-per-second in velocity, and 0.1 • in attitude. The TSPI system therefore serves as the truth source for the position, velocity, and orientation of the aircraft during the experiments. Fig. 12 shows the four USRPs and the TSPI system mounted in the flight test aircraft.
The PVT and orientation information from the TSPI system is denoted as X TSPI = x TSPIẋ TSPI and φ TSPI , and the error of a given MR-DPE navigation solution
where ↔ R ENU/ECEF = ↔ R ECEF/ENU . SR-DPE was fed with the data samples collected with the tail antenna, whose elevated mounting point ensured minimal fuselage-induced signal masking. For SR-DPE, the TSPI truth information provided is amended to reflect the offset created by the antenna baselines
where X TSPI,k = X TSPI + ↔ R(X TSPI , φ TSPI )b k . For both (40) and (41), the horizontal, vertical, and geometric errors are then, respectively, defined as
B. Flight Tests and Results

1) Tower Fly-By:
The first test point (tower fly-by) was designed to replicate a signal environment that is commonly encountered by an aircraft in the stage of takeoff and landing, namely, when the aircraft is traveling close to ground surface and with considerable artificial structures (e.g., hangars, towers, and terminals) in its surroundings.
During the experiment, the aircraft was initially positioned at 84-m above ground level (AGL), 12-km northeast to the runway, as depicted in Fig. 13 . It then gradually descended toward the runway and reached a minimum height of 59-m AGL, all the while traveling at approximately 108 m/s. Upon crossing the east end of the runway, the aircraft initiated a climb-out, with the climb rate varying between 5 and 12.5 m/s. Fig. 14 depicts the error history of the test point; in addition, the true altitude recorded by the TSPI system is presented alongside the terrain elevation [46] to reflect the relationship between the flight path and the ground surface. Table III 2) Bank-to-Bank Maneuvers: In this test point, the aircraft was performing successive, bank-to-bank rolling maneuvers, while traveling at the ground speed of approximately 330 m/s. The ailerons were deflected at three-fourths of their full deflection. As shown in Fig. 15 , this resulted in the aircraft swiftly alternating between 60 • banking to the left (−) and to the right (+). The average time to roll from one side to the other was 5.10 s, yielding an average rolling rate of 23.5 • /s. Such dynamic maneuvers often result in the loss of track for receivers using the two-step approach due to the constantly changing satellite visibility [35] . To adjust for the high platform dynamics encountered during this test point, the candidate grid on the vertical axis is inflated to twice of the original spacing.
The time-domain error history for this test point is shown in Fig. 16 . Statistically, the improvements on the horizontal and the vertical accuracy are, respectively, found to be 6.03% and 31.80%, as presented in Table III. 3) High-Terrain Environment: The third test point (Sidewinder Transition [47] ) entailed some of the most challenging environments in which an airborne GPS receiver could be expected to operate. The aircraft was traveling in Kern River Valley, California, at less than 300-m AGL, while on both sides the elevation of the mountainous terrain exceeded the altitude of the aircraft by as much as 1.5 km.
To better illustrate the signal challenges experienced in this environment, the SNR history of the satellites is shown in Fig. 17 . Most notably, the SNRs of PRN 4, 14, 16, and 26 experienced a simultaneous decrease around t = 120. An examination of the elevations and the azimuths of the four satellites at the time, as shown in Fig. 18 , reveals that they were concentrated on the east side of the aircraft and their elevations were all below 45 • . Further study to the area revealed a cluster of high-elevation geographical features to the east of the flight path during the same period of time, corroborating the presence of signal masking effects.
The improvement enabled by the MR network is observed on the temporal scale from Fig. 19 . It is worth noting that under the heavy presence of signal masking effects, the vertical accuracy of this test point decreased considerably compared to the previous two test points. This behavior is consistent with the occultation of the low-elevation satellites discussed earlier in this section. Nonetheless, improvements of 5.93% and 7.74% are, respectively, observed on the horizontal plane and on the vertical axis.
VII. CONCLUSION
To summarize, we have presented a novel MR-DPE architecture for aerial GPS receivers and highlighted the advantages of MR-DPE in degraded signal environments. We have formulated MR-DPE as an ML estimation problem and accordingly identified the key novelties of MR-DPE, including the ML-based attitude estimation algorithm and the SNR-based weighting during the fusion of the measurements.
A practical MR-DPE algorithm was then introduced and implemented with SDR. This implementation was validated through a series of flight tests on a fixed-wing aircraft and simulation tests for open-sky, semiurban, and urban environments. Using SR-DPE as the baseline method, the improved accuracy of MR-DPE was verified under simulated GPS-degraded environments and under various flight profiles, especially those where multipath and terrain masking are prevalent, effects that are commonly encountered during critical flight phases.
