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1 Abstract  
 
Molecular profiling is exploiting the unprecedented power of next generation 
DNA sequencing to illuminate the microbial diversity of the natural world. The 
composition of microbiomes has been implicated as an important factor in 
human health and the function of ecosystems. It is thus of great importance that 
measurements of microbiomes are accurate and reliable, and moreover it is 
essential that the accuracy and reliability of such measurements are well 
understood. This project sought to provide assessments of the accuracy and 
precision of measurements made by 16S rDNA amplicon sequencing and whole 
genome shotgun sequencing, as well as investigate the impact of different 
experimental and bioinformatics choices on quantitative measurements. To 
address these aims next generation sequencing data from a well quantified 
metagenomic control material was utilized. Good precision and accuracy were 
recorded for 16S primer pairs which were perfectly complementary to the target 
organisms. Where primers were not perfectly complementary to an organism, 
its abundance was underestimated. Whole genome shotgun sequencing 
demonstrated very high levels of precision, with a mean coefficient of variation 
of 2%, and showed good agreement with the 16S rDNA amplicon sequencing 
using primer pairs optimized specifically for the target species. Small changes in 
relative species abundance (less than three fold) should be treated with caution 
as this thesis demonstrated that sequencing results for species can vary by this 
amount from digital polymerase chain reaction results. Issues with publically 
available 16S rDNA sequence databases contribute to a lack of taxonomic 
resolution; taxa measured at low abundance are also likely to be artifacts of the 
analysis. In addition to the established sequencing platforms, this thesis also 
investigated the performance of a promising new experimental DNA sequencing 
platform developed by Oxford Nanopore Technologies (ONT). The ONT 
MinION, has an error rate of greater than 40% and, while it produces 
exceptionally long reads, it is not yet suitable for quantitative metagenomics.  
This thesis also demonstrated that the use of control materials in molecular 
profiling is important to verify findings and to understand the impact different 
experimental and bioinformatics choices have on measurements of the 
microbiome.  
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3 Introduction  
 
The revolution in sequencing technology represented by next generation 
sequencing technologies has had, and is still having, a vast impact on the life 
sciences. It is now possible to study the underlying genetics of individual 
organisms and populations in a very different way than was possible even ten 
years ago. The costs of sequencing have plunged (Figure 3.1) while the 
throughput has been vastly increased.  
 
 
Figure 3.1 The decreasing cost of DNA sequencing.  
Moore’s law states that computer chip processing power will double every two 
years. The costs of DNA sequencing are falling at an even faster rate.  
From Wetterstrand (Wetterstrand 2014) . 
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This has completely changed the scope of sequencing studies. Previously 
individual genomes required a major concerted effort by the scientific 
community. Most famously the Human Genome project took over 2800 
scientists 13 years at the cost of $2.7 billion (Wadman 2008). Now studies are 
routinely sequencing dozens of genomes and there is even something of an 
arms race to sequence the largest number of genomes (Figure 3.2). This wealth 
of data allows scientists to study the natural world in ever greater breadth and 
depth. The improvement in sequencing throughput has been a particular boon 
to studies of microbial diversity. There are now 17487 publically available 
metagenomic datasets from 551 projects in MG-RAST (Meyer et al. 2008 
[accessed 02.06.2014]),  covering 15 defined metagenome types, including 
such diverse environments as the human gut, drainage from an iron mine and 
marine sediments from the 2010 Deepwater Horizon Oil Spill.  
 
Figure 3.2 The increasing ambition of sequencing projects. 
The graph shows the increasing ambition of sequencing projects in terms of the 
number of genomes sequenced in a single study. The information was sourced 
from Loman (Loman 2013).  
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However, unless we can be sure of the validity of the results generated by next-
generation sequencing, their impact will be muted. To fully exploit the power of 
this technology we must have a gauge of its accuracy and reproducibility. 
Studies of microbial diversity in particular require improved use of control 
materials to properly evaluate the multiple factors that impact on their accuracy. 
Control materials allow the precision of the sequencing measurements to be 
studied, as well as enabling the reproducibility across multiple methods to be 
gauged. Without these bench marking studies, results from microbial profiling 
cannot be taken at face value.  
 
3.1 Historical Background  
 
The desire to detect the microbial contents of a sample is not a new one. Robert 
Koch set out his postulates for what was required to identify the causative 
agents of disease, highlighting one of the many reasons why it can be important 
to identify what is present in your sample. At this stage microbes had to be 
isolated and grown in culture in order to be studied. This enabled important 
discoveries in the field of infectious disease, such as Koch’s isolation of the 
causative agent and mode of transmission of cholera in 1883 (Lippi & Gotuzzo 
2014).  
Culturing remained the primary method of studying microbial diversity for the 
next century. The development of technology to determine the sequence of 
DNA in the 1970s opened the door to a different method of studying microbial 
samples. Iterations of Sanger sequencing technology (Sanger et al. 1977) were 
the gold standard for sequencing for the next three decades and still continue to 
be used today. The movement of microbial profiling into sequencing based 
methodologies is important because only 1% of species are cultivatable thus 
the full diversity of microbes can only ever be studied via culture-independent 
methods (Hugenholtz 2002). Koch’s postulates can now be viewed through the 
modern paradigm of DNA sequence based detection (Fredericks & Relman 
1996). 
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Sanger sequencing was widely used to study microbial diversity by sequencing 
conserved orthologous genes. The most widely used being the 16S gene, 
chosen for its universal presence across the bacterial tree, its slow rate of 
evolution and the existence of non-variable regions to target primers at. Driven 
by early work by Karl Woese it was shown to be possible to characterise the 
tree of life using 16S (Woese & Fox 1977) and has since been widely used to 
identify organisms and explore microbial community composition.  
 
3.2 Next generation sequencing 
 
The introduction of next generation sequencing technology has had a profound 
effect on the biological sciences generally and the study of microbial diversity 
specifically. Within 3 years of the release of the first sequencer, next generation 
sequencing was already being hailed as the method of the year by Nature 
(Mardis 2008) as a technique that was transforming biology. Genomic projects 
now number in the thousands (Figure 3.3) thanks to the improvements in 
sequencing technology. Complementing and now largely replacing Sanger 
sequencing for large-scale genomics, next generation sequencing has 
undeniably had a massive impact.  
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Figure 3.3 Genome Projects.  
The graph is a cumulative plot by year of release of the number of microbial 
(prokaryotic), eukaryotic and metagenomic genomic projects. (From Relman 
2011). 
 
 
 
The story of DNA sequencing is one of changing technologies leading to 
improvements in cost, capacity and read length. The transition of sequencing 
technologies and the resulting increase in capacity per machine is illustrated in 
Figure 3.4. The first next generation sequencing technology to come to market 
was Roche 454 in 2005 (Rothberg & Leamon 2008). This has since been 
followed by other technologies, including: Illumina (Bentley et al. 2008), SOLiD 
(McKernan et al. 2009), and IonTorrent (Rothberg et al. 2011). These 
technologies are based on sequencing clusters of DNA in order to get sufficient 
signal strength. They work on the basis of sequencing by synthesis, where the 
addition of new bases is measured and recorded. More recently sequencing 
technologies based on single molecule sequencing have been developed, for 
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example: Pacific Biosciences (Korlach et al. 2010), Heliscope (Pushkarev et al. 
2009) and Oxford Nanopore (http://tinyurl.com/m6uboaj). By relying on the 
sequencing of single molecules they avoid the polymerase chain reaction (PCR) 
amplification step of the other technologies (a potential source of bias (Aird et 
al. 2011) and also have the potential for much greater read lengths. However 
they lack the throughput and cost-effectiveness of the Illumina and SOLiD 
platforms. Figure 3.5 shows a comparison of the read lengths and throughputs 
of some of the competing next generation sequencing technologies; Illumina is 
the current market leader significantly due to its low per-base costs and high 
throughput.   
 
 
 
Figure 3.4 The evolution of sequencing technologies.  
The development of massively parallel next generation sequencing has vastly 
increased the throughput of DNA sequencing. (From Stratton et al. 2009). 
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Figure 3.5 The development of next generation sequencing technologies.  
The diameter of each bubble represents the read length of the platform [in base 
pairs (bp)]; each platform is colour coded. The throughput and read lengths of 
platforms has improved over time. Smaller scale benchtop versions of some 
platforms, such as the Illumina MiSeq have been introduced to cater to different 
markets. The throughput and read length of the current iterations of these 
technologies continues to improve. (From Shokralla et al. 2012).  
 
 
The improvement in sequencing technology had several major impacts. It 
enabled studies that were previously possible to be completed at a fraction of 
the cost and time. For example as previously stated the Human Genome 
Project took 13 years and a staggering $2.7 billion to produce the complete 
sequence of the human genome (Wadman 2008). In contrast it was possible to 
sequence James Watson’s genome with early 454 technology (Wheeler et al. 
2008) for less than a cost of $1.5 million in four and a half months. While this 
was still a substantial investment it represented a sea change in terms of what 
was now feasible with DNA sequencing. The improved cost also opened up 
entirely new fields of study. Studies of microbial diversity heavily benefited from 
the increased sequencing throughput, enabling greater depth of amplicon 
sequencing and making possible whole genome shotgun sequencing of 
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microbial communities; metagenomic studies in their current form would not be 
possible without next generation sequencing. The reduced cost of sequencing 
machines has also enabled smaller institutions to engage in their own 
sequencing studies. Rather than sequencing largely being concentrated at a 
few large scale institutions the technology has now become democratised 
(Shendure & Ji 2008).  
Next generation sequencing has opened up a range of applications. RNA-seq, 
or whole transcriptome shotgun sequencing, has taken over much of the role 
previously played by microarrays for measuring gene expression levels. This is 
due to several superiorities, including the ability to measure alternative 
transcription (Wang et al. 2009) or uncovering novel transcription in noncoding 
regions (Mortazavi et al. 2008). RAD-seq (Restriction site Associated DNA 
sequencing) (Baird et al. 2008) is another method that exploits next generation 
sequencing. RAD-seq involves the sampling of relevant sections of the genome 
of multiple individuals in a population to allow SNPs (single nucleotide 
polymorphisms) to be related to phenotypes.  It allows genome-scale population 
genetic studies to be carried out with high resolution but low cost, thus making it 
a useful tool for ecological population genomics. For example Emerson et al. 
(Emerson et al. 2010) used the technique to study the phylogeography of the 
pitcher plant mosquito, a non-model organism without extensive pre-existing 
genomic data, a study which would have been far more challenging and costly 
without the use of RAD-seq.  
A major benefit of reduced costs of sequencing is that it has allowed projects 
aimed at generating large bodies of reference genome sequences for the 
benefit of future research. Projects such as Genome 10K (Genome 10K 
Community of Scientists 2009) and the Human Microbiome Project (Jumpstart 
Consortium Human Microbiome 2012) have put thousands of highly relevant 
reference genomes into the public domain. The Encyclopedia of DNA Elements 
(ENCODE) project (http://www.nature.com/encode/#/threads) seeks to provide 
a complete functional catalogue of the human genome, aiming to assign 
biochemical function to all components of the genome. Another large-scale 
study which has generated a large body of sequencing data is the 1000 
Genomes Project (The 1000 Genomes Project Consortium 2010), which has 
sought to study human population level variance and uncover at least those 
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variants that occur at greater than 1%. The number of human genomes required 
to be sequenced in order to conduct this sort of study is only possible through 
next generation sequencing. As the comprehensiveness of reference databases 
is an important factor in the power of modern sequencing based studies this 
sort of project is vital for the success of others. Even when studies are not 
explicitly designed to generate reference sequences the huge increase in data 
uploaded to the Sequence Read Archive (http://www.ncbi.nlm.nih.gov/sra/) is 
providing a vast array of resources for other researchers. There are now more 
than a quadrillion bases available to open access, having increased over 
4000% in the last 4 years (http://www.ncbi.nlm.nih.gov/Traces/sra/ accessed 
01/09/2014).   
As well as variations in DNA is it now also possible to use sequencing to study 
epigenomics, the complete set of modifications to DNA affecting its 
transcription, such as histone modification and DNA methylation. This 
expansion of epigenetics to the level of the whole genome has only been made 
possible via next generation sequencing. Epigenetic modifications have been 
shown to play a role in drug addiction (Feng & Nestler 2013) and cardiovascular 
disease (Loscalzo & Handy 2014). A specific aspect of epigenetics is 
methylomics – examining specifically the genome wide patterns of DNA 
methylation. Xiang et al. (Xiang et al. 2013) have for example used next 
generation sequencing in a methylomics study of the silkworm, identifying 
genes with changed methylation patterns correlating with domestication. 
Changes in methylation patterns have also been identified as potential markers 
for cancer (Chen et al. 2014). Another technique that utilizes high throughput 
sequencing to study the mechanisms of DNA regulation is Chromatin 
immunoprecipitation sequencing  (ChIP-seq) (Schmidt et al. 2009) which allows 
identification of the DNA binding sites of transcription factors.   
The ability to study human genetic variation in ever increasing detail is leading 
to what can be called personal genomics. This is an extension of personalised 
medicine and operates on the principle that a patient’s health is best managed 
by targeting preventive measures and treatments to their specific attributes - 
both environmental and genomic. Population-scale genomic studies help 
generate genotype to phenotype correlations. For example Ferreira et al. 
(Ferreira et al. 2014) carried out a genome wide association study which was 
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able to associate eleven variants with a combined asthma and hay fever 
phenotype. As the cost of sequencing continues to fall it is conceivable that 
every patient will have their course of treatment informed by their personal 
genomic information, affecting both short-term responses such as drug 
selection as well as informing long-term risk-reduction strategies for common 
complex conditions (Feero et al. 2010). 
If much of the promise of personal genomics is still in the future, then an area of 
medicine that is benefiting right now from the application of DNA sequencing is 
diagnostics. Chief areas where this can be utilized are the identification 
genotypically of antibiotic susceptibility for difficult to culture microbes and the 
investigation of pathogen outbreaks (Köser, et al. 2012a). A recent well-
publicised example of the latter is the Esherichia coli outbreak in Germany 
where whole genome metagenomic sequencing was used to retroactively 
identify the outbreak strain without need for culturing (Loman et al. 2013). This 
is important as it allows sequencing to be used to identify pathogens directly. 
Köser et al. (Köser et al. 2012b) demonstrated that sequencing could be used 
to study an outbreak in a clinically relevant time frame. They used whole 
genome sequencing to trace the transmission path of a methicilin resistant 
Staphylococcus aureus outbreak in a neonatal unit, detecting previously 
unknown transmission events. While their study was retrospective, this type of 
application for sequencing could be utilised to help follow and combat pathogen 
transmission.   
Next-generation sequencing has also been used to monitor the composition of 
vaccines, of vital importance for patient safety. Victoria et al. (Victoria et al. 
2010) analysed vaccines via 454 sequencing, leading to the discovery of the 
presence of adventitious viruses as well as detecting changes to the sequence 
of the attenuated virus vaccine strains. This shows the role that sequencing can 
play in monitoring the purity of vaccine and detecting sequence changes.  
Another area to benefit from the ability to sequence many genomes at a low 
cost is cancer research. The ability to sequence the genome of a single cancer 
cell allows the genetic mutations that cause cancer to be better elucidated 
(Navin & Hicks 2011). It also makes possible personalised cancer medicine 
(Tran et al. 2012): potentially allowing the evolution of a cancer in a particular 
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patient to be monitored, as it metastasises and evolves in response to 
treatment, then adjusting treatment in response. The comprehensive application 
of whole genome sequencing to cancer biology should make it possible to 
catalogue all mutations present in each different type of cancer and identify 
those mutations that drive the cancer towards malignancy (Stratton et al. 2009). 
This vision of a comprehensive description of all genomic changes present in 
different cancer types is being coordinated by the International Cancer Genome 
Consortium (https://icgc.org/icgc) with the aim to maximise the use of available 
resources.   
The revolution in DNA sequencing has not only been felt in the medical field. 
Access to better genomic resources has provided another tool to study 
evolution. For example genomic information is helping to answer questions 
about the origins of humans, such as providing evidence for a single dispersal 
out of Africa (Stoneking & Krause 2011). Next generation sequencing has been 
used to sequence the Neanderthal genome (Casci 2010), allowing comparisons 
to be drawn with our own such as observing that those regions of our genome 
that had signatures of positive selection included genes for metabolism, skeletal 
morphology and cognitive function. With modern sequencing methods it is now 
even possible to study (microbial) evolution in real time (Brockhurst et al. 2011). 
Light has been shed on the evolution of flowering plants by the sequencing of 
the Amborella trichopoda genome (Amborella Genome Project 2013). It is not 
only in the field of evolution where next generation sequencing has benefited 
the study of plants. Fast and inexpensive sequencing has helped fuel a 
revolution in plant genomics (Caccamo & Grotewold 2013). The increase in 
sequenced reference genomes (Figure 3.6) combined with the ability to cheaply 
re-sequence has helped elucidate the impact of historical factors such as 
species domestication as well as offering important tools for future plant 
breeding (Morrell et al. 2011).  For example Guo et al. (Guo et al. 2013)  used 
whole genome re-sequencing of the watermelon to both trace the effect of 
domestication and identify genes of potential use in future breeding programs.  
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Figure 3.6 The first 50 published plant genomes. 
The influx of reference genomes for plant species fueled by the availability of 
next generation sequencing has been a boon for plant research. (From Michael 
& Jackson 2013).  
 
 
3.3 Evaluating a new sequencing technology – the ONT MinION 
 
The aim of this project was to explore the reproducibility and accuracy of mixed 
microbial quantifications made using next generation sequencing technology. 
While the majority of the data evaluated in this project was produced by 
technologies which are now in mainstream usage (Roche 454 and Illumina), an 
opportunity arose to evaluate a technology at the cutting edge of what could 
potentially be a major future direction for sequencing. Oxford Nanopore 
Technologies (ONT) have developed a nanopore based sequencing technology 
which sequences single molecules. A miniature portable version of this 
technology, the MinION, has been produced which ONT hope will be the first 
commercially available sequencer that uses nanopore technology. This project 
was able to benefit from involvement in the beta testing stage of this device as 
part of the MinION Access Program (MAP). This provided an opportunity to 
~ 27 ~ 
 
evaluate the sequencer’s characteristics in general and assess its potential 
applications for molecular microbial profiling specifically.  
The ONT MinION offers a new approach to DNA sequencing. ONT uses 
nanopores to sequence single DNA molecules per pore (Kasianowicz et al. 
1996); this has significant potential advantages over the current widely used 
sequencing technologies (Ion Torrent, Illumina) which rely on sequencing a 
cluster of amplified DNA molecules. Sequencing a single molecule removes the 
necessity for PCR amplification and its associated biases (Aird et al. 2011). It 
also offers the possibility of direct sequencing of methylation states (Schreiber 
et al. 2013). The ONT MinION works by measuring the changes in electrical 
conductivity as DNA molecules pass through the pore, identifying the different 
DNA bases by the different charges they generate (Olasagasti et al. 2013); it 
does not rely on measuring base incorporation as most current major 
technologies do. Novel sequencing chemistry makes the ONT MinION a useful 
complement to existing technology as it may enable scientists to tackle 
biological problems that are intractable with existing DNA sequencers.  
The ONT MinION does not require DNA samples to be attached to a flowcell 
surface or cluster amplified, as is required in 454 and Illumina methods; in the 
future this might open up the possibility of running the machine on a relatively 
crude DNA preparation or even an environmental sample. Offering on-site DNA 
analysis is also enabled by the real-time nature of the results, as the ONT 
MinION outputs reads as the run progresses. It is also vastly more portable than 
existing sequencers both due to size and the computational requirement being 
only a standard laptop computer. This can have applications in forensics, 
medicine, and environmental monitoring. Coupland et al. (Coupland et al. 2013) 
demonstrated on the PacBio that direct sequencing of DNA without a standard 
library preparation allows sequencing from a much smaller DNA starting 
sample. 
The small size of the machine (the size of a memory stick – see Figure 3.7) 
makes it vastly more portable than even the existing bench-top sequencers, as 
does the fact that it runs off a standard laptop computer. This further enhances 
the potential to take the sequencer out into the field. As it stands the cost per 
base will most likely not be competitive with existing technology, however the 
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cost per machine is low with ONT aiming to compete on price with other 
technologies (Hayden 2014). This makes the ONT MinION an ideal vehicle for 
pilot studies or small batch experiments. The low starting costs also enable 
smaller scale laboratories, or those based in less economically developed 
countries, to be a part of the DNA sequencing revolution. This continues the 
trend of next generation sequencing ‘democratising’ sequencing by taking it out 
of large sequencing centres and into individual labs (Shendure & Ji 2008). As 
well as improving the distribution of sequencing facilities, the emergence of 
ONT, a new player in the sequencing market, could help alleviate the market 
dominance of Illumina, providing scientists with more options to choose the 
most appropriate technology for their study.  
 
 
Figure 3.7 The ONT MinION device. 
The device is approximately the same size as a memory stick and can be run 
from a standard laptop computer. From http://tinyurl.com/m6uboaj 
 
 
 
The ability to do small batch or one-off experiments could be useful in medical 
diagnostics where providing a DNA characterisation of an infectious agent 
immediately (without waiting for enough samples for a full Illumina run) and 
receiving the data in real time could have significant implications for patients 
and for combating infectious disease outbreaks.  
One of the unique roles the ONT MinION might fill is that of an environmental 
sensor: to be placed in an environment such as a river, a bio-reactor, or a 
water-treatment plant and monitor the presence of important marker species or 
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contaminants. This role is enabled by its portability, potential for library-free 
sequencing and the ability to sequence in real-time. Fichot and Norman (Fichot 
& Norman 2013) demonstrated the potential for using long reads from PacBio 
for microbial profiling. The ONT MinION’s vastly superior portability makes it a 
more plausible choice as an environmental sensor. However there is the risk, 
when using longer more error prone reads for microbial profiling, that rather 
than improve phylogenetic resolution they will artificially inflate estimations of 
species richness (Fichot & Norman 2013). 
The data produced by the ONT MinION is significantly different to that produced 
by Illumina and the other current short read sequencers. There is theoretically 
no instrument-imposed limitation on the size of reads that can be generated. 
The size of the reads should be determined by the size of the fragments in the 
library and not be determined by instrument factors, as is the case with Illumina, 
where clustering determines the size of which fragments are selected for 
sequencing. In practice, read lengths are shorter than the input DNA but the 
ONT MinION still produces significantly longer reads, mean 5.4 kb (Hayden 
2014), than any other sequencing technology (Liu et al. 2012), with the 
exception of PacBio (Koren et al. 2013; Brown et al. 2014). This makes the 
ONT MinION reads ideal candidates for use as scaffolds in genome assembly, 
helping to close genomes in concert with short read data (Boetzer & Pirovano 
2014; Utturkar et al. 2014). Another approach is to error correct the error-prone 
long reads with the high fidelity short read data (Au et al. 2012).  The long read 
length also has real application resolving repeat sequences and in haplotype 
resolution, being able to span ambiguous regions in a single read, as has been 
demonstrated for PacBio (Satou et al. 2014; Huddleston et al. 2014). 
The major downside of this technology is that it is still in its experimental stage, 
with many issues still to resolve. As well as a very high overall error rate, the 
reads are subject to a significant amount of deletion errors where the DNA is 
ratcheted through the pore faster than the bandwidth limitations of the 
electronics. The results show-cased in this project are based on the first round 
of the ONT MAP. Both the chemistry and the base calling software are being 
updated, which may resolve some of these issues in the future.  
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However, the real caveat is that this is a brand new technology whose general 
performance and unique error profile are unknown and must be characterised 
before other studies can exploit its potential. This type of study has been 
conducted for previous emergent sequencing technologies, including Ion 
Torrent (Bragg et al. 2013) and PacBio (Jiao et al. 2013). This project aimed to 
conduct this type of evaluation on the ONT MinION. 
 
3.4 DNA sequencing to study microbial communities  
 
DNA sequencing has been used to study and classify microbial communities 
ever since the power of using conserved orthologous marker genes was 
realised (Woese 1987). It is now common to use whole genome metagenomics, 
utilizing all available microbial DNA in an environment rather than targeting a 
specific marker. There is some controversy over whether marker based studies 
should be included as ‘metagenomics’ (http://tinyurl.com/of7ljdn). Marker 
based studies have been referred to as marker gene metagenomics (Hajibabaei 
2012). Whatever terminology is used, they are both widely used techniques to 
identify and study the taxonomic composition of a microbiome. Studies are now 
being conducted on a wide range of different microbiomes, both environmental 
such as the Antarctica Aquatic Microbial Metagenome and anthropocentric such 
as the infant gut microbiome (https://www.ebi.ac.uk/metagenomics/). 
The 16S rDNA gene is used in studies of microbial diversity because its 
sequence is relatively conserved across the bacterial domain, allowing a single 
marker to provide taxonomic information across a very wide range of taxa. As 
shown in Figure 3.8 it contains conserved and variable regions. This structure is 
important in its study as it allows PCR primers to be targeted at the conserved 
regions enabling more specificity of binding site between taxa while targeting 
variable regions whose greater differentiation allows for taxonomic 
classification. 16S has been shown to be an appropriate DNA marker for 
studying a wide range of environments, including the clinically important human 
microbiome (Jumpstart Consortium Human Microbiome 2012). 
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Figure 3.8 16S variable regions. 
The diagram of the Escherichia coli 16S rDNA gene shows the conserved and 
variable regions. The diagram is based on O’Sullivan et al. (O’Sullivan et al. 
2014). 
 
 
Molecular microbial profiling has been conducted for decades using conserved 
orthologous genes such as 16S (Olsen et al. 1986). However these early 
studies were constrained by having to use Sanger sequencing, which meant 
that even with only using marker genes their coverage of the microbiome under 
investigation was always going to be shallow. At the same time sequencing 
costs were comparatively high, restricting data generation to large sequencing 
centres (Clarridge 2004). The advent of next-generation sequencing has 
allowed amplicon based studies to investigate the species profiles of diverse 
microbiomes in much greater depth, at much lower cost and has enabled 
smaller laboratories to conduct the sequencing in house. Next-generation 
sequencing has also allowed researchers to engage in whole genome 
metagenomics, a field that was not commonly feasible before this technology 
was available. Whole genome metagenomics has multiple advantages over 
amplicon methods. It removes issues of PCR primer specificity, has better 
potential for species and strain level identifications and enables the functions of 
the microbiome to be directly studied (Weinstock 2012). The ability to study the 
functions present in a microbiome de novo is important as, while functions can 
be inferred based on species presence, this will miss within-species changes 
(such as antibiotic resistance) and is reliant on good functional classification of 
the species genome – something that is lacking for many species.  
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Using 16S for microbial profiling does have some advantages over whole 
genome metagenomics. These include greater sampling power per depth of 
sequencing, and thus per cost of sequencing. 16S based studies can utilise the 
extensive resources that have been developed for its study, both in terms of 
analysis software (Mitra et al. 2011) and databases (including Greengenes 
(DeSantis et al. 2006) and RDP (Cole et al. 2007)).  The greater species 
coverage within 16S databases compared to the number of species with fully 
sequenced genomes available gives 16S studies a more taxonomically diverse 
and species specific reference for taxonomic identification compared to whole 
genome metagenomics studies. However due to the conserved nature of the 
16S sequence there are issues with taxonomic resolution. Depending upon the 
variable regions examined, as well as the taxa being evaluated, it can be 
impossible to differentiate taxa at or below species level (Gevers et al. 2005). It 
has been suggested that, while 16S sequences will provide a genus level 
identification in over 90% of cases, a species level assignment will not be 
possible potentially as often as a third of the time (Janda & Abbott 2007).  
Another potential issue with using 16S is the presence of multiple copies within 
the same genome. These copies can differ from each other by as much as 5% 
(Mende et al. 2013), a serious issue when, by some categorisations, greater 
than 97% identify is sufficient to be classed as the same species.  
The key advantage that molecular microbial profiling has over previous culture 
based methods is that 99% of prokaryotes cannot be cultured (Hugenholtz 
2002). Thus any study using culturing to assess a microbiome will almost 
certainly grossly underestimate diversity. Importantly, even if molecular based 
methods were inferior in their ability to identify species present, as some have 
asserted (Dubourg et al. 2013), culturing methods inherently can never reveal 
all species and thus will always be an incomplete picture (Huggett, et al. 
2013a). That is not to say that comprehensive culturing of microbes cannot 
complement direct sequencing methods (Lagier et al. 2012), but they cannot be 
the primary methodology. For example the oral bacterial biome was far better 
characterised by sequencing  based methods, in particular the detection of 
novel species, whereas  culturing grossly underestimated the bacterial diversity 
present (Parahitiyawa et al. 2010).  
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Metagenomics allows us to better explore important and often difficult to study 
environments such as the soil (Mocali & Benedetti 2010) and oceans (Smedile 
et al. 2014). An important example is the human microbiome, which is an 
important area of study that has been brought within our understanding by the 
application of next generation sequencing. The microbiome has been referred 
to as a second genome (Brüls & Weissenbach 2011) or an extra organ 
(Bäckhed et al. 2005) because of its integration with other systems and its 
interactions in many aspects of human health. The Human Microbiome Project 
has been able to give us the most complete picture of the human microbiome 
yet by sequencing 242 subjects across 18 body sites (The Human Microbiome 
Project Consortium 2012). This type of research has potentially wide reaching 
implications in human health and disease.  
An exciting application of metagenomics is its potential application in pathogen 
discovery. In conjunction with other methods, Palacios et al. (Palacios et al. 
2008) exploited the ability of next generation sequencing to amplify all DNA 
from a sample without the need to specifically target an organism. From this 
they were able to detect the causative agent of disease at very low abundance, 
exploiting another important factor with next generation sequencing – its high 
throughput. The causative agent was then confirmed using other methods 
including culturing and electron microscopy. This type of study demonstrates an 
important role that metagenomics can play, the ability to identify pathogens 
without prior knowledge, where other techniques fail. This has even been used 
to help solve an historical post mortem. Chan et al. (Chan et al. 2013) where 
able to use metagenomic sequencing of DNA from mummified remains that 
were over 200 years old to determine the strain of Mycobacterium tuberculosis 
that killed the victim.  
Metagenomics has also shown the potential to be used for a variety of 
innovative purposes in addition to simply characterising important microbiomes. 
It has been used to study temporal variation in a microbial community (Gilbert et 
al. 2009), reveal novel functions (Béjà et al. 2000) and to assess the effects of 
environmental contamination (Mason et al. 2014). It has even shown the 
potential to be used in ‘real-time’ diagnostics of a disease outbreak (Loman et 
al. 2013).  
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Progress in metagenomics has not all been straightforward. Early usage of next 
generation sequencing to study the rare biosphere (the large numbers of taxa 
that are present at very low abundances in an environment) overestimated its 
diversity. For example, Sogin et al. (Sogin et al. 2006) studied marine 
environments using 454 sequencing and suggested that bacterial diversity was 
orders of magnitude more complex than previously reported for any 
environment. However these estimates of diversity were shown to be inflated 
due to sequencing errors generating false positive taxonomic identifications. 
This was also caused in part by the high throughput of next generation 
sequencing, as even with a low likelihood of individual reads containing errors, 
the quantities of reads involved mean that many reads with errors will be 
present in the dataset, generating many unique sequences and thus potential 
operational taxonomic units (Reeder & Knight 2009).  Kunin et al. (Kunin et al. 
2009) used sequencing of a single strain to model the likely effects of 
sequencing errors on estimation of species diversity. They suggested that if 
unique reads are taken as operational taxonomic units then diversity will be 
overestimated by two orders of magnitude. Even when sequences are clustered 
at 97% identity they report that diversity will still be overestimated. Their 
proposed solution was greater quality filtering of sequencing reads in 
combination with clustering. This thesis suggests another approach is through 
the use of control materials.  
The issues surrounding the identification of the rare biosphere using next-
generation sequencing technology demonstrate the importance of accurate and 
reproducible measurement in the field of molecular microbial profiling, as 
addressed in this thesis.  
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3.5 Metrology: the need for rigorous measurement in metagenomics 
 
How much does a kilogram weigh? How far is a mile? These seem like 
facetious questions but metrology (the science of measurement) underpins all 
scientific results. Without an understanding of precision, accuracy, and 
reproducibility, no results can truly be considered valid. If a different experiment, 
apparatus, or simply a different run can produce a changed result, then this 
needs to be understood and factored into any interpretation of the results. This 
type of work has been carried out for many fields including cell therapies 
(Sheridan et al. 2012), amino acid purity (Huang et al. 2014) and for 
microarrays (Shi et al. 2006), but only limited work has been done to apply the 
science of metrology to DNA sequencing in general, and microbial profiling 
specifically.  
Metrology is not a new field and in its modern form has been of vital importance 
since the industrial revolution made the production of interchangeable parts a 
necessity (Quinn & Kovalevsky 2005). Metrology now provides the backbone to 
much of the modern scientific paradigm as well as playing a role in many more 
general areas of society. Safety standards and regulations are built on 
metrology, as a product must be able to be tested to meet the required 
standards. This covers such diverse areas as food safety, building regulations 
and drug testing.  
An aim of this project was to seek to address some of these fundamental 
measurement issues for the study of molecular microbial profiling: providing 
insight into the precision, accuracy, and reproducibility of both amplicon profiling 
(16S) and whole genome sequencing. I also aimed to shed light on the specific 
factors within those methodologies that affect these key measures. This 
includes choice of 16S variable region, specificity of primers, sequencing 
coverage as well as bioinformatics issues such as choice of analysis software, 
filtering parameters or reference database. 
To address these issues, this project analysed data produced by collaborators 
at LGC (LGC Standards, Teddington, UK) who have developed a metagenomic 
control material (MCM) expressly with the goal of answering these questions of 
metrology. LGC are the UK’s designated National Measurement Institute for 
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chemical and bioanalytical measurements. The MCM was well-characterised by 
multiple methods: digital polymerase chain reaction (dPCR) and fluorescence 
(O’Sullivan et al. 2014). A control material provides an a priori truth to compare 
results against, allowing the accuracy of results to be judged, rather than only 
being able to determine the precision of replicates. Using a pre-designed 
material for sequencing ensures that the material is suitable for answering the 
desired questions. For example investigating whether a specific primer has a 
differential effect on Gram negative or positive species obviously requires both 
to be present. Or to investigate the impact of being a minority species and how 
low a level can be clearly detected requires the starting sample to contain a 
suitably biased species abundance distribution.  
Control materials have been used in other fields to benchmark analysis and 
provide reassurance of the quality of the results being produced. Microarrays 
are a technique where important work was carried out to verify their 
reproducibility after it fell into question. Studies such as those by Tan et al. (Tan 
2003) and Marshall (Marshall 2004) suggested that results from microarrays 
were not reproducible and in particular that using gene arrays from different 
manufacturers led to divergent results. The MicroArray Quality Control (MAQC) 
project (Shi et al. 2006) sought to definitively address these questions over 
reproducibility of microarrays. Using well defined RNA reference materials they 
demonstrated a high consistency of results across platforms and test sites, 
helping to establish a framework for the future use of microarrays such as to 
fully exploit their further use. 
The MAQC also provided a framework and resources for other groups to further 
investigate these issues, such as Arikawa et al. (Arikawa et al. 2008) who 
investigated another different PCR technique for gene expression measurement 
using the same reference RNA samples and comparing their results to those for 
the other techniques evaluated by the MAQC. Having established benchmarks 
for repeatability the MAQC then allowed others to compare related issues, such 
as inter-laboratory performance (Pine et al. 2008). Thus metrology studies are 
able to build on the work of each other to further refine and expand knowledge 
of the reproducibility of a technique or technology.  
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Having information on precision, accuracy and reproducibility is especially 
important for next generation sequencing applications, since different 
sequencing platforms are known to be prone to different types of error and bias, 
such as 454’s well-known issue with homopolyers (Balzer et al. 2011) and 
sequence –specific miscalls in Illumina data (Nakamura et al. 2011). Thus it is 
important to ask if measurements made are universally reproducible and 
comparable. Computational reproducibility is also a major issue in this field 
(Nekrutenko & Taylor 2012) with a multitude of available analysis tools, 
parameters and reference sequences, the exact details of which are not always 
made explicit in publications, rendering repeatability a challenge. Given that 
different analysis pipelines have the potential to produce significantly different 
results for the same data, the reproducibility of the analysis needs to be 
considered alongside that for the sequencing technology itself.  
Several studies have sought to answer at least some of these important 
metrology questions for the field of molecular microbial profiling. A study by 
Zhou et al.(Zhou et al. 2011) suggested that amplicon studies had low 
reproducibility and questioned their ability to be quantitive due to low precision. 
However their work was carried out without the benefit of a control material. As 
they discuss, the highly dense and diverse microbial community present in soil 
will cause the effect of random sampling to be greater, potentially negatively 
impacting precision. Kunin et al. (Kunin et al. 2010) reported that errors in 454 
sequencing would lead to over estimation of species diversity by 16S studies 
and that only stringent bioinformatic read quality filtering would mitigate this 
issue.  
How results are reported and classified is also an issue for this field. Results for 
a microbiome need to be placed in context by comparison to other relevant 
datasets. However published metagenomic results do not necessarily 
characterise their target microbiome in the same way, thus universal standards 
of reporting are needed of the type set out by Ivanova et al. (Ivanova et al. 
2010).   
Some previous studies have sought to exploit control materials used for 
evaluating different aspects of molecular microbial profiling studies. Wilner et al. 
(Willner et al. 2012) focused on the effects of different extraction techniques. 
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They exploited their control material to generate suitable abundance thresholds 
for judging a spurious taxonomic hit versus a real one. The Human Microbiome 
Project used a control material, in this case a mixed panel of 21 prokayotic 
species from 18 different genera, to benchmark the accuracy of their data with 
respect to community composition (Jumpstart Consortium Human Microbiome 
Project Data Generation Working  Group 2012).  Using a control material 
allowed them to evaluate the accuracy of results generated on different 
sequencing machines and for different 16S amplicons. It also provided 
information on how specific taxa might be affected by choice of 16S variable 
region, whether they were preferentially amplified or suffered from difficulties in 
classification.  
The study by Shakya et al. (Shakya et al. 2013) arguably represents the closest 
parallel to the aims to this project. They used a mixed species synthetic 
community as a control material to investigate both 16S amplicon sequencing 
and whole genome metagenomics. They sought to evaluate their ability to 
quantify the community, looking at precision and accuracy across 
methodologies, sequencing platforms and choice of 16S variable region. They 
also did some comparison of bioinformatic analysis platform and parameters. 
They used their results to state the superiority of whole genome sequencing 
over an amplicon approach, but suggested all methods gave highly reproducible 
results. They also detected taxonomic biases for all of the tested 16S primer 
pairs. This kind of study shows the advantages a suitable control material 
provides for answering these questions of precision, accuracy and bias.  
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3.6 Project Aims  
 
This project aimed to exploit sequencing data from a well quantified 
metagenomic control material to address questions of metrology as they apply 
to molecular microbial profiling by next generation sequencing. This covered 
both 16S amplicon and whole genome sequencing of microbial communities. 
The aim was to investigate key factors that affect the accuracy of these studies. 
The overall vision was to provide answers about the accuracy and 
reproducibility of quantitative microbial community profiling with next generation 
sequencing.  
Key aims included: 
 To evaluate how the choice of 16S variable regions and PCR primers 
affects the final quantifications of species in a mixed material. 
 To assess how the precison and accuracy of species quantifications by 
whole genome metatgenomics compared to profiling by16S.  
 To explore how choices made during the bioinformatics analysis will 
impact results, such as choice of reference database. 
 To appraise how control materials can be used to both evaluate and 
monitor the effect of these factors. 
 To judge the performance of the ONT MinION and its suitability for 
quantitative metagenomics in its current state.  
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4 Materials and Methods  
 
This thesis is concerned with bioinformatics analysis of data largely generated 
in the laboratory by collaborators at LGC. The generation of the experimental 
material was undertaken by collaborators and is referred to here in order to 
support and clarify the conclusions of the project. 
 
4.1 Metagenomic Control Material  
 
Underpinning this project was the metagenomic control material (MCM) 
generated at LGC (LGC Standards, Teddington, UK). Using a control material 
to study the reproducibility and accuracy of microbial profiling is beneficial as it 
provides an a priori truth that results can be compared against. The MCM was 
made up of DNA from bacterial species deemed to be clinically relevant, so that 
results were particularly (but not uniquely) pertinent to that field. Importantly a 
control material is only as useful as its own reproducibility. The MCM was 
quantified using both Qubit (Life Technologies) and dPCR measurements, and 
its stability in storage was also verified by quantitative polymerase chain 
reaction (qPCR). The relative concentration of the species in the MCM provided 
approximately 3 orders of magnitude difference between the most and least 
abundant species; these concentrations were chosen to be an approximation of 
what could be expected from an actual clinical sample (Huggett, et al. 2013b).  
The MCM is a mixture of bacterial DNA. Bacterial genomic DNA (gDNA) was 
sourced from ATCC (LGC Standards, Teddington, UK) from 10 species, 5 
Gram-negatives (Neisseria meningitidis, Klebsiella pneumoniae, Escherichia 
coli, Pseudomonas aeruginosa and Acinetobacter baumanii) and 5 Gram 
positives (Staphylococcus aureus, Streptococcus pyogenes, Streptococcus 
agalactiae and Enterococcus faecalis). The preparation of the MCM was 
described in Huggett et al. (Huggett, et al. 2013a). The organisms’ DNA was 
pooled so as to give a wide range of abundances with concentrations ranging 
from ~100 (A. baumannii) to >50,000 (N. meningitidis) genomic copies per µL 
(Table 4.1). 
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The concentrations of each gDNA in the MCM was determined using three 
replicate measurements of the Qubit (mean value for gDNA concentration 
reported in Table 4.1). The Qubit measurements of the quantity of DNA for each 
species in the MCM were verified by dPCR measurements (Baker 2012). dPCR 
works by splitting the sample into many separate reactions, diluted so that each 
reaction contains one or zero molecules. Thus after amplification each reaction 
can be classified as positive (i.e. having product) or negative, depending on the 
initial presence or absence of the target DNA molecule, making the 
quantification process binary. This allows the initial starting amount of DNA to 
be absolutely quantified rather than being calculated based on the number of 
PCR cycles as in conventional PCR. As described in O’Sullivan et al. 
(O’Sullivan et al. 2014) microfluidic dPCR was performed using specific primers 
for each species in the MCM; the study was carried out in triplicate with the 
results presented in Table 4.2. There was general agreement between the 
fluorometric measurements of the MCM species genomic DNAs made by Qubit 
and the quantifications obtained by dPCR. 
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Table 4.1 Details of the composition of the MCM.1 
 
Bacteria ATCC # 
Genome 
size 
(MB) 
Taxonomy  
% 
weight 
Genomic 
copy 
number 
per µl 
% 
genomic 
copy 
number 
S. aureus 
(MRSA) 
BAA-
1556D-5 
2.872769 Positive 0.80  1.27E+03 0.75  
S. aureus 
(MSSA) 
BAA-
1718D-5 
2.872915 Positive 12.00  1.95E+04 11.52  
S. pneumoniae 700669D-5 2.221315 Positive 25.60  5.26E+04 31.09  
S. pyogenes 700294D-5 1.852441 Positive 4.00  9.85E+03 5.83  
S. agalactiae 
BAA-
611D-5 
2.160267 Positive 1.50  3.17E+03 1.87  
E. faecalis 700802D-5 3.34194 Positive 1.00  1.37E+03 0.81  
P. aeruginosa 47085D-5 6.264404 Negative 1.00  7.28E+02 0.43  
K. pneumoniae 700721D-5 5.31512 Negative 24.00  2.06E+04 12.18  
A. baumannii 17978D-5 4.00075 Negative 0.10  1.14E+02 0.07  
E. coli 700928D-5 5.231428 Negative 2.00  1.74E+03 1.03  
N. meningitidis 700532D-5 2.194961 Negative 28.00  5.82E+04 34.42  
 
 
 
 
 
                                            
1
 The percentage genomic copy number (highlighted) was used as the metric for comparing 
different types of measurements of the MCM. (Huggett, et al. 2013b). 
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Table 4.2 dPCR and Qubit measurements of MCM 
Numbers reported are relative amounts of each species (percentage). Data 
from O’Sullivan et al. (O’Sullivan et al. 2014). 
2 
 
 
 
  
                                            
2
 Numbers reported are relative amounts of each species (percentage).The data is from 
O’Sullivan et al. (O’Sullivan et al. 2014).  
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While there were discrepancies between the two methods, such as which is the 
most abundant species, the only statistically significant (t-test with Bonferroni 
correction) disagreement was for P. aeruginosa (as shown in Figure 4.1) where 
the dPCR showed an approximately 3 fold decrease compared to the Qubit 
measurement.  As explained in O’Sullivan et al. (O’Sullivan et al. 2014) it was 
unclear whether the discrepancy was due to fluorescence overestimation or 
dPCR underestimation. However, as the difference between the two estimates 
was relatively small (approximately three fold) the MCM was deemed suitable 
for interrogating different sequencing methods. Subsequently the sequencing 
methods agreed with the dPCR measurement of P. aeruginosa and not the 
fluorescence measurement: indirect evidence that it is the fluorescence 
measurement that was overestimating the DNA concentration that caused the 
initial disagreement. 
 
 
 
 
 
Figure 4.1 Comparing Qubit and dPCR measurements of the bacterial gDNA. 
Errors bars are 95% confidence intervals (O’Sullivan et al. 2014). 
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Verifying the compositions of the MCM by two independent methods increases 
confidence in the veracity of its quantification. This is important for a control 
material, where the relative abundances of each species will be used as a ‘truth’ 
against which to compare the accuracy of the sequencing results.  
A reliable control material needs to provide consistent measurements across 
time to allow benchmarking of experiments conducted at different times. The 
stability of the composition of the MCM during storage was therefore verified. 
The MCM was stored at -20oC and -80oC and its stability was measured at 0, 7, 
14, 90, 180 and 360 days. As detailed in O’Sullivan et al. (O’Sullivan et al. 
2014) this was determined by qPCR assays. It was demonstrated that the copy 
number remains stable during storage at both -20°C and -80°C. This makes the 
MCM a suitable control material to be used over time, for example allowing it to 
be run as a control lane for multiple metagenomic studies and the results used 
to estimate and control for experimental variation. This made it a suitable 
material for fulfilling the aims of this project.   
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4.2 Sequencing of the MCM 
 
Multiple 16S amplicon sequencing runs were performed using the MCM 
material. One experiment investigated one aspect of library preparation, using 
two different primer pairs, targeting two different sets of 16S variable regions 
(details in 5.2). The other amplicon experiment focused on investigating 
different aspects of primer choice using four different primer pairs which 
targeted two different sets of variable regions (details in 6.2).The latter set of 
experiments was conducted in triplicate for each primer pair, additionally 
allowing questions of precision to be addressed. The amplicon datasets were 
sequenced on the Roche 454 GS Junior at LGC (Teddington, UK) as detailed in 
Huggett et al. (Huggett, et al. 2013b) and O’Sullivan et al. (O’Sullivan et al. 
2014). 
The MCM was also used to investigate whole genome metagenomic 
sequencing, both as a standalone method for molecular microbial profiling and 
in order to compare the results to those for the different 16S amplicon 
sequencing strategies. The whole genome sequencing was performed on the 
Illumina HiSeq 2000 by LGC Genomics GmbH (Berlin, Germany). As detailed in 
O’Sullivan et al. (O’Sullivan et al. 2014) the MCM was sequenced three times 
using 2 x 100 bp paired end libraries, which were multiplex sequenced on the 
Illumina HiSeq 2000.  
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4.3 MinION 
 
The ONT MinION is a new sequencing technology currently in beta testing via 
the MinION Access Programme. In order to evaluate its performance, three 
bacterial species with a wide range of G+C contents were selected. Species 
with complete reference genomes were selected to enable error evaluation. The 
three species selected were Borrelia burgdorferi which has a very low G+C 
content, Escherichia coli with an intermediate G+C content while the other, 
Streptomyces avermitilis, has a very high G+C content (details in Table 4.3).  
 
Table 4.3 Species details for MinION experiment.3 
 
Species ATCC # Genome size (Mb) % G+C content  
B. burgdorferi 35210 0.9 28.6 
E. coli 10798 4.6 50.8 
S. avermitilis 31267 9.0 70.7 
 
 
The sequencing was conducted on MinION devices from the first round of the 
ONT MinION Access Programme which used the company’s R6 sequencing 
chemistry. The sequencing run also included a DNA spike-in of a 3560 bp 
sequence from Lambda phage, obtained from ONT. This was with the intention 
of using this as a tool for comparing the R6 devices from this round of the ONT 
MinION Access Program and future versions of the MinION from later rounds of 
the MinION Access Program, as recommended by ONT. The sequencing was 
conducted by the University of Exeter Sequencing Service, following the 
manufacturer’s instructions.  
  
                                            
3 Genome size and G+C content are given for the respective species chromosome Information 
from www.ncbi.nlm.nih.gov/genome/. 
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4.4 General Bioinformatics Analysis Methods 
 
One of the key advantages to applying synthetically generated metagenomic 
control materials is that results can be compared against the genome sequence 
of the organisms that are known to be present; the standard analysis pipeline 
used in this project exploited this by restricting reference databases to MCM 
species only. Using a reference sequence database containing only the target 
organisms allows a more accurate quantification of the sequencing results and 
is thus superior for assessing the reproducibility and precision of the 
sequencing. This pipeline was not designed to evaluate the informatics analysis 
but to provide the most accurate data for evaluating the other steps in the 
process. 
The majority of the analysis was conducted on a Linux server currently running 
Ubuntu 14.04 LTS (Trusty Tahr) with 66 cores and total memory 65.96 GB 
(previously running Ubuntu 10.04.4 LTS (Lucid Lynx)). The University of Exeter 
Zeus computing cluster was also ultilised, which is a computing cluster currently 
running Scientific Linux release 6.4 (Carbon) with 392 cores and total memory 
3078.63 GB.  
Pipeline generation and data handling were scripted using Perl 
(http://www.perl.org/) and R (R Development Core Team 2008). 
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4.4.1 Amplicon data analysis  
 
The 16S amplicon datasets in this project were analysed as outlined in Figure 
4.2. The same filtering regime was always used, as was the important step to 
normalize by 16S copy number to ensure relative abundance numbers are 
comparing genomic copy number.  
 
Figure 4.2 Diagram showing the main simplified steps in the 16S analysis 
workflow. 
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As the sequencing runs contained multiple different amplicon datasets the first 
step was to split the reads into several subsets according to target amplicon; 
this was achieved based on matching to the respective PCR primer. A 
maximum of two mismatches to the PCR primer was allowed.  
The amplicon datasets were filtered based on the steps taken in the “high 
stringency pipeline” of the Human Microbiome Project (Methé et al. 2012). 
Chimeric sequences can be formed during the PCR – these are sequences 
formed from more than one parent molecule (see Figure 4.3). These sequences 
need to be removed as their taxonomic classification will be at best 
unresolvable and at worst introduce a false positive hit. Chimeras from the PCR 
were eliminated using ChimeraSlayer (Haas et al. 2011). Sequences were then 
trimmed when the mean quality score within a 50 bp sliding window fell below 
35. Reads were removed if the length was 10% greater than the expected 
amplicon length or if, after quality trimming, they were shorter than 200 bases. 
Reads containing ambiguous base calls or homopolymer runs longer than 8 
nucleotides were removed. 
These filtering steps were performed by a bespoke perl script 
“filter_amplicon_reads_hmp.pl”, which can be found at 
https://github.com/twl207/NGS_processing.    
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Figure 4.3 How chimeric sequences are formed during PCR.  
Aborted extension products can act as primers in subsequent PCR cycles, 
leading to DNA synthesis from an improper template, which forms a chimeric 
molecule (Haas et al. 2011). 
 
The reads were then given a taxonomic assignment by a megaBLAST (v. 
2.2.26) search (Morgulis et al. 2008) followed by lowest common ancestor 
processing with MEtaGenome ANalyzer (MEGAN) (v. 4.70.4) (Huson et al. 
2011). For the standard analysis approach the database used was a custom 
database of the 16S rDNA sequences of the species contained within the MCM 
(for details see Table 4.4). When re-analysing datasets to assess the effect of 
database composition, the SILVA database (release 111) was used as a 
reference (Quast et al. 2013) (details in 7.2). In the standard amplicon analysis 
those reads that receive species level assignments are then normalised by the 
species’ 16S rRNA copy number and used to calculate the relative abundances 
of each species. 
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4.4.1.1 MEGAN  
 
MEGAN (MEtaGenome ANalyzer) (Huson et al. 2011) works by assigning 
taxonomy on a per read basis, placing the reads on a taxonomy based on the 
lowest common ancestor of the top BLAST hits to that read (process outlined in 
Figure 4.4), the aim being that the taxonomic level reflects its sequence 
conservation. MEGAN bases its taxonomic classification on the NCBI 
taxonomy: a hierarchically structured classification of all species represented at 
NCBI. Default settings were used for MEGAN except where values are explicitly 
stated. 
 
 
Figure 4.4 Diagram of the steps in the MEGAN analysis pipeline. 
The diagram is sourced from http://ab.inf.uni-tuebingen.de/software/megan4/. 
 
 
MEGAN filters out those BLAST hits with scores that fall below the min-score 
threshold. MEGAN does not then just take the top hit for a read, rather it takes 
the top hit and all those hits within top-percent value of the score for that top hit 
(for the library preparation experiment hits within 10% of the top hit were 
examined, for the effect of primer experiment 1% was used). It deems all of 
these qualifying matches to be significant, and assumes that each taxon 
thereby matched could potentially be the source of the read. It then calculates a 
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taxonomic classification for each read based on the lowest common ancestor of 
those qualifying BLAST hits. Thus the read is placed on the lowest node in the 
NCBI taxonomy that is above all taxa that are potential donors of the read. So if 
the hit for species A is within X% of the score of the hit for species B within the 
same genus, both hits will be counted and thus the read will be assigned to that 
genus. Reads can be assigned to a genus (or further towards the root) rather 
than to a species due to several factors. These include: errors in the read 
causing it to have equally good hits to multiple species, quality trimming of a 
read removing the portion of the amplicon that is unique between two species 
and short reads lacking uniqueness against the species in the database. This is 
why in the standard amplicon analysis only those reads able to be assigned to 
species level in MEGAN were used in the relative abundance calculations.  
Another key parameter used in MEGAN is the min-support threshold. This is 
applied to all nodes in the taxonomy from the bottom-up. If the number of reads 
assigned to a taxon fail to meet the required minimum support level then those 
reads are moved one level up the tree. Reads are thus moved up the taxonomic 
tree until there is sufficient support for the current node.  This means that nodes 
with low levels of reads supporting them are not included in the results. Thus 
ensuring that spurious taxa calls based on low numbers of reads do not affect 
results, as these could be based on reads containing errors. Requiring multiple 
reads for evidence reduces, though does not remove, the chance of these error-
induced taxonomic calls making being included in results. Following the same 
line of thinking, followed by the other parameters in MEGAN, that the taxonomic 
placing should be conservative and where there is doubt reads should be 
placed at higher level nodes. 
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4.4.1.2 Databases  
 
The database used for the standard amplicon analysis was a custom database 
of the 16S sequences from the strains in the MCM (strains listed in Table 4.1). 
Details of the sequences used in the database can be found in Table 4.4. 
The SILVA database (release 111) (Quast et al. 2013) was also used for some 
experiments. The SSURef version 111 database was used: downloaded on 
19/04/2013. Discussion of the effect of database choice in amplicon studies is in 
7.3.5. 
Table 4.4 Details of the sequences used in the custom MCM database. 
Species  Accession number 
N. meningitidis Gi 121633901 
S. pneumoniae Gi 221230948 
S. aureus  Gi 87159884 
K. pneumoniae Gi 152968582 
S. pyogenes Gi 1567425 
S. agalactiae Gi 22536185 
E. faecalis Gi 29374661 
E. coli Gi 26245917  
P. aeruginosa Gi 110645304 
A. baumannii Gi 126640115  
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4.4.2 WGS Data analysis 
 
The WGS datasets in this project were analysed following the basic steps 
outlined in Figure 4.5.  
 
 
Figure 4.5 Diagram showing the main simplified steps in the WGS analysis 
workflow. 
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The WGS data was initially quality checked using using Fast-QC (v. 0.10.1) 
(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/). When this analysis 
suggested the presence of adaptor contamination at the start of the reads, the 
NGS QC Toolkit (v. 2.3.1) (Patel & Jain 2012) and Fastq-mcf (v. 1.04.636) 
(Aronesty 2013) were then used to quality filter the data. This included removal 
of the indicated adaptor contamination, read trimming and exclusion of lower 
quality reads. After low quality bases were trimmed from the ends of reads, 
those with less than 30 bases remaining were removed. Reads with less than 
90% of bases of quality 30 or greater were filtered out. Any read where the 
corresponding paired read was removed was placed in an unpaired file which 
was then treated separately in the analysis. More details on the quality filtering 
of the WGS data is in 7.3.1.  
In the standard WGS analysis, the reads were aligned to a custom database of 
the genome sequences from the species in the MCM using Bowtie 2 (v. 2.1.0) 
(Langmead et al. 2009), using default settings and taking the paired and 
unpaired read files as input. The alignment file was then processed using 
SAMtools (Li et al. 2009) to generate read counts for each species, which were 
then normalised by genome size to give relative abundances for each species. 
Hits to plasmids were excluded as their copy number is unknown, preventing 
those hits from being correctly normalised to give relative species abundances 
which could thus skew results if they were to be included. 
 
4.4.2.1 Databases  
 
The database used for the standard WGS analysis was a custom database of 
the genome sequences from the strains in the MCM (strains listed in Table 4.1).  
When re-analysing the WGS data to assess the effect of the choice of reference 
database, the NCBI completed bacterial genomes were used to taxonomically 
bin the filtered WGS reads. This was downloaded from 
ftp://ftp.ncbi.nlm.nih.gov/genomes/Bacteria/ on 25/02/14.  
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4.4.3 MinION Data analysis  
 
The MinION reads were both long and very error prone, with a particular 
prevalence of deletions. Short read aligners such as BWA (Li & Durbin 2009) 
were only able to achieve very low alignment rates with this data, as they are 
not configured for this type of data. LAST (v. 548) (Kiełbasa et al. 2011) was 
found to be the best performing aligner. It was set to local alignment and used 
with the most permissive alignment parameters possible: removing the gap 
opening penalty and reducing the gap extension penalty to 1. The choice of 
alignment software and parameters is obviously of paramount importance for 
this experiment as one of the aims is to estimate the error rate. Only those 
reads for which there is an alignment to the reference can be used to determine 
the error rate, hence the quality of alignment will have a direct bearing on the 
error rate. The use of LAST and the choice of parameters reflect the aim to 
align as many reads as possible, as otherwise there is the potential for the 
worst reads to fail to align. This could artificially improve the error rate.  
The measure of error rate that was used for this analysis is the edit distance. 
This is the minimum number of changes required to transform one string into 
another. In this context, it is the number of changes in the aligned read bases 
required to transform the read sequence into the reference sequence; it is thus 
a measure of both substitution, insertion and deletion errors.  
 
4.4.3.1 Databases 
 
The MinION mixed microbial dataset was aligned against a database containing 
the closest reference genomes for those strains. For B. burgdorferi and S. 
avermitilis this was the same strain (details on strains Table 4.3), while for E. 
coli this was strain MG1655. The 3560bp sequence of the DNA spike-in from 
Lambda phage was also included in the database.   
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5 Amplicon Experimental Choices – Library Preparation 
 
The results presented in this chapter were published in:  
Huggett, J.F., Laver, T., Tamisak, S., Nixon, G., O’Sullivan, D.M., Elaswarapu, 
 R., Studholme, D.J., Foy, C.A. (2013). Considerations for the 
  development and application of control materials to improve 
 metagenomic microbial community profiling. Accreditation and Quality 
 Assurance, 18(2), pp.77–83. 
 
5.1 Introduction 
 
There are many different stages in a sequencing project, from DNA extraction, 
through the sequencing process itself and the different steps in the analysis. 
Each stage in the experimental pipeline introduces error into the process. One 
specific step in the process that this project investigated was changes to the 
sequencing library preparation. The aim of this experiment was to compare two 
different amplicon sequencing protocols. The Roche GS Junior sequencing 
protocol requires the PCR amplicons to have adaptor sequences attached 
during library preparation. This can be done pre- (during primer synthesis) or 
post- (using ligation) PCR. Hereafter the datasets produced when adaptors 
were ligated onto the amplicon before the PCR are referred to as pre-PCR 
datasets, while the datasets which had the adaptors ligated subsequently to the 
PCR are referred to as post-PCR datasets. While small changes in the library 
preparation may not seem as if they would have significant effects on 
subsequent species quantifications, the attachment of adaptor sequences has 
the potential to affect the efficiency of the PCR and thus the downstream 
results. Engelbrektson et al. (Engelbrektson et al. 2010), for example, 
demonstrated that many aspects of 16S experimental methodology will impact 
on measurements of microbial species.  
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The PCR primers were not designed to be specific to all species in the MCM, as 
it is common in microbial profiling studies for primers to not be perfectly 
complementary to all species present (Baker et al. 2003). Primer mismatches 
against particular bacterial species in a sample are common when performing 
16S analysis as the conserved regions of the 16S are not perfectly conserved. 
Mismatches to the PCR primers are known to affect the efficiency of the PCR, 
which will in turn impact on the subsequent species quantification (Bru et al. 
2008). The aim was to see how these differing primer specificities affected the 
species quantifications, as well as how the lack of primer specificity interacted 
with the effect of the two different library preparation methods. 
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5.2 Materials and Methods 
 
This thesis is concerned with bioinformatics analysis of data largely generated 
in the laboratory by collaborators at LGC. The generation of the experimental 
material was undertaken by collaborators and is referred to here in order to 
support and clarify the conclusions of the project. 
For each protocol the same two 16S PCR assays were conducted, one 
targeting variable regions 2 and 3, the other targeting variable regions 4, 5 and 
6 (position and sequence of primers shown in Figure 5.1).  
The primers for this experiment did not perfectly match to all species in the 
MCM. As detailed in Table 5.1 the primers targeting variable regions 2 and 3 
contain one mismatch to the three Streptococcus species in the forward primer 
and one mismatch in the reverse to A. baumannii. The primer pair which targets 
variable regions 4, 5 and 6 contains a mismatch to A. baumannii in the forward 
primer and two mismatches to K. pneumoniae and E. coli in the reverse.   
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Figure 5.1 Primer pairs diagram for the library preparation experiment 
Diagram of the 16S variable regions and where the primer pairs for the library 
preparation experiment target. Positioning is based on the E. coli 16S rRNA 
gene. Diagram based on O’Sullivan et al. (O’Sullivan et al. 2014), primers from 
Huggett et al. (Huggett, Laver, et al. 2013).  
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Table 5.1 Details of the primer complementarity for the MCM species for the 
library preparation experiment.4 
 
 
Primer Primer binding sequence for MCM species 
23 Forward 
Seven MCM species: AGHGGCGRACGGGTGA  
MCM Species with Mismatches: 
Three Streptococcus species: AGHAGCGRACGGGTGA 
23 
Reverse 
Nine MCM species: CGTATTACCGCGGCTGCT   
MCM Species with Mismatches: 
A.baumannii: TGTATTACCGCGGCTGCT 
456 
Forward 
 Nine MCM species: AGCAGCCGCGGTAATACG  
MCM Species with Mismatches: 
A.baumannii: AGCAGCCGCGGTAATACA 
456 
Reverse 
Eight MCM species: CATCTCACGACACGAGCTGAC   
MCM Species with Mismatches: 
K. pneumoniae & E. coli: CATTTCACAACACGAGCTGAC   
 
As detailed in Huggett et al. (Huggett, et al. 2013b) the MCM was spiked into 
human DNA. This was then sequenced following the two different sequencing 
protocols, each using the two different 16S PCR primer pairs. Sequencing was 
conducted on the 454 Junior, with runs of mixed primer pairs which were then 
bioinformatically split based on the primer sequence. Details of the sequencing 
output can be found in Table 5.2. 
.  
                                            
4
 This is based on Huggett et al. (Huggett, et al. 2013b). 
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Table 5.2 Sequencing summary for the chapter 5 datasets (library preparation 
experiments).  
 
Primer Pair 
16S V 
regions  
Number of 
Reads 
Mean Read 
Length 
Pre PCR 23 V2, V3 96474 387 
Pre PCR 456 V4, V5, V6 36570 338 
Post PCR 23 V2, V3 35923 413 
Post PCR 456 V4, V5, V6 47382 343 
 
 
The bioinformatics analysis of this experiment was conducted following the 
standard analysis pipeline as detailed in 4.4.1. To summarise, this pipeline was 
based on a megaBLAST (v. 2.2.26) search against a database of the 16S 
sequences for the species in the MCM followed by lowest common ancestor 
analysis in MEGAN (v. 4.70.4) and normalisation by 16S paralogue number.  
To give some measure of the variability of the bioinformatics measurements 
bootstrapping was performed on the datasets. The same standard 
bioinformatics analysis was performed for each of 1000 randomly sampled 
subsets (with replacement), each comprising 10% of the total number of filtered 
reads. The relative abundances of each species were recorded for each 
subsample, and then the variation between these results was measured.   
~ 64 ~ 
 
5.3 Results and Discussion   
 
The MCM was used to compare two different amplicon sequencing protocols. 
One where adaptors are added pre-PCR and one where they are added post-
PCR. This experiment investigated how the sequencing results produced by the 
two approaches differed for measuring the MCM. Both amplicon sequencing 
protocols used the same two PCR assays to amplify different parts of the 
bacterial 16S rDNA gene. 
 
5.3.1 Better agreement with mass-based estimation when adaptors added 
post-PCR 
 
The relative quantity of each species present in the MCM was calculated from 
the sequencing and this was used to compare the different protocols (results 
displayed in Table 5.3). The results demonstrate that there is better agreement 
with the mass-based estimation of the MCM composition when adaptors were 
ligated onto the amplicon post-PCR. This pattern is shown by both sets of 
primer pairs and can be clearly seen in the pie charts in Figure 5.2. 
 
5.3.2 When adaptors added pre-PCR the predominant organism depends on 
choice of variable region 
 
Which organism is measured as predominant changes depending on which 
variable region is examined when adaptors were applied pre-PCR. When 
applying the adaptors post-PCR, the predominant organisms remain the same 
though the magnitudes of those organisms differ from the mass-based 
estimation. For primer pair 23 S. pneumoniae was no longer measured as the 
predominant species when using pre-PCR protocols. Similarly K. pneumoniae 
for assay 456 was measured at a much lower level compared to the mass 
reading. This effect was less noteworthy when post-PCR protocols were used 
instead.  
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Table 5.3 The effect of applying adaptors post- versus pre- PCR amplification 
Results expressed as relative percentage abundance. 
 
 
Species 
Pre PCR 
23 
Pre PCR 
456 
Post PCR 
23 
Post PCR 
456 
N. meningitidis 37.174 53.362 40.747 49.106 
S. pneumoniae 0.360 25.977 29.044 26.963 
S. aureus 42.262 16.247 16.485 16.569 
K. pneumoniae 17.488 0.102 3.560 2.649 
S. pyogenes 0.076 2.789 6.609 3.101 
S. agalactiae 0.025 0.837 2.017 0.782 
E. faecalis 1.407 0.506 1.054 0.452 
E. coli 0.759 0.012 0.372 0.261 
P. aeruginosa 0.378 0.162 0.110 0.114 
A. baumannii 0.070 0.006 0.003 0.003 
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Figure 5.2 Effect of different adaptor protocols.  
This is measured by changing proportions of MCM species, compared to the 
mass based estimation (Qubit). From Huggett et al. (Huggett, et al. 2013b). 
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5.3.3 Mismatches to primers affect species quantifications 
 
The PCR primer pairs were not designed to be specific for all the species 
present in the MCM, a common situation in 16S studies where species 
composition may not be known a priori or it may simply not be possible to 
design a primer that is fully specific for a wide enough range of species. The 
aim in this experiment was to see how these mismatches in the primers affected 
quantification for those species, and in particular how these mismatches 
interacted with the changes in library preparation method, given that the 
different experimental protocols were expected to have an effect on PCR 
efficiency themselves.  
The forward primer for primer pair 23 had a mismatch to the three species in the 
MCM from the Streptococcus genus (details of species complementarity to 
primers in Table 5.1). These species were underestimated in all of the 
sequencing results compared to the mass-based estimations. However the 
reverse primer for primer pair 23 has a mismatch to A. baumannii but this did 
not seem to affect its proportion as estimated by the sequencing.  
Primer pair 456 has mismatches to three species in the MCM, one mismatch in 
the forward primer affecting A. baumannii and two mismatches within the 
reverse primer to K. pneumoniae and E. coli. All three of these species were 
underestimation by all of the sequencing results, suggesting the primer 
mismatches had an impact on subsequent quantification. 
The results of this experiment seem to show that in general mismatches to the 
PCR primers will result in underestimation of those species which it affects and 
that this effect is exacerbated when the pre-PCR adaptor ligation protocol is 
followed, with results for those species diverging even further from their mass 
based estimations. This effect can be clearly seen when looking at Figure 5.3 
and Figure 5.4: while the post-PCR results for both primer pair 23 and primer 
pair 456 show differences to the mass based estimations (dPCR) for those 
species with mismatches to the primers, the pre-PCR results show much 
greater divergence.  
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Figure 5.3 The effect of library preparation protocol when amplifying V23.  
The results of the two assays targeting variable regions 2 and 3, when adaptors 
are ligated pre- and post- PCR, are compared to dPCR results.  
 
 
Figure 5.4 The effect of library preparation protocol when amplifying V456. 
The results of the two assays targeting variable regions 4, 5 and 6, when 
adaptors are ligated pre- and post- PCR, are compared to dPCR results. 
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5.3.4 Effect of 16S variable region 
 
It is clear from the results that irrespective of which primer pair was used, when 
the adaptors were ligated post-PCR this led to relative species quantification 
profiles for the MCM which more closely matched the estimations based on 
mass. These results can then be used to assess which primer pair performed 
best when quantifying the MCM. As shown in Figure 5.5 both primer pairs (and 
thus the chosen 16S variable regions) performed well. However, it appears that 
the primer pair targeting V2 and V3 produced quantifications closer to those for 
the mass based estimations. However, without replication of the sequencing, 
these results are merely suggestive.  
 
 
Figure 5.5 Species quantification results using the post-PCR adaptor ligation. 
The graph shows the relative species quantifications for the two datasets which 
used the post-PCR adaptor ligation, compared to dPCR results. 
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5.3.5 Robustness of quantification 
 
In order to ascertain some measure of the robustness of the bioinformatics 
analysis a bootstrapping approach was applied. This bootstrapping approach 
was applied to each of the amplicon sequencing datasets. The coefficient of 
variation for the re-sampling results for each species is shown in Table 5.4. As 
might be expected, these results indicate that at low abundances there is 
greater variability in the results.  
 
Table 5.4 Estimating the variability of the relative abundances for the library 
preparation experiment.5 
 
 
Species Pre PCR 23 Post PCR 23 Pre PCR 456 
Post PCR 
456 
N. meningitidis 4.17% 3.51% 3.03% 3.85% 
S. pneumoniae 62.39% 5.00% 2.88% 4.98% 
S. aureus  2.81% 4.75% 5.22% 8.80% 
K. pneumoniae 5.81% 5.89% 96.85% 21.95% 
S. pyogenes 154.75% 20.73% 12.03% 20.49% 
S. agalactiae 300.18% 28.57% 18.70% 26.48% 
E. faecalis 32.69% 41.17% 44.08% 92.13% 
E. coli 30.06% 29.16% 281.73% 97.62% 
P. aeruginosa 54.40% 65.90% 99.78% 126.39% 
A. baumannii 212.35% 296.87% 312.46% 278.95% 
                                            
5
 The figures are coefficient of variation of the bioinformatic measurements. This is based on 
bootstrapping (with replacement) of 10% of the total reads (Huggett, et al. 2013b). 
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5.3.6 Summary  
 
In summary, these experiments aimed to investigate the effect of different 
amplicon sequencing protocols on the relative quantification of species by 
sequencing and for informing whether species specific primer mismatches could 
cause measurement issues for microbial profiling studies. The results show that 
for the Roche 454 Junior platform ligation of the adaptors pre-PCR will 
adversely affect the accuracy of subsequent species quantifications. More 
broadly this tells us that even small changes in experimental protocol can have 
a potentially large effect on downstream results. The use of control materials is 
one of the best ways to illuminate these kinds of effects and to control for them 
within experimental design.  
Regarding mismatches in the primers to target species, results for species 
where a sequence mismatch occurred generally underestimate the abundance 
of those bacteria compared to the mass-based method. These results indicate 
that quantification of specific bacteria in a mixed community sample by 16S 
amplicon sequencing will be dependent on choice of variable region and will be 
affected by sequence mismatches to the PCR primers in the respective species 
conserved regions. Factors affecting the efficiency of the PCR, such as the 
change to the sequencing protocol investigated here, will make results more 
susceptible to the biases already caused by mismatches to the PCR primers. 
Control materials such as the MCM can be used to evaluate and refine 
experimental set up and improve assay development. They are important both 
to evaluate and monitor experimental performance, so that the factors 
investigated here can be properly accounted for. 
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6 Amplicon Experimental Choices – Effect of Primer Choice  
 
Results presented in this chapter were published in: 
O’Sullivan, D.M., Laver, T., Tamisak, S., Redshaw, N., Harris, K.A., Foy, C.A., 
 Studholme, D.J., Huggett, J.F. (2014). Assessing the accuracy of 
 quantitative molecular microbial profiling. International Journal of 
 Molecular Sciences. 15(11), pp. 21476-91. 
 
6.1 Introduction  
 
It has been established that the both the choice of 16S variable region and the 
specificity of the primers used will affect the ultimate results of molecular 
microbial profiling studies. Engelbrektson et al. (Engelbrektson et al. 2010) 
evaluated 16S microbial molecular profiling on the Roche 454, using the 
microbial community of the termite hindgut. They found that the length of the 
chosen amplicon and the choice of primer pair had an effect on the resulting 
species measurements, but that the relative abundance of species was 
consistent for primer pairs which targeted the same variable regions. Liu et al. 
(Liu et al. 2008) demonstrated that the choice of 16S variable region which is 
targeted will result in different taxonomic assignments for some species, 
compared to the taxonomic assignment which would have been given to the full 
length sequence of the 16S rRNA gene.  Claesson et al. (Claesson et al. 2010) 
showed the importance of experimentally testing the effect of choice of variable 
regions rather than simply relying on predicted outcomes. Their computational 
analysis had suggested that both an amplicon spanning variable regions 3 and 
4 and one spanning regions 4 and 5 would result in high classification accuracy 
for their target population of the Human gut microbial community. However what 
their sequencing results revealed was that the amplicon targeting variable 
regions 3 and 4 suffered from significant amplification bias in comparison to the 
other regions investigated.  
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Mismatches between the primer and the targeted sequence are of great 
importance in microbial profiling studies as they can lead to PCR amplification 
bias. PCR amplification bias can result in selective amplification of certain 
species present at the expense of others resulting in an incorrect assessment of 
the microbial community (Polz & Cavanaugh 1998). Species which do not 
match the primers exactly will be amplified to a lesser extent; this could even 
lead to those species falling below the limits of detection for the study and being 
missed entirely. Thus results will not be true to the actual community 
composition. Mao et al. (Mao et al. 2012) used existing metagenomic datasets, 
as well as a 16S database, to assess the species coverage for so-called 
universal primers. They concluded that for most primer pairs greater than 10% 
of sequences present in the metagenomic datasets could not match with the 
primer. It is important when conducting molecular microbial profiling of 
communities to recognise which species will be accurately covered by the 
chosen variable regions and the exact sequence of the primer. 
This chapter investigated 16S amplicon sequencing. The aim of these 
experiments was to investigate the effect of different primer strategies on the 
resulting quantification of species. At the same time the different 16S variable 
regions were targeted to assess their effect on the species quantification. These 
experiments benefit from the use of the MCM as it is well quantified and 
provides a benchmark to compare the different results to. Thus not only can the 
precision of the sequencing replicates be evaluated for each strategy but the 
accuracy of the species quantifications can be assessed by comparison to the 
previously assigned values. To accomplish these aims the MCM was 
sequenced following four different 16S primer pairs, each following a different 
strategy for targeting the species present in the MCM. These four primer pairs 
consisted of two targeting variable regions 1 and 2 and two targeting an 
amplicon consisting of variable regions 4, 5 and 6. The different primer 
strategies and their specificity to the species in the MCM are described in 6.2. 
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6.2 Materials and Methods 
 
This thesis is concerned with bioinformatics analysis of data largely generated 
in the laboratory by collaborators at LGC. The generation of the experimental 
material was undertaken by collaborators and is referred to here in order to 
support and clarify the conclusions of the project. 
The MCM was used to investigate the effect on species quantification of using 
different primer strategies to conduct 16S amplicon sequencing (information on 
the different sequencing runs is contained in Table 6.1). Four different primer 
strategies were used, targeting two different sets of 16S variable regions. As 
shown in Figure 6.1, Alpha and Beta primer strategies targeted an amplicon 
spanning variable regions 1 and 2, while strategies Gamma and Delta targeted 
an amplicon to span variable regions 4, 5 and 6.  
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Figure 6.1 Primer pairs diagram for the effect of primer choice experiment 
Diagram of the 16S variable regions and where the primer pairs target. 
Locations and sequence of primer strategies Alpha (α), Beta (β), Gamma (γ) 
and Delta (δ) are shown. Positioning is based on the E. coli 16S rRNA gene. 
From O’Sullivan et al. (O’Sullivan et al. 2014) 
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Strategy Alpha consisted of a single forward primer with no degenerate bases 
which perfectly matched the conserved regions spanning variable regions 1 and 
2 of the Gram-negative but not Gram-positive members of the MCM. To 
measure the impact this would have on species quantification the same variable 
regions were targeted using mixes of different specific forward primers to the 
same priming site (strategy Beta), so that all species in the MCM should be 
perfectly matched. Both strategies used the same specific reverse primer.  
16S variable regions 4, 5 and 6 were targeted by Gamma and Delta strategies. 
Strategy Gamma used a single set of forward and reverse primers containing 
degenerate bases in order to provide complementarity to all MCM species. 
Strategy Delta used a novel approach of using a simple primer pair that aims to 
match its targets by relying on nucleotide cross priming (Ghosal & Muniyappa 
2006), specifically that T is able to bind not only to A but also to a lesser extent 
to G.   
PCR amplification and amplicon sequencing were conducted as detailed in 
O’Sullivan et al. (O’Sullivan et al. 2014). Sequencing was carried out on the 
Roche GS Junior 454, with three separate replicates for each primer strategy. 
Sequencing runs contained a mix of amplicon experiments which were then 
split into their individual datasets bioinformatically by matching to the respective 
PCR primer: a maximum of two mismatches to the primer were allowed. As 
detailed in Table 6.1 read numbers for each replicate varied from 13994 to 
88561. The bioinformatics analysis of this experiment was conducted following 
the standard analysis pipeline as detailed in the 4.4.1. To summarise, this 
pipeline was based on a megaBLAST (v. 2.2.26) search against a database of 
the species in the MCM followed by lowest common ancestor analysis in 
MEGAN (v. 4.70.4) and normalisation by the number of paralogous copies of 
the 16S locus. 
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Table 6.1 Sequencing summary of the chapter 6 datasets (the effect of primer 
choice experiments).  
 
Primer Pair 
16S V 
regions  
Number of  
Reads 
Mean Read Length 
Alpha - replicate 1 V1, V2 66256 253 
Alpha - replicate 2 V1, V2 46248 279 
Alpha - replicate 3 V1, V2 52007 274 
Beta - replicate 1  V1, V2 88561 264 
Beta - replicate 2 V1, V2 31595 275 
Beta - replicate 3 V1, V2 37095 290 
Gamma - replicate 1 V4, V5, V6 49211 420 
Gamma - replicate 2 V4, V5, V6 24535 453 
Gamma - replicate 3 V4, V5, V6 23435 438 
Delta - replicate 1 V4, V5, V6 34433 460 
Delta - replicate 2 V4, V5, V6 13994 425 
Delta - replicate 3 V4, V5, V6 30696 411 
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6.3 Results and Discussion   
 
These experiments explore the effect of using different 16S primer strategies on 
the quantification of species by sequencing. Four different primer pairs were 
used to sequence the MCM: Alpha, Beta, Gamma and Delta.  
6.3.1 Primer pair Alpha gives poor agreement with dPCR 
 
Each of the four primer strategies were sequenced in triplicate. The relative 
species abundances for each replicate are in Table 6.2. The results for primer 
pair Alpha show disagreement to both the dPCR and Qubit quantifications of 
the MCM. As shown in Figure 6.2, S. pneumoniae, S. pyogenes, S. agalactiae 
and E. faecalis were underestimated compared to the mass based estimations.  
Primer pair Alpha targeted variable regions 1 and 2. The lack of agreement with 
dPCR estimations was not due to the choice of variable regions targeted as 
when a mixture of specific primers were used (primer pair Beta) there was good 
agreement with the dPCR. The primers for primer pair Alpha were designed to 
only be specific for the Gram-negative members of the MCM which accounts for 
the underestimation of gram-positive members of the MCM – S. pneumoniae, S. 
pyogenes, S. agalactiae and E. faecalis. However S. aureus, for which the 
primers were not perfectly matching, is not underestimated by the sequencing.  
The two primer pairs targeting variable regions 4, 5 and 6, Gamma and Delta, 
produced species quantifications that were in line with the dPCR results (Figure 
6.3). There were no species where the sequencing quantification markedly 
differed from the dPCR and no instance where a noticeable over- or under- 
representation in the sequencing was supported by all three sequencing 
replicates.  For example P. aeruginosa was underrepresented, compared to the 
dPCR, by sequencing replicate two for primer pair Delta but was then 
overrepresented according to replicate three. This demonstrates that the 
principle of producing primers that match to their targets by relying on 
nucleotide cross priming (Ghosal & Muniyappa 2006) is sound and can produce 
results that are the same as those producing by using degenerate bases 
(primer pair Gamma).   
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Table 6.2 Results for primer pairs Alpha, Beta, Gamma and Delta. 6 
Results expressed as relative percentage abundance. Qubit and dPCR results 
for the MCM are included f 
  
                                            
6
 The results are expressed as relative percentage abundance. Qubit and dPCR results for the 
MCM are included for comparison. 
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Figure 6.2 Results for Alpha and Beta datasets. 
The results for the two primer pairs targeting V1 and V2: Alpha and Beta. Box 
plots of the relative abundances of each species are shown as a fraction of the 
MCM, based on relative copy number. dPCR results are included for 
comparison. The results are from O’Sullivan et al. (O’Sullivan et al. 2014). 
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Figure 6.3 Results for Gamma and Delta datasets. 
The results for the two primer pairs targeting V4, V5 and V6: Gamma and Delta. 
Box plots of the relative abundances of each species are shown as a fraction of 
the MCM, based on relative copy number. dPCR results are included for 
comparison. The results are from O’Sullivan et al. (O’Sullivan et al. 2014). 
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6.3.2 Precision of different primer strategies  
 
Having three sequencing replicates for each primer pair allows the precision of 
each primer pair to be evaluated. For primer pair Alpha there was considerably 
more inter-run variation compared to the other primer pairs. This can be seen in 
Figure 6.2 and is amply demonstrated by examination of the coefficient of 
variation (Table 6.3). The precision for primer pair Beta was considerably 
improved, again demonstrating that the issues with primer pair Alpha are due to 
the specificity of its primers, not the choice of variable regions that it targets.  
Primer pairs Gamma and Delta both demonstrated considerably better precision 
than Alpha, although they had a greater mean coefficient of variation than the 
results for primer pair Beta. This demonstrates that the level of precision of the 
sequencing results demonstrated by a primer pair is not dictated by the choice 
of target variable region.  
 
 
Table 6.3 Coefficient of variation for the different primer pairs.7 
 
Gram Species 
Strategies (% CV) 
 
α β γ δ 
N
e
g
a
ti
v
e
 
N. meningitidis 19 2 5 6 
K. pneumoniae 8 10 37 31 
E. coli 24 10 23 25 
P. aeruginosa 52 37 47 64 
A. baumannii 26 23 15 38 
P
o
s
it
iv
e
 
S. pneumoniae 37 10 5 7 
S. aureus 15 16 9 13 
S. pyogenes 70 7 2 1 
S. agalactiae 61 3 13 10 
E. faecalis 52 14 7 16 
 Average 36 13 16 21 
                                            
7
 The table contains the coefficient of variation (expressed as a percentage) of each MCM 
species for the 4 different amplicon primer strategies used on the MCM (O’Sullivan et al. 2014). 
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6.3.3 Lower precision and accuracy for Alpha due to primer non-specificity 
for Gram-positive bacteria 
 
The greater inter-run variation for the Alpha datasets appears to be 
predominantly due to the underestimations (compared to mass based 
measurements) associated with the Gram-positive bacteria to which the primers 
were not specific. The results for the Gram-negative species targeted by primer 
pair Alpha are much more accurate when judged against the dPCR results 
(Figure 6.4).  
This demonstrates the need to use primers that specifically match target 
species, as otherwise they can be underestimated. In the context of profiling a 
mixed microbial community, where the exact species composition may not be 
known a priori, this is still an important factor to take into account. It must be 
realised that species which do not specifically match to the primers will be 
underrepresented or potentially even missed by the profiling study.  Ideally the 
likely target community should be assessed and the primers matched to them, 
perhaps using multiple different amplicons where one is insufficient to cover a 
great enough taxonomic range. This is an area where metagenomic control 
materials can play a role: both in pilot studies to assess the likely performance 
of primers but also as spike-ins to profiling studies to guide whether certain taxa 
are being biased against.  
The lower precision and the deviations from dPCR estimations of species 
abundance for primer pair Alpha are due to the results for the Gram-positive 
species in the MCM. This primer pair was designed to only be specific to the 
Gram-negative members of the MCM in order to explore these issues.  
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Figure 6.4 Alpha results for Gram-Negative speices. 
The figure shows box plots of the relative abundances of each species as a 
fraction of the MCM, based on relative copy number. dPCR results are included 
for comparison. This is based on data from O’Sullivan et al. (O’Sullivan et al. 
2014).  
 
As shown in Figure 6.5 the forward primer for the Beta and Gamma primer pairs 
perfectly matched to the target regions of all the species in the MCM. This was 
accomplished by using a mix of specific primers and degenerate bases for the 
Beta and Gamma primer pairs respectively. While the forward primer for primer 
pair Delta technically contains two mismatches to the MCM species, it is relying 
on the ability of T to cross prime to C to give it specificity to the species (Ghosal 
& Muniyappa 2006). The precision shown by the sequencing replicates for 
these three primer pairs, as well as their correspondence to the dPCR 
measurements, show the ability of these primers to sequence the MCM without 
amplification bias.   
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Figure 6.5 Primer mismatches for the MCM species.   
The diagram shows mismatches in the MCM species to the Alpha (α), Beta (β), 
Delta (δ) and Gamma (γ) forward primer sequences. Numbers on the right of 
the alignments indicate the number of mismatches to the primer. The figure is 
based on Muscle (Edgar 2004) alignments in Seaview (Gouy et al. 2010). 
 
Primer pair Alpha contains mismatches in the forward primer to the Gram-
positive members of the MCM (as shown in Figure 6.5). Apart from S. aureus 
the mismatches seem to correlate with underestimation of species compared to 
dPCR (as shown in panel A of Figure 6.6). However as shown in panel B of 
Figure 6.6, strategy Beta also seems to underestimate those species (S. 
pneumoniae, S. pyogenes, S. agalactiae and E. faecalis) though to a lesser 
degree. This makes it less clear if the underestimation of those species is purely 
due to non-specificity to the primer or whether the choice of variable region 
plays a role as well. The only Gram-Positive species in the MCM that was not 
underestimated by the sequencing for primer pair Alpha compared to the dPCR 
measurements was S.aureus. The Alpha forward primer only had one mismatch 
to S.aureus, compared to two mismatches for each of the other Gram-positive 
species. The fact that this species is not underestimated, while the other 
species which have mismatches to the primer are, suggests that one mismatch 
to the primer can be tolerated and will not necessarily affect species 
quantification.  
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Figure 6.6 Effect of primer mismatches on species quantifications. 
Panel A shows strategy Alpha compared to the number of mismatches each 
species had to the forward primer. Panel B shows strategy Alpha compared to 
strategy Beta which targeted the same variable regions. 
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6.3.4 There is good agreement between variable regions 
 
It is not possible to assign all reads to species level, even using a database 
containing only those organisms present in the MCM. Different variable regions 
perform better for resolving reads. The assays targeting variable regions 4, 5 
and 6 (primer pairs Gamma and Delta) had a greater number of reads that were 
not resolved to species level following calculation of the lowest common 
ancestor of the top BLAST hits in MEGAN.  
Primer pair Alpha had primers specific to the Gram-negative organisms in the 
MCM; this enables those species to be used to compare the quantitative 
performance of the different 16S variable regions in a way that is independent 
of primer mismatches to species. When only the Gram-negative species are 
examined (Figure 6.7), all primer pairs result in good agreement with the dPCR 
results. There appears to be no clear correlation between the variable region 
targeted and the accuracy of the species quantification compared to the dPCR. 
For example, while the Beta primer pair underestimates the P. aeruginosa and 
A. baumannii compared to the dPCR measurements, the Alpha primer pair, 
which targeted the same variable regions, overestimated them. This suggests 
the choice of variable regions that were targeted did not lead to considerable 
bias in the sequencing results. 
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Figure 6.7 Results for just the Gram-negative species in the MCM. 
The mean relative abundance is shown for each of the primer pairs compared 
to the dPCR measurements.  
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6.3.5 Summary  
 
The experiments discussed in this chapter aimed to assess how different primer 
strategies performed when quantifying a mixed material. Specifically, the aim 
was to investigate issues such as precision and accuracy and how these are 
affected by choice of targeted variable region and lack of primer specificity to 
target species.  
The main finding was that when the primers are specific to their target species 
(primer pairs Beta, Gamma and Delta) there is good agreement with dPCR 
measurements of the material (Figure 6.8). Additionally, sequencing replicates 
for those primer pairs demonstrate a high level of precision. However when 
there are primer mismatches to target species, this will result in underestimation 
of those species compared to the dPCR results and greater variation in the 
sequencing replicates.  
 
Figure 6.8 Summary of results for all primer pairs. 
The graph compares the mean relative abundances for each primer pair (Alpha, 
Beta, Gamma and Delta) with the Qubit and dPCR measurements. 
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The MCM was designed to be a clinically relevant panel of species. The 
significance of the results of this chapter in that context is that any of the primer 
pairs Beta, Gamma or Delta would be suitable for detecting those organisms in 
a clinical context. Additionally, the variable regions targeted are suitable for 
providing an accurate quantification for those species. The finding that primer 
pair Delta performs as well as those primer strategies utilising multiple primers 
or degenerate bases provides evidence that nucleotide cross priming (Ghosal & 
Muniyappa 2006) is a viable strategy for providing primer specify to target 
species. This might make it possible to produce primers that will bind a wider 
range of target species with fewer degenerate bases or different primers 
needed. 
This chapter has demonstrated how a well quantified control material can be 
used to assess the performance of key experimental choices in an amplicon 
sequencing study. This allows results to be compared to an assigned value for 
each species, rather than simply comparing with replicates or between primer 
pairs. Application of control materials to assess the quantitative performance of 
molecular profiling is important if its results are to be trusted. 
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7 Amplicon Bioinformatics Choices 
 
7.1 Introduction  
 
When conducting molecular microbial profiling, error comes into the process at 
all stages of the experimental pipeline, from DNA sampling, to library 
preparation and sequencing, and finally during the process of analysing the 
data. This chapter looks at the effect of those choices made after sequencing, 
during the analysis steps. 
When using 16S for microbial profiling there can be difficulties in resolving taxa 
to species level. This is especially true when public databases are used, as they 
are known to contain a large number of unresolved errors (Ashelford et al. 
2005). Lack of variation in 16S sequence between closely related species is 
also compounded by sequencing error: there are very few real sequence 
differences between close species so it only takes a few errors for miss-
assignment (Claesson et al. 2010). The more closely related species present in 
the database the greater the difficulty in resolving beyond family or genus level; 
identity thresholds for classifying a particular taxonomic level must be worked 
out. There will be a trade-off between false positives and false negatives. There 
is a role for control materials in where to set that cut-off. MEGAN (Huson et al. 
2011) favours false negatives over false positives by using a lowest common 
ancestor algorithm to assign reads, while operational taxonomic unit (OTU) 
approaches are more likely to favor false positives due to separate OTU 
clusters for sequencing errors. 
This chapter investigated some of the choices made during the analysis stage 
of molecular microbial profiling studies which had the potential to affect the 
subsequent species quantifications. This included the impact of using different 
read quality filters pipelines as well as the key issue of the effect of the16S 
database on results. To investigate these factors the 16S amplicon datasets 
(primer pairs Alpha, Beta, Gamma, Delta) (described in 6.2) were reanalysed in 
a variety of different bioinformatics experiments. 
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7.2 Materials and Methods 
 
7.2.1 Investigating data filtering   
 
To investigate the effect of different read quality filtering procedures on the 
species quantifications, the standard filtering regime used in this project, based 
on the Human Microbiome Project high stringency pipeline and described in 
4.4.1, was compared to alternative filtering regimes. One alternative was based 
on the Human Microbiome Project low stringency pipeline while the other two 
filtering regimes were based on the high and low stringency filtering pipelines 
performed by Shakya et al. (Shakya et al. 2013).  
The steps in the Human Microbiome Project high stringency pipeline are 
described in 4.4.1. The Human Microbiome Project low stringency pipeline 
included the same steps for removing homopolymers and reads containing 
ambiguous base calls; however for sequence trimming by quality the sequences 
were trimmed at the position where the cumulative mean quality score dropped 
below 35 (Methé et al. 2012). The Shakya et al. (Shakya et al. 2013) low 
stringency pipeline removes homopolymers, reads containing ambiguous base 
calls and reads shorter than 200 bp but does not include a quality trimming 
step. The high stringency pipeline included these steps plus a quality trimmed 
step where sequences were trimmed when the mean quality score within a 50 
bp sliding window fell below 20. 
To test whether the automatic sequence quality control procedures performed 
by the 454 sequencing software had an effect on the final species 
quantifications, versions of some primer pair datasets were generated by 
collaborators at LGC without the automatic quality control. This data was then 
analysed following the standard amplicon analysis pipeline (4.4.1). 
The effect of changing filtering parameters on subsequent species 
quantifications was investigated by re-analysing each of the amplicon datasets 
using different minimum read lengths cut-offs (minimum length of read after 
quality trimming) and different quality score cutoffs. Each combination of quality 
cut off and minimum length parameters was run for each read set. For each 
iteration, the relative abundance for each species was compared to the 
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corresponding dPCR results. The log (to avoid the more abundant species 
having an overwhelming effect) differences to dPCR were totaled for each 
iteration and the result plotted.  
 
7.2.2 Investigating choice of reference database 
 
To assess the effect of choice of reference database, the amplicon reads were 
analysed using the SILVA database (release 111) (Pruesse et al. 2007) as a 
reference database. The other steps in the analysis pipeline were the same as 
for the standard analysis (4.4.1) with the exception that the results were 
reported for MEGAN’s (Huson et al. 2011) genus level assignments rather than 
species level, and thus they were not normalised by 16S copy number (as it 
would not be the same for all members of the genus). To provide a fair 
comparison the amplicon reads were also re-analysed following the standard 
analysis pipeline (using the custom database of MCM species only) but with 
results reported at genus level. 
The MG-RAST (Meyer et al. 2008) analysis portal was utilized to provide a 
comparison of a different analysis methodology. The filtered read sets for each 
16S primer pair replicate were uploaded to the MG-RAST portal and analysis 
was run following its standard settings. MG-RAST results cited in this chapter 
can be found under MG-RAST IDs 4552583.3 (primer pair Beta replicate 1) and 
4552582.3 (primer pair Gamma replicate 1). Results in this chapter are 
displayed at genus level with a minimum support of 5 reads required to show a 
genus as present.  
 
7.2.3 SILVA mis-annotations 
 
This project identified mistakes in the SILVA database (release 111). Potentially 
mis-annotated SILVA reference sequences were identified in the SILVA BLAST 
hits for the MCM. megaBLAST (v. 2.2.26) (Morgulis et al., 2008) searches 
against the NCBI non-redundant nucleotide database (accessed 16/05/2013) 
were used to verify the true identity of the sequences. Incorrect annotations 
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were then confirmed by placing those sequences in a phylogenetic tree 
containing the taxa they appeared to be based on the BLAST hits and the taxa 
they were labeled as in SILVA. 
The phylogenetic tree was generated to verify the true taxonomic placement of 
putative mis-annotated sequences from the SILVA database. The K. 
pneumoniae (NC_009648.1), E. coli (NC_004431.1) and P. aeruginosa 
(NC_002516.2)16S rRNA sequences are from the MCM reference strains and 
were downloaded from the NCBI. The other sequences were extracted from 
SILVA and verified by megaBLAST (v. 2.2.26) (Morgulis et al. 2008) searches 
against the NCBI non-redundant nucleotide database (accessed 16/05/2013); 
these are SILVA accessions: AB453329.1.1236, AB010951.1.1478, 
AB010840.1.1318, AB046357.1.1493, AB008509.1.1467 and 
AB099655.1.1533. The phylogenetic tree was rooted by centrality and 
constructed using bioNJ (Gascuel 1997) based on a Muscle alignment (Edgar 
2004) performed in Seaview  (Gouy et al. 2010). 
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7.3 Results and Discussion   
 
7.3.1 The need for quality filtering  
 
Quality filtering DNA sequencing data is important for all applications due to the 
inherent errors present in the methodology which if not removed will lead to 
subsequent errors in the results. Figure 7.1 demonstrates why quality filtering is 
of particular importance for molecular profiling studies. Even small amounts of 
noise in the data caused by sequencing error will result in false rare species 
calls, artificially inflating diversity estimates.  
 
 
Figure 7.1 Why filtering sequencing data is a necessity not a luxury.  
The main difference between raw and filtered data is the small number of reads 
containing many sequencing errors (a); however these reads are likely to be 
unique thanks to the errors leading to erroneous OTU/species calls. Filtering 
removes many of the error filled reads (b); this has a large effect on filtering out 
incorrect OTUs/species because many OTUs are supported by few reads (c). 
From Reeder and Knight (Reeder & Knight 2009). 
 
 
This project used a quality filtering regime based on the high stringency pipeline 
of the Human Microbiome Project (details in 4.4.1). They used a sliding window 
quality cut-off as this performed better on their mock community than a hard 
cut-off or a rolling mean (which was used in their low stringency pipeline) 
(Schloss et al. 2011). Table 7.1 and Table 7.2 summarise the filtering 
information for the 16S Alpha, Beta, Gamma and Delta primer pair datasets. For 
the amplicon datasets the percentage of reads removed by the filtering varied, 
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perhaps indicating variability in the quality of the sequencing runs. The 
advantage of following a strict filtering regime (as was the case for this project, 
based on the Human Microbiome Project high stringency pipeline) is that it 
should equalise the quality of the datasets so that only those reads of decent 
quality are included in the analysis. 
 
 
 
Table 7.1 Summary filtering information primer pairs Alpha and Beta.8 
 
 Dataset 
Pre-
filter 
Reads 
Pre-filter 
Read 
Length 
(bp) 
Failed 
Chimera 
Failed 
Qual 
Passed 
Filters 
Passed 
Read 
Length 
(bp) 
Passed 
(%) 
Alpha - 
replicate 
1 
66256 253 3787 35246 27223 309 41.088 
Alpha - 
replicate 
2 
46248 279 3336 16817 26095 307 56.424 
Alpha - 
replicate 
3 
31595 275 1834 12140 17621 308 55.771 
Beta - 
replicate 
1 
88561 264 6346 39234 42981 312 48.533 
Beta - 
replicate 
2 
52007 274 3563 20598 27846 312 53.543 
Beta - 
replicate 
3 
37095 290 2335 10398 24362 308 65.675 
 
  
                                            
8
 The Failed Chimera numbers indicate the reads were classified as a PCR chimera by Chimera 
Slayer and removed. Failed Qual means the reads failed one of the steps in the quality filtering 
process (failing to meet the minimum length post quality trimming or containing a homopolymer 
or ambiguous base call). 
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Table 7.2 Summary filtering information primer pairs Gamma and Delta.9 
 
 Dataset 
Pre-
filter 
Reads 
Pre-filter 
Read 
Length 
(bp) 
Failed 
Chimera 
Failed 
Qual 
Passed 
Filters 
Passed 
Read 
Length 
(bp) 
Passed 
(%) 
Gamma 
replicate 
1 
34433 460 12838 7178 14417 391 41.87 
Gamma 
replicate 
2 
13994 425 4575 5133 4286 355 30.627 
Gamma 
replicate 
3 
30696 411 9433 12901 8362 319 27.241 
Delta 
replicate 
1 
49211 420 16694 16753 15764 329 32.033 
Delta 
replicate 
2 
24535 453 9022 7558 7955 340 32.423 
Delta 
replicate 
3 
23435 438 8194 6923 8318 372 35.494 
 
7.3.2 Choice of quality filtering pipeline does not affect species 
quantifications 
 
To explore the effect the choice of quality filtering regime might have on 
subsequent species quantifications, the standard analysis pipeline for this 
project, based on the Human Microbiome Project’s high stringency pipeline, 
was compared to three other read quality filtering pipelines. These were the low 
stringency pipeline from the Human Microbiome Project and the high and low 
stringency pipelines from Shakya et al. (Shakya et al. 2013). These different 
filtering regimes were applied to a primer pair Beta replicate (results Table 7.3) 
                                            
9
 The Failed Chimera numbers indicate the reads were classified as a PCR chimera by Chimera 
Slayer and removed. Failed Qual means the reads failed one of the steps in the quality filtering 
process (failing to meet the minimum length post quality trimming or containing a homopolymer 
or ambiguous base call). 
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and a primer pair Gamma replicate (results Table 7.4). As demonstrated in 
Figure 7.2 the choice of filtering regime has little effect on the resulting species 
quantifications for the dataset. This increases confidence in the conclusions 
drawn from the results for these datasets, as the results are not subject to 
substantial change when part of the bioinformatics process is changed.  
 
Table 7.3 Results for primer pair Beta with different filtering regimes. 10 
 
Species Qubit dPCR HMP high  
HMP 
low 
Shakya 
High 
Shakya 
Low 
N. meningitidis 34.42 35.08 37.06 37.02 36.84 36.78 
S. pneumoniae 31.09 38.38 26.28 25.90 25.96 25.79 
S. aureus 12.27 10.37 21.21 19.07 18.22 18.15 
K. pneumoniae 12.18 7.02 9.61 10.55 11.15 11.40 
S. pyogenes 5.83 6.11 3.41 4.63 4.91 4.93 
S. agalactiae 1.87 1.74 1.07 1.25 1.26 1.28 
E. coli 1.03 0.70 0.28 0.30 0.27 0.29 
E. faecalis 0.81 0.49 0.99 1.14 1.26 1.26 
P. aeruginosa 0.43 0.07 0.06 0.10 0.09 0.09 
A. baumannii 0.07 0.05 0.03 0.03 0.03 0.03 
 
 
Table 7.4 Results for primer pair Gamma with different filtering regimes. 11 
 
Species Qubit dPCR HMP high  
HMP 
low 
Shakya 
High 
Shakya 
Low 
N. meningitidis 34.42 35.08 33.68 35.20 34.03 34.40 
S. pneumoniae 31.09 38.38 34.90 30.48 29.91 29.70 
S. aureus 12.27 10.37 16.82 17.62 19.67 19.48 
K. pneumoniae 12.18 7.02 5.45 8.05 7.79 7.67 
S. pyogenes 5.83 6.11 5.45 5.03 5.24 5.13 
S. agalactiae 1.87 1.74 2.42 1.97 1.76 1.89 
E. coli 1.03 0.70 0.46 0.66 0.68 0.78 
E. faecalis 0.81 0.49 0.65 0.71 0.69 0.72 
P. aeruginosa 0.43 0.07 0.05 0.17 0.14 0.14 
A. baumannii 0.07 0.05 0.11 0.10 0.10 0.09 
 
                                            
10
The table shows the results for primer pair Beta replicate 2 when different read quality filtering 
regimes are applied to the dataset. The results are expressed as relative percentages.  
11
 The table shows the results for primer pair Gamma replicate 2 when different read quality 
filtering regimes are applied to the dataset. The results are expressed as relative percentages.  
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Figure 7.2 The effect of different filtering regimes. 
The graph shows the relative species abundances for a Beta and Gamma 
replicate when the datasets are subject to different read quality filtering regimes. 
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7.3.3 454 automatic filtering redundant  
 
The Roche 454 GS Junior automatically carries out its own quality control on 
the reads it generates. This project sought to explore whether that was having 
any effect on the resulting species quantifications for those datasets. Could the 
automatic filters be removing useful data which would improve the accuracy of 
the quantifications made with the datasets? 
One alternative dataset was produce for each primer pair with the 454 
automatic filtering turned off. These datasets were then processed following the 
same standard quality filtering regime; the summary of this filtering process is in 
Table 7.5. When the number of reads passing the filtering process is compared 
to the number of reads which pass for the datasets produced with 454 
automatic filtering still on (Table 7.3 and Table 7.4) it is clear that very few extra 
reads are being added to the datasets. This demonstrates that the 454 
automatic filtering is almost exclusively removing low quality reads which would 
have failed the quality filtering anyway. Figure 7.3 and Figure 7.4 demonstrate 
these additional reads have virtually no impact on the species quantifications for 
the datasets. So it is possible to conclude that the 454 automatic filtering is not 
removing useful data and is having minimal effect on results. 
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Table 7.5 Summary information on filtering of datasets 40 and 44 with Roche 
automatic filtering disabled.12   
 
  Dataset 
Pre-
filter 
Reads 
Pre-filter 
Read 
Length 
(bp) 
Failed 
Chimera 
Failed 
Qual 
Passed 
Filters 
Passed 
Read 
Length 
(bp) 
Passed 
(%) 
Alpha - 
replicate 
3  55607 306 3704 23878 28025 318 50.40 
Beta - 
replicate 
1 93341 303 6808 43651 42882 312 45.94 
Gamma - 
replicate 
1 36632 459 12890 8919 14823 401 40.47 
Delta - 
replicate 
3 26531 428 8420 9401 8710 384 32.83 
  
                                            
12
 The Failed Chimera numbers indicate the reads were classified as a PCR chimera by 
Chimera Slayer and removed. Failed Qual means the reads failed one of the steps in the quality 
filtering process (failing to meet the minimum length post quality trimming or containing a 
homopolymer or ambiguous base call). 
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Figure 7.3 Does 454 automatic filtering have an effect: Alpha & Beta strategies. 
The graphs show the relative species abundances for a Alpha and Beta 
replicate when the datasets are subject to the 454 quality filter in combination 
with the project filter and when only the project filtering regime is applied. 
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Figure 7.4 Does 454 automatic filtering have an effect: Gamma & Delta 
strategies. 
The graphs show the relative species abundances for a Gamma and Delta 
replicate when the datasets are subject to the 454 quality filter in combination 
with the project filter and when only the project filtering regime is applied. 
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7.3.4 The effect of quality filtering parameters  
 
To further clarify the effect which different filtering measures had on the results, 
two key filtering metrics were explored in more detail: quality cut-off and 
minimum read length (post quality filtering). The Alpha, Beta, Gamma and Delta 
primer pair datasets were iteratively re-analysed with different combinations of 
these two filtering parameters, and the results of each iteration were compared 
to the dPCR results then these values are graphed (Figure 7.5). The hope was 
that this would elucidate an optimal combination of filtering parameters: a 
combination of parameters which consistently produced the least difference 
from the dPCR results. While the results of this exercise are not completely 
clear or consistent, a quality score of 35 consistently produces results which are 
the closest to the dPCR results. This is as should be expected given that a 
desire for improved accuracy is why the data was filtered with that quality score 
cut-off in the standard amplicon analysis pipeline for this project. There also 
appears to be a suggestion of a pattern whereby a low minimum length cut off 
results in greater disagreement with dPCR results, presumably because short 
reads are then being used in the analysis, which provide less accurate 
quantifications, which reduces the overall accuracy of the results.  
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Figure 7.5 Measuring the effect of filtering parameters. 
The amplicon datasets were re-analysed with different minimum read lengths 
and quality cut offs (key in top right of graph); the results were measured as a 
difference to the dPCR results. 
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7.3.5 Evaluation of the effect of database composition   
 
One of the most important bioinformatic choices that has to be made when 
analysing 16S data is which database to use for taxonomic assignment. For 
most of the analysis in this project the aim was to provide the most accurate 
bioinformatic quantifications of species possible. To which end the knowledge of 
the starting material was exploited to generate a database of the species 
present. This provides the most accurate estimations of relative abundance, 
allowing this to be used to evaluate other aspects of the experimental pipeline. 
Real applications of molecular microbial profiling do not have the luxury of a 
priori knowledge of the species present in their sample. 16S databases are 
known to contain errors. Ashelford et al. (Ashelford et al. 2005) suggested that 
as many as 1 in 20 16S sequences held within public databases may contain 
mistakes. To test the effect on the results, the Alpha, Beta, Gamma and Delta 
primer pairs were re-analysed against a database appropriate for a typical 
bacterial profiling study: the SILVA database (Pruesse et al. 2007). 
 
7.3.6 The SILVA database fails to identify MCM genera 
 
The amplicon datasets were reprocessed using the SILVA database as a 
reference, results of which are in Table 7.6 (for primer pairs Alpha and Beta) 
and Table 7.7 (for primer pairs Gamma and Delta). Results were compared at 
the genus level because when the SILVA results were processed to species 
level there were hits to sequences from species that were known not to be 
present within the MCM but that were in the same genus as a species that was. 
Given that microbial profiling studies often compare results at even higher 
taxonomic levels, judging the SILVA results based on genus level results gives 
a fairer picture of its performance.  
Despite examining reads at the genus level and requiring a minimum support of 
5 reads for a taxon to be called, there were still assignments to some genera 
that are not present in the MCM. This shows that when conducting microbial 
profiling studies, the apparent detection of low abundance taxa cannot always 
be trusted.  
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Comparing the results of the analysis against the SILVA database to those 
produced by the standard analysis pipeline used in this project, when using the 
SILVA database MEGAN consistently fails to include Klebsiella, Escherichia 
and Pseudomonas in its genus-level assignments across all amplicon datasets. 
This is particularly striking for Klebsiella as it is one of the more abundant 
genera in the MCM. Figure 7.6 illustrates that when the SILVA database is used 
as reference, the reads are assigned further towards the root in MEGAN 
compared to those results produced by the standard analysis pipeline. Failure 
to assign reads to these missing genera could be due to 16S rRNA sequence 
conservation across genera or sequencing errors in the reads causing them to 
generate a good BLASTN hits to another taxa in the database and thus be 
pushed towards the root by MEGAN’s lowest common ancestor algorithm. 
However, a more likely explanation is that one or more sequences in the 
database are mislabeled, so, when a BLAST hit is generated for the correct 
species and a sequence that is from the correct species but labeled in the 
database as taxonomically distant, MEGAN’s lowest common ancestor 
algorithm again acts to ensure the taxonomic classification is conservative. The 
most likely result of this would be to push reads towards the root, as is seen in 
Figure 7.6. Evidence for this hypothesis is provided in 7.3.7. 
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Table 7.6 Genus level results for Alpha and Beta against SILVA.13 
Summary of genus level results against both the MCM species only database 
and the SILVA database (Pruesse et al. 2007). Results are expressed as 
percentage relative abundances for each dataset. A minimum support level of 5 
was required in MEGAN (Huson et al. 2011) to support a taxon. 
 
 
 
 
  
                                            
13
The table summarises the genus level results against both the MCM species only database 
and the SILVA database (Pruesse et al. 2007). The results are expressed as percentage 
relative abundances for each dataset. A minimum support level of 5 was required in MEGAN 
(Huson et al. 2011) to support a taxon.  
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Table 7.7 Genus level results for Gamma and Delta against SILVA.14 
Summary of genus level results against both the MCM species only database 
and the SILVA database (Pruesse et al. 2007). Results are expressed as 
percentage relative abundances for each dataset. A minimum support level of 5 
was required in MEGAN to support a taxon. 
  
                                            
14
 The table summarises the genus level results against both the MCM species only database 
and the SILVA database (Pruesse et al. 2007). The results are expressed as percentage 
relative abundances for each dataset. A minimum support level of 5 was required in MEGAN 
(Huson et al. 2011) to support a taxon. 
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Figure 7.6 Comparison of standard bioinformatics pipeline with SILVA 
Comparison of the two approaches for primer pair gamma replicate 3 (as 
displayed in Table 7.6). Genus level results displayed in MEGAN (Huson et al. 
2011), normalised by dataset size for fair comparison.  
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7.3.7 The SILVA database contains mis-annotated sequences  
 
When the amplicon datasets were analysed against the SILVA database, 
genera known to be present in the MCM were missing from the taxonomic 
profile generated. Errors in the SILVA database affecting those missing genera 
were detected. 
The SILVA database (Quast et al., 2013) contains mis-annotations which can 
lead to incorrect classification of reads, or shift the assignments of reads to a 
higher taxonomic level by the lowest common ancestor analysis, as is the case 
for MEGAN (Huson et al., 2011).  
Table 7.8 illustrates a few such examples of mis-annotated sequences identified 
by this project. The BLAST hits against the NCBI database clearly demonstrate 
that the SILVA taxonomic string for those sequences is incorrect. In some cases 
(e.g. AB680060.1.1465 and JQ315432.1.1486) the SILVA species description is 
correct but the rest of the taxonomic string is incorrect. In other cases (e.g. 
HQ204284.1.1501) the whole taxonomic string is clearly in error.  
This is also verified by the phylogenetic tree shown in Figure 7.7. The 
phylogenetic tree was generated to verify the true taxonomic placement of 
putative mis-annotated sequences from the SILVA database. Representative 
sequences from the taxa indicated by the SILVA annotations were included 
along with the putative mis-annotated sequences and the relevant sequences 
from MCM species. The aim was to test if the mis-annotated sequences 
branched with the taxa they were annotated as or the MCM species they 
appeared to be. 
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The phylogenetic tree (Figure 7.7) demonstrates that those sequences which 
the MCM K. pneumoniae 16S sequence aligned against do in fact originate 
from K. pneumoniae rather than Stenotrophomonas, Rhodococcus, 
Achromobacter or Flavobacterium as suggested by their SILVA classifications. 
SILVA sequence JQ315432.1.1486 branched with Pseudomonas aeruginosa 
rather than Acinetobacter. Finally SILVA sequence CACX01001585.64.1585 is 
phylogenetically closer to bona fide Escherichia coli sequences than it is to 
Strongyloides ratti the species to which the SILVA annotation mistakenly 
assigns it. The phylogenetic tree clearly shows that the SILVA sequences from 
table 7.8 do in fact originate from the MCM species that hit them rather than the 
taxa as listed in their SILVA annotations.  
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Table 7.8 Mis-annotations in the SILVA database.15 
                                            
15
This is a list of mis-annotated sequences from the SILVA database (Pruesse et al. 2007) 
identified by this project, with BLAST evidence for their mis-annotation. 
SILVA 
accessio
n number  
SILVA taxonomic 
classification 
Putative MCM 
species  
Top 5 BLAST hits against NCBI nr 
nt 
CACX010
01585.64.
1585  
Proteobacteria; 
Gammaproteobacteri
a; Enterobacteriales; 
Enterobacteriaceae; 
Strongyloides ratti 
E. coli Escherichia coli (CP007136.1) 
Escherichia coli (CP007133.1) 
Escherichia coli (CP006027.1) 
Escherichia coli (CP006262.1) 
Escherichia coli (CP001925.1) 
AB680060
.1.1465 
Bacteroidetes; 
Flavobacteria; 
Flavobacteriales; 
Flavobacteriaceae; 
Flavobacterium; 
Klebsiella 
pneumoniae 
K. pneumoniae Klebsiella sp. (KF761520.1) 
Klebsiella pneumoniae (AB680060.1) 
Uncultured Klebsiella sp. 
(HQ264076.1) 
Uncultured Klebsiella sp. 
(HQ264075.1) 
Klebsiella pneumoniae (GU373625.1) 
HQ20428
6.1.1501 
Proteobacteria; 
Betaproteobacteria; 
Burkholderiales; 
Alcaligenaceae; 
Achromobacter; 
bacterium NN169S 
K. pneumoniae Klebsiella sp. (HQ204286.2) 
Uncultured Klebsiella sp. 
(HQ264077.1) 
Uncultured Klebsiella sp. 
(HQ264072.1) 
Klebsiella sp. (GU259534.1) 
Klebsiella sp. (JN036433.1) 
HQ20429
5.1.1454 
Actinobacteria; 
Actinobacteria; 
Corynebacteriales; 
Nocardiaceae; 
Rhodococcus; 
bacterium YX118S 
K. pneumoniae Klebsiella sp. (HQ204295.2) 
Klebsiella pneumoniae (DQ444287.1) 
Klebsiella pneumoniae (KF906836.1) 
Klebsiella pneumoniae (CP006656.1) 
Klebsiella pneumoniae (KF192506.1) 
HQ20428
4.1.1501 
Proteobacteria; 
Gammaproteobacteri
a; Xanthomonadales; 
Xanthomonadaceae; 
Stenotrophomonas; 
bacterium LC55S 
K. pneumoniae Klebsiella sp. (HQ204284.2) 
Uncultured Klebsiella sp. 
(HQ264076.1) 
Uncultured Klebsiella sp. 
(HQ264069.1) 
Klebsiella pneumoniae (CP000964.1) 
Klebsiella pneumoniae (JN848784.1) 
JQ315432
.1.1486 
Proteobacteria; 
Gammaproteobacteri
a; 
Pseudomonadales; 
Moraxellaceae; 
Acinetobacter; 
Pseudomonas 
aeruginosa 
P. aeruginosa Pseudomonas aeruginosa 
(EU221383.1) 
Pseudomonas aeruginosa 
(EU221381.1) 
Pseudomonas aeruginosa 
(KF956583.1) 
Pseudomonas aeruginosa 
(EU221380.1) 
Pseudomonas aeruginosa 
(CP007224.1) 
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Figure 7.7  Phylogenetic tree of the mis-annotated SILVA sequences. 
The tree was generated for the putative mis-annotated 16S sequences shown 
in Table 7.8 (SILVA annotations in quotes) and example representative taxa for 
both their SILVA annotations and the relevant MCM species.1000 bootstraps 
were performed and are shown next to the nodes. The green highlight shows 
SILVA sequences which the MCM K. pneumoniae sequence branches with. 
The red highlight shows SILVA sequence JQ315432.1.1486 branching with P. 
aeruginosa. The blue highlight shows SILVA sequence 
CACX01001585.64.1585 branching with E.coli. 
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7.3.8 MG-RAST results show poor correspondence to contents of sample  
 
MG-RAST (Meyer et al. 2008) is a popular online analysis portal for the analysis 
of molecular profiling datasets. The 16S rDNA amplicon datasets generated for 
this project were uploaded and analysed on the MG-RAST web server to 
evaluate the performance of this popular software.  
As these amplicon datasets are generated from a well quantified control 
material it is possible to say that MG-RAST performs poorly, not only at 
quantifying the taxa present in the sample but even at correctly identifying them. 
Figure 7.8 shows results for a primer pair Beta replicate. While the two most 
abundant genera identified by MG-RAST are actually present in the MCM the 
next three most abundant are not – making up 35% of the sample according to 
MG-RAST. 7% of the reads failed to receive a classification at all, an issue with 
MG-RAST that has been remarked on previously (Huson et al. 2011). Results 
for a primer pair Gamma replicate are shown in Figure 7.9. MG-RAST does 
succeed in generating hits to the most abundant genera in the MCM, though not 
at the correct abundance. Less than 38% of hits are attributed to genera that 
are actually present in the MCM. 7% of hits for the primer pair Gamma replicate 
are designated as unknown.  
These results suggest that MG-RAST results for 16S datasets should be viewed 
with extreme caution. Taxa present at high abundance in the sample material 
will likely be identified but not accurately quantified. However, beyond that, hits 
are likely to include a large number of reads assigned to unknown and a 
plethora of false hits even when results are classified at the genus level.  
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Figure 7.8 MG-RAST results for primer pair Beta 
The pie-chart shows the genus level MG-RAST (Meyer et al. 2008) results for a 
primer pair Beta replicate. The genera that appear in the MCM are highlighted. 
See Appendix: Table 11.1 for data.  
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Figure 7.9 MG-RAST results for primer pair Gamma 
The figure shows the genus level summary of MG-RAST (Meyer et al. 2008) 
results for a primer pair Gamma replicate. The purple highlight indicates species 
that are part of the MCM.  The figure is based on a Krona snapshot (Ondov et 
al. 2011). 
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7.3.9 Summary 
 
The choice of which read quality filtering pipeline is used to process 16S 
datasets does not have a large effect on the results. The automatic filtering 
carried out by the Roche 454 GS Junior is largely redundant when high 
stringency quality filtering is being carried out on the data, but importantly it 
does not seem to remove a noticeable amount of high quality usable reads from 
the datasets.  
The key finding of this chapter is that the choice of reference database can 
have a very large impact on results. Using a control material to examine this 
issue, it was possible to note the presence of false positive genera 
identifications, showing that the detection of rare species by studies cannot 
necessarily be assumed to be correct, a fact which has been previously noted  
(Kunin et al. 2010) but which is vital to bear in mind when evaluating the 
significance of results from microbial profiling. 
 In this case whole genera were missed from the results. This is most likely due 
to the presence of mis-annotated sequences in the SILVA reference database 
skewing the lowest common ancestor algorithm results in MEGAN. This raises 
an important point, that when conducting microbial profiling studies, specific hits 
to databases should be viewed with a healthy scepticism and important 
taxonomic assignments should be verified, at least bioinformatically. For 
example the taxonomic identities could be verified by phylogenetic 
categorisation, an approach espoused by pipelines such as Phyloassigner 
(Vergin et al. 2013). 
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8 Whole Genome Metagenomics  
 
Results presented in this chapter have been submitted for publication in: 
O’Sullivan, D.M., Laver, T., Tamisak, S., Redshaw,N., Harris, K.A., Foy, C.A., 
 Studholme, D.J., Huggett, J.F. (2014). Assessing the accuracy of 
 quantitative molecular microbial profiling. International Journal of 
 Molecular Sciences. 15(11), pp. 21476-91. 
 
8.1 Introduction  
 
There are currently 27,977 prokaryotic genomes available on the NCBI 
(http://www.ncbi.nlm.nih.gov/genome/browse/ [accessed 26/09/2014]). This 
wealth of genomic data both illustrates the huge amount of DNA sequencing 
that is being conducted and the wealth of genomic resources that are being 
generated. One of the advantages of using established marker genes such as 
16S to conduct molecular microbial profiling is the existence of a large body of 
resources, such as databases and software, to facilitate the analysis of the 
data. Metagenomics by whole genome sequencing (WGS) has access to an 
ever increasing resource of sequence data to compare unclassified sequences 
to. This makes it an increasingly attractive methodology for analysing microbial 
communities.  
Using amplicon sequencing, such as targeting the 16S, has known problems 
associated with it, an example being the formation of chimeric sequences in the 
PCR (Haas et al. 2011). Some species contain multiple (paralogous)16S 
ribosomal RNA genes per genome, with divergent sequences, which can impact 
analysis (Mende et al. 2013). Other inherent limitations of the methodology, 
such as limited sequence divergence, make differentiation between species an 
issue and make strain level identification unrealistic. Using WGS for 
metagenomics avoids these issues, making it potentially the superior choice 
when profiling microbial communities. WGS can also be used to study other 
facets of the microbiome, such as biochemical functions, which can at best only 
be inferred from 16S studies. However WGS will have a lower taxonomic 
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sampling depth per read produced (as many of the reads will be taxonomically 
uninformative), so there could be potential issues with the detection of rare taxa. 
WGS is also a more novel methodology, with a shallower publication history on 
its inherent biases, compared to 16S.  
The experiments in this chapter sought to explore the quantitative performance 
of WGS for measuring the relative abundance of species in a microbial 
community. The precision and accuracy of WGS was studied using replicated 
sequencing of the MCM. WGS measurements of the MCM were also compared 
to those made by the different 16S primer pairs and it was investigated whether 
the difference in performance was likely to be the result of sample size.  
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8.2 Materials and Methods 
 
This thesis is concerned with bioinformatics analysis of data largely generated 
in the laboratory by collaborators at LGC. The generation of the experimental 
material was undertaken by collaborators and is referred to here in order to 
support and clarify the conclusions of the project. 
The MCM (composition detailed in 4.1) was sequenced in triplicate on the 
Illumina HiSeq 2000. The replicated WGS sequencing runs of the MCM 
contained 37178948, 18714063 and 33873047 paired reads.  
 
8.2.1 Filtering of data based on quality scores 
 
Quality checking and filtering out of lower quality data is important to ensure 
results are not impacted on by the presence of lower quality reads (or 
subsections of reads) which are more likely to lead to false results. The quality 
of WGS data was first checked using using Fast-QC (v. 0.10.1) 
(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/). This analysis 
suggested the presence of adaptor sequence contamination at the beginning of 
the reads (see Figure 8.1 panel A). The NGS QC Toolkit (v. 2.3.1) (Patel & Jain 
2012) and Fastq-mcf (v. 1.04.636) (Aronesty 2013) were used to quality filter 
the data: removing the indicated adaptor contamination, trimming low quality 
sequence from the end of the reads and removal of lower quality reads. After 
low quality bases were trimmed from the ends of reads, those with fewer than 
30 bases remaining were removed. Reads with less than 90% of bases of 
quality 30 or greater were filtered out. Figure 8.2 shows the improvement in the 
per base quality profile of the reads following this quality control procedure. 
Removal of reads (either due to length or low quality scores) resulted in some 
cases where only one read of a pair pass the quality control and the other was 
discarded leaving an unpaired read. These unpaired reads were treated 
separately from the paired reads in subsequent analysis. The numbers of reads 
removed during quality control are summarised in Table 8.1.  
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Figure 8.1 WGS QC: base composition versus read position  
The figure was generated using Fast-QC (v. 0.10.1) 
(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) from WGS replicate 
2 reads. Panel A is pre- read filtering. Panel B is post- read filtering.  
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Figure 8.2 WGS QC: quality score versus read position  
The figure was generated using Fast-QC (v. 0.10.1) 
(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) from WGS replicate 
2 reads, pre- and post- filtering. The box-and-whiskers plots show the quality 
score profiles for each range of positions in the read. The whiskers reflect the 
highest and lowest quality scores while the box shows the interquartile range 
and the red line within the box marks the median quality score. The blue line 
represents the mean quality.  Panel A is pre- read filtering.  Panel B is post- 
read filtering.  
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Table 8.1 Summary filtering information for WGS datasets.  
 
Dataset Read Type Pre-filter Post-filter % Passed 
WGS 1 Paired 37178948 22983592 61.82 
  Unpaired   7316841 19.68 
  Total 37178948 30300433 81.50 
WGS 2 Paired 18714063 11654195 62.28 
  Unpaired   3569499 19.07 
  Total 18714063 15223694 81.35 
WGS 3 Paired 33873047 20807359 61.43 
  Unpaired   6532325 19.28 
  Total 33873047 27339684 80.71 
 
The percentages of reads removed from the analysis for the WGS replicates 
were much more consistent than between the amplicon replicates – for each 
dataset approximately 20% of the reads were removed entirely, while for 
another 20% one member of the read pair was removed. If during filtering only 
one read of a pair passed quality control, then it was classified as unpaired and 
treated separately in downstream analysis. 
 
8.2.2 WGS analysis  
 
The standard WGS analysis is detailed in 0. To summarise, it consisted of 
aligning the reads against a custom database of the genome sequences for the 
species in the MCM followed by normalisation of read counts by each species 
genome size to generate relative abundances of each species.  
When re-analysing the WGS data to assess the effect of the choice of reference 
database, the completed bacterial genomes from the NCBI 
(ftp://ftp.ncbi.nlm.nih.gov/genomes/Bacteria/, accessed 25/02/14) was used as 
the reference database in the alignment step. The alignment was then 
processed in the same way as in the standard approach. 
To assess the effect of sample size on the precision of the WGS results, a 
bootstrapping approach was utilised. 1000 subsamples of each of the filtered 
WGS read sets were generated (with replacement) for subsample sizes of 500, 
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1000, 2500, 5000, 10000, 30000. Reads were sampled from the two paired files 
and the unpaired reads in proportions corresponding to the dataset. These 
subsamples were then analysed following the standard WGS analysis.  
The MG-RAST (Meyer et al. 2008) analysis portal was also utilized to provide a 
comparison of a different analysis methodology. The filtered WGS read sets 
were uploaded and analysis was run following its standard settings. MG-RAST 
results cited in this chapter can be found under MG-RAST ID 4552654.3. 
As an alternative method of comparison to the 16S datasets, the WGS reads 
were aligned against a representative 16S sequence for each MCM species 
using Bowtie2 (v. 2.1.0) (Langmead et al. 2009), the read counts for which were 
normalised by species 16S rDNA copy number. 
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8.3 Results and Discussion   
 
The experiments in this chapter investigated the performance of WGS 
metagenomics, focusing on the precision and accuracy of its quantitative 
measurements of relative species abundance. To this end, three WGS 
sequencing replicates were generated from the MCM.  
 
8.3.1 WGS replicates show high precision and good agreement with dPCR 
 
The results for the WGS replicates (Table 8.2) demonstrate a very high level of 
precision. As shown in Figure 8.3 there is minimal inter-run variation for the 
WGS replicates. Figure 8.3 also shows the good agreement with the dPCR 
results which is demonstrated by the WGS results.  
These results suggest that WGS is an excellent methodology for conducting 
quantitative molecular microbial profiling as it seems to offer reliability of 
quantification across replicates as well as good accuracy.  
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Figure 8.3 Results for WGS replicates. 
The figure shows box plots of the relative abundances of each species based 
on their relative copy number as determined by WGS. dPCR results are 
included for comparison. This is based on data from O’Sullivan et al. (O’Sullivan 
et al. 2014).   
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Table 8.2 Results for the WGS sequencing of the MCM.16 
The standard WGS analysis pipeline was used to analyse the data. Results are 
expressed as raw read counts and relative percentage abundance. Qubit and 
dPCR results for the MCM are also included for comparison.  
 
  
                                            
16
 The standard WGS analysis pipeline was used to analyse the data. The results are 
expressed as raw read counts and relative percentage abundance. Qubit and dPCR results for 
the MCM are also included for comparison.  
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8.3.2 Effect of choice of reference database  
 
 
The standard WGS analysis method used in the chapter utilised a reference 
sequence database of the genome sequences from the organisms present in 
the MCM to assess the ability of WGS to provide accurate quantifications of 
bacterial species in a metagenomic dataset. However, knowledge of the 
species composition a priori is a luxury not shared by most metagenomic 
studies and so a much broader comprehensive reference sequence database 
would be required. So to assess the performance of the WGS sequencing 
against a broader database, without assuming a priori knowledge of the species 
present, a reference database containing all available completed bacterial 
genomes was used for taxonomic binning of WGS reads. 
The results of this experiment are shown in Table 8.3. As shown in Figure 8.4 
the precision of the WGS replicates is still high. There is greater disagreement 
with dPCR measurements compared to the standard analysis. For example, the 
underestimation of N. meningitidis, although this is only slightly larger than that 
shown when the standard analysis is conducted: 40.42% underestimation 
compared to 37.26%. In general the results show a high level of agreement, in 
terms of proportions of the target species, with those results generated from 
using the standard approach (as shown in Figure 8.5). We can conclude from 
this that WGS studies can achieve accurate quantifications of the proportions of 
species present in their sample even when an untargeted database is used in 
the analysis.  
Less than 2% of reads aligned to genome sequence of bacterial species that 
are not present in the MCM material.  However those 2% of reads hit a very 
wide range of species at very low coverage; one WGS replicate had hits to all 
but 4 out of 1400 species represented in the sequence database. This shows 
the importance of setting an appropriate significance threshold for declaring the 
presence of a species (such as a minimum number of reads), which also need 
to be set in accordance with coverage depth. As, while WGS might achieve 
accurate quantifications of the species present in the sample, it may 
overestimate diversity and falsely suggest the presence of rare species.  
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Table 8.3 Results for the re-analysis of the WGS datasets against a database of 
the completed bacterial genomes.17 
 
 
Species Relative Abundance (%) 
  WGS-1 WGS-2 WGS-3 Qubit  dPCR 
N. meningitidis 21.43 21.49 20.90 34.42 35.08 
S. pneumoniae 36.21 36.79 36.44 31.09 38.38 
S. aureus 18.71 18.21 19.30 12.27 10.37 
K. pneumoniae 6.87 7.09 6.86 12.18 7.02 
S. pyogenes 10.44 10.28 10.21 5.83 6.11 
S. agalactiae 2.55 2.42 2.50 1.87 1.74 
E. coli 0.90 0.92 0.89 1.03 0.70 
E. faecalis 0.93 0.90 0.91 0.81 0.49 
P. aeruginosa 0.10 0.10 0.10 0.43 0.07 
A. baumannii 0.08 0.08 0.08 0.07 0.05 
Other species 1.79 1.71 1.83 0 0 
 
 
 
 
 
 
                                            
17
 The results are expressed as raw read counts and relative percentage abundance. Qubit and 
dPCR results for the MCM are also included for comparison.  
~ 131 ~ 
 
 
 
 
Figure 8.4 Result for the WGS datasets when re-analysed against a database 
of completed bacterial genomes. 
The figure shows box plots of the relative abundances of each species. dPCR 
results are shown for comparison. This is based on data from O’Sullivan et al. 
(O’Sullivan et al. 2014).  
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Figure 8.5 Comparing the effect of targeted versus comprehensive genome 
sequence reference databases on WGS-based species quantifications. 
The mean relative abundances of the WGS datasets are plotted. 
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8.3.3 Erroneous matches to sequences of close relatives leads to 
overestimation of species diversity 
 
When the comprehensive database of completed bacterial genomes was used 
to analyse the WGS data, some species that are not present in the MCM were 
estimated at a higher abundance than some of the species that actually were 
present in the MCM. Neisseria gonorrhoeae, Streptococcus dysgalactiae, 
Streptococcus pseudopneumoniae and Neisseria lactamica were all recorded at 
a higher relative abundance (when genome size was taken into account) than 
P. aeruginosa and A. baumannii, while Streptococcus mitis also appeared at 
greater abundance than A. baumannii. No other MCM species appeared at an 
abundance lower than a species known not to be part of the MCM. This 
suggests that the threshold where we can be sure a species hit is correct is 
between 0.49% and 0.07% relative abundance: the dPCR results for E. faecalis 
and P. aeruginosa.  
The species that are not part of the MCM and that were estimated at the highest 
abundance all belong to the same genera as those that are represented in the 
MCM. This suggests that some sequence reads are being incorrectly assigned 
to close relatives (i.e. members of the same genus) of the actual present 
species. This demonstrates that if community diversity is measured based on 
the number of distinct species detected then this will be an overestimation of the 
true species diversity as highly abundant species will generate erroneous hits to 
their relatives. When comparing different communities this effect could be 
mitigated by comparing results at a higher taxonomic level.  
 
8.3.4 Lack of exact representatives in database affects results 
 
In real world metagenomic experiments it is likely that databases will not contain 
exact matches to all the species present in the sample, as reference databases 
are still far from fully representative. In order to test the effect of this on the 
accuracy of the analysis, the genomes of the species contained in the MCM 
were removed from the database of completed bacterial genomes and the WGS 
data was re-analysed.  
~ 134 ~ 
 
As shown in Table 8.4, when the WGS datasets are re-analysed against this 
database without exact matches the results still show a high degree of precision 
between replicates. The results for Neisseria fall more into line with the dPCR 
quantification, while Staphylococcus is underrepresented. A higher percentage 
of reads are assigned to genera not present in the MCM than were assigned to 
species not present in the MCM when the full database of completed bacterial 
genomes was used. This means that reads that were previously being assigned 
to MCM species can no longer be assigned to the genera for those species. 
This suggests that when exact matches to target species are not present in the 
database the accuracy of the results will be reduced.  
 
Table 8.4 Results for the re-analysis of the WGS datasets against a database of 
the completed bacterial genomes without matches to MCM species.18 
 
Genera Relative Abundance (%) 
  WGS-1 WGS-2 WGS-3 Qubit  dPCR 
Streptococcus  53.95 54.23 54.33 38.79 46.24 
Neisseria 29.75 29.54 29.17 34.42 35.08 
Staphylococcus 1.77 1.78 1.86 12.27 10.37 
Klebsiella  7.53 7.75 7.54 12.18 7.02 
Escherichia 0.13 0.13 0.13 1.03 0.70 
Enterococcus 1.48 1.42 1.46 0.81 0.49 
Pseudomonas 0.05 0.05 0.05 0.43 0.07 
Acinetobacter 0.06 0.05 0.06 0.07 0.05 
Other genera 5.27 5.04 5.39 0 0 
 
 
  
                                            
18
 The results are expressed as raw read counts and relative percentage abundances. Qubit 
and dPCR results for the MCM are also included for comparison. 
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8.3.5 MG-RAST generates large numbers of false positive hits 
 
MG-RAST (Meyer et al. 2008) is a widely used analysis portal for microbial 
profiling data. There are currently 137,595 metagenomic datasets that have 
been uploaded to its website by users for analysis and comparison 
(http://metagenomics.anl.gov/ [accessed 26/09/2014]). The WGS data for this 
project was uploaded and analysed on MG-RAST to evaluate the performance 
of this popular software.  
 
The extracted results from the 10 species which made up the MCM are shown 
in Table 8.5 (for one WGS replicate). A direct comparison of these results to the 
results for the rest of this project cannot be made as the MG-RAST results 
potentially include hits to plasmids, with unknown copy number, so the results 
cannot be normalised by genome size and thus not directly compared to other 
results for the WGS data. 
 
 
Table 8.5 Results for MG-RAST analysis of WGS19 
  Reads assigned % of reads assigned to MCM species 
N. meningitidis 3128555 16.80 
S. pneumoniae 6178036 33.17 
S. aureus 3832374 20.58 
K. pneumoniae 2659288 14.28 
S. pyogenes 1478539 7.94 
S. agalactiae 450269 2.42 
E. coli 515508 2.77 
E. faecalis 288121 1.55 
P. aeruginosa 40741 0.22 
A. baumannii 53799 0.29 
 
  
                                            
19
 The results for WGS replicate 2.This is an extract of the MG-RAST results, showing only 
those species that were part of the MCM. 
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The summary of the complete MG-RAST results for one of the WGS replicates 
is shown in  
Figure 8.6. What can be gleaned from this (even if a direct comparison to other 
results cannot be made) is that while MG-RAST assigns a large majority of 
reads to species known to be present in the MCM, it also spuriously assigns a 
substantial minority to other species, even including a tiny number of 
eukaryotes (0.03%) and archaea (0.003%).  However the software gets the 
basic structure of the community correct – i.e. it correctly identifies the top 5 
most abundant species, even if their respective order and relative abundances 
are incorrect.  
19.85% of reads are mis-assigned to non-present species. Unlike the results for 
the WGS datasets against the database of completed bacterial genomes, where 
the most abundant non-present species were close relatives of MCM species, 
for the MG-RAST results that is not always the case. For example, the non-
present species with the most reads assigned to it is Rickettsia prowazekii.  
Of the species present in the MCM only N. meningitidis S. pneumoniae, S. 
aureus, K. pneumoniae and S. pyogenes received more reads assigned to them 
than were assigned to any non-present species (see Appendix, Table 11.3). 
This suggests that, for this community at least, for MG-RAST the threshold for 
not being a false positive is an abundance of between 6.11% and 1.74% - the 
dPCR results for S. pyogenes and S. agalactiae respectively.  
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Figure 8.6 Summary of MG-RAST results for a WGS dataset. 
The figure shows the MG-RAST results for a WGS replicate. The purple 
highlight indicates species that are part of the MCM. The figure is based on a 
Krona snapshot (Ondov et al. 2011). 
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The conclusions from this preliminary evaluation of MG-RAST is that while it 
might be able to give a broad overview of community structure, hits to specific 
taxa should be viewed with caution. This is particularly true if the species makes 
up less than 6% of the total community.  
 
8.3.6 High accuracy of WGS quantifications not due to large sample size 
 
While the WGS data demonstrate equal or better accuracy than the 16S 
amplicon data for quantifying the bacterial species in the MCM, when compared 
to the dPCR measurements, the WGS sequence datasets are much larger, with 
far more reads, than the amplicon datasets. The effect of sample size on the 
WGS results was therefore investigated.   
Depth of coverage might be expected to be one of the key factors that influence 
the precision of WGS-based measurement of a community. For example, it 
might be expected that at very shallow coverage, stochastic effects might lead 
to high levels of imprecision that are eliminated as coverage reaches saturation. 
A bootstrapping approach was used to investigate the effect of coverage depth 
on precision.  
The results of the bootstrapping (with replacement) are shown in Table 8.6. 
They demonstrate that for sample sizes of down to 2500 reads mean results 
remain in line with those for the full dataset. The smaller sample size does have 
a greater effect on precision, as shown by the increase standard deviations for 
the smaller subsamples (Table 8.7). The smaller the sample size the larger the 
variation between individual runs, however the variation is still much less than 
that for the amplicon sequencing. Conducting this bootstrapping approach 
allows us to be confident that the superior precision shown by the WGS 
datasets when compared to amplicon approaches is not simply an artifact of 
coverage depth.  
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This type of bootstrapping approach against a control material has a role to play 
in guiding the planning of future metagenomic studies. It is important in 
experimental planning to be able to work out how many samples can be placed 
on a WGS multiplex run and still produce enough reads from each one to 
ensure reasonable accuracy of quantifications. This type of bootstrapping 
approach to investigate the impact of sample size could be used to calculate the 
minimum number of reads required to give a predetermined precision or 
accuracy. However, there are of course multiple caveats to this approach. It will 
depend on the relative abundances of the organisms targeted, in particular how 
rare a species the study would want to be able to detect and how much 
evidence (and thus confidence) they would require to count a rare species hit. 
This bootstrapping study was conducted against a limited database of species 
known to be present in the dataset; results against a wider database will be a lot 
noisier.   
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Table 8.6 Summary of the WGS subsampling results using a bootstrap20 
approach. . 
1,000 subsamples were generated for each read set size, the numbers in the 
table are the mean relative abundances across those 1000 bootstraps. 
Experiments were run at sizes of 500, 1000, 2,500, 5,000, 10,000 and 30,000 
reads. 
  
                                            
20
 1000 subsamples were generated for each read set size; the numbers in the table are the 
mean relative abundances across those 1000 bootstraps. Experiments were run at sizes of 500, 
1000, 2500, 5000, 10000 and 30000 reads.  
 
~ 141 ~ 
 
Table 8.7 Standard deviations of the results of the WGS subsampling using a 
bootstrap approach.21 
Standard deviations of the results in  
subsamples were generated for each read set size, the numbers in the table are 
the standard deviations of the relative abundances across those 1000 
bootstraps. Experiments were run at sizes of 500, 1000, 2,500, 5,000, 10,000 
and 30,000 reads.  
                                            
21
 The table contains the standard deviations of the results in Table 8.6. 1000 subsamples were 
generated for each read set size; the numbers in the table are the standard deviations of the 
relative abundances across those 1000 bootstraps. Experiments were run at sizes of 500, 1000, 
2500, 5000, 10000 and 30000 reads.  
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8.3.7 Extracting 16S rDNA sequences from WGS data 
 
This chapter has focused on quantifying the WGS data by assigning a 
taxonomic classification to each read and then judging the relative taxonomic 
abundance. It is also possible to extract marker gene sequences from the WGS 
data instead and use those to quantify the relative taxonomic profile. This also 
provides another way of comparing the WGS results to those for the different 
16S amplicon sequencing datasets. 
Reads that correspond to each MCM species 16S sequence were extracted 
from the WGS data and used to calculate relative abundances of each species 
(results in Table 8.8). As shown in Figure 8.7 the WGS replicates still show very 
good agreement with each other when relative abundances are calculated by 
this method. However there is greater disagreement with the dPCR results 
when relative abundances are calculated based on extracted 16S rather than 
on all the WGS reads. S. agalactiae and E. coli are both noticeably over-
estimated compared to both the dPCR and Qubit results.  
 
Table 8.8 Results for 16S extracted from WGS data.22 
 
 
                                            
22
 The table shows the relative abundances as calculated from the read counts and normalised 
by the species 16S copy number. 
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Figure 8.7 Results for 16S extracted from WGS data. 
The figure shows box plots of the relative abundances (normalised for species 
16S copy number) of each species. dPCR results are shown for comparison. 
 
When these results for 16S extracted from the WGS datasets are compared to 
the results for the 16S primer pairs (for example primer pairs Beta and Gamma 
- Figure 8.8) it becomes clear that there is much greater discrepancy. Primer 
pair Beta and Gamma results show much better agreement with each other and 
with the dPCR results than to the WGS extracted 16S results. This is perhaps a 
cautionary tale for this approach to comparing WGS and 16S data, suggesting 
that it will produce less accurate quantifications than those produced by simply 
using all the data available and calculating species profiles from all the WGS 
reads. 
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Figure 8.8 Results for 16S extracted from WGS against Beta and Gamma 
primer pairs. 
The graph shows the relative abundance (normalised for species 16S copy 
number) of each species. dPCR results are included for comparison. 
 
 
8.3.8 Bias in sequence abundance associated with genomic location 
 
An interesting and confounding factor for WGS-based quantification is the 
systematic pattern in depth of coverage across a bacterial chromosome. Origin 
of replication bias can occur when an exponentially growing culture is 
sequenced; this leads to a distribution bias in the genomic location of the reads, 
with more sequences near the origin of replication and fewer near the terminus. 
This effect has been demonstrated by several studies, including Aury et al. 
(Aury et al. 2008), who clearly demonstrated the pattern of inflated genome 
coverage centered on the origin of replication (see Figure 8.9). 
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Figure 8.9 Illustration of origin of replication bias 
The graph plots the coverage of the Mycoplasma agalactiae genome showing a 
systematic over-representation of sequences close to the origin of replication; 
which was calculated to be around 700 kb. The figure is from Aury et al. (Aury 
et al. 2008). 
 
 
This effect was looked for in the WGS data. One species, S. pneumoniae 
appears to show such an effect. As shown in Figure 8.10 the coverage shows a 
clear pattern of lower coverage centering around 1,250,000 bp and rising either 
side of that to a peak of coverage around 2,200,000 bp. This effect was seen for 
all three WGS replicates. The origin of replication is at approximately 1,500 bp, 
very close to the peak of maximum coverage. The small spike in coverage at 
approximately 1495000 bp is potentially due to the presence of phage 
sequence. The GenBank entry for that locus (GenBank: CAR69315.1) lists it as 
a "phage tail protein”, several other features in that area of the genome are also 
listed as putative phage proteins. 
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Figure 8.10 Origin of replication bias in S. pneumoniae. 
The figure is a plot of coverage depth versus sequence position for S. 
pneumoniae for WGS replicate 2, based on alignment by Bowtie2 (v. 2.1.0) 
(Langmead et al. 2009). The coverage is averaged over a 5000 bp window.  
 
In general the effect of such biased coverage across genomes when an 
organism is sequenced in exponential growth phase has not been 
systematically analysed. It has been suggested to have a detrimental effect on 
de novo sequence assembly (Paszkiewicz & Studholme 2010) and it seems 
likely that its effect on microbial profiling studies would be negative. From the 
results for the WGS data it suggests that S. pneumoniae might have been in 
growth phase when the MCM material was produced, while the other members 
of the MCM were in stationary phase. There is the potential for this to affect 
quantification by marker genes, such as 16S. This is because the 16S copies 
for that species might be near to, or far from, the origin of replication and thus 
be located in a coverage spike or dip. This could potentially lead to over- or 
under- representation compared to their relative cell count.  
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8.3.9 Overall MCM Results and Comparisons  
 
The MCM was sequenced with 16S primer pairs with perfect complementarity to 
all species present in the material (primer pairs Beta, Gamma and Delta). It was 
also measured by WGS. The amplicon sequencing and WGS were carried out 
on different sequencing platforms, making it impossible to separate the impact 
of sequencing technology and amplicon versus WGS. That the datasets were 
generated by both different methods and different sequencing technologies 
makes it even more remarkable that one of the major findings of this thesis is 
the good agreement between all methods.  
Those primers pairs fully complementary to all species in the MCM (Beta, 
Gamma and Delta) showed good agreement with each other, the WGS and with 
dPCR results. As shown by the measurements of the coefficient of variation 
shown in Table 8.9, the WGS results showed much greater precision, with no 
species having a coefficient of variation greater than 3% and a mean of 2% 
compared to 13% for the best performing primer pair (Beta).  
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Table 8.9 Coefficient of variation for Alpha, Beta, Gamma, Delta and WGS.23 
 
Species 
Strategies (% CV) 
α β γ δ WGS 
N. meningitidis 19 2 5 6 1 
S. pnuemoniae 37 10 5 7 1 
S. aureus 15 16 9 13 3 
K. pnuemoniae 8 10 37 31 2 
S. pyogenes  70 7 2 1 1 
S. agalactiae 61 3 13 10 2 
E. coli 24 10 23 25 1 
E. faecalis 52 14 7 16 2 
P. aeruginosa 52 37 47 64 2 
A. baumannii 26 23 15 38 2 
Average 36 13 16 21 2 
 
Due to the high precision shown by the different methods (16S and WGS), 
significant differences between methods are frequently observed. However the 
differences in relative species quantifications between the methods is rarely 
greater than two fold, as shown in Table 8.10. What this does suggest is that if 
a difference greater than two fold can be measured for the same material then 
changes of less than this in a real sample cannot be trusted to reflect real 
biological change and not simply experimental variation. Thus researchers 
applying 16S and WGS to study microbial communities should treat significant 
differences that are less than three fold with caution and apply control materials, 
or other methods, to confirm their findings. 
 
  
  
                                            
23
The table contains the coefficient of variation (expressed as a percentage) of each MCM 
species for the 4 different amplicon primer strategies used on the MCM as well as the whole 
genome sequencing (WGS) (O’Sullivan et al. 2014). 
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Table 8.10 Fold changes for Alpha, Beta, Gamma, Delta and WGS.24 
 
Species 
Fold Change 
α β γ δ WGS 
N. meningitidis 0.73 1.09 1.05 0.97 0.64 
S. pneumoniae 2.42 0.65 0.87 0.90 0.94 
S. aureus 0.55 2.07 1.52 1.65 1.80 
K. pneumoniae 0.54 1.34 0.79 0.79 1.06 
S. pyogenes 2.66 0.58 0.85 0.90 1.75 
S. agalactiae 2.66 0.61 1.13 1.23 1.53 
E. coli 0.61 1.34 0.68 0.80 1.29 
E. faecalis 2.41 0.54 1.00 1.02 2.04 
P. aeruginosa 0.51 0.77 1.16 1.14 1.58 
A. baumannii 0.79 0.41 1.36 2.03 1.94 
 
 
  
                                            
24
 The table shows fold changes of the relative abundances of the species as measured by the 
different sequencing strategies versus the dPCR results (O’Sullivan et al. 2014). 
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8.3.10 Summary  
 
Experiments in this chapter explored the ability of WGS to measure mixed 
microbial communities quantitatively. Biased coverage across the genome of S. 
pneumoniae, potentially caused by origin of replication bias, was also identified 
in the WGS datasets. When extracting 16S sequences from the WGS data, it 
was shown that the 16S amplicon datasets for those primer pairs with perfect 
complementarity to the MCM species (Beta, Gamma, Delta) show much better 
agreement with the dPCR results than do the WGS extracted 16S results. 
The WGS replicates show low levels of inter-run variation and good agreement 
to dPCR results. The greater precision shown by the WGS replicates is not 
caused by those datasets greater sample size (as shown by the bootstrapping 
analysis performed in this project). Results for the WGS replicates against a 
database of the completed bacterial genomes show reasonable agreement to 
dPCR results but produce a large number of false positive species hits at low 
relative abundances. This shows that WGS can be used to quantify a mixed 
microbial community with good accuracy and precision but that low abundance 
species hits must be treated with caution and undergo verification. In contrast to 
these, the results of an alternative analysis using MG-RAST show hits to 
species not present in the MCM occurring at much higher abundance. 
This chapter demonstrated a role for control materials to be used, not only to 
measure the accuracy of methods, but also to determine the sample size 
necessary for future experiments. 
WGS shows greater precision than any of the 16S amplicon primer pairs, but 
both the WGS and those primers pairs fully complementary to all species in the 
MCM show good agreement both with each other and to dPCR results. No 
method produced a measurement of a species with greater than a three fold 
difference to dPCR results. This suggests that this is the level of variation which 
can be expected from measurements of microbial communities made using 
DNA sequencing. Thus studies profiling microbial communities should treat 
changes in species with abundance of less than three fold as uncertain and 
verify their findings, a role which could be fulfilled by application of 
metagenomic control materials.  
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9 Evaluating a Novel Sequencing Technology: The ONT MinION 
 
Results presented in this chapter will be published in: 
Laver, T., Harrison, J., O'Neill, P.A., Paszkiewicz, K., Moore, K., Studholme, 
 D.J. (2015). Assessing the performance of the Oxford Nanopore 
 Technologies MinION. Biomolecular Detection and Quantification. 3, pp. 
 1-8. 
 
9.1 Introduction  
 
The Oxford Nanopore Technologies (ONT) MinION (http://tinyurl.com/m6uboaj) 
is a new sequencing technology, utilizing biological nanapores, which is 
currently in its beta testing stage. As part of this testing process ONT launched 
the MinION Access Programme (http://tinyurl.com/q86a72v). This programme 
allowed early access to the ONT MinION for participating sequencing centres, 
including the University of Exeter.  
The ONT MinION has several attributes that give it the potential to replace or 
complement existing sequencing technologies for some applications. The 
technology offers read lengths of tens of kilobases (in contrast to a few hundred 
bases for current technologies such as the Illumina Miseq), and potentially 
limited only by the length of DNA molecules presented to it. The device has a 
low capital cost, is by far the most portable DNA sequencer available, and can 
produce data in real-time (http://tinyurl.com/m6uboaj). It has potential 
applications in scaffolding genome sequences assembled from short reads. 
Future developments may include use in real-time medical diagnostics and 
forensics, as well as potential application as an environmental DNA sensor. 
Before such a technology is widely adopted, it is important to assess its 
performance and limitations in respect of throughput and accuracy. 
There are very limited data available for this technology. Biological nanopores 
have been shown to be able to discriminate individual nucleotides as they pass 
through the pore (Stoddart et al. 2009).  Laszlo et al. (Laszlo et al. 2014) 
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sequenced the phi X 174 genome using biological nanapores, demonstrating 
the potential of nanopore sequencing to produce long reads that are accurate 
enough to enable them to be aligned back to their respective reference 
genomes.  
Thanks to its low cost and portability the ONT MinION has potential as a mobile 
environmental DNA sensor or medical diagnostics tool, making it of interest for 
future microbial profiling studies. In order to assess the unique error profile for 
this new sequencing technology and ascertain its viability for sequencing mixed 
microbial samples, a mix of three species were sequenced. B. burgdorferi, S. 
avermitilis and E. coli: three species with a wide range of genomic G+C 
contents (see Table 4.3 for details).  
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9.2 Materials and Methods  
 
Results are based on the first round of the ONT MinION Access Programme, 
using the company’s R6 sequencing chemistry. A mixed microbial material was 
sequenced. Concentrations of the bacterial species were determined using the 
Qubit BR assay (Life Technologies) before pooling the DNA from each species 
(results in Table 9.1). This material was prepared by Dr Karen Moore of the 
Exeter Sequencing Service, Biosciences, University of Exeter. 
 
Table 9.1 Qubit measurements of MinION dataset 
 
Species Mass (ng) [in 50 μl] Relative quantity 
S. avermitilis 576 34.6% 
E. coli  560 33.6% 
B. burgdorferi 530 31.8% 
 
 
The MinION potentially produces 3 different forms of reads for each sequence 
of DNA that passes through a pore: ‘Template’, ‘Complement’ and ‘Two 
Direction’. The initial strand is read: this is called the Template read. A DNA 
hairpin structure connects the two DNA strands. This is then followed by 
reading the reverse strand, generating the Complement read. Lastly where 
possible the ONT base calling software calls a consensus sequence of the 
Template and Complement reads, referred to as a Two Direction read. Not all 
sequences result in the three read types, some sequences only result in the 
Template read as output, others in Template and Complement, while only a 
small minority produce Template, Complement and Two Direction reads with 
the current technology.  This study sought to assess if there were differences 
(for example in the error rates) between the different types of read produced.  
Before aligning to a reference, the reads were classified by read type 
(Template, Complement and Two Direction) and assessed for read length and 
G+C content. All the reads were aligned against a database of the closest 
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h 
available reference genomes for those species, plus the sequence of the 
lambda phage spike-in sequence that was present in the sequenced DNA mix. 
The alignment was carried out using LAST (v. 548) (Kiełbasa et al. 2011) as 
detailed in 4.4.3. The best alignment for each read was selected based on 
score. These alignments were then converted to BAM format using SAMTOOLS 
(Li et al. 2009) and coverage of the genomes was calculated using Qualimap 
(García-Alcalde et al. 2012).  For the error analysis the aligned reads were split 
by both species and read type (as illustrated in Figure 9.1 then error rates were 
calculated based on edit distance (as explained in 4.4.3). 
 
Figure 9.1 Splitting MinION data by species and read type 
 
The MinION was run for 51 hours; the time at which each read was generated 
was recorded. This enabled time series results for the reads to be generated, 
enabling observations of how different performance characteristics such as read 
length varied over the course of a sequencing run. 
The MinION base calling software does not calculate individual base identities 
by discrete measurements; they are calculated based on 6-mers shifting 
through the sequence one base at a time (http://tinyurl.com/k9v6byc). One 
important aspect of this is that the Phred quality scores associated with each 
base are likely to be less reliable as they are not calculated in the same way as 
other for other sequencing platforms. This was tested by examining each 
aligned base, checking if it matched the reference or not (and thus deemed an 
error) and associating this with the bases’ quality score.  
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9.3 Results and Discussion  
 
The ONT MinION is a new sequencing device, hoping to take market share 
from established sequencing technologies with proven track records. Of 
particular interest for this project was evaluating its ability to carry out 
quantitative metagenomic measurements. This made it important to evaluate all 
aspects of its performance, from read characteristics to error rate. 
 
9.3.1  MinION read statistics 
 
During the course of the MinION run 35,946 different DNA sequences were 
read by the MinION, not all produced Complement or Two Direction reads - this 
resulted in a total of 47093 reads of all types (details in Table 9.2). The lack of 
Complement reads compared to Template could suggest that either there is 
increasing difficulty reading a sequence the longer a read goes on, or that there 
is a particular difficulty reading through the hairpin sequence connecting the two 
strands. The latter seems more likely given that the device seems capable of 
reading very long sequences. The longest read produced was 98,366 bp, quite 
an achievement for a sequencer. As demonstrated in Figure 9.2 this length of 
read is an outlier; while the mean read length produced was much shorter it is 
still longer than those produced by most other sequencing technologies. Figure 
9.3 examines the relationship between read length and G+C content. The 
Template and Complement reads appear to have a similar G+C profile which 
does not correlate with read length. However the Two Direction reads have a 
distribution skewed away from the high G+C content sequences. This suggests 
that the Two Direction consensus base caller is less able to deal with these 
reads. It can also be noted from this figure that there appears to be a lack of 
sequences, of any length, with extreme G+C contents. These should have been 
present in the dataset given the organisms sequenced.  
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Table 9.2 Summary statistics for the MinION reads 
     Read Type Read count Mean length (bp)  SD length  Max length (bp) 
Overall   47093  1999  2942  98366 
Template  35946  1951  3007  98366 
Complement   8270  1827  2549  44769 
Two Direction  2877  3088  2958  28365 
 
 
 
 
 
Figure 9.2 Frequency distribution of read lengths from the MinION.  
The figure is from Laver et al. (Laver et al. 2015). 
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Figure 9.3 The relationship between G+C content and length for MinION reads. 
 
 
9.3.2  MinION reads: long but error prone  
 
The MinION reads were aligned back to their reference genomes. Figure 9.4 
illustrates the character of the data. While it shows that long reads can be 
aligned, they are riddled with disagreements with the reference, including a 
large number of gaps – indicative of a large number of deletion errors.  This 
appears to be the character of MinION data: long reads, but with high error 
rates, and relatively low coverage of the reference genome.  
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Figure 9.4 Visualisation of MinION alignment. 
The figure shows snapshots from IGV (Thorvaldsdóttir et al. 2013), showing the 
alignment of MinION reads to the E.coli genome.  Panel A is a wide shot (34 kb) 
showing some alignments (the horizontal lines) up to ~20 kb long. Panel B is a 
zoomed in view of the reads showing the large number of disagreements to the 
reference (indicated by the colours- green for A, blue for C, yellow for G and red 
for T).  
 
 
9.3.3  Two Direction reads are less likely to align than other read types 
 
A total of 36642 reads (77%) were able to be aligned to the reference genomes 
out of 47093 total reads (the alignment is summarised in 4.4.3). The Two 
Direction reads were expected to be of higher quality as they are based on a 
consensus of two measurements of the sequence; however a much higher 
proportion of those reads failed to align: only 28% of Two Direction reads were 
aligned versus 81.0% of single direction reads (Template and Complement). 
This again suggests that there may be issues with the current implementation of 
the Two Direction consensus base caller.  
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Table 9.3 Summary of MinION alignment.25  
 
 Read Type S. avermitilis  E. coli B. burgdorferi Unaligned 
Overall   6616  18509  10168 10451 
Template  5104  14353  8469 6782 
Complement   1498  3808  1317 1613 
Two Direction  13  347  381 2056 
 
 
9.3.4 The relationship between read length and alignment 
 
Given that the alignment plays a key role in the determination of the error rate it 
is important to investigate its performance. As demonstrated by Figure 9.5 the 
length of alignments achieved corresponds to the read lengths and thus shows 
that the alignments are being restricted by read length and not by data quality. 
This pattern is also demonstrated by Figure 9.6: that most reads align over a 
large proportion of their length so that the aligner is not just achieving very short 
matches to high quality sections of the read but is able to align most of the read. 
Figure 9.7 demonstrates that there is not a clear relationship between the length 
of a read and the percentage of it that can be aligned; long reads are still likely 
to achieve alignment over a large proportion of their length. Thus, with 
admittedly permissive alignment settings, the majority of reads and the majority 
of bases within those reads are able to be aligned. 
                                            
25
 The table shows the number of reads aligned to each species. 
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Figure 9.5 MinION alignment: read length versus alignment length. 
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Figure 9.6 MinION alignment: percentage of read aligned histogram.  
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Figure 9.7 MinION alignment: read length versus percentage of read aligned.  
 
9.3.5  MinION reads have a 45% error rate 
 
The error rate for the MinION reads was calculated as an edit distance then 
expressed as a percentage of the length of reference sequence aligned against. 
The overall error rate across all reads was 45%. The error rate varied by both 
species aligned against and read type (results Table 9.4). There were fewer 
Complement reads produced than Template reads and the Complement reads 
had a higher error rate. Two Direction reads should be of higher quality (and 
thus have a lower error rate) as they are based on a consensus of the Template 
and Complement; this seems to be true for the reads that aligned to E. coli, but 
not for the other two species. For B. burgdorferi and S. avermitilis the Two 
Direction reads in fact had a higher error rate than either the Template or 
Complement reads. This could be because the Two Direction consensus base 
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calling is currently flawed, or it is possible that it is simply an artifact of a small 
sample size, as particularly for S. avermitilis there were very few Two Direction 
reads that aligned. However given that a large number of Two Direction reads 
failed to align at all (72%), and these can be assumed to be more error prone 
than those that were successfully aligned, it suggests that the problem with the 
Two Direction reads lies with the consensus base caller.  
 
9.3.6  The effect of G+C content on error rate  
 
Based on the error distribution across the three species it appeared that G+C 
content could be correlating with error rate, as the species with the highest G+C 
content, S. avermitilis, has the highest error rate while the species with the 
lowest G+C content, B. burgdorferi, also has the lowest error rate. However as 
shown in Figure 9.8 and Figure 9.9, when the G+C content of each alignment is 
compared to its error rate there is not a clear relationship between the two.  
 
9.3.7  The G+C content of the aligned reads is different to that of the 
reference sequence to which they align 
 
When the G+C content of the aligned portion of the read (Figure 9.8) is 
compared to the GC content for the section of the reference sequence the read 
aligned against (Figure 9.9), an interesting pattern emerges. The G+C content 
of an aligned read is different to that of the reference sequence to which it 
aligns. The extreme values of G+C content that are found in the reference 
sections aligned against are not present in the aligned portions of the read. This 
suggests that sequences with extreme G+C content are sequenced less well 
than those with intermediate G+C content. This could be because there is a 
less diverse pattern of k-mer signals in the sequences with extreme G+C and 
that the MinION base caller struggles to differentiate lower complexity signals 
due to the difficulties inherent in the kmer base calling method used by the 
MinION. Figure 9.9 suggests there could be two different populations of reads 
for each genome, one with a high error rate and one with a lower error rate. The 
high error rate population may be aligning to the incorrect reference genome.  If 
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the MinION is biased against sequencing extreme G+C content (either by 
miscalling the bases or simply not sequencing the reads) then E. coli as the 
species with intermediate G+C content, would expect to be overrepresented. 
This would explain why E. coli has a greater share of the aligned reads than 
would be expected from the original mass measurements of the DNA. S. 
avermitilis appears to lack the lower error rate population of reads present for 
the other species. This could suggest that those reads that align to S. avermitilis 
are misalignments, or simply demonstrate again that the MinION struggles to 
sequence extremes of G+C content correctly.  
 
 
Figure 9.8 MinION read G+C content versus error.  
The figure shows the G+C content of the aligned portion of each read against 
its error rate. 
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Figure 9.9 MinION reference G+C content versus error.  
The figure shows the G+C content for the region of the genome that each read 
aligned against plotted against the error rate of the read. 
 
 
 
Table 9.4 MinION error rate 26 
 
 Read Type S. avermitilis (%) E. coli (%) B. burgdorferi (%) 
Overall   50.98  47.10  41.26 
Template  50.86  46.36  40.77 
Complement   51.25  50.41  43.51 
Two Direction  57.72  44.68  45.33 
 
 
 
                                            
26
 The table contains the percentage error for reads, by read type and reference genome 
aligned against. 
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9.3.8  MinION quality scores do not follow Phred 
 
Another interesting factor to investigate for the MinION is its per base quality 
scores. The per base quality scores of other sequencing technologies 
correspond with the Phred scale (Ewing et al. 1998) where scores indicate a 
specific likelihood of error for that base; for example a Phred score of 20 
indicates there will be 1 error for every 100 bases with that score. However due 
to the way the MinION calls bases (calculating the signal from sequential 
kmers) the per base quality scores are not expected to have the same meaning 
as they do for other sequencers. This is important as quality control programs 
and downstream applications make use of these quality scores. Having a 
reliable indicator of quality for base calls allows reads to be trimmed to leave 
only those portions of the reads that are deemed of sufficient quality for the 
purpose of a particular experiment. Reliable quality scores add confidence to 
the inferences gained from reads in subsequent analyses.  
The first question is: do the MinION quality scores have any meaning? Do they 
correlate with the error rate? Figure 9.10 demonstrate that there is in fact a 
correlation between quality score and subsequent chance of error. Those bases 
with a higher quality score are less likely to be errors. There is greater 
discrepancy at higher quality values however this is likely stochasticity due to 
low number of bases with those high quality scores. However Figure 9.11 
demonstrates that the MinION quality scores are not following Phred expected 
error rates for those quality scores. The same quality score for the MinION does 
not correlate to the same error rate as Phred. Thus applications that want to 
take the base quality scores into account will have to calculate them differently 
for the MinION than they do for other sequencing technologies.  
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Figure 9.10 MinION quality scores versus percentage error.  
The MinION quality scores correlate with the error rate. The errors were 
calculated by comparing each aligned base against the reference, which is then 
associated with the bases’ quality score.  
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Figure 9.11 The relationship between MinION quality score and observed error 
rate.  
The errors were calculated by comparing each aligned base against the 
reference, which is then associated with the bases’ quality score.  
 
 
9.3.9  The error rate remains constant over the course of a MinION run 
 
The MinION produces timestamp information for the reads it produces; this 
allowed a time series to be produced for the sequencing run. The time series 
allowed observation of how different characteristics of machine performance 
varied over the time of the run. This information can be used to evaluate how 
long it is worth running a MinION sequencing run for and whether you should 
expect changing data quality depending on run time.   
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The mean read length of the reads varies widely across the duration of the run 
(Figure 9.12). The highest mean read length is observed in the first 8 hours, 
perhaps suggesting that, if read length is your primary concern when operating 
the MinION, then the initial stages of the run are all that you need. After 33 
hours the number of reads produced per hour remains below 500. However the 
error rate remains relatively consistent throughout the run (Figure 9.13), 
suggesting that the quality of the data at the end of the run will not necessarily 
be any worse than at the beginning, so running the machine for as long as 
convenient will be beneficial rather than detrimental.  
 
Figure 9.12 MinION mean read length over run time. 
The percentage of bases aligned (Figure 9.13) varies across the time series but 
the error rate remains generally consistent which demonstrates that the error 
rate is not just varying directly with the alignment percentage. However it could 
still be that the error measured is the maximum that is still able to be aligned.  
The actual error rate could be increasing but those reads are unable to be 
aligned, thus the percentage of bases aligned is falling but the measured error 
rate remains constant because this is the maximum error rate that can be 
measured by alignment. This is somewhat refuted by the fact that the different 
species appear to incur different error rates, suggesting that we are below the 
error saturation threshold for the alignment.  
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Figure 9.13 Changes in sequence accuracy over time during a MinION run. 
The total bases aligned is based on the alignment by LAST. The error rate was 
calculated as an edit distance then expressed as a percentage of the length of 
reference sequence aligned against. 
 
 
9.3.10 Coverage of the bacterial genomes 
 
The three bacterial species have very different coverages of their genomes 
(Table 9.5). This is both a factor of differing genome sizes as well as the 
different number of reads that were aligned to each genome (presumed to be 
indicative of the number of reads that were sequenced for those species). 
Figure 9.14 demonstrates that the coverage is spread across the whole length 
of each of the genomes, while there are spikes and fluctuations in coverage 
level there is not, as an example, half of one genome covered to 30X coverage 
while the rest of the genome has no coverage.  
Table 9.5 Mean MinION coverage of the reference genomes. 27 
 
S. avermitilis  E. coli B. burgdorferi 
0.63 9.05 17.46 
 
                                            
27
 The coverage was calculated using only the Template reads and for the main chromosome 
only. 
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Figure 9.14 MinION coverage of the reference genomes 
Figure derived from Qualimap output (García-Alcalde et al. 2012). Generated 
from Template reads only.  
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9.3.11 MinION metagenomics 
 
This project is focused on evaluating the performance of next generation 
sequencing technologies for quantitative microbial molecular profiling. For this 
reason the sample run on the MinION was a mixed material containing three 
bacterial species. The amount of DNA from each species was quantified prior to 
sequencing by Qubit; this can be compared to the relative abundances 
calculated from the sequencing results (Table 9.6). This comparison reveals a 
relatively poor performance by the MinION; the abundance of E. coli is inflated 
while S. avermitilis is underestimated. This could be due to biased sequencing 
by the MinION or it could be indicative of the high error rate leading to incorrect 
alignments for some reads. The underestimation of S. avermitilis is another 
indication that the MinION might have a problem with high G+C sequences.  
 
 
Table 9.6 Relative abundance of MinION species.28 
 
Species Qubit (%) MinION (%) 
S. avermitilis 34.6 18.3 
E. coli  33.6 51.4 
B. burgdorferi 31.8 30.3 
 
  
                                            
28
 The relative abundances of reads (%) based on the Template reads that align to the three 
bacteria, compared to the Qubit measure of amount of starting DNA for each species. 
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9.3.12 Putting the MinION results in context 
 
As the MinION is still in its beta testing stage there is little context within which 
to judge if the findings of this study are typical. One reported MinION 
sequencing run produced reads with mean length of 5.4kb and some reads in 
the tens of kilobases (Hayden 2014). That is a longer mean read length than 
was achieved by this project, but indicates that their reads lengths were of a 
similar scale.  
Mikheyev and Tin (Mikheyev & Tin 2014) carried out a study on the 
performance of the MinION, using it to sequence the Lambda phage genome. 
Their longest read was 21kb, shorter than the maximum length of 98kb 
achieved in this project, though both are far in excess of the read lengths that 
can be achieved by most next generation sequencing technologies. They 
deemed the performance of the MinION to be very poor, as they were only able 
to align 12%-27% of single direction reads and 8%- 25% of Two Direction 
reads, depending on alignment method. In contrast this project was able to align 
77% of reads (81% of single direction and 28% of Two Direction). This can 
either be viewed as their choice of alignment software (BLASTN and BLASR) 
being poor choices to deal with long, error prone reads, or that the LAST 
alignment used in this project was too permissive - allowing incorrect 
alignments to be made. Their estimations of the error rate are astronomically 
high. They suggest that (when unalignable reads are taken into account) less 
than 1% of the sequence produced by the MinION is identical to the reference. 
This is based on mapped read identities (bases in an aligned read that exactly 
match the reference) of between 0.4% and 8.9%, depending on read type and 
alignment method. This is very different to the error rates found by this project 
(based on edit distance) of between 41% and 58% depending on read type and 
species aligned to. Their Two Direction reads were of substantially better quality 
than their single direction reads, a pattern that was not evident in the data from 
this project but does fit with original expectations of the Two Direction reads (as 
they are based on a consensus).  
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9.3.13 Summary  
 
To summarise the results of the evaluation of the MinION: the read lengths are 
far in excess of many other next generation sequencing technologies, such as 
Illumina. However the error rate is exceedingly high, with a possible relationship 
to G+C content. The base quality scores for the MinION correlate with the error 
rate but do not follow Phred expectations. The time series results indicate that 
the error rate remains constant across the whole length of the run time, so there 
is no downside to running the machine for extended periods of time. Though 
peak read length is likely at the start of the run. The MinION is not yet ready to 
be used to quantify a mixed material, estimations vary sharply from those 
produced by the Qubit and the high error rate makes alignment errors a 
certainty. These alignment errors would be a drastic problem if the reads were 
compared against a full reference database – there would be a very high 
number of resulting false positive hits. Overall the MinION has promising 
features but the error rate needs to come down substantially before it can be 
used for metagenomics or other applications.  
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10 Discussion  
 
Molecular profiling by both 16S rDNA and whole genome metagenomics offers 
the opportunity to investigate whole communities of organisms. The power to 
investigate communities in great depth and at low cost comes from the ability to 
utilise the power of next generation sequencing. However, while these methods 
offer a way to study microbial diversity at an unprecedented scale, the results of 
these techniques need to be properly benchmarked. Without investigation of the 
accuracy and precision of these methods, their findings cannot be trusted or 
fairly compared. This project sought to address some of the issues presented 
by these methodologies. To do this it exploited access to a metagenomic 
control material. This provided a ‘truth’ to which the performance of different 
sequencing methodologies could be compared.  
It is important to point out that DNA sequencing is not an inherently quantitative 
methodology. The final DNA reads cannot just be expected to directly relate to 
the amount of starting DNA. PCR amplification is not directly quantitative, thus 
DNA sequencing, which includes PCR amplification, cannot be expected to be 
precisely quantitative. When conducting amplicon sequencing there is not a 
linear relationship between the starting amount and final amount of an amplicon 
(Sipos et al. 2007).  This is before issues such as primer non-specificity are 
taken into account. This is why the type of work undertaken in this project is so 
necessary, to measure how quantifications made with sequencing match up to 
measures of the starting DNA. At the same time this project also investigated 
factors known to influence accurate quantifications of species from a mixed 
material, such as primer specificity, choice of 16S variable region, and also 
issues in the analysis process such as choice of database.  
The evaluation of the ONT MinION undertaken in this project revealed a 
technology that is still in its very early stages, with very high error rates due 
likely at least in part to unresolved issues with the base calling software. While 
quantification of species with this technology was poor and error was far higher 
than for established sequencing technologies, the device was able to achieve 
exceptionally large read lengths. Both software and hardware are likely to see 
improvements in the future and this remains an exciting technological prospect 
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which might in the future be utilised for studying microbial communities in a 
potential role as an environmental sensor. 
This project has re-affirmed that species with mismatches to the primers will be 
underestimated by 16S studies. It has also shown that changes to the library 
preparation for sequencing will impact on results, with the results appearing to 
interact with the effect of primer non-specificity.  
When the bioinformatics choices involved with 16S are explored, it is revealed 
that they will have a substantial effect on the results. Public databases contain 
errors which can have serious impacts on the accuracy of the species 
classification. When public databases are used then classification down to 
species level becomes problematic. Applying control materials reveals the clear 
limitations regarding the level of taxonomic resolution that can be achieved and 
potential problems of mis-calling organisms that are not present. Analysis 
carried out using the SILVA database and when the datasets are processed 
with MG-RAST reveals the fact that false positive hits are very likely to occur. 
Choice of reference database also affects WGS results but the impact appears 
to be markedly less substantial. The abundance of the species in the sample is 
still measured accurately. There are a minority of false positive hits but many of 
these are to close relatives making it possible to mitigate this effect by choosing 
to make inter-population comparisons at genus level. This is in contrast to 16S 
where comparisons are likely to be forced to be at genus level unless species 
are known a priori.  
These issues demonstrate the importance of using control materials in 
molecular profiling studies. Control materials can both be used to calculate the 
likely impact of different experimental and bioinformatics choices, as has been 
the case for this project, or they can be sequenced alongside community 
samples to help measure and control for these factors. Control materials can 
show the limits of detection of a study – what is the lowest abundance of 
species which can be reliably measured. The reliability of species hits can be 
confirmed by reference to the hits to the control material of a similar abundance. 
A threshold can be established, below which the likelihood of false positive 
species hits is high, and thus specific species hits can no longer be trusted. 
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Conclusions from microbial profiling studies (whether 16S or WGS) can only be 
verified by the use of control materials which due to prior knowledge of 
taxonomic composition, are able to test the performance of both laboratory and 
bioinformatics processes. Use of control materials can highlight potential issues 
with false positive species hits or issues with resolving taxa to species level. 
These issues can then be further investigated and findings verified, at least by 
using alternative informatics methods but ideally using non sequencing based 
methods like PCR. 
This project has also illustrated another potential role for control materials, to 
establish the sample size that is necessary for a study. By using a 
bootstrapping method on sequencing of a control material, it is possible to 
establish at what sample size the precision or accuracy falls beneath the levels 
required for a proposed study. While this could be done purely by modeling, that 
can never take into account all the factors that can affect a sequencing run. 
More importantly the control material can be added to the material to be 
sequenced or sequenced alongside it. This would allow thresholds of species 
abundance to be measured during the run and compared to what has been 
established by the bootstrapping regarding the level of variation that can be 
expected at that abundance. 
Despite the discussed issues with both 16S and WGS measurements of 
community composition, one of the key messages of this project is that all 
methods produce generally good agreement (summary of results in Figure 
10.1). This is particularly note-worthy as not only are very different experiments 
being carried out (amplicon sequencing versus WGS) but the sequencing was 
carried out on different platforms. Where the primer pair is specific to all the 
target species, high levels of precision are recorded by all primer pairs. The 
precision of the WGS is even more marked, showing very low levels of inter-run 
variation. A bootstrapping study proved that the improved precision of the WGS 
is not simply due to the increased sample size for those datasets. Between the 
primer pairs specific to all species in the MCM (Beta, Gamma and Delta) and 
the WGS results there is rarely greater than a two fold difference between 
measurements made by any of the methods. This suggests that when studies 
are using 16S or WGS methods to study community composition, differences of 
less than three fold should be viewed with caution and the veracity of their 
~ 178 ~ 
 
results verified either by the application of control materials or  by applying non-
sequencing methods to confirm key findings. 
 
 
Figure 10.1 Comparison of abundances of the MCM species as measured by 
Qubit, dPCR, β and γ primer pairs and WGS. 
The graph shows mean results for the sequencing replicates. The Beta and 
Gamma results are used as representative results for the amplicon data.  
 
One of the challenges facing the field of microbial molecular profiling is the 
quality of reference databases. This study has highlighted issues with mis-
annotated entries in databases; yet this is not the only problem. The depth and 
breadth of taxomomic coverage present in references databases does not 
reflect those present in the natural world. Granted, it would be almost 
impossible for it to be so. Taxonomic coverage is still biased towards cultivated 
organisms and those ecosystems which are most heavily studied – such as 
human associated microbiomes. Lack of representation in the databases will 
inherently prevent accurate quantification of taxa. This is an area where 16S is 
still in a superior position to WGS, as the number and taxonomic range of 
completed bacterial genomes is much narrower than that of the 16S databases. 
Large scale studies of particular microbiomes have sought to address this by 
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sequencing of key reference genomes – such as the work done by the Human 
Microbiome Project ( The Human Microbiome Jumpstart Reference Strains 
Consortium 2010). However, more needs to be done to bridge the gap between 
the microbial taxonomy represented in the databases and the one present in 
nature. 
This study has established the valuable role that control materials can play in 
measuring the effect on species quantification that changes to different aspects 
of the molecular profiling work flow can have. A future key area this can be 
expanded into is the use of whole cell metagenomic control materials (rather 
than simply DNA-based) to study the issues and impacts associated with DNA 
extraction from a sample. This will allow the size of the impact of biases 
associated with DNA extraction to be compared to those associated with other 
steps in the experimental pipeline. Another expansion on the use of control 
materials would be to use them to thoroughly examine the impact of G+C 
content on relative quantifications of a community. This would require a control 
material with organisms which had a very wide spread of G+C contents. This 
type of effect was looked for in the work carried out in this project looking at the 
ONT MinION. However, that experimental material was both lacking in 
complexity and not as well quantified as would be desirable for a true control 
material.  
An area where control materials could be utilized is the comparison of different 
sequencing technologies for microbial profiling. This project investigated 16S 
and WGS datasets which were sequenced on different platforms, thus making it 
impossible to subdivide the effect of different sequencing technologies from that 
of different methodologies (16S and WGS). The comparison of both 16S and 
WGS, each across multiple different sequencing platforms would enable the 
effect of sequencing technology on microbial quantifications to be clearly 
measured. However, this analysis may not be a worthwhile objective as 
sequencing technologies continue to emerge and change at a rapid rate, which 
would lead to any measures of platform specific accuracy having a very short 
shelf life of relevancy. If a later, improved, version of the ONT MinION is to be 
used for molecular microbial profiling, its future usefulness would be enhanced 
by comprehensive evaluation by the application of a well quantified control 
material to the device. This type of study would be more beneficial if applied to 
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the MinION platform specifically, as it does not have the body of work 
evaluating its general performance that other sequencing technologies benefit 
from, and some of its characteristics (device cost and portability) make it of 
particular interest to the field of community profiling.  
The use of control materials which are specific to the particular community 
being analysed is an area of possible future research. Control materials could 
be developed for different micobiomes, such as the soil, sea and human gut, 
with species present in the control material reflecting the typical composition for 
that microbiome. It would need to be investigated whether it would be beneficial 
to have a catalogue of available control materials specialised for different 
environments. Alternatively it may be better to have a more limited range of 
control materials in use, in order to aid the direct comparison of result between 
different studies.   
Molecular microbial profiling experiments are complex multistep procedures 
which must be approached with considerations around standardisation, 
calibration and accuracy. Both 16S and WGS are widely used methodologies to 
study community composition; however, without knowledge of their precision 
and accuracy the results generated by these methods cannot be relied upon.  
The results of this project highlight the value of control materials when 
conducting microbial profiling studies to benchmark methods and set 
appropriate thresholds. The application of control materials allows the effect of 
different experimental and bioinformatics choices to be measured. Microbial 
profiling studies are demonstrating the role microbiomes play in important fields 
such as human health as well as shining a light on biological diversity. However 
without verification through the use of control materials these insights will not 
achieve the impact they deserve.  
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11 Appendices   
 
Table 11.1 MG-RAST genus level results for primer pair beta. 
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Table 11.2 MG-RAST genus level results for primer pair Gamma. 
 
  
~ 183 ~ 
 
Table 11.3 Top 50 species hits for WGS dataset in MG-RAST. 
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