We exploit the link between the transport equation and derivatives of expectations to construct efficient pathwise gradient estimators for multivariate distributions. We focus on two main threads. First, we use null solutions of the transport equation to construct adaptive control variates that can be used to construct gradient estimators with reduced variance. Second, we consider the case of multivariate mixture distributions. In particular we show how to compute pathwise derivatives for mixtures of multivariate Normal distributions with arbitrary means and diagonal covariances. We demonstrate in a variety of experiments in the context of variational inference that our gradient estimators can outperform other methods, especially in high dimensions.
Introduction
Stochastic optimization is a major component of many machine learning algorithms. In some cases-for example in variational inference-the stochasticity arises from an explicit, parameterized distribution q θ (z). In these cases the optimization problem can often be cast as maximizing an objective
where f (z) is a (differentiable) test function and θ is a vector of parameters. 2 In order to maximize L we would like to follow gradients ∇ θ L. If z were a * Correspondence to: jankowiak@uber.com 2 Without loss of generality we assume that f (z) has no explicit dependence on θ, since gradients of f (z) are readily handled by bringing ∇ θ inside the expectation.
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deterministic function of θ we would simply apply the chain rule; for any component θ α of θ we have
What is the generalization of Eqn. 2 to the stochastic case? As observed in [18] , we can construct an unbiased estimator for the gradient of Eqn. 1 provided we can solve the following partial differential equation (the transport a.k.a. continuity equation):
Here v θα is a vector field defined on the sample space of q θ (z). 3 Note that there is a vector field v θα for each component θ α of θ. We can then form the following pathwise gradient estimator:
Pathwise gradient estimators are particularly appealing because, empirically, they generally exhibit lower variance than alternatives.
That the gradient estimator in Eqn. 4 is unbiased follows directly from the divergence theorem:
Here we have substituted for ∂ ∂θα q θ using Eqn. 3 in the first line, appealed to the divergence theorem 4 in the second line, and taken the surface to infinity in the 3 More explicitly: at each point z in the sample space the vector field v θα is specified by D components v θα i , i = 1, ..., D, where D is the dimension of the sample space. 4 More explicitly: we apply the divergence theorem to the vector field f q θ v θ and expand the divergence in the volume integral using the product rule (cf. Green's identities).
third line. In the final step we assume that f q θ v θ is sufficiently well-behaved that we can drop the surface integral as the surface goes to infinity.
Thus Eqn. 4 is a generalization of Eqn. 2 to the stochastic case, with the velocity field v θα playing the role of ∂z ∂θα in the deterministic case. In contrast to the deterministic case where ∂z ∂θα is uniquely specified, Eqn. 3 generally admits an infinite dimensional space of solutions for v θα .
The transport equation encodes an intuitive geometric picture. As we vary θ we move q θ (z) along a curve in the space of distributions over the sample space. This curve corresponds to a time-varying cloud of particles; in this analogy the set of velocity fields {v θα } α describes the (infinitesimal) displacements that particles undergo as θ is varied. Because each velocity field obeys the corresponding transport equation, Eqn. 3, the total probability is conserved and the displaced particles are distributed according to the displaced distribution.
In this work we are interested in the multivariate case, where the solution space to Eqn. 3 is very rich, and where alternative gradient estimators tend to suffer from large variance, especially in high dimensions. Our contributions are two-fold. In Sec. 3 we exploit the the fact that the transport equation admits a large space of solutions to construct gradient estimators that are adapted to the test function f (z). In the context of the reparameterization trick (see Sec. 2.3) our approach is conceptually analogous to adaptively choosing a reparameterization T from a family of transformations {T λ ( ; θ)}, with the difference that the transformation is never explicitly constructed; rather it is implicit as a solution to Eqn. 3. Second, in Sec. 4 we construct pathwise gradient estimators for mixtures of Normal distributions with diagonal covariance matrices. We emphasize that the resulting gradient estimators are the only known unbiased pathwise gradient estimators for this class of mixture distributions whose computational complexity is linear in the dimension of the sample space. As we show in Sec. 6 our gradient estimators often exhibit low variance and good performance as compared to alternative methods.
The rest of this paper is organized as follows. In Sec. 2 we give an overview of stochastic gradient variational inference (SGVI) and stochastic gradient estimators. In Sec. 3 we use parameterized families of solutions to Eqn. 3 to construct adaptive pathwise gradient estimators. In Sec. 4 we present solutions to Eqn. 3 for multivariate mixture distributions. In Sec. 5 we place our work in the context of recent research. In Sec. 6 we validate our proposed techniques with a variety of experiments in the context of variational inference. In Sec. 7 we discuss directions for future work.
Background

Stochastic Gradient Variational Inference
Given a probabilistic model p(x, z) with observations x and latent random variables z, variational inference recasts posterior inference as an optimization problem. Specifically we define a family of variational distributions q θ (z) parameterized by θ and seek to find a value of θ that minimizes the KL divergence between q θ (z) and the (unknown) posterior p(z|x) [19, 29, 15, 45, 31] . This is equivalent to maximizing the ELBO, defined as
This stochastic optimization problem will be the basic setting for most of our experiments in Sec. 6.
Score Function Estimator
The score function estimator, also referred to as reinforce [12, 44, 10] , provides a simple and broadly applicable recipe for estimating gradients, with the simplest variant given by
Although the score function estimator is very general (e.g. it can be applied to discrete random variables) it typically suffers from high variance, although this can be mitigated with the use of variance reduction techniques such as Rao-Blackwellization [5] and control variates [36] .
Reparameterization Trick
The reparameterization trick (RT) is not as broadly applicable as the score function estimator, but it generally exhibits lower variance [30, 39, 22, 11, 42, 34] . It is applicable to continuous random variables whose probability density q θ (z) can be reparameterized such that we can rewrite expectations
, where q 0 ( ) is a fixed distribution and T ( ; θ) is a differentiable θ-dependent transformation. Since the expectation w.r.t. q 0 ( ) has no θ dependence, gradients w.r.t. θ can be computed by pushing ∇ θ through the expectation. This reparameterization can be done for a number of distributions, including for example the Normal distribution. As noted in [18] , in cases where the reparameterization trick is applicable, we have that
is a solution to the transport equation, Eqn. 3.
Adaptive Velocity Fields
Whenever we have a solution to Eqn. 3 we can form an unbiased gradient estimator via Eqn. 4. An intriguing possibility arises if we can construct a parameterized family of solutions v θα λ : as we take steps in θ-space we can simultaneously take steps in λ-space, thus adaptively choosing the form the θ α gradient estimator takes. This can be understood as an instance of an adaptive control variate [36] ; consider the solution v θα λ as well as a fixed reference solution v θα 0 :
The final expectation is identically equal to zero so the integrand is a control variate. If we choose λ appropriately we can reduce the variance of our gradient estimator. In order to specify a complete algorithm we need to answer two questions: i) how should we adapt λ?; and ii) what is an appropriate family of solutions v θα λ ? We now address each of these in turn.
Adapting velocity fields
Whenever we compute a gradient estimate via Eqn. 4 we can use the same N s sample(s) z i ∼ q θ to form an estimate of the variance of the gradient estimator:
In direct analogy to the adaptation procedure used in (for example) [37] we can adapt λ by following noisy gradient estimates of this variance:
In this way λ can be adapted to reduce the gradient variance during the course of optimization. See Algorithm 1 for a summary of the complete algorithm in the case where single-sample gradient estimates are used at each iteration.
However, in order to construct general purpose gradient estimators we need to impose appropriate boundary conditions on the velocity field; for more on this subtlety we refer the reader to the supplementary materials.
In order to demonstrate how to construct suitable null solutions we henceforth focus on a particular family of distributions q θ (z), namely elliptical distributions. Elliptical distributions are probability distributions whose density is of the form q(z) ∝ g(z T Σ −1 z) for some scalar density g(·) and positive definite symmetric matrix Σ. They include, for example, the multivariate Normal distribution and the multivariate t-distribution. For concreteness, in the following we focus exclusively on the multivariate Normal distribution. We stress, however, that the resulting adaptive gradient estimators are applicable to any elliptical distribution. We refer to the supplementary materials for a description of the specific case of the multivariate t-distribution.
Null Solutions for the Multivariate Normal Distribution
Consider the multivariate Normal distribution in D dimensions parameterized via a mean µ and Cholesky factor L. We would like to compute derivatives w.r.t. L ab . While the reparameterization trick is applicable in this case, we can potentially get lower variance gradients by using Adaptive Velocity Fields. As we show in the supplementary materials, a simple solution to the corresponding null transport equation is given bỹ
where λ ≡ {A ab } is an arbitrary collection of antisymmetric D × D matrices (one for each a, b). This is just a linear vector field and so it is easy to manipulate and (relatively) cheap to compute. Geometrically, for each entry of L, this null solution corresponds to an infinitesimal rotation in whitened coordinatesz = L −1 (z − µ). Note thatṽ free parameters, this space of solutions is quite large. Since we will be adapting A ab via noisy gradient estimates-and because we would like to limit the computational cost-we choose to parameterize a smaller subspace of solutions. Empirically we find that the following parameterization works well:
Here each M × D matrix B and C is arbitrary and the hyperparameter M allows us to trade off the flexibility of our family of null solutions with computational cost (typically M D).
The computational complexity of using Adaptive Velocity Field gradients with this class of parameterized velocity fields (including the A update equations) is
per gradient step. This should be compared to the O(D 2 ) cost of the reparameterization trick gradient and the O(D 3 ) cost of the OMT gradient (see Sec. 5 for a discussion of the latter). 5 We explore the performance of the resulting Adaptive Velocity Field (AVF) gradient estimator in Sec. 6.1.
Pathwise Derivatives for Multivariate Mixture Distributions
In this section we use the transport equation Eqn. 3 to construct pathwise gradient estimators for mixture distributions. Note that this section is logically independent from the previous section, although-as we discuss briefly in the supplementary materials-Adaptive Velocity Fields can be readily combined with the gradient estimators discussed here.
Consider a mixture of K multivariate distributions in D dimensions:
In order to compute pathwise derivatives of z ∼ q θ (z) we need to solve the transport equation w.r. 
is a solution of the multi-component transport equation. 6 See the supplementary materials for the (short) derivation. For example we can readily compute Eqn. 12 if each component distribution is reparameterizable. Note that a typical gradient estimator for, say, a mixture of Normal distributions first samples the discrete component k ∈ [1, ..., K] and then samples z conditioned on k. This results in a pathwise derivative for z that only depends on µ k and σ k . By contrast the gradient computed via Eqn. 12 will result in a gradient for all K component parameters for every sample z. We explore this difference experimentally in Sec. 6.2.2.
Mixture weight derivatives
Unfortunately, solving the transport equation for the mixture weights is in general much more difficult, since the desired velocity fields need to coordinate mass transport among all K components. 7 We now describe a formal construction for solving the transport equation for the mixture weights. For each pair of component distributions j, k consider the transport equation
Intuitively, the velocity fieldṽ jk moves mass from component k to component j. We can superimpose these solutions to form
As we show in the supplementary materials, the velocity field v j yields an estimator for the derivative w.r.t. the softmax logit j that corresponds to component j. 8 Thus provided we can find solutionsṽ jk to Eqn. 13 for each pair of components j, k we can form a pathwise gradient estimator for the mixture weights. We now consider one particular situation where this recipe can be carried out. We leave a discussion of other solutions-including a solution for a mixture of Normal distributions with arbitrary diagonal covariances-to the supplementary materials.
Mixture of Multivariate Normals with Shared Diagonal Covariance
Here each component distribution is specified by q θj (z) = N (z|µ j , σ), i.e. each component distribution has its own mean vector µ j but all K components share the same (diagonal) square root covariance σ.
9
We find that a solution to Eqn. 13 is given bỹ
, and where the quantities {μ j ,μ jk ,μ jk ,z jk ,z jk ⊥ } are defined in the supplementary materials. Here Φ(·) is the CDF of the unit Normal distribution and φ(·) is the corresponding probability density. Geometrically, the velocity field in Eqn. 15 moves mass along lines parallel to µ j − µ k . Note that the gradient estimator resulting from Eqn. 15 has cost O(DK 2 ). 10 We explore the performance of the resulting pathwise gradient estimators in Sec. 6.2.
Related Work
There is a large body of work on constructing gradient estimators with reduced variance, much of which can be understood in terms of control variates [36] : for example, [27] constructs neural baselines for score function gradients; [40] discuss gradient estimators for stochastic computation graphs and their Rao-Blackwellization; and [43, 13] construct adaptive control variates for discrete random variables. Another example of this line of work is [25] , where the authors construct control variates that are applicable when q θ (z) is a diagonal Normal distribution and that rely on Taylor expansions 8 That is with respect to j where πj = e j / k e k . 9 To keep the equations compact we consider a diagonal covariance matrix. The resulting velocity field is readily transformed to a rotated coordinate system in which the (single shared) covariance matrix is arbitrary. 10 As detailed in the supplementary materials, the pathwise gradient estimators for the familes of mixture distributions we consider all have cost
of the test function f (z). 11 In contrast our AVF gradient estimator for the multivariate Normal has about half the computational cost, since it does not rely on second order derivatives. Another line of work constructs partially reparameterized gradient estimators for cases where the reparameterization trick is difficult to apply [38, 28] . In [14] , the author constructs pathwise gradient estimators for mixtures of diagonal Normal distributions. Unfortunately, the resulting estimator is expensive, relying on a recursive computation that scales with the dimension of the sample space. Another approach to mixture distributions is taken in [7] , where the authors use quadrature-like constructions to form continuous distributions that are reparameterizable. Ref. [35] considers a gradient estimator for mixture distributions in which all K components are summed out. Our work is closest to [18] , which uses the transport equation to derive an 'OMT' gradient estimator for the multivariate Normal distribution whose velocity field is optimal in the sense of optimal transport. This gradient estimator can exhibit low variance but has O(D 3 ) computational complexity due to an (expensive) singular value decomposition. In addition the OMT gradient estimator is not adapted to the test function at hand; rather it has one fixed form.
As this manuscript was being completed, we became aware of reference [9] , which has some overlap with this work. In particular, [9] describes an interesting recipe for computing pathwise gradients that can be applied to mixture distributions. A nice feature of this recipe (also true of [14] ), is that it can be applied to mixtures of Normal distributions with arbitrary covariances. A disadvantage is that it can be expensive, exhibiting a O(D 2 ) computational cost even for a mixture of Normal distributions with diagonal covariances. In contrast the gradient estimators constructed in Sec. 4 by solving the transport equation are linear in D. We provide a comparison to their approach in Sec. 6.2.1. (a) We compare the OMT and AVF gradient estimators for the multivariate Normal distribution to the RT estimator for three test functions. The horizontal axis controls the magnitude of the off-diagonal elements of the Cholesky factor L. The vertical axis depicts the ratio of the mean variance of the given estimator to that of the RT estimator for the off-diagonal elements of L. (c) We compare the variance of our pathwise gradient estimator for mixtures of diagonal Normal distributions to the one described in ref. [9] . Here D = 2, σ controls the covariance of each component distribution, and the vertical axis is the ratio of variances (with our estimator in the denominator). See supplementary materials for details. 
Adaptive Velocity Fields
Synthetic test functions
In Fig. 1a we use synthetic test functions to illustrate the variance reduction that is achieved with AVF gradients for the multivariate Normal distribution as compared to the reparameterization trick and OMT gradients from [18] . The dimension is D = 50; the results are qualitatively similar for different dimensions. Note that, as demonstrated here, whether AVF outperforms OMT is problem dependent.
Gaussian Process Regression
We investigate the performance of AVF gradients for the multivariate Normal distribution in the context of a Gaussian Process regression task reproduced from [18] . We model the Mauna Loa CO 2 data from [20] considered in [32] . We fit the GP using a single-sample Monte Carlo ELBO gradient estimator and all N = 468 data points (so D = 468). Both the OMT and AVF gradient estimators achieve higher ELBOs than the RT estimator (see Fig. 2) ; however, the OMT estimator does so at substantially increased computational cost (∼1.9x), while the AVF estimator for M = 1 (M = 5) requires only ∼6% (∼11%) more time per iteration. By iteration 250 the AVF gradient estimator with M = 5 has attained the same ELBO that the RT estimator attains at iteration 500.
Mixture Distributions
Synthetic test function
In Fig. 1b we depict the variance reduction of pathwise gradient estimators for various mixture distributions compared to the corresponding score function estimator. We find that the typical variance reduction has magnitude O(D). The results are qualitatively similar for different numbers of components K. See the supplementary materials for details on the different families of mixture distributions. In Fig. 1c we compare the gradient estimator for mixtures of Normal distributions described in Sec. 4.2 to the estimator described in [9] . We find that our estimator exhibits better performance when the mixture components have more overlap (σ 0), while their estimator exhibits better performance in the opposite regime (σ → 0). Since their estimator has a cost that is quadratic in the dimension D, while our estimator has a cost that is linear in the dimension D, which estimator is to be preferred will be problem specific.
Baseball Experiment
We consider a model for repeated binary trial data using the data in [8] and the modeling setup in [1] with partial pooling. The model has two global latent variables and 18 local latent variables so that the posterior is 20-dimensional. While mean field SGVI gives reasonable results for this model, it is not able to capture the detailed structure of the exact posterior as computed with the NUTS HMC implementation in Stan [16, 4] . To go beyond mean field we consider variational distributions that are mixtures of K diagonal Normal distributions.
12 Adding more components gives a better approximation to the exact posterior, see Fig. 3a . Furthermore, using pathwise derivatives in the ELBO gradient estimator leads to faster convergence, see Fig. 3b . Here the hybrid estimator uses score functions gradients for the mixture logits but implements Eqn. 12 for gradients w.r.t. the component parameters. Since there is significant overlap among the mixture components, Eqn. 12 leads to substantial variance reduction.
Continuous state space model
We consider a non-linear state space model with observations x t and random variables z t at each time step (both two dimensional). Since the likelihood is of the form p(x t |z t ) = N (x t |µ(z t ), σ x 1 2 ) with µ(z t ) = (z 2 1t , 2z 2t ), the posterior over z 1:T is highly multi-modal. We use SGVI to approximate the posterior over z 1:T . To better capture the multi-modality we use a variational family that is a product of two-component mixture distributions of the form q(z t |z t−1 , x t:T ), one at each time step. As can be seen from Fig. 4 , the variational family makes use of the mixture distributions at its disposal to model the multi-modal structure of the posterior, something that a variational family with a 12 Cf. the experiment in [26] unimodal q(z t |·) struggles to do. In the next section we explore the use of mixture distributions in a much richer time series setup.
Deep Markov Model
We consider a variant of the Deep Markov Model (DMM) setup introduced in [23] on a polyphonic music dataset. We fix the form of the model and vary the variational family and gradient estimator used. We consider a variational family which includes a mixture distribution at each time step. In particular each factor q(z t |z t−1 , x t:T ) in the variational distribution is a mixture of K diagonal Normals. We compare the performance of the pathwise gradient estimator introduced in Sec. 4 to two variants of the Gumbel Softmax gradient estimator [17, 24] , see Table 1 . For a description of these two gradient estimators, which use the Gumbel Softmax trick to deal with mixture weight gradients, see Sec. E in the supplementary materials. Note that both Gumbel Softmax estimators are biased, while the pathwise estimator is unbiased. We find that the Gumbel Softmax estimators-which induce O(2 − 8) times higher gradient variance for the mixture logits as compared to the pathwise estimator-are unable to achieve competitive test ELBOs.
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Note that while the numerical differences in Table 1 are not large (∼ 0.05 nats), they are comparable to the quantitative improvement that one can achieve in this context when equipping the variational family with normalizing flows [41, 33] ; for this particular task there appears to be little headroom above what can be attained with a (unimodal) Normal variational family.
Gradient Estimator Variational Family
Pathwise GS-Soft GS-Hard K=2 -6.84 -6.89 -6.88 K=3 -6.82 -6.87 -6.85 
VAE
We conduct a simple experiment with a VAE [22, 34] trained on MNIST. We fix the form of the model and vary the gradient estimator used. The variational family is of the form q(z|x), where q(z|·) is a mixture of K ∈ [3, 4, 5] diagonal Normals. We find that on 13 We also found the Gumbel Softmax estimators to be less numerically stable, which prevented us from using more aggressive KL annealing schedules. This may have contributed to the performance gap in Table 1 . this task our gradient estimator achieves similar performance to the two Gumbel Softmax estimators and the score function estimator, see Table 2 . This is not too surprising, since VAE posteriors tend to be quite sharp for any given x so that gradient variance is not the bottleneck for learning. 
Gradient Estimator
Discussion
We have seen that the link between the transport equation and derivatives of expectations offers a powerful tool for constructing pathwise gradient estimators. In the case of variational inference, we emphasize that-in addition to providing gradients with reduced variancepathwise gradient estimators can enable quick iteration over complex models and variational families, since there is no need to reason about ELBO gradients. The modeler need only construct a Monte Carlo estimator of the ELBO; automatic differentiation will handle the rest. Our hope is that an expanding toolkit of pathwise gradient estimators can contribute to the development of innovative applications of variational inference.
One limitation of our approach is that solving the transport equation for arbitrary families of distributions presents a challenge. Of course, this limitation also applies to the reparameterization trick. While we acknowledge this limitation, we note that since: i) the Normal distribution is ubiquitous in machine learning; and ii) mixtures of Normals are universal approximators for continuous distributions, improving the gradient estimators that can be used in these two cases is already of considerable value.
Given the richness of the transport equation and the great variety of multivariate distributions, there are several exciting possibilities for future research. It would be of interest to identify more cases where we can construct null solutions to the transport equation, e.g. generalizing Eqn. 9 to higher orders. It could also be fruitful to consider other ways of adapting velocity fields. In some cases this could lead to improved variance reduction, especially in the case of mixture distributions, where the optimal transport setup in [6] might provide a path to constructing alternative gradient estimators.
A Supplementary Materials: Overview
These supplementary materials are organized as follows. In Sec. B we discuss general properties of pathwise gradient estimators derived from the transport equation.
In Sec. C we give further details on Adaptive Velocity Fields. In Sec. D we give further details on our pathwise gradient estimators for mixture distributions, in particular describing velocity fields for four families of Normal mixtures. Finally, in Sec. E we describe the setup of the various experiments described in the main text.
B Pathwise Gradient Estimators and the Transport Equation
As discussed in the main text, a solution v θ to the transport equation allows us to form an unbiased pathwise gradient estimator via
In order for this to be a sensible Monte Carlo estimator, we require that the variance is finite, i.e
In order for the derivation given in the main text to hold, we also require for v θ to be everywhere continuously differentiable and that the surface integral S (q θ f v θ ) ·n dS go to zero as dS tends towards the boundary at infinity. A natural way to ensure the latter condition for a large class of test functions is to require the boundary condition
Note that this boundary condition is satisfied by all the gradient estimators proposed in this work. Much of the difficulty in using the transport equation to construct pathwise gradient estimators is in finding velocity fields that satisfy all these desiderata.
For example consider a mixture of products of univariate distributions of the form:
Here j runs over the components and i runs over the dimensions of z. Note that a mixture of diagonal Normal distributions is a special case of Eqn. 19. Suppose each q θji has a CDF F θji that we have analytic control over. Then we can form the velocity field
This is a solution to the transport equation for the mixture weight π j ; however, it does not satisfy the boundary condition Eqn. 18 and so it is of limited practical use for estimating gradients. 14 Intuitively, the problem with Eqn. 20 is that v πj sends mass to infinity.
C Adaptive Velocity Fields for the Multivariate Normal Distribution
We show that the velocity field
given in the main text is a solution to the corresponding null transport equation. 15 The transport equation can be written in the form
Transforming to whitened coordinatesz = L −1 (z − µ), the null equation is given by
We letṽ = A abz and compute
where we have used that A ab is antisymmetric. Transformingṽ back to the given coordinates z, we end up with Eqn. 21 (the factor of L enters when we transform the vector field).
we simply use the velocity field furnished by the reparameterization trick, which is given by
Thus the complete specification of v
As mentioned in the main text, the computational complexity of using AVF gradients with this class of parameterized velocity fields (including the A update equations) is
This should be compared to the O(D 2 ) cost of the reparameterization trick gradient and the O(D 3 ) cost of the OMT gradient. However, the computational complexity in Eqn. 27 is somewhat misleading in that the O(D 3 ) term arises from matrix multiplications, which tend to be quite fast. By contrast the OMT gradient estimator involves a singular value decomposition, which tends to be substantially more expensive than a matrix multiplication on modern hardware. In cases where computing the test function involves expensive operations like Cholesky factorizations, the additional cost reflected in Eqn. 27 is limited (at least for M D). For example, as reported in the GP experiment in Sec. 6.1.2 in the main text where D = 468, the AVF gradient estimator for M = 1 (M = 5) requires only ∼6% (∼11%) more time per iteration.
C.1 Adaptive Velocity Fields for the Multivariate t-Distribution
We consider the multivariate t-distribution in D dimensions with probability density
where
We want to compute derivatives w.r.t L ab . We compute
and
It is easy to show that
since the term containing A ab vanishes due to the antisymmetry of A ab . Thus one has
Gathering terms we see that v L ab A satisfies the relevant transport equation, namely
Consequently we have shown that the velocity fields given in Eqn. 26 can be used to a construct adaptive gradient estimators for the cholesky matrix of the multivariate t-distribution.
Note that the only property of q θ (z) that was used in the derivation was the fact that
for some scalar density g(·). Thus the velocity fields in Eqn. 26 can in fact be used to construct adaptive gradient estimators for all distributions of the form given in Eqn. 35, i.e. for all elliptical distributions.
D Mixture distributions
In Table 3 we summarize the four families of mixture distributions for which we have found closed form solutions to the transport equation. The first one was presented in the main text; here we also present the solutions for the three other families of mixture distributions.
D.1 Pairwise Mass Transport
We begin with the transport equation for π j , which reads
Introducing softmax logits j given by
and using the fact that
we observe that the velocity field for j satisfies the following transport equation
We substitute Eqn. 14 for v j and compute the divergence term, which yields 
D.2 Zero Mean Discrete Gaussian Scale Mixture
Here each component distribution is specified by q θj (z) = N (z|0, λ j σ), where each λ j is a positive scalar. Definingz = z σ −1 and making use of radial coordinates with r = ||z|| we find that a solution of the form in Eqn. 14 reduces to
The 'radial CDF'Φ in Eqn. 41 can be computed analytically. In even dimensions we find
and in odd dimensions we find
where erf(·) is the error function. Note that in contrast to all the other solutions in Table 3 , Eqn. 40 for D even does not involve any error functions.
We show explicitly that Eqn. 40 is a solution of the corresponding transport equation. The derivations for 16 The notation k!! refers to the double factorial of k, which occurs in this context through the identity
the other families of mixture distributions are similar.
It is enough to show that
Using the identities
By construction we have that
(47) Comparing terms, we see thatṽ j is indeed a solution of the transport equation for π j as desired.
D.3 Mixture of Diagonal Normal Distributions
Here each component distribution is given by
(49) where σ 0 is an arbitrary reference scale. We find that if we define 17 Here we take the empty products k<1 and k>D to be equal to unity.
then we can construct a solution of the form specified in Eqn. 14 that is given by
Since the reference scale σ 0 is arbitrary, this is actually a parameterized family of solutions. Thus this solution is in principle amenable to the Adaptive Velocity Field approach described in Sec. 3 in the main text. In addition, the ordering of the dimensions i = 1, ..., D that occurs implicitly in the telescopic structure of Eqn. 50 is also arbitrary. Thus Eqn. 50 corresponds to a very large family of solutions. In practice we use the fixed ordering given in Eqn. 50 and choose
We find this works pretty well empirically.
D.4 Discrete GSM
where each λ j is a positive scalar. We can solve the corresponding transport equation for the mixture weights by superimposing the solutions in Eqn. 15 To finish specifying the solution Eqn. 15 given in the main text, we define the following coordinates: 
is a solution of the multi-component transport equation, since
This completes the derivation for the claim about v θj made at the beginning of Sec. 4 in the main text.
D.7 Pairwise Mass Transport and Control Variates
For j = 1, ..., K define K × K square matrices A j ik such that all the rows and columns of each A j ik sum to zero. Then
is a null solution to the transport equation for v j , Eqn. 39. While we have not done so ourselves, these null solutions could be used to adaptively move mass among the K component distributions of a mixture instead of using the recipe in Eqn. 14, which takes mass from each component distribution j in proportion to its mass π j (which is in general suboptimal).
E Experimental Details
E.1 Synthetic Test Function Experiments
We describe the setup for the experiments in Sec. 6.1.1 and Sec. 6.2.1 in the main text.
For the experiment in Sec. 6.1.1 the dimension is fixed to D = 50 and the mean of q θ is fixed to the zero vector. The Cholesky factor L that enters into q θ is constructed as follows. The diagonal of L consists of all ones. To construct the off-diagonal terms we proceed as follows. We populate the entries below the diagonal of a matrix ∆L by drawing each entry from the uniform distribution on the unit interval. Then we define L = 1 D +r∆L. Here r controls the magnitude of off-diagonal terms of L and appears on the horizontal axis of Fig. 1a in the main text. The three test functions are constructed as follows. First we construct a strictly lower diagonal matrix Q by drawing each entry from a bernoulli distribution with probability 0.5. We then define Q = Q + Q T . The cosine test function is then given by
The quadratic test function is given by
The quartic test function is given by
The AVF gradient uses M = 1 and we train A ab to (approximate) convergence before estimating the gradient variance.
For the experiment in Sec. 6.2.1 that is depicted in Fig. 1b the test function is fixed to f (z) = ||z|| 2 . The distributions q θ are constructed as follows. For the distributions that admit a parameter µ j , each µ j is sampled from the sphere centered at z = 0 with radius 2. For the distribution whose velocity field is given in Eqn. 40, the mean is fixed to 0. The covariance matrices are sampled from a narrow distribution centered at the identity matrix. Consequently the different mixture components have little overlap.
For the experiment in Sec. 6.2.1 that is depicted in Fig. 1c the test function is also fixed to f (z) = ||z|| 2 . The distributions q θ are constructed as follows. The K means are placed uniformly around the unit circle. The covariance of each component distribution is given by σ 2 1, where σ is the parameter that is varied along the horizontal axis of the figure. For the gradient estimator derived from the transport equation, we use the estimator described in Sec. D.3, although in this particular case the estimator given by Eqn. 15 yields identical results.
In all cases the gradients can be computed analytically, which makes it easier to reliably estimate the variance of the gradient estimators.
E.2 Gaussian Process Regression
We use the Adam optimizer [21] to optimize the ELBO with single-sample gradient estimates. We chose the Adam hyperparameters by doing a grid search over the learning rate and β 1 . For the AVF gradient estimator the learning rate and β 1 are allowed to differ between θ and λ gradient steps (the latter needs a much larger learning rate for good results). For each combination of hyperparameters we did 500 training iterations for five trials with different random seeds and then chose the combination that yielded the highest mean ELBO after 500 iterations. We then trained the model for 500 iterations, initializing with another random number seed. The figure in the main text shows the training curves for that single run. We confirmed that other random number seeds give similar results.
E.3 Baseball Experiment
There are 18 baseball players and the data consists of 45 hits/misses for each player. The model has two global latent random variables, φ and κ, with priors Uniform(0, 1) and Pareto(1, 1.5) ∝ κ −5/2 , respectively. There are 18 local latent random variables, θ i for i = 0, ..., 17, with p(θ i ) = Beta(θ i |α = φκ, β = (1 − φ)κ). The data likelihood factorizes into 45 Bernoulli observations with mean chance of success θ i for each player i. All variational approximations are formed in the unconstrained space {logit(φ), log(κ − 1), logit(θ i )}. The mean field variational approximation consists of a diagonal Normal distribution in the unconstrained space, while the mixture variational approximation consists of K diagonal Normal distributions in the same space. We use the Adam optimizer for training with a learning rate of 5 × 10 −3 [21] .
E.4 Continuous State Space Model
We consider the following simple model with two dimensional observations x t and two dimensional latent random variables z t :
where 
The quadratic term z 2 1t in µ(z t ) results in a highly multi-modal posterior. We generate 1000 sequences with T = 10 and use 800 for training and 200 for testing. The model dynamics are assumed to be known, and the variational family is constructed along the lines of the DKS inference network in [23] . We use the pathwise gradient estimators introduced in Sec. 4 in the main text.
E.5 Deep Markov Model
The training data consist of 229 sequences with a mean length of 60 time steps from the JSB Chorales polyphonic music dataset considered in [3] . Each time slice in a sequence spans a quarter note and is represented by an 88-dimensional binary vector. We use a Bernoulli likelihood. The dimension of the latent z t at each time step is 32. The inference network a.k.a. variational family follows the DKS variant described in [23] . Similarly, the architecture of the various neural network components follows the architectures used in [23] . In particular the RNN dimension is fixed to be 600 and the dimension of the hidden layer in the neural network that parameterizes p(z t |z t−1 ) is 200; all other neural network hidden layers are 100-dimensional. We use a mini-batch size of 20. Following [23] we anneal the contribution of KL divergence-like terms over the course of optimization (we use a linear schedule). We use the Adam optimizer [21] with gradient clipping and an exponentially decaying learning rate and do up to 7000 epochs of learning. We do a grid search over optimization hyperparameters, which include the learning rate, β 1 , the KL annealing schedule, and temperature (the latter only in the case of the Gumbel Softmax estimators). We use the validation set to fix the hyperparameters and then report results on the test set. The reported test ELBOs use a 200-sample estimator and are normalized per timestep.
E.5.1 Gradient Estimators
For K = 2 the mixture distributions have arbitrary diagonal covariance matrices; consequently the pathwise gradient estimator is of the form described in Sec. D.3. For K = 3 the mixture distributions share diagonal covariance matrices at each time step (we make this choice to limit the total number of parameters); consequently the pathwise gradient estimator is of the form described in Sec. 4.2 in the main text.
The two variants of the Gumbel Softmax estimator we use are more similar to the approach adopted in [17] than to the approach adopted in [24] . In particular we do not relax the objective function in the manner of [24] so that the resulting gradient estimators are biased. In GS-Soft we draw a K dimensional vector y from the Gumbel Softmax distribution so that y lies in the interior of the K − 1 dimensional simplex. To generate a sample from the mixture q(z t |·) we draw a D-dimensional sample ∼ N (0, 1) and form the sample z t via z t,i = 
In GS-Hard we adopt the same approach as in GS-Soft, except y is discretized via arg max, c.f. the straightthrough estimator in [17] . We adopt the approach in Eqn. 66 so that we do not need to introduce variational distributions of the form q(π t |·), as we expect that this additional variational relaxation would lead to looser ELBO bounds (and would make a direct comparison to variational setups without ELBO terms of the form log q(π t |·) more difficult).
We do not report numbers for the score function estimator, since the extremely high variance-O(10 5 ) times higher than for the pathwise gradient estimatorprevented us from obtaining competitive results. In particular we were unable to obtain test ELBOs above -9.0 nats; by contrast a mean field variational family with diagonal Normal distributions of the form q(z t |x t ) at each time step can achieve ∼ −8.0 nats.
E.6 VAE
We train using MNIST 50k and fix the latent dimensionality to 50. The prior is Normal and the likelihood is Bernoulli. We fix the number of hidden units in the inference network to 400 and the number of hidden units in the decoder network to 200. We use the Adam optimizer and do a grid search over the following optimization hyperparameters: learning rate, β 1 , and the temperature (for the Gumbel Softmax estimators). We train all models for 3000 epochs with a batch size of 256. Test ELBOs are computed with a 50-sample estimator. For details on the Gumbel Softmax estimators, see Sec. E.5.1.
