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Abstract
In this paper we investigate the quantum Zeno and anti-Zeno effects without using any particular
model of the measurement. Making a few assumptions about the measurement process we derive
an expression for the jump probability during the measurement. From this expression the equation,
obtained by Kofman and Kurizki [Nature (London) 405, 546 (2000)] can be derived as a special
case.
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I. INTRODUCTION
The description of the measurement process has been a problem since early development
of quantum mechanics [1]. During recent years the measurement problem attracted much
attention due to the advancement in experimental techniques. Nevertheless, the full un-
derstanding of quantum-mechanical measurements has not been achieved as yet. Typically,
the measurement in quantum mechanics is described by von Neumann’s state reduction
(or projection) postulate [1]. However, this postulate refers only to an ideal measurement,
which is instantaneous and arbitrarily accurate. Real measurements are represented by the
projection postulate only roughly.
The so-called “quantum Zeno effect” is directly related to the measurement problem. In
quantum mechanics the short-time behavior of nondecay probability of an unstable particle
is not exponential but quadratic [2]. The deviation from the exponential decay has been
observed by Wilkinson et al. [3]. Using the behavior of nondecay probability Misra and
Sudarshan [4] in 1977 showed, that the frequent observations can slow down the decay.
An unstable particle would never decay when continuously observed. Misra and Sudarshan
have called this effect the quantum Zeno paradox or effect. The very first analysis does
not take into account the actual mechanism of the measurement process involved, but it is
based on an alternating sequence of unitary evolution and a collapse of the wave function.
The quantum Zeno effect has been experimentally proved [5] in a repeatedly measured two-
level system undergoing Rabi oscillations. The outcome of this experiment has also been
explained without the collapse hypothesis [6, 7, 8].
Later it was realized that the repeated measurements could not only slow down the
quantum dynamics but the quantum process may be accelerated by frequent measurements,
as well [9, 10, 11, 12, 13, 14, 15]. This effect was called a quantum anti-Zeno effect. Quantum
Zeno and anti-Zeno effect were experimentally observed in an atomic tunneling process [16].
Simple interpretation of quantum Zeno and anti-Zeno effects was given in Ref. [11]. Using
projection postulate the universal formula describing both quantum Zeno and anti-Zeno
effects was obtained. According to Ref. [11], the decay rate is determined by the convolution
of two functions: the measurement-induced spectral broadening and the spectrum of the
reservoir to which the decaying state is coupled.
In this paper we analyze the quantum Zeno and anti-Zeno effects without using any
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particular measurement model and making only few assumptions. We obtain a more general
expression for the jump probability during the measurement. Expression, derived in Ref. [11]
is a special case of our formula.
The work is organized as follows. In Sec. II we present the description of the measure-
ment. A simple case is considered in Sec. III. In Sec. IV we derived a general formula for
the probability of the jump into another level during the measurement. The pulsed measure-
ments when there is a period of the measurement-free evolution between the measurements
is analyzed in Sec. V. Particular case of the expression, obtained in Sec. IV, is investigated
in Sec. VI. Section VII summarizes our findings.
II. DESCRIPTION OF THE MEASUREMENT
We consider a system that consists of two parts. The first part of the system has the
discrete energy spectrum. The Hamiltonian of this part is Hˆ0. The other part of the system
is represented by Hamiltonian Hˆ1. Hamiltonian Hˆ1 commutes with Hˆ0. In a particular
case the second part can be absent and Hˆ1 can be zero. The operator Vˆ (t) causes the
jumps between different energy levels of Hˆ0. Therefore, the full Hamiltonian of the system
is of the form HˆS = Hˆ0 + Hˆ1 + Vˆ (t). The example of such a system is an atom with the
Hamiltonian Hˆ0 interacting with the electromagnetic field, represented by Hˆ1, while the
interaction between the atom and the field is Vˆ (t).
We will measure in which eigenstate of the Hamiltonian Hˆ0 the system is. The measure-
ment is performed by coupling the system with the detector. The full Hamiltonian of the
system and the detector equals to
Hˆ = HˆS + HˆD + HˆI , (1)
where HˆD is the Hamiltonian of the detector and HˆI represents the interaction between the
detector and the measured system, described by the Hamiltonian Hˆ0. We can choose the
basis |nα〉 = |n〉 ⊗ |α〉 common for the operators Hˆ0 and Hˆ1,
Hˆ0|n〉 = En|n〉, (2)
Hˆ1|α〉 = Eα|α〉, (3)
where n numbers the eigenvalues of the Hamiltonian Hˆ0 and α represents the remaining
quantum numbers.
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The initial density matrix of the system is ρˆS(0). The initial density matrix of the detector
is ρˆD(0). Before the measurement the measured system and the detector are uncorrelated,
therefore, the full density matrix of the measured system and the detector is ρˆ(0) = ρˆS(0)⊗
ρˆD(0). The duration of the measurement is τ .
When the interaction of the detector with the environment is taken into account, the
evolution of the measured system and the detector cannot be described by a unitary op-
erator. More general description of the evolution, allowing to include the interaction with
the environment, can be given using the superoperators. Therefore, we will assume that
the evolution of the measured system and the detector is given by the superoperator S(t).
The explicit form of the superoperator S(t) can be obtained from a concrete model of the
measurement.
Due to the finite duration of the measurement it is impossible to realize the infinitely
frequent measurements. The highest frequency of the measurements is achieved when the
measurements are performed one after another without the period of the measurement-
free evolution between two successive measurements. Therefore, we model a continuous
measurement by the subsequent measurements of the finite duration and finite accuracy.
After N measurements the full density matrix of the measured system and the detector is
ρˆ(Nτ) = S(τ)N ρˆ(0). (4)
We assume that the density matrix of the detector, ρˆD(0), is the same before each mea-
surement. Such an assumption is valid when the initial condition for the detector, modified
by the measurement, is restored at the beginning of each measurement or each measurement
is performed with a new detector. For example, the detector can be an atom which is ex-
cited during the measurement. After the interaction of the atom with the measured system
is interrupted, the atom returns to the ground state due to spontaneous emission, and the
result of the measurement is encoded in the emitted photon. Thus the initial state of the
detector is restored.
III. MEASUREMENT OF THE UNPERTURBED SYSTEM
In this section we investigate the measurement of the unperturbed system, i.e., the case
when V (t) = 0.
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We assume that the measurement of the unperturbed system is a quantum non-demolition
measurement [17, 18, 19, 20]. The measurement of the unperturbed system does not change
the state of the measured system when initially the system is in an eigenstate of the Hamilto-
nian Hˆ0. After such an assumption, the most general form of the action of the superoperator
S(τ) can be written as
S(τ)[|nα〉〈mα′| ⊗ ρˆD(0)] = |nα〉〈mα
′|eiωmα′,nατ ⊗ Snα,mα′(τ)ρˆD(0), (5)
where
ωmα′,nα =
1
h¯
(Em + Eα′ −En −Eα) (6)
and the superoperator Snα,mα′(τ) acts only on the density matrix of the detector. The full
density matrix of the detector and the measured system after the measurement is
ρˆ(τ) = S(τ)ρˆ(0) =
∑
nα,mα′
|nα〉(ρS)nα,mα′e
iωmα′,nατ 〈mα′| ⊗ Snα,mα′(τ)ρˆD(0). (7)
From Eq. (7) it follows that the non-diagonal matrix elements of the density matrix of the
system after the measurement (ρS)nα,mα′(τ) are multiplied by the quantity
Fnα,mα′(τ) ≡ Tr{Snα,mα′(τ)ρˆD(0)}. (8)
Since after the measurement the non-diagonal matrix elements of the density matrix of the
measured system should become small (they must vanish in the case of an ideal measure-
ment), Fnα,mα′(τ) must be also small when n 6= m.
IV. MEASUREMENT OF THE PERTURBED SYSTEM
The operator Vˆ (t) represents the perturbation of the unperturbed Hamiltonian Hˆ0+ Hˆ1.
We will take into account the influence of the operator Vˆ (t) by the perturbation method,
assuming that the strength of the interaction between the system and detector is large and
the duration of the measurement τ is short. Similar method was used in Ref. [21].
We assume that the Markovian approximation is valid, i.e., the evolution of the mea-
sured system and the detector depends only on their state at the present time. Then the
superoperator S, describing the evolution of the measured system and the detector, obeys
the equation
∂
∂t
S = L(t)S, (9)
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where L is the Liouvilian. There is a small perturbation of the measured system, given by
the operator Vˆ . We can write L = L0 + LV , where LV is a small perturbation. We expand
the superoperator S into powers of V
S = S(0) + S(1) + S(2) + · · · (10)
Then from Eq. (9) it follows
∂
∂t
S(0) = L0(t)S
(0), (11)
∂
∂t
S(i) = L0(t)S
(i) + LV (t)S
(i−1). (12)
We will denote as S(0)(t, t0) the solution of Eq. (11) with the initial condition S
(0)(t =
t0, t0) = 1. The formal solutions of Eqs. (11) and (12) are
S(0)(t, t0) = T exp
(∫ t
t0
L0(t
′)dt′
)
(13)
and
S(i)(t, 0) =
∫ t
0
dt1S
(0)(t, t1)LV (t1)S
(i−1)(t1, 0). (14)
Here T represents the time-ordering. In the second-order approximation we have
S(t, 0) = S(0)(t, 0) +
∫ t
0
dt1S
(0)(t, t1)LV (t1)S
(0)(t1, 0)
+
∫ t
0
dt1
∫ t1
0
dt2S
(0)(t, t1)LV (t1)S
(0)(t1, t2)LV (t2)S
(0)(t2, 0). (15)
Using Eq. (10), the full density matrix of the measured system and the detector can be
represented as
ρˆ(t) = ρˆ(0)(t) + ρˆ(1)(t) + ρˆ(2)(t) + · · · , (16)
where
ρˆ(i)(t) = S(i)(t, 0)ρˆ(0). (17)
Let the initial density matrix of the system and detector is
ρˆ(0) = |iα〉〈iα| ⊗ ρˆD(0). (18)
The probability of the jump from the level |iα〉 into the level |fα′〉 during the measurement
is
W (iα→ fα′) = Tr{|fα′〉〈fα′|ρˆ(τ)}. (19)
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Using the equation (5) we can write
S(0)(t, t0) [|nα〉〈mα
′| ⊗ ρˆD(0)] = |nα〉〈mα
′|eiωmα′,nαt ⊗ S
(0)
nα,mα′(t, t0)ρˆD(0). (20)
From Eq. (20) it follows that the superoperator S(0)mα,mα with the equal indices does not
change the trace of the density matrix ρˆD, since the trace of the full density matrix of the
measured system and the detector must remain unchanged during the evolution.
When the system is perturbed by the operator Vˆ (t) then the superoperator LV is defined
by the equation
LV (t)ρˆ =
1
ih¯
[Vˆ (t), ρˆ]. (21)
The first-order term is ρˆ(1)(t) = S(1)(t, 0)ρˆ(0). Using Eqs. (14), (18), (20), and (21), this
term can be written as
ρˆ(1)(t) =
∑
pα1
1
ih¯
∫ t
0
dt2
(
|pα1〉Vpα1,iα(t2)e
iωiα,pα1 (t−t2)〈iα| ⊗ S
(0)
pα1,iα
(t, t2)
− |iα〉Viα,pα1(t2)e
iωpα1,iα(t−t2)〈pα1| ⊗ S
(0)
iα,pα1
(t, t2)
)
S
(0)
iα,iα(t2, 0)ρˆD(0). (22)
When i 6= f then the first-order term does not contribute to the jump probability, since from
Eqs. (19) and (22) it follows that the expression for this contribution contains the scalar
product 〈fα′|iα〉 = 0.
For the second-order term ρˆ(2)(t) = S(2)(t, 0)ρˆ(0), using Eqs. (14) and (20), we obtain the
equality
Tr{|fα′〉〈fα′|ρˆ(2)(t)} =
1
ih¯
∫ t
0
dt1Tr
{
〈fα′|Vˆ (t1)ρˆ
(1)(t1)|fα
′〉 − 〈fα′|ρˆ(1)(t1)Vˆ (t1)|fα
′〉
}
.
(23)
In Eq. (23) the superoperator S
(0)
fα′,fα′ is omitted, since it does not change the trace. Then
from Eqs. (22) and (23) we obtain the jump probability
W (iα→ fα′) =
1
h¯2
∫ τ
0
dt1
∫ t1
0
dt2Tr
{(
Vfα′,iα(t1)Viα,fα′(t2)S
(0)
iα,fα′(t1, t2)e
iωfα′,iα(t1−t2)
+ Vfα′,iα(t2)Viα,fα′(t1)S
(0)
fα′,iα(t1, t2)e
iωiα,fα′ (t1−t2)
)
× S
(0)
iα,iα(t2, 0)ρˆD(0)
}
. (24)
Equation (24) allows us to calculate the jump probability during the measurement when
the evolution of the measured unperturbed system is known. The explicit form of the
superoperator S
(0)
nα,mα′ can be obtained from a concrete model of the measurement. The main
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assumptions, used in the derivation of Eq. (24), are Eqs. (5) and (9), i.e., the assumptions
that the quantum measurement of the unperturbed system is non-demolition measurement
and that the Markovian approximation is valid. Thus, Eq. (24) is quite general.
The probability that the measured system remains in the initial state |iα〉 is
W (iα) = 1−
∑
f,α′
W (iα→ fα′). (25)
After N measurements the probability that the measured system remains in the initial state
equals to
W (iα)N ≈ exp(−RNτ), (26)
where R is the jump rate
R =
∑
f,α′
1
τ
W (iα→ fα′). (27)
V. FREE EVOLUTION AND MEASUREMENTS
In practice, it is impossible to perform the measurements one after another without the
period of the measurement-free evolution between two successive measurements. Such inter-
vals of the measurement-free evolution were also present in the experiments demonstrating
the quantum Zeno effect [5, 16, 22]. Therefore, it is important to consider such measure-
ments. This problem for the definite model was investigated in Ref. [23].
We have the repeated measurements separated by the free evolution of the measured
system. For the purpose of the description of such measurements we can use Eq. (24),
obtained in Sec. IV. The duration of the free evolution is τF , the duration of the free
evolution and the measurement together is τ . The superoperator of the free evolution
without the perturbation Vˆ is S
(0)
F (t), the superoperator of the measurement is S
(0)
M (t, t0).
We will assume that during the measurement the superoperator L0 does not depend on time
t. Then the superoperator S
(0)
M (t, t0) depends only on the time difference t− t0. Therefore,
we will write S
(0)
M (t− t0) instead of S
(0)
M (t, t0). When the free evolution comes first and then
the measurement is performed, the full superoperator equals to
S
(0)
nα,mα′(t, t1) =


S
(0)
M nα,mα′(t− t1), τ > t1 > τF and τ > t > t1,
S
(0)
F (t− t1), τF > t1 > 0 and τF > t > t1,
S
(0)
M nα,mα′(t− τF )S
(0)
F (τF − t1), τF > t1 > 0 and τ > t > τF .
(28)
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Equation (28) can be written as
S
(0)
nα,mα′(t, t1) = S
(0)
M nα,mα′(t− t1)Θ(t1 − τF ) + S
(0)
F (t− t1)Θ(τF − t)
+S
(0)
M nα,mα′(t− τF )S
(0)
F (τF − t1)Θ(t− τF )Θ(τF − t1), (29)
where Θ is Heaviside unit step function. From Eqs. (24) and (29) it follows that the jump
probability consists of three terms
W (iα→ fα′) = WM(iα→ fα
′) +WF (iα→ fα
′) +WI(iα→ fα
′), (30)
where the jump probability during the free evolution is
WF (iα→ fα
′) =
1
h¯2
∫ τF
0
dt1
∫ τF
0
dt2Vfα′,iα(t1)Viα,fα′(t2)e
iωfα′,iα(t1−t2), (31)
the jump probability during the measurement
WM(iα→ fα
′) =
1
h¯2
∫ τ
τF
dt1
∫ t1
τF
dt2Tr
{(
Vfα′,iα(t1)Viα,fα′(t2)S
(0)
M iα,fα′(t1 − t2)e
iωfα′,iα(t1−t2)
+ Vfα′,iα(t2)Viα,fα′(t1)S
(0)
M fα′,iα(t1 − t2)e
iωiα,fα′ (t1−t2)
)
× S
(0)
M iα,iα(t2 − τF )S
(0)
F (τF )ρˆD(0)
}
, (32)
and the interference term is
WI(iα→ fα
′) =
1
h¯2
∫ τ
τF
dt1
∫ τF
0
dt2Tr
{(
Vfα′,iα(t1)Viα,fα′(t2)S
(0)
M iα,fα′(t1 − τF )e
iωfα′,iα(t1−t2)
+ Vfα′,iα(t2)Viα,fα′(t1)S
(0)
M fα′,iα(t1 − τF )e
iωiα,fα′(t1−t2)
)
S
(0)
F (τF )ρˆD(0)
}
.(33)
If we assume that the free evolution does not change the density matrix of the detector
and the perturbation Vˆ does not depend on time, we have the jump probability during the
measurement-free evolution
WF (iα→ fα
′) = |Viα,fα′ |
2
4 sin2
(
1
2
ωfα′,iατF
)
h¯2ω2fα′,iα
, (34)
the jump probability during the measurement
WM (iα→ fα
′) =
1
h¯2
|Viα,fα′ |
2
∫ τ
τF
dt1
∫ t1
τF
dt2Tr
{(
S
(0)
M iα,fα′(t1 − t2)e
iωfα′,iα(t1−t2)
+ S
(0)
M fα′,iα(t1 − t2)e
iωiα,fα′(t1−t2)
)
× S
(0)
M iα,iα(t2 − τF )ρˆD(0)
}
, (35)
9
and the interference term
WI(iα→ fα
′) = |Viα,fα′ |
2
2 sin
(
1
2
ωfα′,iατF
)
h¯2ωfα′,iα
×
∫ τ
τF
dt1Tr
{(
S
(0)
M iα,fα′(t1 − τF )e
iωfα′,iα(t1− 12 τF )
+ S
(0)
M fα′,iα(t1 − τF )e
iωiα,fα′(t1− 12 τF )
)
ρˆD(0)
}
. (36)
VI. SIMPLIFICATION OF THE EXPRESSION FOR THE JUMP PROBABILITY
The expression for the jump probability during the measurement can be simplified if the
operator Vˆ does not depend on time t. Then Eq. (24) can be written as
W (iα→ fα′) =
2
h¯2
|Viα,fα′|
2Re
∫ τ
0
dt1
∫ t1
0
dt2e
iωfα′,iα(t1−t2)Tr{S
(0)
iα,fα′(t1, t2)S
(0)
iα,iα(t2, 0)ρˆD(0)}.
(37)
Introducing the function
G(ω)fα′,iα = |Viα,fα′|
2δ
(
1
h¯
(Eα′ − Eα)− ω
)
(38)
we can rewrite Eq. (37) in the form
W (iα→ fα′) =
2piτ
h¯2
∫
∞
−∞
G(ω)fα′,iαP (ω)iα,fα′dω, (39)
where
P (ω)iα,fα′ =
1
piτ
Re
∫ τ
0
dt1
∫ t1
0
dt2e
i(ω−ωif )(t1−t2) Tr{S
(0)
iα,fα′(t1, t2)S
(0)
iα,iα(t2, 0)ρˆD(0)}. (40)
Equation (39) is similar to that obtained by Kofman and Kurizki in Ref. [11].
Further simplification can be achieved when the superoperator L0 does not depend on
time t and the order of the superoperators in the expression Tr
{
S
(0)
iα,fα′(t1, t2)S
(0)
iα,iα(t2)ρˆD(0)
}
can be changed. Under such assumptions we have
Tr
{
S
(0)
iα,fα′(t1, t2)S
(0)
iα,iα(t2)ρˆD(0)
}
= Tr
{
S
(0)
iα,iα(t2)S
(0)
iα,fα′(t1, t2)ρˆD(0)
}
= Fiα,fα′(t1 − t2),
(41)
where Fiα,fα′(t) is defined by Eq. (8). After changing the variables into u = t1 − t2 and
v = t1 + t2 from Eq. (40) we obtain
P (ω)iα,fα′ =
1
pi
Re
∫ τ
0
(
1−
u
τ
)
Fiα,fα′(u) exp (i(ω − ωif)u) du. (42)
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A. Decaying system
We consider a decaying system with the Hamiltonian Hˆ0 that due to the interaction with
the field decays from the level |i〉 into the level |f〉. The field initially is in the vacuum state
|α = 0〉. Only the energy levels of the decaying system are measured and the detector does
not interact with the field. Then S
(0)
iα,fα′ and P (ω)iα,fα′ do not depend on α and α
′. Using
Eqs. (27) and (39) we obtain the decay rate of the measured system
R =
∑
α
1
τ
W (i0→ fα) =
2pi
h¯2
∫
∞
−∞
G(ω)f,iP (ω)i,fdω, (43)
where
G(ω)f,i =
∑
α
G(ω)fα,i0. (44)
The function P (ω)i,f is related to the measurement-induced broadening of the spectral line
[11, 14, 15]. For example, when instantaneous ideal measurements are performed at time
intervals τ , we can take Fiα,fα′(t) = Θ(τ − t), where Θ(t) is the unit step function. Then
from Eq. (42) we get
P (ω)i,f =
2 sin2
(
1
2
τ(ω − ωif)
)
piτ(ω − ωif)2
.
We have that the width of the function P (ω)i,f increases when the duration of the measure-
ment τ decreases.
The equation (39) represents a universal result: the decay rate of the frequently measured
decaying system is determined by the overlap of the reservoir coupling spectrum G(ω)f,i and
the measurement-modified level width P (ω)i,f .
Depending on the reservoir spectrum G(ω)f,i and the frequency of the measurements 1/τ
the inhibition or acceleration of the decay can be obtained. If the frequency of measurements
is small and, consequently, the measurement-induced broadening of the spectral line is much
smaller than the width of the reservoir coupling spectrum, the decay rate equals the decay
rate of the unmeasured system, given by the Fermi’s Golden Rule. In the intermediate region,
when the width of the spectral line is rather small compared with the distance between ωif
and the nearest maximum in the reservoir spectrum, the decay rate grows with increase of
the frequency of the measurements. This results in the anti-Zeno effect.
If the width of the spectral line is much greater compared both with the width of the
reservoir spectrum and the distance between ωif and the centrum of the reservoir spectrum,
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the decay rate decreases when the frequency of measurements increases. This results in the
quantum Zeno effect.
VII. CONCLUSIONS
We analyze the quantum Zeno and quantum anti-Zeno effects without using any particular
model of the measurement. The general expression (24) for the jump probability during the
measurement is derived. The main assumptions, used in the derivation of Eq. (24), are
assumptions that the quantum measurement is non-demolition measurement (Eq. (5)) and
the Markovian approximation for the quantum dynamics is valid (Eq. (9)). We have shown
that Eq. (24) is also suitable for the description of the pulsed measurements, when there are
intervals of the measurement-free evolution between successive measurements (Eqs. (30)–
(33)). When the operator Vˆ inducing the jumps from one state to another does not depend
on time Eq. (39), which is of the form obtained by Kofman and Kurizki [11], is derived as
a special case.
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