Geometric models of human body organs are obtained from imaging techniques like computed tomography (CT) and magnetic resonance image (MRI) that oallow an accurate visualization of the inner body, thus providing relevant information about their its structure and pathologies. Next, these models are used to generate surface and volumetric meshes, which can be used further for visualization, measurement, biomechanical simulation, rapid prototyping and prosthesis design. However, going from geometric models to numerical models is not an easy task, being necessary to apply image-processing techniques to solve the complexity of human tissues and to get more simpli¯ed geometric models, thus reducing the complexity of the subsequent numerical analysis. In this work, an integrated and e±cient methodology to obtain models of soft tissues like gray and white matter of brain and hard tissues like jaw and spine bones is proposed. The methodology is based on image-processing algorithms chosen according to some characteristics of the tissue: type, intensity pro¯les and boundaries quality. First, low-quality images are improved by using enhancement algorithms to reduce image noise and to increase structures contrast. Then, hybrid segmentation for tissue identi¯cation is applied through a multi-stage approach. Finally, the obtained models are resampled and exported in formats readable by computer aided design (CAD) tools. In CAD environments, this data is used to generate discrete models using¯nite element methed (FEM) or other numerical methods like the boundary element method (BEM). Results have shown that the proposed methodology is useful and versatile to obtain accurate geometric models that can be used in several clinical cases to obtain relevant quantitative and qualitative information.
INTRODUCTION
Geometric models of human body parts, such as organs and tissues, as well as their pathologies, planning and surgery are usually carried out by using numerical methods to get approximate models of such organs. To obtain a tissue model using numerical methods, such as the¯nite element method (FEM), the geometric model of the organ is divided into surface or volumetric elements, the properties of each element are formulated, and then the elements are combined to compute the organ's deformation states under the in°uence of external forces applied by surgical instruments. 1 However, the generation of these models is not a trivial task, considering the complex shape of human anatomic parts, which are generally not symmetric. Likewise, the imposition of boundary conditions and biological loadings in the model are neither trivial nor simple tasks. Actually, soft tissues such as brain or heart and hard tissues such as bone have a diverse and complex morphology, usually overlapping. Current techniques such as magnetic resonance (MR), computed tomography (CT) and positrons emission tomography (PET) have been used, among others, based on radiations which produce images when interacting with human tissues. The reconstruction of human tissues is carried out with digital processing techniques. A gray-scale medical image is represented by a m Â n Â z matrix, formed by several parallel slices of images in the z direction, having m Â n pixels. Each matrix element has a gray-intensity value obtained by the interaction between radiation and human tissue. Processing and visualization techniques for medical images involve a set of mathematical algorithms, applied to the matrix representation described above in order to modify their elements values. There exist some previous works on this subject [2] [3] [4] that have studied the process to extract and to analyze human anatomic structures from these radiological techniques. The aforementioned authors agree to de¯ne three main steps, once the medical data have been digitalized: (a) images preprocessing to reduce noise and enhance contrast, (b) segmentation to extract regions of interest for further analysis and (c) visualization of segmented regions (volume, surfaces, discretized meshes) for further manipulation.
These studies, based on the manipulation and visualization of medical images, are a key aspect for medical diagnosis and diseases treatment. These techniques not only allow medical doctors and scientists to obtain vital information by using non-invasive techniques but also they are essential tools in getting more accurate geometric models of human body parts. Some works on this research line can be mentioned here. 3D models of highly heterogeneous bone from CT images have been obtained in Ref. 5 . The authors then used the FEM for the mechanical analysis of bone. In Ref. 6 , a new methodology to get titanium-prostheses designs from CT bonestructures has been proposed. These authors applied processing techniques for images and modeling using the FEM. Isaza et al. 7 reconstructed facial-skull structures from CT images by applying image processing techniques to get the segmentation of structures of interest. Then they applied the FEM to simulate a device used in orthodontics, both for the dental and skeletal use in cervical traction.
The main goal of this work is to propose an integrated methodology to obtain geometric models of human-body parts, which will help in medical visualization, measurement, biomechanical simulation, rapid prototyping and prosthesis design.
IMAGE PROCESSING AND VISUALIZATION
Medical imaging provides major aid in many branches of medicine: it enables and facilitates the capture, transmission and analysis of medical images as well as provides assistance for medical diagnoses. Medical imaging is still on the rise with new imaging modalities being added and continuous improvements of devices' capabilities. Preprocessing, segmentation and contour extraction are important steps in tissue models generation. Preprocessing is necessary because biomedical images are often corrupted by noise and sampling artifacts, which can cause considerable problems when applying rigid methods. Segmented images and contour extraction are used to obtain anatomical structures and they are commonly used in a wide variety of applications: diagnosis, preoperative planning, pathology localization and computer-integrated surgery. However, preprocessing and image segmentation remain a di±cult task due to both the variability of object shapes and image quality. Medical images frequently display high-intensity variations throughout the regions that correspond to the same tissue type. Also, two di®erent tissues can share very similar intensity pro¯les.
Preprocessing and segmentation using traditional low-level image processing techniques such as thresholding, histogram, convolution and other classical operations, require a considerable amount of interactive guidance in order to get satisfactory results. Automating these model-free approaches is di®cult because of shape complexity, shadows and variability within and across individual objects. Noise and other image artifacts can cause incorrect regions or boundary discontinuities in objects recovered from these methods. For these reasons, it is accepted that despite the more complex algorithms developed so far, the preprocessing and segmentation of medical images remain highly dependent on the image modality and the type of tissue under study.
In this work, the main methods commonly used in medical images are explored. Finally the proposed methodology is applied to several hard and soft tissues including jaw, spine, skull and brain.
Main Problems and Characteristics of Medical Images
Medical images are usually contaminated by noise generated by interference or other sources. Usually, noise is inherent to the medical images acquisition and to the performance of medical instruments as well. 4 Moreover, radiological procedures modify the image contrast and visualization details. 2 Thus, it is mandatory to modify the gray-intensity range of images in order to improve the visualization of more brilliant zones as compared to other not so brilliant ones. The success in getting reliable tissue geometric-models will depend on the techniques used in this¯rst step.
Noise in image space
Image noise is usually characterized by the distribution and amplitude values and their levels vary according to the tissue and to the spatial resolution of each image. In medical images, the noise is due to stochastic processes in image acquisition or during their reconstruction. Figure 1 shows an example of additive noise, resulting from adding Gaussian-type noise to a phantom image which simulates a MRI of brain. The behavior of added noise can be observed in the histogram shown in Fig. 1(D) .
. Multiplicative noise. This is a kind of speckle noise, observed in medical images, particularly in ultrasound and MRI. This kind of noise is represented in Eq. (4), where gðx; yÞ is the observed image having noise, Iðx; yÞ is the image in formation, cðx; yÞ is the multiplicative noise component and nðx; yÞ is the added noise.
gðx; yÞ ¼ Iðx; yÞcðx; yÞ þ nðx; yÞ: ð4Þ Figure 2 shows an example of multiplicative noise added to a phantom image that represents a MR brain image. For the sake of simplicity, cðx; yÞ was assumed constant in Fig. 2 . The noise behavior can be observed in Fig. 2 
(D).

Edge and discontinuous zones between tissues
The edge is de¯ned as an abrupt increase in the intensity values which shows the boundaries, or separation lines, among the di®erent objects in it. In the image the objects boundaries are seen as discontinuities of certain properties such as intensity, color and texture. In medical images, tissues are separated by edges and discontinuous zones that are detected through diverse techniques. However, a zone of interest may not be necessarily detected without further processing. In the present study, the image-gradient technique was used to enhance medical-image edges, previously smoothed using the anisotropic di®usion¯lter. When these¯lters are applied on a gray-scale image, they calculate the image gradient (rI) at each point (pixel or voxel) providing the direction of the largest possible increase (black or white). The gradient of the image \I" at a point in the directions X; Y ; Z is computed by Eq. (5).
The¯nal results show how abrupt or soft the image changes at each point are. It also shows how a speci¯c point represents an image edge and its orientation. Figure 3 depicts a facial-skull CT image with the boundaries highlighted through the gradient calculation in directions X; Y ; Z. Note that Eq. (5) can also be used in MRI.
Segmentation of Images into Contiguous Regions
Once the intensity levels are improved and medical images devices are corrected, the next stage is segmentation, which consists in dividing images into contiguous regions (sub-regions or sub-volumes) whose elements (pixels or voxels) have common cohesion properties. A previous step is to extract the quantitative and qualitative parameters and evaluate the morphology and functioning of the segmented object. Success depends on an optimal pre-processing. The segmentation algorithms of medical images play an important role in medical diagnosis and treatment. These are used in anatomic structures analysis, type of tissue, spatial distribution function and organs activity and pathological regions. Its application includes brain tumor detection, 10 extraction of an area a®ected by extra-pulmonary tuberculosis, 11 heart pathologies visualization, 12 coronary borders in angiograms, multiple sclerosis damage quanti¯cation, surgery planning and simulation, tumor volume measuring and tumor response to therapies, blood cells automated classi¯cation, brain development study, micro calci¯cations in mammographies among other applications.
The methods used to carry out the segmentation process vary according to the speci¯c need, image type, among other factors. For example, the brain tissue segmentation is di®erent from the heart or bone segmentation, such as a jaw or femur. It has been found that specialized methods for speci¯c applications can lead to better results when having a prior knowledge. However, the choice of the right method for segmentation problems, when dealing with all types of medical images, is sometimes di®cult due to the lack of robust methods. We have combined several segmentation methods which is known as the hybrid segmentation approach.
Manual segmentation vs. automated segmentation
The performance of image segmentation approaches is nowadays a persistent challenge. Manual segmentation based on interactive drawing of the desired segmentation by domain experts is often the only acceptable approach and yet su®ers from intraexpert and interexpert variability. Automated image segmentation algorithms have been sought in order to remove the variability introduced by experts. The balance between manual interaction and performance is an important consideration in any segmentation application while manual interaction can improve accuracy by incorporating prior knowledge of an operator. Nevertheless, for large population studies, this can be laborious and time consuming. The type of interaction required by segmentation methods can range from completely manual delineation of an anatomical structure to the selection of a seed point for a region growing algorithm (see Sec. 3.3.1). The di®erences in these types of interactions are the amount of time and e®ort required, as well as the amount of training required by the operator. Methods that rely on manual interaction can also be vulnerable to reliability issues. However, even \automated" segmentation methods typically require some interaction for specifying initial parameters that can signi¯cantly a®ect performance.
Validation of segmented volumes
The accuracy of segmentation method of medical images has been di±cult to quantify in the absence of a \ground truth" segmentation for clinical data. Validation is typically performed using one of two di®erent types of truth models. The most straightforward approach to validation is by comparing the volumes obtained by automated segmentation with volumes obtained by manual segmentation. This approach, besides su®ering from the drawbacks outlined in the previous section, does not guarantee a perfect truth model since an operator's performance can also be°awed. The other common approach for validating segmentation methods is the use of physical phantoms or computational phantoms. Physical phantoms provide an accurate depiction of the image acquisition process but typically do not present a realistic representation of anatomy. Computational phantoms can be more realistic in this latter regard, but simulate the image acquisition process using only simpli¯ed models. Although digital or computational phantoms can provide a level of known \ground truth", it has so far been unable to reproduce the full range of imaging characteristics (partial volume artifact, intensity inhomogeneity artifact, noise) and normal and abnormal anatomical variability observed in clinical data. 13 A common alternative to phantom studies has been a behavioral comparison of algorithms: an automated algorithm is compared to the segmentations generated by a group of experts and, if the algorithm generates segmentations su®ciently similar to the experts, it is regarded as an acceptable substitute for the experts. Typically, good automated segmentation algorithms will also require less time to apply, having better reproducibility than interactive segmentation by an expert.
Tissue Visualization
3D visualization of tissues strongly depends on computational tools which make easier the human-machine interaction when dealing with hard and soft tissues exploration and analysis. From the engineering point of view, these aspects pose a challenge because functional characteristics must be displayed in di®erent visual forms to help the interpretation of multi-dimensional information and the correlation of qualitative and quantitative information at the same time. Another critical issue is to guarantee the 3D perspective realism for the spatial representation of the data, temporal information representation and other visual signals such as textures and tones as well as solving the interaction model between users and the information through visualization systems. Modeling is a breakthrough in biomedical research by making analytical formulations to describe physiological functions. Nowadays, a new approach has been assumed by biomedical and mechanical engineers to tackle the modeling problems based on visualization because it allows the validation of the qualitative model. Likewise, the visualization techniques required now for modeling applications and biomedical simulation should cover multidisciplinary areas such as the¯nite element modeling and computational°uid dynamics among others. This should help in getting faster the prototypes and their parameters.
3D visualization refers to a visual representation obtained through a set of slices of the same resolution, aligned parallel with respect to an adjacent position (z-coordinate) obtaining a volume consisting of voxels. 14 The birth of medical images based on 3D information such as MR, CT, PET, among others, set the beginning of diverse research studies in 3D medical images reconstruction to obtain a volumetric view of soft tissues [15] [16] [17] [18] and hard tissues. [5] [6] [7] 19 The 3D visualization of human-body parts from medical image reconstruction is an advantage for medical doctors as it adds a third dimension to the views displayed on the computer providing a more complete information. However, one of the main problems in 3D representation is how users can interpret and manipulate the information in a faster way. Thus, it is advisable to use speci¯c visualization routines that focus on areas of interest and showing the results in a faster and more reliable way. Another aspect to take into consideration is the computational cost of 3D visualization systems, which tends to be high because of the amount of data.
One approach to reduce the high computational cost involved in 3D visualization of biological structures was presented in Ref. 20 , in which isosurfaces were extracted from volumes obtained through CT. An isosurface is a visual representation of a structure obtained through a voxel, which has the same or similar intensity value. This technique is also known as 3D boundary extensions, 3D boundaries or sometimes boundary surfaces. 3 The main idea is to extract a surface from a volume of 3D data as a collection of adjacent polygons and visualizing the extracted surfaces with appropriate algorithms. 14 With this technique it is possible to display, manipulate and extract geometric information from structures in a faster way. One of the best known isosurfaces extracting algorithms from volumetric data is the Marching Cubes Algorithm proposed in Ref. 21 . The authors examined each basic element (volume cell) and generated a triangulation over it. In Fig. 4 (B) a jaw bone surface obtained from a 3D volume [ Fig. 4(A) ] is shown.
PROPOSED METHODOLOGY
To obtain useful geometric tissue models it is necessary to properly apply a set of image-processing techniques to deal with the complexity of human tissues and to get simpli¯ed models. These models will reduce the complexity of the subsequent numerical analysis. In this way, the geometric models obtained by this methodology will be used to generate surface and complex¯nite element meshes, which will help in visualization, measurement, biomechanical simulation, rapid prototyping and prosthesis design. Thus we propose an integrated methodology based in the observation of tissue type, its intensity pro¯les and its boundary quality, which consists of¯ve main steps integrated into the computational tool biomedical view. 22, 23 The algorithms were developed using MATLAB tool 8 and the Insight ToolKit (ITK) library code. 24 The°owchart of the proposed methodology is shown in Fig. 5 .
The¯rst step of the methodology, called 3D reconstruction, leads to an initial volume from 2D medical images. The second step consists in to apply preprocessing techniques to the original volumes in order to reduce noise and other artifacts. These techniques are chosen according to the image characteristics.
The third step is the segmentation of the initial volume considering regions-of-interest (ROI) such as soft and hard tissues. The fourth step re¯nes the obtained models by applied morphological operators and gaussian lter. Finally, in the last step, the volumes are saved in standard output format readable by the most of CAD programs or the geometric model discretization through numerical methods. Each one of the steps of the methodology are explained in detail in the following sections.
Step 1: Reading Images and 3D Reconstruction
The initial 3D reconstruction of Digital Imaging and Communication in Medicine (DICOM) images was done by parallel stacking of each slice with respect to the Z axis. The next step was to select a ROI in the initial 3D image to obtain sub-volumes containing zones of interest. In each one of the sub-volumes a°owchart consisting of algorithms was applied from the preprocessing step to obtain the relevant tissue-volume.
Step 2: Preprocessing
Noise and artifact reduction in image space
For image noise elimination, the gradient anisotropic di®usion¯lter of ITK was used to implement a N-dimensional version of the classic equation of anisotropic di®usion proposed by Preona and Malik. 25 (see Eq. (6)). In this equation, an edge detector jrIj is used, which is responsible for noise smoothing and whose value becomes in¯nite when approaching a perfect edge
The function jrIj is used to reduce conductance in high value areas. jrIj ¼ 0 where the gradient is high and decreases completely in low gradients. It means gðxÞ ! 0; if x ! 1 (reached value in one edge) and gðxÞ ! 1; if x ! 0 (reached value within a region).
Edge enhacement in regions of interest
Di®erent tissues or ROI can be visualized in the images and it may be hard to separate from each other. The solution is to calculate the gradient image and its module, which is useful to determine the boundaries and the separation of the left ventricle from the right ventricle and the descending aorta. The gradient shows how abrupt or smooth an image changes in each analyzed voxel, and a speci¯c point represents an edge in the image as well as the orientation of that edge, i.e. the vector obtained gives us the direction of the largest possible increase (black or white) and the value of that change in direction for each voxel. In fact, it is easier to calculate the module of the gradient (see Eq. (7)) than to interprete its direction. The reason is that using the gradient size, a gray-scale image is generated with the de¯ned boundaries, which helps in separating homogenous regions
The gradient can be highly sensitive to noise if a smoothing technique is not applied before, so the input images passing through this¯lter were the images previously smoothed by the anisotropic di®usion¯lter. In some cases, after improving the boundaries with the gradient calculation, an additional¯lter was applied to strengthen the boundaries and to ensure a suitable segmentation. The library of sigmoid¯lter provided by ITK 24 was integrated. It transforms the gray-scale intensity values of the image generating an image I sigmoind with the voxels of the strengthen boundaries and the other voxels of the regions progressively smoothed. This lter is con¯gurated using four parameters as follows: where I contains the input voxels intensity. The image I sigmoid contains the output voxels intensities, Min and Max are the minimum and maximum values of the output image, is the width of the input intensity range while de¯nes the intensity over which the range is centered.
Step 3: Image Segmentation
For the segmentation of structures of interest, hybrid algorithms were applied in a sequential manner, and the technique used depended on the type of tissue. Regardless of the segmentation technique chosen, the results would be a®ected by the image noise causing holes in the extracted regions and even disconnection. To address this problem, the segmentation was carried out after the image preprocessing step through noise reduction and boundaries enhancement techniques.
Region growing
Region growing is widely used in medical applications to extract body structures and its pathologies. In some studies (see for instance Ref. This technique was used to extract texture connected regions with similar characteristics. The¯rst step of the algorithm establishes manually one or more seeds (spherical volume) within the region of interest. The next step analyzes the neighbor voxels to the region, calculating the average and the standard deviation , adding the pixels of position X whose gray-scale intensity values meets the required condition in Eq. (9):
where I: image, X: neighbor voxel position analyzed, m: mean, : standard deviation, f : multiplying factor. The second step was implemented until no more voxels can be added. Finally, the segmented object was represented by all the elements being accepted during the searching process.
Watershed algorithm
The Watershed algorithm is another approach widely used in image segmentation. 28 Its general concept was introduced in Ref. 29 and it is based on mathematical morphology. In this algorithm the image is seen as a topographic surface with rivers and valleys, where the landscape elevation values are de¯ned by the gray-scale value of each pixel or its gradient size. Based on a 3D reconstruction, the image is divided in regions called catchment basins. For each local minimum, a catch basin comprises all the points whose steepest way ends down to its minimum. Finally, watershed is de¯ned by the border lines that separate one basin from the other. The catch basins are labeled by di®erent gray-scale intensity. For each local minimum, a catchment basin comprises all points whose path of steepest descent terminates at this minimum. In this work, watershed was used for big structures segmentations such as the left ventricle and with a continuous texture as with bone structures. In our algorithm, the input image was the gradient magnitude image Img obtained during the preprocessing stage (see Eq. (7)), which is considered as a height function where high values represent the borders presence. The¯rst step eliminates the shallow regions below the threshold minimum value which helped to control the over segmentation. From this point, the algorithm created an initial segmentation allowing to track the fastest decrease of each pixel up to its local minimums. The initial result was passed through a second¯lter which only considered regions with depths lower than the established maximum depth level. In this way the segmentation was controlled up to the segmentation decrease level (catch basins). The parameters threshold and depth were established within the range [0; 0; À1:0] and arbitrarily chosen. As a result of this function, a¯rst image segmentation (I w ) was obtained comprising various segments connected in a non-related way and labeled with a di®erent gray-scale level as described below:
One of the main problems of this technique is the over segmentation of regions caused by the images noise, hence the importance of the preprocessing stage to reduce noise and to enhance the edges. It was necessary to group some of the adjacent segments as per their grayscale levels of the labeled regions in order to obtain the entire volume. Thus, in some cases the¯nal volumes were obtained through the thresholding process, setting the lower threshold in t 0 and the highest threshold to t f , where t 0 I f t f .
Step 4: Resampling
Once the segmentation techniques are applied, the volumes are subjected to a resampling process to correct 
HARD AND SOFT TISSUE MODELS
The algorithms based on image processing techniques described in Sec. 3 were implemented by following the general°owchart shown in Fig. (5) . Both algorithms and the results obtained with the proposed methodology applied to DICOM images f to obtain the di®erent soft and hard tissue models (the same that were exported to CAD tools) are presented below.
Flowcharts for Hard Tissue Models
In CT images, bone structures are represented with gray levels higher in contrast than other types of tissues present in these images. For this reason, it is useful to apply thresholding techniques to separate the bone tissue from others. Nevertheless, the use of thresholding may have the disadvantage of generate small disconnected areas into the same structure or outside it, then creating overlapped areas on the bone zones. These characteristics make it necessary to use noise¯lters before the segmentation and resampling the segmented models using morphological dilation techniques to¯ll the holes and to smooth the outer layer of bone models.
To apply the methodology with hard tissue models, jaw and spine CT images were used combining watershed and threshold algorithms with other preprocessing and resampling¯lters.
Jaw and spine modeling
The°owchart displayed in Fig. 6 was used to obtain the jaw and spine models. Each process is described below:
. Preprocessing: the images noise was reduced using thē ltered noise algorithm of anisotropic di®usion and the borders were detected by calculating the gradient module of the¯ltered image. . Segmentation: for the segmentation stage, a watershed algorithm was applied in the gradient image obtaining a gray-scale image with uniform regions labeled by a gray-scale intensity, see Sec. 3.3.2.
Among the obtained set of regions, a zone of interest was chosen with the threshold technique. . Resampling and CAD exportation: a resampling of this initial geometric model was carried out by using a morphological dilatation with one spherical structural element of radio 3 Â 3 Â 3 to smooth the overlapping surfaces and¯ll the possible holes that may arise from the segmentation. This model was saved in readable formats by visualization software. . Discretization:¯nally, using these tools, test boundary conditions were applied to random zones of the model. The geometric model utility was veri¯ed for its discretization with the FEM. A spine geometric model obtained by the proposed method is presented in Fig. 10 . The views presented in this¯gure have been obtained using the Paraview and GiD softwares.
Flowcharts for Soft Tissue Models
In contrast to the hard tissues, visualization of soft tissue is a®ected by factors related to its gray values. Intensity variations between di®erent images of soft tissues occur due to the use of di®erent scanners as well as the time of data acquisition. Various contrast enhancements, used to make certain features more prominent, are yet another contribution to the intensity variations across images. Also, some images are a®ected by the presence of di®erent tissues with similar gray levels and the absence of constant gray levels over the same tissue. On the other hand, soft tissues are characterized by di®erent shape and size, the presence of other body tissue within the target regions or overlaps in medical image, which adds to the complexity of the problem.
The methodology was applied to brain images. To solve the di±culties mentioned above, the task of segmentation was performed using the region growing algorithm, due to its performance when dealing with the intensity and shape variations.
Gray matter modeling
In brain MRI, the brain tissue like other parts of the central nervous system contains white and gray matter, the last the least amount. The segmentation of these structures makes necessary the quantitative morphometric analysis for the diagnosis of various diseases and evaluation of the response to a given treatment. However, the segmentation of brain MRI is a®ected by the presence of di®erent tissues with similar gray levels and the absence of constant gray levels. Also, medical images of the brain based on MRI and PET, among others, are characterized by noise associated with each type of imaging. The region growing technique can be useful to extract this type of brain tissues due to the°exibility of the method to indicate initial small zones into the desired target tissues through the selection of seeds. Also, it is possible to control and restrict areas that are added in each interaction of the algorithm by de¯ning more sophisticated features as the combination of the mean, standard deviation, entropy, correlation, and other statistical classi¯ers [see Eq. (9)]. The techniques shown in the°owchart of Fig. 11 were applied to obtain the zone volume of the gray matter geometric model.
. Preprocessing: the images noise was¯ltered using the anisotropic di®usion algorithm smoothing the noise and preserving the images boundaries.
. Segmentation: the region growing algorithm was applied over the¯ltered image, placing spheres (seeds) in the zone of interest. The condition for inclusion is described in Eq. (9) based on the average and the standard deviation of the neighbor voxels (see Sec. 3.3.1). The resulting volume was a binary image with the white material zone colored white (value 255). . Resampling and CAD exportation: in order to improve the initial geometric model, a resampling of the volume was carried out through the morphological dilatation technique with a structural round shaped element of radio 3 Â 3 Â 3 to smooth the overlapping surfaces and¯ll the holes generated during the segmentation due to the sensitivity of the segmentation condition. The¯nal geometric model was saved in a legible format by a visualization software and CAD tools. . Discretization:¯nally, using these tools, test boundary conditions were applied over random zones of the model. Figure 12 displays the results obtained in each stage in brain MRI of DICOM format, 60 slices of sizes 256 Â 256 pixels, voxel spacing: 0:86 Â 0:86 mm Â 3:0 mm. For visualization purposes, only one of the axial slices is presented. It can be observed in Fig. 12 (B) the selection of ¯ve seeds in the zone of interest. The success of the segmentation will depend on where the seeds are placed.
CPU Processing Time
Through the sequential execution of the proposed preprocessing, segmentation and resampling techniques and following the aforementioned°owcharts, soft and hard tissues geometric models were obtained at very attractive CPU times. The algorithms and libraries used for each study case were developed and integrated into a MATLAB script. In order to perform processing tasks interactively through control buttons and sliders, a graphical user interface (GUI) was developed under the GUI development environment (GUIDE) of MATLAB. The CPU time required for the¯ve compilations to obtain the three geometric models is presented in Table 1 . The computer used was a 64-bits desktop with two processors (Core 2 Quad), 2.66 GHZ speed each one and 8 GB RAM memory.
Validation
Validation experiments are needed to assess the performance of any methodology based on preprocessing and segmentation of medical images. A common approach to validate segmentation methods is through the use of computational phantoms. They simulate the image acquisition process using only simpli¯ed models.
The proposed methodology was validated using a computational phantom obtained from brain MRI available in the web site BrainWeb. 13 The°owcharts used were the same applied to obtain de jaw and gray matter models (see Sec. 4.1 and 4.2.1), both based in the region growing and watershed algorithms, respectively. The results were compared to the volumes obtained from web site using statistical texture analysis to quantify the performance of the proposed methodology.
The texture analysis applied to images is related to the spatial distribution of digital levels of the image. For the validation, the texture analysis was applied using statistical descriptors that study the value of the pixel and describe its smoothness, rugosity, etc. Finally, the absolute error percentage of voxels was calculated between both segmented models (segmented and truth models). For consistency purposes only, the statistical descriptors are brie°y discussed below:
. Standard deviation. It measures the dispersion or contrast among digital levels, being related to the homogeneity observed in the image. In dark images, the standard deviation is high if there are high intensity gray level pixels with low gray level background. If ¼ 0, then the image intensity level is constant, if ¼ 1, the image intensity level has high changing values. . Skewness. It measures the histogram's asymmetry. A symmetric histogram will have a third-order moment value close to zero. In mathematical terms, skewness is the asymmetry value of the data with respect to the average. If it is negative, the data is distributed more to the left of the average than to the right. If it is positive, the data is distributed more to the right (or any perfectly symmetric distribution). The 3 of a normal distribution is zero. This descriptor is de¯ned as:
where is the mean of gray levels of image, is the standard deviation of image, hðiÞ is the probability histogram for the gray levels. . Fourth-order moment (kurtosis). Kurtosis ( 4 ) measures the°attening of the histogram's upper peak.
The smaller the value the smoother the peak. The value of a normal distribution is 3. Distributions likely to have more atypical values than the normal distribution have a value greater than 3. Distributions less likely to have atypical values have a value less than 3. Homogeneity of an image is de¯ned as: where is the mean of gray levels of image, is the standard deviation of image, hðiÞ is the probability histogram for the gray levels. . Average entropy. It measures the image granularity. It is a random statistical data used to charaterize the image texture. A high value indicates a thick texture and its value is zero if it is constant. The entropy is then de¯ned as:
where hðiÞ is a probability histogram for the gray levels.
The phantom of Brainweb was used as \ground truth" with known substance classes which simulates brain MRI through \fuzzy" volumes where each type of tissue is represented. Global discrete anatomic volumes for each type of voxels were labeled with numerical values as follows:
Validation of soft tissue models
First, a region growing algorithm was used to segment a gray matter zone of interest. This segmentation algorithm was applied in three ways: (i) to the original complete discreet phantom, (ii) to the discrete phantom with Gaussian additive noise and a subsequent¯ltering using the average¯ltering and (iii) to the discrete phantom with Gaussian additive noise and a subsequent ltering with an anisotropic di®usion¯lter. These segmentation zones were compared to the gray matter zone provided by the Brainweb. For this purpose, the texture analysis was used by calculating the statistical descriptors in both volumes and the respective percentages of error (%) between the two volumes obtained. Figure 13 shows the results obtained during the gray matter zone segmentation in the phantom volume with dimensions 181 Â 217 Â 181 in directions x; y; z with isotropic voxels of 1.0 mm 3 . For visualization purposes, the¯gure shows only the results corresponding to phantom's 98th slice. Figure 13(B) shows the segmentation zone using the region growing algorithm from four seed points. These points were chosen by the user according to the zone of interest. Spheres of 2-mm radius were used. Figure 14 shows the results obtained by segmenting the gray matter in the phantom volumen with additive Gaussian noise and its¯ltering using the anisotropic di®usion¯lter following the°owchart of Fig. 11 . In Fig. 14(A) , the original phantom image is presented showing the axial slice number 98 of the phantom. Statistical values were calculated. Their respective percentages of error between the segmented volume and the volume provided by the Brainweb are presented in Table 3 . Note that the percentage of error of the statistical calculation in both volumes is less than 7%.
Validation of hard tissue models
Segmenting with the proposed watershed algorithms was also validated using a brain phantom mapped from MRI. Figure 15 displays the results obtained after the graymatter zone segmentation in the phantom volume with dimensions 181 Â 217 Â 181 (X; Y ; Z), with isotropic voxels of 1.0 mm 3 . Axial slice number 98 of the original image is presented for visualization purposes in Fig. 15(A) . Figure 15 (B) shows the segmentation obtained through the watershed algorithm, following the set of preprocessing and segmentation techniques mentioned in°owchart of Fig. 6 . The gray matter zone provided by the BrainWeb is presented in Fig. 15(C) . The texture analysis was used to validate the results by calculating statistical descriptors in the obtained volumes. In Table 4 the statistical values and their respective percentage of error are presented. Note that the percentage of error of the statistical calculations in both volumes is less than 2%. The 3D views of the gray matter zone volume provided by the Brainweb and our methodology are displayed in Fig. 16 .
CONCLUDING REMARKS AND FUTURE WORK
One of the main advantages of the proposed approach is that it includes a set of preprocessing and segmentation algorithms that can be combined to create hybrids techniques, which can also adapt themselves to the anatomic structures under study and formulate new°ow-charts. The input parameters of the implemented algorithms can be easily calibrated, according to the expert opinions, the observation of tissue type, its intensity pro¯les and its boundary quality. The computational cost to obtain the tissue models was also attractive and competitive (see Table 1 ). Also, the results obtained using the proposed methodology are in good agreement when comparing the obtained models against the validated models provided by the Brainweb. The statistical values di®erence of both volumes was very small. In critical conditions, when corrupting the images with Gaussian-noise (see Table 3 ), low percentages of error were obtained: number of pixels error ¼ 5.9, average error ¼ 5.9, standard deviation error ¼ 2.5, asymmetry error ¼ 4.3, homogeneity error ¼ 7.1 and entropy error ¼ 3.7. Likewise, it was veri¯ed that the implemented techniques are suitable to generate and export volumes in formats *.vtk y *.stl, easy to read from other programs and CAD tools. Their usefulness to generate di®erent meshes, solids and surfaces views was also demonstrated. As for CAD tools, test values were applied in boundary conditions and models were discretized using the FEM, showing the usefulness of the generated volumes for their further numerical analysis.
It should be remarked herein that the current implementation of the proposed approach has some limitations. First, the methodology is demonstrated using only MRI and CT images, other medical images modalities such as PET, 4D MRI could be used. Also, there exist other more sophisticated image-processing algorithms which could be integrated into the methodology.
Finally, the methodology is independent of the underlying properties of the FEM. We only use the morphological operators and Gaussian-¯lters to smooth the surfaces of tissue models, but other techniques could be applied in order to reduce the mathematical complexity of the soft and hard tissue models and the size and irregularity of the FE mesh as well. 
