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Abstract
Interference between different quantum-mechanical pathways is frequently 
encountered in physics. An example is the interference between direct and indirect 
photoionization at an autoionization resonance. This interference gives rise to an 
asymmetrical profile of absorption as a function of detuning from the resonance.
A closely related phenomenon, laser-induced continuum structure (LICS), has 
received considerable interest recently. LICS involves a resonance not normally present 
in the atomic spectrum, which is created in the atomic continuum by an intense laser. 
This laser is often known as the embedding laser; it is said to embed a discrete state of the 
atom in the continuum. Another laser, of a different frequency, may be used to probe the 
induced resonance, and absorption profiles closely related to those of autoionization 
resonances may be produced, displaying similar interference features. LICS has received 
much theoretical attention in the last ten years, and some important experiments have 
demonstrated the effect.
A large part of this thesis describes three experiments which were undertaken in 
order to study LICS. In the first of these, a continuous wave (CW) dye laser was used to 
embed the Is state of caesium in the continuum. A frequency-doubled dye laser beam 
was used as the probe. The emission of photoelectrons was monitored as laser 
frequencies were varied, in order to detect the laser-induced resonance. LICS was not 
observed in this experiment, because of a lack of intensity in the embedding laser.
In the second, similar experiment, a C02 laser was used as to embed Rydberg states 
of rubidium in the continuum. Although the laser intensities and atomic couplings for this 
experiment were favourable, LICS was not observed, due to experimental difficulties and 
a lack of time available for this work.
In the third experiment, a pulsed dye laser was used to embed the 5s state of sodium 
in the continuum. The probe laser, which was also a pulsed dye laser, was 
frequency-tripled in the sodium vapour close to resonance with the LICS. The third- 
harmonic signal was monitored, as a means of detecting LICS. Again, LICS was not 
observed. This may be explained in terms of atomic parameters of sodium. The failure 
to observe LICS in this situation was surprising, as the experiment was similar to the 
experiments of others [S. S. Dimov et ai, Appl. Phys. B 30, 35 (1983)], in which LICS 
has been observed.
In the final part of this thesis, another experiment is described, which was 
undertaken to investigate interference, this time between two different quantum- 
mechanical pathways for four wave mixing in sodium vapour. The four wave mixing 
was enhanced by two-photon resonance with the 5s state, for one pathway, and the 4d 
state, for the other. Constructive and destructive interference between the two pathways 
were both observed. By varying the laser wavelengths, it was possible to vary the phase 
of the interference continuously. A theoretical model based on third-order perturbation 
theory gives a good description of the observations.
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Chapter 1:
Introduction
Ever since Louis de Broglie's 1924 postulate of the wave nature of matter, the world 
has been intrigued by the notion of interference in the propagation of massive particles. 
Interference of electromagnetic radiation has long been accepted as a natural consequence 
of Maxwell's theory of the electromagnetic field. For massive particles, however, 
interference is still intriguing. This is because it conflicts with our "common sense" 
Newtonian description of matter, which is so firmly entrenched in our minds, and which 
works so well for describing macroscopic objects.
The interference which concerns us here manifests itself in multiphoton processes 
— processes in which the response of an atomic or molecular system to a radiation field 
is not linear in the intensity of that field, and in which it is helpful to think of the 
processes, at a microscopic level, as interactions of each atom or molecule with more than 
one photon at a time. Most of these processes can only be produced in an intense laser 
beam, with many photons per mode of the radiation field. In particular, we are concerned 
with multiphoton effects involving atomic continuum states — that is, the continuous 
range of states which correspond to a positive ion plus a free electron. A continuum state 
has an energy which is determined by the electronic configuration of the positive ion, and 
also by the kinetic energies of the positive ion and the free electron. In addition, it has 
parity, angular momentum, spin and all the other properties which we use to label discrete 
states. Continuum states are populated in photoionization processes, and they take part in 
many other atomic phenomena. Excitation of an atom or molecule, to the unbound states 
of the continuum, is regarded as a nonresonant process (except when bound-bound 
transitions are also involved), because there is no particular preferred energy or frequency 
for the excitation.
To describe, in the language of quantum mechanics, effects which involve the
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continuum, one must speak in terms of the population amplitudes of the continuum states. 
When several processes take place simultaneously, the different contributions to these 
amplitudes may interfere with one another. When the interference is constructive, the 
continuum populations are enhanced; when it is destructive, they are suppressed. This 
interference is a characteristic feature of the phenomena described in this thesis.
Constructive interference can be used to enhance desirable effects; destructive 
interference can be used to cancel unwanted effects. This will be discussed in the context 
of multiphoton experiments with lasers. Enhancement of frequency tripling in sodium 
vapour, due to the creation of a laser-induced resonance in the continuum, has been 
reported (Pavlov et al., 1982). This enhancement can be viewed as a constructive 
interference effect, as will be discussed in detail. On the other hand, the laser-induced 
resonance in the continuum has been investigated as a means of decreasing the continuum 
electron population by destructive interference (Hutchinson and Ness, 1984).
1.1 Atomic autoionization resonances
A familiar example of such interference is in the profile of the autoionization 
resonance, described in the classic paper by Fano (1961). Atomic autoionization 
resonances are most commonly observed in atoms with two or more electrons in the outer 
shell. Generally the corresponding states involve two electrons each excited to higher 
orbitals, such that the atom has enough energy to ionize. These discrete states are 
therefore found embedded in the continuum — that is, their energies are among the range 
of energies of the continuum state energies, and the wavelengths which excite atoms to 
these states are within the continuum of wavelengths which will photoionize the atoms. 
An atom in such an autoionization state will spontaneously ionize, if it does not decay by 
some other means first. This release of one electron from the atom is accompanied by the 
decay of the other electron to a lower orbital. Autoionization states are closely allied to 
predissociation states — excited states of molecules which lead to spontaneous 
dissociation.
The profile of atomic photoionization, as a function of the frequency of the ionizing 
radiation, is affected by such resonances in the continuum, as observed by Beutler 
(1935). Normally such a profile is almost flat, at a level determined by nonresonant 
photoionization. If the light is nearly resonant with an allowed transition to an 
autoionization state, however, an asymmetrical profile known as a Fano-Beutler profile
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FIG. 1.1. (a) The asymmetrical Fano profile o f an autoionization resonance, (b) Interfering
pathways (1) and (2) responsible for the asymmetrical profile.
(or simply Fano profile) results (Fig. 1.1(a)). Close to resonance, there is a pronounced 
peak in the photoionization. Adjacent to this, there is a dip below the level of 
nonresonant photoionization. This is known as a Fano window — a window, because at 
this frequency the atoms do not absorb as much as they do at other frequencies. A more 
detailed description of this profile will be given the following chapter.
The Fano profile can be understood as a profile of interference between two different 
pathways to the continuum states. These pathways are shown in Fig. 1.1(b). The first is 
ordinary photoionization, which is direct photoexcitation to the continuum. The second is 
excitation to the autoionization state, followed by spontaneous ionization. According to 
quantum mechanics, the total effect is determined by the sum of the amplitudes of these 
processes. One of these amplitudes changes sign at the resonance, whereas the amplitude 
of the other does not. On one side of the resonance, there is constructive interference 
between the two pathways; on the other side, there is destructive interference, leading to 
the Fano window. This is a very superficial discussion, because it does not take account 
of the way in which the coupling between the discrete and continuum states modifies the 
states concerned. This is taken into account in Fano's treatment, in which the 
Hamiltonian is rediagonalised to incorporate the coupling. This will be discussed more 
fully in Chapter 2.
Autoionization resonances have been found to provide large resonant enhancements
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in multiphoton processes which involve continuum states (Hodgson, Sorokin and 
Wynne, 1974; Armstrong and Wynne, 1974). These resonant enhancements allowed for 
increases by many orders of magnitude in optical frequency-conversion processes, but 
unfortunately these increases were only useful at particular wavelengths which were 
resonant with atomic autoionization states. A tunable resonance was desired, so that 
resonant enhancement could be exploited over a broad range of wavelengths.
1.2 Laser-induced continuum structure
In 1975, Armstrong, Beers and Feneuille proposed the concept of 
"pseudo-autoionizing states", which are laser-induced resonances in the continuum 
(Armstrong, Beers and Feneuille, 1975). This was really a new way of describing 
certain types of multiphoton transitions which involve the continuum states. The concept 
is sometimes referred to as LICS (laser-induced continuum structure), because the laser 
produces structure in an otherwise smooth continuum. The acronym LIARS 
(laser-induced autoionization resonance structure) is also of some use, but I will refer to 
the concept by the former term. The LICS is situated in the continuum at an energy 
determined by the frequency of the laser which induces it. This laser is said to embed an 
excited state | e ) of the atom in the continuum, as shown in Fig. 1.2(a). The energy of 
the continuum resonance is equal to the energy of | e ) plus the energy hcoe of a photon of 
the embedding laser. The atoms involved do not need to have two electrons in the outer 
shell as is normally the case for fixed autoionization states. In fact, the laser-induced 
states are actually dressed states of the atom — that is, states of the atom coupled with the 
embedding laser field. Yet their behaviour is similar to the behaviour of fixed 
autoionization states. That is, they are understood to have Fano absorption profiles as 
typified by Fig. 1.1(a). These profiles might be measured by scanning the frequency of a 
probe laser of angular frequency cop , which couples the ground state | g ) weakly with the 
same part of the continuum as is coupled strongly to | e ) by the embedding laser.
We can describe the excitation, by the probe laser, to a laser-induced autoionization 
state, in terms of state vectors such as | g, necoe , cop ), which describes an atom in state 
I g ), together with ne photons in a mode at the embedding laser frequency and one 
photon in a mode at the probe laser frequency. An excitation to the laser-induced 
autoionization state is a transition of the form
I g, necoe, C0p) -> I e, (n+V)coe >,
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FIG. 1.2. (a) Laser-induced continuum structure, produced by the embedding the state I e > in 
the continuum. The embedding laser (angular) frequency is cq,; the probe laser frequency is 
(Op. (b) Interfering pathways (1) and (2) responsible for the asymmetrical profile.
which is really a stimulated Raman excitation from | g ) to the state | e ). The subsequent 
"spontaneous ionization" is a transition of the form
I e, (ne+l)coe ) —» I £, necoe ) ,
which is really a photoionization, by the embedding laser, of the atom in state | e ), 
exciting it to the continuum state of energy E.
Again, we can understand the absorption profile as a profile of interference between 
two different pathways to the continuum. These pathways are shown in Fig. 1.2(b). 
Firstly, there is direct photoionization:
I g,necoe,cop ) -4 I E,neme).
Secondly, there is photoionization via the autoionization state:
I g, neCOe, C0p > - 4  I e, (,ne+l)COe > -» | E, newe ) .
As in the case of atomic autoionization states, one of these amplitudes changes sign at the 
resonance, whereas the other does not. This leads to constructive interference on one
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side of the resonance and destructive interference on the other. Again, this discussion is 
superficial in that it does not take account of the way in which the coupling between the 
dressed discrete state and the continuum state modifies the states concerned. The process 
of Fano diagonalization, on the other hand, treats the coupling to infinite order, thus 
describing the situation when the embedding laser is strong.
A large part of this thesis concerns an attempt to produce LICS in the laboratory. 
Three different approaches were used. None of these yielded a detectable LICS signal. 
Finally, a related phenomenon, the interference of two quantum-mechanical pathways for 
four wave mixing, was produced, leading to interesting effects which will be described in 
the last chapter of this thesis. Before this work is introduced, a brief account of the work 
of other researchers will be given.
1.3 Theoretical developments
Soon after the introduction of the concept of "pseudo-autoionizing states" by 
Armstrong, Beers and Feneuille (1975), Heller and Popov (1976) proposed the use of 
LICS for producing resonant enhancement of optical frequency mixing processes which 
involve the continuum. They demonstrated the possibility of increasing the nonlinear 
suceptibility close to a laser-induced resonance, in a similar manner to that observed 
by Hodgson, Sorokin and Wynne (1974) for fixed autoionization resonances. Further 
work (Geller and Popov, 1980) discussed the possibility of using LICS to produce a 
rotation in the polarization of a probe laser beam. This idea led to the experiment of 
Heller et al. (1981), which will be described shortly. Another application of LICS was 
predicted by Alber and Zoller (1983b): a probe laser beam can photoionize atoms to 
produce, in the vicinity of the LICS, spin-polarized electrons. This effect is anticipated 
when spin-orbit coupling is important. No observation of this effect has been reported as 
yet.
A great deal of theoretical endeavour has concentrated on autoionization when the 
probe intensity is made large — the "strong probe" situation. In this situation, the probe 
laser broadens or alters the shape of the resonance significantly, and it is therefore not 
really a probe at all. This work has applied to atomic autoionization (e.g. Lambropoulos 
and Zoller, 1981; Rzazewski and Eberly, 1981) and LICS (e.g. Coleman and Knight, 
1982). Effects such as profile narrowing, Rabi oscillations and population trapping have 
been discussed. The LICS work has been reviewed briefly by Knight (1984), and a
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more comprehensive review is in preparation (Knight, Lauder and Dalton, to be 
published). In view of the large amount of theoretical work in this field, and the need to 
describe the theory in more detail, I will defer the review of this work until section 2.4, 
for atomic autoionization resonances, and section 2.5, for LICS. Most of these effects 
have not yet been demonstrated experimentally.
Several effects which are closely related to "strong probe" autoionization are worthy 
of mention. For example, molecular predissociation enhancement is predicted if a 
predissociating state is coupled by a strong laser to another state (Lami and Rahman, 
1982; Lau, 1979). The effects occurring here are similar to some of the autoionization 
effects discussed in section 2.4. Another effect, which has been recently demonstrated 
experimentally, is the coupling of two almost degenerate autoionizing levels of barium by 
a DC electric field (Saloman, Cooper and Kelleher, 1985). This is formally equivalent to 
the coupling of two autoionization levels by a strong laser of zero frequency. Various 
splittings and interference effects were observed. Related effects have been demonstrated 
in Stark ionization of Rydberg atoms (atoms in highly excited hydrogen-like states, as 
discussed in Chapter 4; see references within Saloman, Cooper and Kelleher, 1985). 
Atoms in highly excited Rydberg states can be ionized by a strong DC electric field, 
because the field produces a coupling with the continuum states. This ionization, which 
is analogous to autoionization, broadens the levels. In recent experiments (Liu et al., 
1985) involving field-induced crossings of two resonances, significant narrowing of one 
of the resonances was observed. This is effect is similar to the "confluence of 
coherences" effect, which will be discussed briefly in section 2.4. Again, the two 
resonances are coupled by a zero frequency field. The theory describing all of these 
effects is related to the theory discussed in this thesis.
1.4 Experimental developments in LICS
Several experiments have been done, in various parts of the world, in which 
laser-induced continuum structure has been observed. Firstly1, Heller etal. (1981; Geller 
et al., 1980) at the Kirensky Institute, USSR, used a pulsed Nd:YAG laser (about 100 
MWcm*2 at 1.06 Jim, circular polarization) to embed the &s state of caesium in the 
continuum (Fig. 1.3). Their probe laser was a frequency-doubled pulsed dye laser beam 
(297 nm, linear polarization), which coupled the ground state with the same part of the 
continuum. They detected a rotation in the polarization of the probe beam, which had an 
asymmetrical profile related to the Fano profile. Their results suggested a maximum
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FIG. 1.3. The wavelengths and 
polarizations used in the LICS 
experiment of Heller et al.
FIG. 1.4. The frequency trip­
ling enhancement experiment 
of Pavlov, Dimov et al.
1.06 pm
297 nm
Caesium 6s
530 nm \191 nm
576 nm
Sodium 3s
probe absorption of six times the nonresonant absorption, and a minimum absorption 
which was 10% less than the nonresonant value.
The next laboratory to report LICS was at Sofia University, Bulgaria. Here Pavlov, 
Dimov et al. (Pavlov et al.y 1982; Dimov et al.y 1983) demonstrated the use of LICS to 
provide resonant enhancement of third harmonic generation in sodium vapour. They 
used a frequency-doubled mode-locked Nd:glass laser (about 1 GWcm'2 at 530 nm) to 
embed the 5s state of sodium in the continuum (Fig. 1.4). A pulsed dye laser 
(2-3 GWcm'2 at 576 nm) was focused in the vapour to produce a third harmonic signal 
at 191 nm. The frequency tripling signal was found to be resonantly enhanced by factor 
of 18 due to the 530 nm radiation.
Further work was done by Hutchinson and Ness (1984, 1988) at Imperial College, 
London. They investigated LICS in xenon. An excimer-pumped dye laser beam 
(80-100 MWcm*2) at 402 nm was used to embed the 10p state in the continuum. 
Another excimer-pumped dye laser beam was frequency-doubled, amplified with a 
krypton fluoride amplifier (to produce about 40 MWcm'2 at 250 nm), and then used to
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FIG. 1.5. The experiment of 
Hutchinson and Ness to detect en­
hancement of two-photon resonant 
three-photon ionization.
Xe+ + e
402 nm
250 nm
250 nm
Xenon 5p
produce two-photon-resonant three-photon ionization (Fig. 1.5). The influence of the 
embedding laser on the ionization rate was studied, and profiles somewhat like Fano 
profiles were observed. It was noted that multiphoton ionization, which is a loss 
mechanism in numerous frequency mixing processes, can be suppressed to some extent if 
the Fano window is used to reduce excitation to the continuum.
Sodium 3s Sodium 3s
FIG 1.6. The enhanced three-photon ionization experiment of Feldmann et al. 
For each scheme, 532 nm. The effect was observed only for scheme (a).
(a) I e > = 4d,kj = 562 nm. (c) I e > = 6d, kj = 555 nm.
(b) I e > = 5s, ^  = 577 nm. (d) I e > = 8s, X^= 574 nm.
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Another multiphoton ionization experiment, by Feldmann et al. (1986) at Universität 
Bielefeld, West Germany, was performed, this time using a sodium atomic beam. They 
used a frequency-doubled Nd:YAG laser (about 10 GW cnr2 at 532 nm) and a 
doubled-YAG-pumped dye laser (about 10 GWcm*2 in the range 550 to 580 nm). They 
observed signals at dye laser frequencies corresponding to the embedding of the 4d state 
in the continuum, but failed to detect any such effects due to the 5s, 6d and 8s states 
(Fig. 1.6). The ionization profile corresponding to the 4d state was symmetrical, rather 
than asymmetrical (Fig. 1.1(a)) as was expected. This was interpreted as being due to a 
Raman excitation of the 4d state, with very little participation from atomic continuum 
states. This interpretation was supported by recent analysis by Parzytiski (1987a, 1987b) 
and Bo-nian Dai and Lambropoulos (1987). The process is still, formally, a LICS 
process, but the interpretation is somewhat different under these conditions. This will be 
discussed in greater depth in Chapter 2 and subsequently.
1.5 Summary of my research
My research project, described in this thesis, was originally to be the first 
demonstration of LICS using continuous wave (CW) lasers. The use of CW lasers has 
great potential for careful experiments, in which laser bandwidths are much less than 
profile widths, and in which all the important parameters for the experiment can be well 
known. On the other hand, the intensities of light attainable from CW lasers are much 
less than those attainable from pulsed lasers.
The laser laboratory at the Department of Physics and Theoretical Physics at the 
Faculties, Australian National University, has two CW argon-ion-pumped dye lasers, 
frequency tunable over much of the visible spectrum, with bandwidths of 1-3 MHz. In 
one of those lasers, a frequency doubling crystal can be inserted intracavity, to produce 
up to 15 mW of UV light within a 2 MHz bandwidth, tunable over the range 
293-305 nm. The aim was to use this light to excite from the ground state to the 
continuum of an atomic system, and to use the other dye laser to embed one of the higher 
states of the atom in the continuum. There are only two stable atoms with ionization 
energies low enough for these UV wavelengths to release photoelectrons: caesium 
(ionization energy 3.894 eV, corresponding to a wavelength of 318.3 nm) and rubidium 
(ionization energy 4.176 eV, corresponding to a wavelength of 296.7 nm).
Caesium was chosen for the first experiment. The caesium was provided in a
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collimated atomic beam, in order to reduce the effects of Doppler broadening, because 
LICS profiles narrower than a Doppler width were anticipated. The use of a beam, rather 
than a vapour, also had the advantage that it removed the need to consider collisional 
effects. As shown in Fig. (1.7), a dye laser around 646.7 nm was used in order to 
embed the Is  state in the continuum. The UV laser was operated around 294.1 nm, in 
order to excite ground-state atoms to the same region of the continuum. The emission of 
photoelectrons was monitored with a channel electron multiplier (channeltron). I will 
refer to the UV laser as the probe, because it is a weak source, used in order to observe 
the LICS produced by the embedding laser. It is important to note, however, that without 
the probe laser none of the atoms leave the ground state.
FIG. 1.7. Photoionization ex­
periment for observing LICS 
in caesium.
+
Cs + e
646.7 nm
294.1 nm
Caesium 6s
Unfortunately, as became increasingly evident during the experiment, the embedding 
laser could not be made intense enough to produce a measurable effect. It is necessary 
for the embedding laser to be able to photoionize atoms from the Is  state at a rate which is 
at least comparable with, and hopefully much larger than, the spontaneous emission rate 
for that level. This could not be achieved for this atomic system, and the efforts to 
observe LICS in caesium were unsuccessful.
It was realised that, if the experiment was to be done with CW lasers, it was 
necessary for the embedding laser to couple a discrete state strongly with the continuum, 
and it was also necessary for the state to have a long natural lifetime. In this way, the 
predominant mode of decay for atoms in the discrete state would be photoionization. 
Both of these demands could be met in the scheme shown in Fig. 1.8, in which a 
Rydberg state of rubidium is embedded in the continuum. High Rydberg states have very 
long lifetimes, because their wavefunctions have very little overlap with the 
wavefunctions of states close to the ground state. They can also be coupled very strongly
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FIG. 1.8. Scheme for em­
bedding a high Rydberg state 
of rubidium in the continuum
Rubidium 5s
to low energy continuum states, with the use of radiation of a long wavelength. For this 
purpose, a C 02 laser at 10.59 Jim  was used in order to embed the 16d state in the 
continuum. The probe laser was the UV source used in the first experiment. Again an 
atomic beam was used, and the photoelectron signal was monitored.
Various experimental difficulties prevented this experiment from working properly, 
as will be discussed later in this thesis, and the LICS effect was not observed. This 
experiment was not pursued to completion, because at the time when these difficulties 
were encountered, the Australian National University acquired, as part of its Laser 
Physics Centre, a pulsed excimer-pumped dual dye laser facility. This allowed for the 
use of two independently tunable 1 MW beams, overcoming problems with lack of 
intensity which severely limited what could be done with CW beams.
Using this facility a frequency tripling experiment was attempted, which was very 
similar in principle to the one reported by Pavlov et al. (1982), Dimov et al.{ 1983). 
Sodium vapour was the nonlinear medium, and the same energy levels were used as in 
Fig. 1.4. Because both lasers were tunable, the wavelengths were changed slightly from 
the values used by Pavlov, Dimov et al. In this way, the frequency tripling could be 
enhanced by utilising a two-photon resonance with the 4d state. The wavelengths used, 
then, were 578.7 nm for the tripling laser (the probe2) and 536.8 nm for the embedding 
laser (Fig. 1.9), although some experimentation was done at wavelengths away from this 
two-photon-resonant condition. The third harmonic signal around 193.0 nm was 
monitored.
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FIG. 1.9. Two-photon- 
resonant frequency tripling 
experiment for observing 
LICS in sodium vapour.
536.8 nm
578.7 nm193.0 nni
Sodium 3s
Surprisingly, although a third harmonic signal was produced, the embedding laser 
had no measurable effect on the signal. This observation was made under numerous 
different intensity and detuning conditions, as will be discussed later. The effect reported 
by Pavlov, Dimov et al. could not be reproduced. The conditions of our experiment were 
not identical to theirs; our laser pulse lengths were longer by more than a factor of 10; we 
could not detune far enough from the two-photon resonance to reproduce their 
wavelengths. Nevertheless, an LICS signal was expected. The reasons for its 
nonappearance will be discussed in Chapter 6.
The experimental work then turned to an attempt to look for a new effect: a 
controllable interference between two very similar quantum mechanical pathways for four 
wave mixing (Chappie, Baldwin and Bachor, 1988). This experiment also involved the 
nonlinear action of two pulsed dye lasers producing UV light in sodium vapour, although 
third harmonic generation was not the centre of attention. I will refer to the two lasers as 
the red laser (around 602.2 nm) and the green laser (around 557.0 nm). The UV output 
around 195.5 nm was collected. The two pathways, shown in Fig. 1.10, correspond to
FIG. 1.10. Interfering channels for 
four wave mixing, resonantly enhanced 
by either the 5s state or the 4d state. 
Red laser wavelength =X^ =  602.2 nm; 
green laser wavelength =A.^= 557.0 nm; 
signal wavelength = ^ uv = 195.5 nm.
Sodium 3s
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two different two-photon resonant enhancements. One pathway is two-photon resonant 
(red + red) with the 5s state, whereas the other is two-photon resonant (red + green) with 
the 4d state. Both pathways involve third-order nonlinearities in the sodium vapour, 
whereas, as will be discussed later, the LICS effect of the previous experiment involves a 
fifth-order nonlinearity.
Interference between the two pathways, both constructive and destructive, was 
demonstrated with unfocused laser beams. A simple theoretical model will be presented, 
giving a good description of the features observed in scans of either the red or the green 
laser frequency. When the laser beams were focused to increase their intensities, more 
complicated profiles were observed, requiring a more involved theory to give an adequate 
explanation.
1.6 Contents of the thesis
The layout of the remainder of this thesis will be as follows:
In Chapter 2 ,1 will give an outline of the Fano theory of autoionization resonances, 
and discuss nonlinear optical processes which involve autoionization resonances. Then I 
will use the Fano formalism to discuss laser-induced continuum structure. After this, 
some more recent theoretical developments, regarding strong laser excitation of the 
resonances, will be described.
In Chapter 3 ,1 will describe the caesium experiment of Fig. 1.7, and discuss the nil 
result in terms of known values of state lifetimes and photoionization cross-sections. 
Rydberg states will be discussed in Chapter 4, and theoretical predictions for the 
experiment of Fig. 1.8 will be examined. I will describe the experiment which was 
attempted, and suggest some directions for future work in this area.
Chapter 5 gives some detailed theory of nonlinear optical processes, to provide the 
necessary tools for the discussion in the following two chapters. This theory is readily 
applied to calculations of nonlinear processes in particular atoms, using a computer 
program described in Appendix C.
In Chapter 6, the sodium experiment of Fig. 1.9 will be described. The reasons 
why LICS was not observed will be discussed, and comparisons will be made with the
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work of Pavlov, Dimov et al. (Fig. 1.4).
In Chapter 7, I will describe the experiment which led to the observation of 
interference between two different quantum mechanical pathways for four wave mixing. 
The results will be interpreted in the light of the theory introduced in Chapter 5. Finally, 
some conclusions will be drawn, and directions for future research will be suggested.
1.7 Notation and conventions
In this thesis, the equations are written in SI units. Procedures for converting these 
equations to CGS units are given in Appendix A, where atomic units are also discussed.
When the symbol A is used for an optical wavelength, the vacuum wavelength is 
meant, but when the wavelengths are specified numerically, they are wavelengths in dry 
air (15°C, 760 Torr) for all wavelengths greater than 250 nm, and vacuum wavelengths 
otherwise. The refractive index n of air are may be calculated from the Cauchy formula 
(Weast, 1974):
( n - l ) x l O 7 = 2726.43+ 1 2 . 2 8 8 / 1 0 - * )  + 0 . 3 5 5 5 / IO'12)
(1.1)
where Aair is the air wavelength in nm. Frequencies symbolized by v are measured in 
cycles per second (Hz); frequencies symbolized by co or Q  are angular frequencies, 
measured in radians per second.
Bold symbols, such as E ( t ), denote vector quantities; other symbols, such as E(co), 
are usually written in italics.
Unless indicated otherwise, linewidths of profiles are the full-width at 
half-maximum (FWHM) linewidths. Thus the Lorentzian profile given by
L(co) = 1
(a y -o ) /  + T 1
has a linewidth of 27” (in angular frequency units), whereas the Gaussian profile
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G(£») = exp [ — (ü)-  cüq)2 / &u2] 
has a linewidth of 2 (ln2)1/2&u.
Notes:
1 There is a reference in the literature (Geller et al., 1980) to some earlier work done 
by Bakhramov et al. (S. A. Bakhramov et al., 1979), but an English report of this work 
is not readily available.
2It is perhaps a misnomer to refer to the tripling laser as the probe, because it must 
be intense in order to produce a sizeable third harmonic signal. Nevertheless, it was used 
in this experiment as a probe of the LICS, and it is like a probe when it is not intense 
enough to perturb the LICS.
Chapter 2:
The theory of 
continuum resonances
In this chapter, the theory of atomic autoionization resonances will be outlined, 
including their effects on optical nonlinearities. The application of the theory of atomic 
autoionization resonances to the laser-induced resonances will then be described. Next, 
theoretical work on autoionization resonances in intense laser fields will be reviewed. 
Finally, an overview of theoretical approaches to LICS in "strong probe" fields will be 
given.
2.1 Atomic autoionization resonances
The theory of autoionization was given by Fano (1961) in terms of configuration 
interaction theory. In this theory, the Hamiltonian H which describes an atomic or 
molecular system is divided into two parts: HQ, which excludes the interaction between a 
discrete state and a continuum in which it is embedded, and the configuration interaction 
V, which couples these two configurations.
H = HQ + V.
For example a helium atom with one electron in the 2s orbital and the other in the 2p 
orbital would be in an atomic bound state if there were no force between the two 
electrons. (We exclude the effects of spontaneous emission, at this stage.) The repulsive 
force between the electrons allows energy to be transferred from one electron to the other,
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making autoionization possible. Thus there is a coupling V between the configuration 
with both electrons in single-electron bound states, on the one hand, and the 
configuration corresponding to a positive ion plus a free electron, on the other.
Consider a discrete state | (p) embedded within a set of continuum of states | Ye' ). 
These states are eigenstates of HQ, with energy eigenvalues E and E' respectively. The 
continuum wavefunctions cannot be normalized in the same way as discrete states are, 
because the integral J \Y(r)\2 d3r  diverges. It is common to use 5 -function 
normalization:
< V'f  I Ye- > = 5 (£ -£").
Thus I y/£.) has units of (energy)-172. Also, we have
(<Pl (p) = 1 
and
( y e - Ip > = °-
The states are coupled to themselves by H0, and the continuum states are coupled to the 
discrete state by V. We have then the following matrix elements of the Hamiltonian:
< (p\H\(p) = < (p\HQ\cp) = E y , (2.1a)
( Y e' \H \  y E" ) = ( V E’\ h o \ Ye" > = & 8 & '-E ") , (2.1b)
( Ye’ IH I (p) = ( Ye’ I ^  I *P) = VE' * (2.1c)
Here E and E' have units of energy, and VR. has units of (energy)1/2.
Fano's next procedure is rediagonalization — finding a new set of basis states | )
such that the total Hamiltonian, expressed as a matrix in terms of this basis set, is 
diagonal. That is, | X¥E ) is an eigenstate of the total Hamiltonian, with energy eigenvalue 
E. The states | y¥E ) are expressed in terms of | (p ) and | Ye’ ):
| Y £ > = a(E)\tp) + \ b E(EI v t>d£* .  (2.2)
where the integration is over all of the continuum energies. The parameters a(E) and 
bE'(E) can be determined from the equation
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H \ V E) = E | ¥ £ >
together with the matrix elements of equations (2.1). A solution is (Fano, 1961):
a{E) = sin A / n VE ,
v ®  - 7 ^ i ^ - cosA5(£- r ) -
(2.3a)
(2.3b)
where A, the phase shift of the continuum wavefunction due to the configuration 
interaction, is given by
A = -  tan 1
it I v /
E - E - F ( E )  ’
(2.4)
and the inverse tangent is in the range - n  to 0. We see that the resonant energy is 
Ey+FiE). The shift in the resonance, F(£), is given by
f 1V 2m = pm r d£'-
where P denotes the principal value of the integral.
An autoionizing state can be studied by exciting it from another energy level. For 
example, a weak monochromatic light ( a "probe" laser) may be scanned in frequency, 
while the absorption, or equivalently the photoelectron yield, is monitored. The probe 
laser excites the atoms (or molecules) from a bound state | i )  to | X¥ E ). Here E is 
determined by the frequency of the probe laser, and the excitation rate is proportional to 
I ( x¥e I T j i } I2 for some operator T (normally the electric dipole operator). From (2.2) 
and (2.3),
( '¥E\T\ i )  = ^ < 0 | r | i >  -cosA <Vfe|T|«>. (2.5)
K VE
Here | O ) is known as the modified discrete state, and is given by
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|<D> =
As the probe laser frequency is scanned upwards through resonance, A changes 
from 0 to K (equation (2.4)). Therefore the cosA term in (2.5) changes sign at the 
resonance, whereas the sinA term does not. Now the phases of the wavefunctions can 
be chosen so that all the matrix elements discussed here are real1. Therefore, on one side 
of resonance, the two terms in (2.5) add together, while, on the other side, they tend to 
cancel one another.
Let us suppose that VE, ( <X> | T | i ) and ( \f/E \ T | i ) do not change appreciably in the 
vicinity of the resonance. (These matrix elements normally have a gradual dependence on 
E.) Then the profiles of absorption (or photoionization) can be parametized by two 
quantities £ and q. The normalized detuning, £, is given by
E - E  - F{E)
£ = ----------- -— = -cotA . (2.6)
K \ V /
The Fano asymmetry parameter q for the resonance depends on the ratio of excitations to 
the two configurations:
<*\T\ i )  
<vfcmo ' (2.7)
Careful inspection reveals that q is independent of the phases chosen for the different 
states, and it may be assumed to be real.1 The excitation profile, normalized with respect 
to the nonresonant excitation to the flat continuum, is (from (2.5))
i<y£m»)i2
i<r£m«'>i2 k 1 ( Q\ T \ l )k V ‘ < f E\ T \ i > -  cotA
(q + ef
1 + £2
(2.8)
since
sinA = (l + e2)_1/2 (2.9)
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FIG. 2.1. The Fano profile, for various 
values o f  the Fano asymmetry 
parameter q. (Taken from Rzazewski 
and Eberly (1983).)
Equation (2.8) accounts for the well-known Fano profile, which is shown in Fig. 2.1, 
for various values of q.
Several features of the Fano profile should be noted. It is reversed by changing the 
sign of q. For q nonzero, the profile is asymmetrical, with a maximum at e = -  l/q. At 
this position,
(<? +  e)2 = 
1 + £ 2
q 2 + 1 (2. 10)
The profile has a zero at £ = -  q (the Fano window). This corresponds to a complete 
cancellation of the sinA term and the cosA term in equation (2.5). Note that the profile 
is reversed if the sign of q is changed.
A large value of I q I corresponds to the situation where excitation to the discrete 
state is much greater (on resonance) than excitation to the continuum. In this case, the 
peak is much larger than the flat background. If the flat background is too small to be 
detected experimentally, an effectively symmetrical profile will be observed.
At the other extreme, if q = 0, the modified discrete state is not excited directly 
(equation (2.7)). The continuum is still structured by the autoionization resonance, 
because of the configuration interaction V, and the Fano window is still present. Note 
that the width of the structure is proportional to I VE I2 (see (2.6)). Hence, if the 
configuration interaction is very weak, the continuum structure may be too narrow to be 
observed.
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The width of the resonance reflects the natural linewidth of the modified discrete 
state. If VE = 0, the state has zero width, because its lifetime is infinite. (We have 
neglected the effects of spontaneous emission.) For VE * 0, the width may be deduced 
from the profile of I ( X¥ E \ T \ i ) I2 with (y/E \ T \ i )  set equal to 0 in equation (2.5). In 
view of (2.9), this profile is a Lorentzian, proportional to 1/(1 + e2). In angular 
frequency units, the profile has a width (FWHM) of 2n  I VE \2/h, which is what we 
expect for a resonance with a state whose population decay rate is equal to this amount 
(Demtröder, 1982, Chapter 3). This is just the decay rate 2n  I VE \2/h  (due to 
autoionization) which we would expect from Fermi’s "golden rule" (see, for example, 
Yariv, 1975, p55, or Cohen-Tannoudji, Diu and Laloe, 1977, pl299). Thus the width of 
the continuum structure indicates the decay rate (the ionization rate), and vice versa. For 
a very smooth continuum, an electron can escape from the atom very rapidly, once the 
atom is excited to the continuum, whereas structure in the matrix elements I ( X¥E \ T | i ) I2 
indicates that some delay is involved. Therefore, we can consider photoexcitation of 
continuum states which are resonant with the exciting laser as an irreversible process, in 
the case of a smooth continuum. In contrast, photoexcitation to a structured continuum 
may produce a continuum population which can return, in part, to the original state, by 
stimulated emission or another process.
If VE is very small, the Fano profile will be very narrow. Actually, atomic 
autoionization resonances are usually broad in comparison with other atomic linewidths; 
they typically have widths of the order of several to a few hundreds of cm'1 — 102 to 
104 GHz (Lambropoulous and Zoller, 1981). A laser-induced resonance, however, may 
sometimes be too narrow for its shape to be resolved experimentally. In this case, the 
measured profile is determined by the instrument bandwidth 8cd. The autoionization 
resonance, to be observed, must have an area which is significantly different from the 
area of the flat background over that bandwidth. The total area of the normalized Fano 
profile (equation (2.8)), minus the flat background, is
or, in angular frequency units,
n 2 {q2 -  1) I VE I2 /  ft .
Thus
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x 2 (q2 - l ) \ V E \2/ h  z SCO (2.11)
if the autoionization resonance is to be observed.
It may seem odd that the phase shift A changes by n  from one side of the resonance 
to the other (equation (2.4)), even if the coupling V is very weak. Correspondingly, 
there is a change in the sign of ( | T  | i ) (equation (2.5)). This need not concern us, 
because neither A nor ( X¥E \ T | i ) is an observable quantity. If the resonance is 
sufficiently narrow for ( y/E | T \ i ) to be considered as constant, then I ( X¥ E | T \ i ) I2, 
which is observable, is the same on one side of the resonance as on the other (equation 
(2.5)).
In practice, it is rare to observe a Fano window in which the absorption drops 
completely to zero. This is because there are usually several continua, or several 
interacting discrete states, and the situation becomes more complicated. Both of these 
situations were analysed by Fano (1961). This work was generalized by Mies (1968) to 
include the effects of many overlapping resonances interacting with many continua. 
These effects are sometimes important for Rydberg series of autoionizing levels, or for 
molecular autoionization, but they are beyond the scope of this thesis.
2.2 Nonlinear optics of autoionization resonances
The enhancement of four wave mixing in strontium vapour due to an autoionization 
resonance was observed by Hodgson, Sorokin and Wynne (1974), and subsequently 
analysed by J. A. Armstrong and J. J. Wynne (1974, 1975) and L. Armstrong, Jr., and 
B. L. Beers (1975). As this process is closely related to the experiment of Chapter 6, it is 
worthwhile to spend a little time examining the effect.
The excitation scheme of Hodgson, Sorokin and Wynne is shown in Fig. 2.2. Two 
dye lasers, of frequencies o>1 and co2 were used to produce a four wave mixing signal at 
couv = 2col + co2. The frequency col was two-photon resonant with the transition 
between the 5s2 lS0 ground-state and the 5s5d lD2 or 5p 2 lD2 state of strontium. 
The frequency was scanned through the resonance with a 4d4f autoionizing state, and 
the four wave mixing signal around 186.7 nm was recorded.
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FIG 2.2. The resonantly-enhanced 
four wave mixing experiment of 
Hodgson, Sorokin and Wynne.
2co +  c
186.7 n
Strontium  5 s  2 !s 0
In the lowest order of perturbation theory which can describe the process (third 
order), the amplitude of the signal is proportional to the third-order nonlinear 
susceptibility This is given, in the rotating wave approximation, by
Here N  is the strontium atomic number density. The summation is over all states | c ) and 
I a ). The two-photon resonant excited state is denoted | b ), and the ground-state is 
denoted j g ). The terms Qcg , Qb and Qag are the angular frequencies separating | c ),
I b ) and | a ) from | g ). The constants Tc , r b and Ta are damping constants, and fi is 
the electric dipole operator. (Here it is assumed that damping can take place at a one-, 
two- or three- photon resonance, but does not take place at more than one resonance at a 
time.) This equation and the approximations involved are discussed at greater length in 
Chapter 5. We assume that couv is approximately resonant with a continuum resonance, 
and that no other resonances are involved (apart from the two-photon resonance with 
I b )). Therefore we can equate | c ) with | X¥ E ), where E = hcouv , and so we can 
replace E | c ) ( c | with | | T /£ ) ( xI/£:| d £ .
If cox is held fixed, equation (2.12) can be simplified:
( g \ p \ c ) ( c \ p \ b ) ( b \ p \ a ) { a \ p \ g )
X
,0 )
2. The theory of continuum resonances 25
f < * i / * i v g > < W * >  lr 
J Eih -  (d„-  irc ^ (2.13)
We can define two q values as in equation (2.7):
q =
* xVE' ( v E\p\ g)  
and
qh = < ^ l 6 > .
(2.14a)
(2.14b)
Then, using the square root of (2.8), we can write
and
We now let
( i i / i i V
<?s + g 
(1 + e2) 1'2
?i, + £
(1 + £2)W
r  =
hco^-Ey-FiE)
* W E\2
(by analogy with (2.6)), and let yc — hrc /  n  I VE I2. (This is the x  used by Armstrong 
and Beers (1975), and the negative of that used by Armstrong and Wynne (1975).) 
Hence equation (2.13) can be written
q\ f° (<7o+ e) (q,+ £)
X ~  h ( g \ ß \ Y E) ( VE\ ß\ b)  — V  ----------—  d£ . (2.15)L 1  (l + £)(e-x-iyc)
Here the slowly varying matrix elements have been taken out of the integral, and , from 
now on, they will be regarded as constants and included in the proportionality sign.
The value yc , a damping term for continuum states, deserves some comment. When 
an atom is excited by a laser beam (or beams) to a continuum state, the atom as a whole
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can only continue to interact with the field while the freed electron remains within the 
beam. The loss of electrons from the laser interaction region contributes to yc . Another 
contribution, which may be more significant in a vapour, comes from collisions of 
released electrons with other atoms, which dephase and redistribute the populations of the 
continuum states. If the continuum is sufficiently smooth, or unstructured, these effects 
are not generally important; a small broadening has almost no effect on a smooth 
continuum. There is also collision broadening of the autoionizing state before it has 
autoionized. This may broaden the structure in the continuum, although the effect is 
normally small. Spontaneous emission, whereby the free electron and the ion of a 
continuum state recombine, with the emission of a photon, also contributes. It is usual 
(Armstrong and Beers, 1975) to assume that yc is significantly smaller than any structure 
in the numerator of equation (2.15). In this case, the transformation
e _ x l_ i% -»  + i x K e - x )  (2.16a)
can be made,2 where P denotes the principal value of the integral. This is equivalent to 
the transformation
1
E/ h-  couv-  irc
- >
P
E / h -
+ in 8 (E/h-  couv) (2.16b)
in equation (2.13). Equation (2.15) now becomes
r (qg + e)(qb + e) (qg +x)(qb + x)
P ------- 5----------de + i n ------------- x-----J (1 + e2)(e-x) l + x 2
The integral can be evaluated (from the indefinite integral, or by contour integration) to 
give n (x [1 -  qg qb ] + qg +  qb ) /  (1 + X 2) for the real part of ^ (3).
The four wave mixing signal is proportional to I % ^  I2 (if the intensities are low 
enough for third-order perturbation theory to give a good description). A brief calculation 
yields
.(3).2 (qg qb )2 + (qe +qh+ x )2
l +x
(2.17)
If one retains all of the proportionality constants after (2.12), one gets
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N_ Y  (g\H\VE){VE\H\b)(b\ß\a){a\ i i \g)  2
X
1 +  x 2
(2.18)
with £  = fc<auv and x  = (hcouv -  E ^ - F  (E)) / !ti VE \2. The data of Hodgson, 
Sorokin and Wynne were found to agree well with (2.17), with qg = -3.5, qb = 2.1 for 
the 5s5d lD2 intermediate state and qb = -0 .6  for the 5p 2 lD 2 intermediate state 
(Armstrong and Beers, 1975).
To summarise this section, the profile of four wave mixing, obtained by scanning 
about the resonance with the autoionizing state, is characterized by two q values. One 
q value corresponds to the transition connecting the autoionizing state with the 
two-photon resonant state | b ); the other corresponds to the transition to the ground-state 
I g ). This theory will be used in Chapter 6 for discussing the experiment to detect the 
resonant enhancement of third-harmonic generation by a laser-induced autoionization 
resonance.
2.3 Laser-induced continuum structure (LICS)
The theory of Fano, which was described in section 2.1, can readily be applied to 
the topic of laser-induced continuum structure, as was first done by Armstrong, Beers 
and Fenuille (1975). This description treats the radiation field quantum-mechanically; the 
energy of photons is considered, as well as the energy of atomic excitations, as discussed 
in Chapter 1. This is not to say that processes such as spontaneous emission are properly 
accounted for. We consider only one mode of the radiation field for the embedding laser, 
and one mode for the probe laser. Furthermore, we assume that there is a large number 
of photons in the embedding laser mode. Spontaneous emission occupies 4k  steradians, 
and most of the modes involved have a mean photon occupation number of less than one. 
Spontaneous emission can be properly handled using a density matrix approach, as will 
be discussed briefly later in this chapter.
Consider a continuum of states, initially with no continuum resonance. An excited 
state I e ) can be embedded in the continuum with an intense laser, creating structure in the
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continuum (Fig. 1.2). We assume that | e ) has the same parity as the ground state, so 
that it can be coupled with the same continuum states | E ' ) as can be coupled with the 
ground state. These continuum states have the opposite parity. In section 2.1 we 
discussed a state | (p), in which two electrons were excited. This was coupled, by 
Coulomb repulsion, with the continuum states | \j/£. ). Now we consider a state | (p) 
= I e, (ne+ l)coe ), which is the atomic state | e ) together with ne+ 1 photons in the 
embedding laser mode. This is coupled, by electric dipole coupling, with the continuum 
of states I y/E ) = | E\ necoe), where one photon has been removed from the embedding 
laser mode. The embedding laser produces structure in the continuum. This structure 
can be probed with a laser exciting from the ground-state | i ) = | g, necoe , cop ) (in the 
notation of Chapter 1).
At this point, it is worthwhile to evaluate, in terms of frequently measured 
parameters, the magnitudes of the matrix elements of the coupling V, between | (p) and 
I y/E. >, and the coupling 7, between | i ) and | y/£ ). These magnitudes can be expressed 
in terms of the atomic photoionization cross-sections. According to Fermi’s Golden Rule 
(see Yariv, 1975, or Cohen-Tannoudji, Diu and Laloe, 1977), the rate of photoionization 
of an atom in the state | e ) into the structureless continuum is 2/r I < \\r£. | V \ (p) 12 /  h 
=  2k  I VE. I 2 /  h . Thus
2n \ VE. \ 2l h  = ve Ie /ticoe ,
where o e is the cross-section of an atom in the state | e ) for photoionization by light of 
frequency coe , and Ie is the intensity of the embedding laser. Therefore, we have
\ ( E \ n ecoe \V \e ,(n e+\)coe )\ = \V£.\ = {ce I J  2ncoe )1/2 (2.19a)
Similarly, with T£. defined as ( \\t£ . \ T | i ), we have
\ ( E \ n ecoe \T \g ,n ecoe ,cop )\  =  \T£.\ =  (a g Ip /  2ncop )W (2.19b)
where o g is the cross-section of ground-state atoms for photoionization by light of 
frequency cop , and Ip is the intensity of the probe laser.
The Fano theory introduced in section 2.1 can now be applied. Rediagonalization 
produces a new set of dressed states | x¥ £ ) (atomic states dressed by the radiation field). 
These states are eigenstates of the total Hamiltonian, which includes the coupling 
produced by the embedding laser. The probe laser excites the resonance at an energy E
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(measured relative to the ground-state) equal to the probe photon energy hcop . (The 
probe laser is still treated as a weak probe, and the coupling that it produces between the 
ground-state and the continuum is not included in the total Hamiltonian.) The state | X¥ E) 
is given explicitly by equations (2.2) and (2.3). This gives rise to the matrix element 
( X¥E I T I i ), for the transition from the ground-state to | X¥ E ). Finally, the normallized 
excitation profile is given by equation (2.8). Some of these equations are rewritten here, 
with the more explicit notation for the states involved (making use of VE and TE as in 
equations (2.19)):
\('VE\T\g,nca>e , a>p ) 12 _ (q + e)2 
\TJ2 1 + e2E
(2. 20)
where E -  hcop and
ho)0— (£ ,+  hcoe+  F  (E))
e = p -----  --------  (2.21)
K IV-IE
Here the resonance shift is
f  1 V p . l 2
m  = p I y t t  d£' ’ (2-22)
and Eg is equal to the energy of | e ) above the ground-state. The Fano asymmetry value q 
is given by
(<E|r|g,n,Qk,Cfe)
^ E TE
(2.23)
where
|<D> = \e,(ne + l)coe) + P J VE.\E\ne(Oe )E - E ' d E' (2.24)
The numerator of (2.23) has two parts, from (2.24). The first of these, however, 
produces zero contribution — that is, (e> (ne + \)coe \T  \ g, necoe , cop ) = 0, because a 
transition from | g, necoe , cop ) to | e, (ne + 1 )coe ) (a stimulated Raman transition) is a
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two-photon transition (the atomic states have the same parity, and the field states differ by 
two photons), and therefore cannot take place by means of only one application of the 
electric dipole operator T. Therefore equation (2.23) becomes
As for the case of atomic autoionization resonances, a large value of I <7 I 
corresponds to the situation where excitation to the discrete state is much greater (on 
resonance) than excitation to the continuum. For LICS, this means that Raman excitation 
to the state | e ) predominates (on resonance) over photoionization.
The q value is the negative3 of the ratio of the real part to the imaginary part of the 
two-photon Rabi flopping frequency Q (2). This Rabi frequency is given by (Knight,
where the phases of the states are chosen so that VE * T£. is real.1 Here Tc is the 
damping term discussed earlier. (A-photon Rabi frequencies are discussed by Milonni 
and Eberly (1978) and Knight (1980).) The imaginary part of corresponds to a loss 
(due to photoionization) as atomic population is cycled between | g ) and | e ). The real 
and imaginary parts in (2.26) are readily calculated using the transformation of (2.16), 
and they are indeed in the ratio given by (2.25). Expressing q in this way is very similar 
to expressing it in terms of the real and imaginary parts of the hyperpolarizability 
(equation (C.17) of Appendix C).
If we examine the numerator of (2.25), we notice the following: the integral is 
insensitive to the value of VE* TE , because the contribution from this constant term for 
E < E' cancels that for E> E ’ . The integral is sensitive to the differences between 
VE* T£. for E < E ’ and for E> E \  (It is sensitive to the derivative of VE* T£. with 
respect to £'.) Therefore it depends on the nonresonant contributions, although the 
1 /  {E -  E ’ ) discriminates against values of E ' which are far from resonance. It is the 
demominator in (2.25) (the loss term) that contains the resonant contribution (that is, it 
depends on VE* TE. where E’ = E ).
P I Vg.TE .iE 'I ( £ - £ ')
(2.25)
1984)
(2.26)
2. The theory of continuum resonances 31
The model of the atom that we have used so far is grossly over simplified. It 
assumes that there are only two discrete states, | g ) and | e ), and a single continuum. In 
view of the importance of nonresonant contributions in (2.25), it is often (nearly always) 
important to include the other states of the atom in the equation for q. That is to say, the 
stimulated Raman excitation from | g ) to | e ) does not only take place via the atomic 
continuum. All other states which satisfy the relevant selection rules (for example, they 
must have opposite parity to that of | g > and | e )) can contribute. This contribution of 
other states was recognised by Geller and Popov (1980) and Alber and Zoller (1983b), 
but its importance is often overlooked. The Raman transition matrix element for a 
transition from | g, necoe , cop ) to | e, (ne+ 1 )coe ) is given by
(See Chapter 5, where terms with resonant denominators such as this are discussed in 
detail.) Recall that E = hcop (or, at least, this is the value of E which is probed by the 
probe laser). Here the summation over intermediate states has been divided explicitly into 
a summation over all discrete states | a ) and an integral over all continuum states, which 
may, in general, belong to several different continua (or different continuum 
configurations), denoted { | c)  }. We shall assume, as we have done until now, that 
there is only one continuum. The validity of this assumption, for real atoms, will be 
discussed towards the end of this section. The values r a and Tc are, as before, damping 
constants. They are only significant on resonance. We assume that none of the discrete 
states is resonantly excited, and therefore we can ignore the effects of Ta .
(2.27)
2. The theory of continuum resonances 32
I C  >  I c  >
FIG. 2.3. Processes responsible for the different terms of (2.27), describing two-photon 
excitation to the excited state, (a) RWA terms, (b) Counter-rotating terms.
In (2.27), there are two different collections of terms. The two different 
contributions from these are shown in Fig. 2.3. The first collection of terms contains the 
terms which are included in the rotating wave approximation (RWA) — that is, those 
terms which are resonant for positive values of Ea or E\ These terms involve excitation 
from the ground state with the absorption of a probe beam photon, followed by a 
transition to the excited state | e ) with the emission of an embedding laser photon (Fig. 
2.3(a)). The second collection contains the so-called counter-rotating terms. They are 
resonant for negative values of Ea or E'. These terms involve excitation from the 
ground-state with the emission of an embedding laser photon, followed by a transition to 
I e ) with the absorption of a probe laser photon (Fig. 2.3(b)). The counter-rotating terms 
are very nonresonant, assuming that the intermediate state energies Ea and E' are positive, 
and so they are often ignored. Similarly, the RWA terms involving the discrete states are 
very nonresonant if the probe beam excites well into the continuum. Hence the 
contribution of these terms is often assumed to be small (Hutchinson and Ness, 1988).
If these appproximations are made, the only remaining contribution to q is the RWA 
contribution of the continuum, in equation (2.25). It is important to note, however, that 
the principal value integral in the numerator of (2.25) is very small if the continuum is 
very flat — that is, if V£. has only a gradual dependence on E\ Therefore, the Raman 
contributions of the discrete states can be just as significant, or more significant, than the
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continuum contributions, even if they are far from resonance. This has been 
demonstrated in particular cases by Geller and Popov (1980), Ritchie (1984) and Bo-nian 
Dai and Lambropoulos (1987).4 It is therefore necessary to modify (2.25), and write
Rn + p I ve '.Te .&EI (E-E’) 
* v e t e
(2.28)
where R includes the first, third and fourth terms of (2.27), the terms not included in 
the integral of (2.28). The values of Ta and r ,  in (2.27) are assumed to be negligible for 
the nonresonant terms; hence, R only contributes to the real part of Q (2) and to the 
numerator of (2.28). This does not necessarily mean that R enhances the value of I q I, 
as is sometimes claimed (Knight, et al., 1984; Hutchinson and Ness, 1988), although 
this is often the case.
The theory which has been presented here is sometimes used when g is not the 
ground-state. In such cases, some values of Ea are negative (with energies measured 
relative to the energy of | g )), and so some of the counter-rotating Raman terms involving 
the discrete states may be close to resonance. For such conditions, large values of q can 
result. Bo-nian Dai and Lambropoulos (1987)5 have calculated q values of 1.8 x 104 for 
the experiment of Dimov et al. (1983) in Fig. 1.4, and 2.4 x 103 for the experiment of 
Feldmann et al.( 1986) in Fig. 1.6(a). Alber and Zoller (1983b) have calculated the q 
value on either side of a resonance of caesium.
The frequent dominance of discrete state Raman transitions over continuum Raman 
transitions does not mean that, in these cases, there is no autoionization resonance in the 
continuum. There is still a resonance; it is still in the continuum part of the spectrum; 
there is still a dressed state, the state | e ) dressed by the embedding laser, which is 
coupled by the embedding laser to the ionized continuum states. The probe laser couples 
I g ) to this dressed state with a coupling that involves all the terms of (2.27). It may 
happen, however, that the value of q is so large that the asymmetries cannot be observed 
in practice, as in the experiment of Feldmann et al. (1986), and that time dependences and 
other experimental considerations, such as nonzero laser bandwidths and excessively 
intense probe beams, wash out any Fano zero which might otherwise be observed. It 
must be remembered that the theory which has been discussed here so far only deals with 
a weak probe laser, although the embedding laser is allowed to have arbitrary strength.
Throughout this discussion, except in (2.27), it has been assumed that there is only
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one continuum to which 1 g ) and | e ) are coupled. This is, of course, not always the 
case, as there are different angular momentum states and spin states for the ejected 
electron, and different states possible for the remaining ion. In the experiments 
considered here, the remaining ion is found in the ground-state electronic configuration, 
because the laser frequencies are not great enough to excite an inner shell electron as well 
as removing the valence electron. Different spin states are often not important, but when 
they are, proper allowance can be made for them (Alber and Zoller, 1983b; Dimov et al., 
1983). The angular momentum of the continuum states needs to be considered. For 
example, the embedding laser can couple a d state simultaneously with both the p and/  
continua. If the resulting LICS is probed from an s state, then the probe laser interacts 
only with p  continuum states, and so there cannot be perfect interference between the 
different pathways to continuum states (Fig. 1.2(b)).
The discussion until now has assumed that the probe intensity is small. This means 
that the probe beam should not power broaden the transition to the autoionizing level 
significantly compared with its natural width; or, to put it another way, the Rabi flopping 
frequency for the probe-induced transition to the autoionizing level should be much less 
than the ionization lifetime of the level. When the probe intensity is not small, much more 
complicated effects arise. We will look at these effects in the remainder of this chapter.
2.4 Atomic autoionization resonances in intense laser fields
Within the last ten years, there has been much theoretical work done on the effects of 
intense laser fields exciting atomic autoionization resonances. I will review this work 
here. The corresponding situation for LICS will be reviewed in section 2.5. There is 
considerable overlap between the two sets of work, because the laser-induced continuum 
resonances are formally very similar to the atomic continuum resonances.
Armstrong, Theodosiou and Wall (1978) calculated the effect of using a strong laser 
to couple the ground-state with an autoionizing state. They allowed for spontaneous 
emission from the autoionizing state, treating this as a process of decay to another 
continuum. This is valid provided that the spontaneous emission process does not return 
a significant proportion of the population to the ground-state. Excitation profiles, 
fluorescence spectra and photoelectron spectra were calculated.
Absorption profiles for strong laser autoionization were calculated by Lambropoulos
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and Zoller (1981; Lambropoulos, 1980), using both the Fano formalism and the resolvent 
operator formalism (Hehler, 1954; Goldberger and Watson, 1964). They also dealt with 
absorption profiles for excitation to a pair of autoionizing levels which are coupled by a 
strong laser. They did not include spontaneous emission in their model.
Rzazewski and Eberly (1981) included strong laser effects analytically to derive 
photoelectron spectra, without including the effects of spontaneous emission. They 
predicted the "confluence of coherences" in these spectra. This is an effect which may 
occur when there is AC Stark splitting of the resonance, a well-known phenomenon for 
two-level atoms (Allen and Eberly, 1975). If one of the Stark-split levels is close to the 
Fano window of the weak absorption profile, then there is a profound narrowing of this 
level, as shown in the photoelectron spectrum of Fig. 2.4, while the other level of the AC 
Stark-split doublet becomes broader. The narrowed level is immune to ionization at the 
confluence of coherences ( a "population trapping" phenomenon).
FIG 2.4. Photoelectron spectra (in arbitrary 
units), showing the narrowing of one of the 
AC Stark doublet peaks at the confluence of 
coherences at e -  1 (from Rzazewski and 
Eberly (1981)). The numbers labelling the 
curves are proportional to laser intensities.
The dashed vertical line represents the laser 
frequency. (For weak laser excitation, all 
of the photoelectrons have this energy.)
£
Further papers included effects that had not yet been taken into account. Greenland 
(1982) incorporated realistic atomic potential models of bound-continuum matrix 
elements, and discussed population trapping. Andryushin, Kazakov and Fedorov (1981) 
included transitions to higher continuum states and two-photon transitions, via a discrete 
state, from the discrete state of the autoionization resonance to the continuum, effects 
which might be significant for higher laser powers. Crance and Armstrong (1982a) 
extended the work of Armstrong, Theodosiou and Wall (1978), including various 
couplings between states. They included some spontaneous emission effects, and
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calculated fluorescence and ionization probabilities.
Agarwal et al. (1982) extended the work of Rzazewski and Eberly (1981) by using 
master equations to incorporate the effects of spontaneous emission to a third discrete 
state. Spontaneous emission is associated with a relaxation of both diagonal and 
off-diagonal elements of the density matrix. Spontaneous emission was demonstrated to 
have a significant effect on the photoelectron spectra in the vicinity of the confluence of 
coherences. Rzazewski and Eberly (1983) extended this work by including also some 
purely off-diagonal density matrix relaxations, such as collision broadening and finite 
laser bandwidth (the diffusion of the laser phase). Lewenstein, Haus and Rzazewski 
(1983; Haus, Lewenstein and Rzazewski, 1983) included, for the first time, spontaneous 
emission to the ground-state, thereby allowing for the participation of spontaneous 
emission in the cycling of population between various states. (See also Agarwal and 
Agassi, 1983.) In another paper (Haus, Rzazewski and Eberly, 1983), Doppler 
broadening was included. The role of coupling of the autoionizing level to additional 
continua was analysed by Zakrzewski (1984), who showed that the additional effects are 
similar to the effects of spontaneous emission. He later used this model to predict 
photoelectron spin polarization in the vicinity of the confluence of coherences 
(Zakrzewski, 1985). Further comprehensive treatments of the theory as a whole have 
been give by Agarwal, Haan and Cooper(1984) and Agassi and Eberly (1986).
Some variations on the above schemes have also been examined, such as the case of 
two neighbouring autoionization resonances, both coupled by a strong laser with a 
discrete state (Leotiski, Tana^ and Kielich, 1987), and the case of an autoionization 
resonance coupled by two strong lasers to two different discrete states (Deng and Eberly, 
1984). For the latter case, Lami and Rahman (1986a), in linking this work with the large 
body of literature on bound states in the continuum (e.g. Friedrich and Wintgen, 1985), 
pointed out that two bound states may be formed in the continuum by this dual coupling, 
and suggested that it might be possible to produce quantum beats of population. Here a 
"bound state" is not the same as what we have been referring to as a discrete state. A 
bound state is a state which is immune from decay (a victim of population trapping). 
Lami and Rahman (1986b) further generalised their work to deal with the situation of N 
lasers coupling a continuum resonance to N  different discrete states. Kyrölä (1986) also 
considered this system, and derived dressed state energies and photoelectron spectra.
Several authors have considered the nonlinear optics of autoionization resonances in 
the presence of strong laser fields. Crance and Armstrong (1982b) examined 
two-photon-resonant four wave mixing which is three-photon-resonant with an
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autoionizing level, as in Fig. 2.2. They considered the situation in which the transition 
between the excited state and the autoionizing state is strongly pumped. They suggested 
that population trapping could be used to suppress ionization (which is a major loss 
mechanism in many short wavelength frequency mixing processes), while a high 
nonlinear susceptibility is maintained. Alber and Zoller (1983a), with a more extensive 
treatment of the wave propagation process, and the same excitation scheme, included 
saturation effects in both the two-photon transition and the subsequent transition to the 
autoionizing state. Further work by Agarwal and Lakshmi (1983) placed greater 
emphasis on the confluence of coherences and the role of spontaneous emission in this 
process.
Most of the effects which have been described in this section would not be easy to 
observe in practice. They require laser intensities which give rise to Rabi frequencies 
which are comparable with the autoionization linewidths. As mentioned earlier in this 
chapter, the widths of autoionizing levels are typically in the range 102 to 104 GHz. To 
produce Rabi frequencies of this order requires a pulsed laser. (We must bear in mind 
that transitions to the continuum, if they are single photon transitions, require ultraviolet 
light, and sufficiently powerful tunable CW lasers are not available in this part of the 
spectrum. Multiphoton excitations with visible tight, producing Rabi frequencies of this 
order, certainly require pulsed lasers.) Pulsed lasers have rapidly varying intensities. 
Therefore, the conditions required to produce the confluence of coherences — a well 
defined laser intensity, to push one of the AC Stark resonances into the Fano window 
region — are not continuously attainable. Moreover, in most experimental situations, 
focusing of the laser beams is required for producing sufficient intensities. Therefore, 
laser intensities vary spatially as well as temporally. At best, one might hope to see an 
effect which represents the average over a range of intensities. It is possible to have 
much narrower continuum resonances by using molecular predissociation resonances, so 
that lower Rabi frequencies are tolerable, but the oscillator strengths for transitions for 
individual vibrational and/or rotational molecular transitions are much lower than for 
typical allowed atomic transitions. This makes it difficult to produce large Rabi 
frequencies. Another possibility is to use high atomic Rydberg states, in a DC electric 
field, as the autoionizing states. Again, the oscillator strengths are small for transitions to 
these levels.
Another difficulty is that electron energies cannot be measured with sufficient 
resolution for observing the photoelectron spectra which have been predicted. It is more 
likely that spectral information can be gained by probing a strongly pumped autoionizing 
state, with a tunable probe laser beam that couples the state to another discrete state
2. The theory of continuum resonances 38
(Lambropoulos and Zoller, 1981). Another possibility, which might facilitate the 
detection of population trapping, is to do time-resolved measurements of ionization or 
fluorescence from strongly pumped autoionizing states.
It should be mentioned that experiments in multiphoton ionization have demonstrated 
that some of the effects described here can be produced in the laboratory. High power 
distortion of autoionization profiles has been observed in strontium by Feldmann and 
Welge (1982) and Feldmann et al. (1982). Young Soon Kim and Lambropoulos (1984) 
have analysed two- and three-photon ionization in strontium, using the resolvent operator 
formalism and specific transition matrix elements for strontium. They were able to make 
some predictions of AC Stark shifts and other effects that might be observed in more 
detailed experiments.
2.5 LICS with strong probe fields
Laser-induced continuum resonances, probed by strong laser fields, behave not 
unlike atomic autoionization resonances, in strong laser fields. A "strong” probe laser in 
this context is a laser which can excite the resonance at a rate which is at least comparable 
with the decay rate of the laser-induced autoionization state. That is, the transition rate for 
stimulated Raman transitions between | g ) and | e ) (Fig. 1.2) must be at least comparable 
with the rate of photoionization of | e ) by the embedding laser. Thus, the intensity of the 
embedding laser determines whether the probe laser should be considered to be strong. 
Numerous papers on this topic have appeared within the last few years, but not as many 
as for atomic autoionization.
Radmore and Knight (1982) dealt with a situation very close to LICS, when they 
analysed population trapping in a three-level ladder or lambda system (Fig 2.5 (a) and 
(b)). They allowed for the upper, intermediate level of the atom (level | c ) in Fig. 2.5(b)) 
to suffer a decay, such as might be caused by ionization, provided the decay does not 
return the atom to | e ) or | g ). With an analytical treatment, they calculated the AC Stark 
splittings of the dressed-state energy levels and predicted Rabi oscillations in the state 
populations, as functions of laser detunings. Decays in the dressed state populations, due 
to decay from level | c ), were represented by negative imaginary parts in the dressed state 
energy eigenvalues. They found that, at the condition of two-photon resonance (that is,
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FIG. 2.5. (a) The ladder system, (b) The A (lambda) system, (c) The LICS configuration.
when the difference between the laser frequencies matched the difference between the 
energies of | e ) and | g » , one of the dressed state energies has no imaginary part; that is, 
it is immune to decay. Population is trapped in a coherent superposition of states | e > and 
\g >• ‘
If the decay rate of the state | c ) is very large compared with all detunings and Rabi 
frequencies, | c ) acts much like a continuum, and the situation becomes almost equivalent 
to that of LICS (Fig. 2.5(c)). Coleman and Knight (1982) examined the situation in 
which the upper level is replaced by a continuum of states, and demonstrated the effect of 
population trapping on photoionization. A more detailed treatment was given by 
Coleman, Knight and Burnett (1982). Proceeding analytically, they rediagonalized the 
total Hamiltonian to yield dressed discrete and continuum states. When the continuum is 
sufficiently smooth (unstructured), a "pole-approximation" can be made, enabling the 
dynamics to be expressed in terms of the population amplitudes of the two discrete states. 
The dynamics was hence determined by two characteristic frequencies, analogous to the 
AC Stark splitting in a driven two-level system, and decays were represented by giving 
these frequencies negative imaginary parts. Again, at two-photon resonance, one of these 
decay parts is equal to zero (Fig. 2.6(a)), corresponding to the trapping of population in a 
coherent superposition of states | e ) and | g ). This superposition is not ionized, whereas 
the orthogonal superposition is rapidly ionized (Fig. 2.6(b)). Away from two-photon
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FIG. 2.6. (a) The dressed state energies E(+) and E (-) as functions of the detuning of the 
"strong probe" laser (from Coleman, Knight and Burnett, 1982). The widths displayed 
represent the imaginary parts of these energies. The disappearance of one of these widths at 
two-photon resonance indicates population trapping in the corresponding dressed state.
(b) The probability of occupation of the states | g ) and | e ) and the probability of 
ionization, as functions of time, at two-photon resonance, for constant laser intensities 
(from Coleman, Knight and Burnett, 1982). Only half of the population is ionized; the 
remainder, in the lower dressed state of (a), is immune to the decay.
resonance, the superposition states corresponding to the two different characteristic 
frequencies both decay, but at different rates. Coleman, Knight and Burnett calculated 
photoelectron spectra, predicting spectra reminiscent of, and similar to, those predicted by 
Rzazewski and Eberly (1981) for atomic autoionization resonances pumped by strong 
fields (Fig. 2.4).
It is interesting to note that this problem could have been treated by using the 
formalism of Fano (1961) for two or more autoionization states coupled to the same 
continuum. One of these states is due to 1 e ) and the embedding laser; the other is due to 
I g ) and the probe laser. This formalism, however, does not simplify the analysis very 
much.
The effects of nonzero laser bandwidths on the population trapping for the situation 
in Fig. 2.5(b) were treated by Dalton and Knight (1982a, 1982b, 1983). They used a 
density matrix description of the states of the atom plus radiation field, and allowed for 
spontaneous emission from | c ) to | e ) and | g ), as well as to another state | m ) not 
shown in Fig. 2.5(b). (This last spontaneous emission term plays the same role as the 
decay term considered by Radmore and Knight (1982).) Dalton and Knight considered 
what happens to the population trapping when there is a diffusion, or random walk, of 
the phases of the driving lasers. They found that this tends to spoil the coherence
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between the population amplitudes of | e ) and | g ), over a time-scale of the order of the 
inverse of the laser bandwidths, and consequently the population trapping is reduced. If, 
however, there is a critical cross-correlation between the phase fluctuations in the two 
laser beams, the population trapping is preserved. This situation might apply if | e ) and 
I g ) are almost degenerate, and the two laser beams are derived from the same laser, and 
suffer the same frequency jitter. The critical cross-correlation can, theoretically, preserve 
the population trapping even if the two laser bandwidths are unequal (Dalton, McDuff and 
Knight, 1985).
The effects of laser bandwidth have been applied to LICS (Fig. 2.5(c)) by Knight et 
al. (1984). The conclusions regarding population trapping are similar to those which I 
have just discussed for the three-level system. Several regimes of behaviour can be 
identified, with probe beam absorption profiles looking like Fano profiles, in the case of 
weak probe beams (Fig. 2.7(a)), and more symmetrical window resonances, 
corresponding to population trapping, when the two laser intensities are comparable (Fig.
FIG. 2.7. Ionization probabilities after two different time periods of exposure to constant 
laser fields, as functions of laser detunings, with q -  5 (from Knight et al., 1984).
(a) Ionization with a comparatively weak probe beam.
(b) Ionization with the two laser intensities matched (in terms of the rates at which the 
individual lasers can ionize | g ) and 1 e ) respectively), for uncorrelated laser fields.
Several complications arise in applying this theory to real experimental situations. 
Firstly, a "strong probe" excites the ground-state I ^ ) of Fig. 2.5(c) to the excited state 
I e ) by a stimulated Raman process, at a rate which is at least comparable with the rate of
2.7(b))
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photoionization of | e ) by the embedding laser. This means that, unless q is very large, 
the ground-state | g ) is ionized by the probe laser at a rate which is at least comparable. 
In most situations, the probe laser also ionizes | e ) at a comparable rate, a process that is 
not shown in Fig. 2.5(c). This process has been allowed for explicitly in the theory of 
Knight et al. (1984), but the relevant parameter was set equal to zero in all the relevant 
plots showing the population dynamics. This ionization of | e ) by the probe laser is a 
loss mechanism, which seriously reduces the population trapping. Another process not 
included in Fig. 2.5(c) is the Raman transition from | g ) to | e ) via the discrete states. As 
was discussed in section 2.3, these processes have been shown to be important, even 
when they are far from resonant (Geller and Popov, 1980; Ritchie, 1984; Bo-nian Dai 
and Lambropoulos, 1987). It is possible, however, to incorporate these processes quite 
easily within the existing theory by modifying q, as in (2.28), as has been pointed out by 
Knight etal. (1984).
Ritchie (1984) has incorporated all these effects in a specific calculation for a LICS 
process in lithium. He analysed ionization probabilities, for a laser at 384.7 nm 
embedding the 3s state of lithium in the continuum, with the probe laser at 188.8 nm 
coupling the Is  ground-state with the same part of the continuum. His analysis included 
strong probe processes, in which up to 20% of the population was trapped in the 3s state, 
with square pulses of 10 ns duration. The same atomic model was used to calculate the 
enhancement of third-harmonic generation at a laser-induced resonance, and the 
accompanying ionization (Ritchie, 1985).
Another problem with the theory discussed so far is that, as for the work described 
in section 2.4, the calculations apply to CW laser beams or square pulses. It is very 
difficult to do these experiments with CW lasers; all experiments in which LICS has been 
detected so far have used pulsed lasers. Even with CW lasers, the intensity of light on an 
atom changes as the atom moves through the laser beams. Pulsed lasers do not produce 
square pulses. Consequently, the Rabi frequencies must be considered to vary during a 
pulse, which suggests that the detailed structure of photoelectron spectra, such as those 
predicted by Coleman, Knight and Burnett (1982) might be washed out in an actual 
experiment.
Some welcome attention has been given to this subject by Lauder, Knight and 
Greenland (1986), who considered the effects of laser pulse shapes for the three-level 
system of Fig. 2.5(a) and (b).6 They considered the evolution of population amplitudes
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FIG. 2.8. The probability P of excitation to | e > after O.ljis, as a function of probe laser 
detuning, with the strong pump laser on resonance with the transition from | g > to | c > 
(from Lauder, Knight and Greenland, 1986).
Mean strong laser Rabi frequency = 109 rad s*1; mean probe Rabi frequency = 105 rad s*1;
O  1
decay rate of state | c ) = n  x 10 s '1, (a) Flat pulses, (b) Gaussian pulse for strong 
laser; flat pulse for probe, (c) Gaussian pulses for both lasers.
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with Gaussian-shaped laser pulses, and compared these results with the corresponding 
situations for flat pulses and flat-topped Gaussian pulses. In the three-level system with 
no decays or detunings, in which both laser pulses have the same time-dependence, the 
state populations at the end of the pulse depend only on the integral, over the pulse 
duration, of the Rabi frequency of either transition, regardless of the pulse shape. This 
parameter is thus more important than the energy of the pulse, which is proportional to 
the integral of the square of the Rabi frequency. When there are decays of population 
from the states and laser detunings, the situation is more complicated. It would be 
simpler if the decay rates (transition widths) and detunings all had the same 
time-dependence as the laser fields, but this is not generally the case in an experiment.
Lauder, Knight and Greenland analysed Stark splitting in the case of a 
strongly-driven on-resonance transition from | g ) to | c ) and a weakly driven transition 
from I c ) to I e ) . When both laser pulses are flat (square) pulses, the population in 
I e ) , as a function of the detuning of the weak laser, shows clearly the AC Stark 
splitting of the strongly pumped transition (Fig. 2.8(a)). If the strong laser has a 
Gaussian-shaped pulse, however, this splitting is destroyed in the presence of significant 
population decay from level j c ) to levels outside the three-level system (Fig. 2.8(b)). A 
further interesting result is that, if the weak laser has the same Gaussian time-dependence 
as the strong laser, then the splitting becomes evident again (Fig. 2.8(c)).
The effects of Doppler broadening were also considered by Lauder, Knight and 
Greenland. Doppler broadening largely destroys the population trapping effects in the 
parameter range considered. An exception occurs when the two resonant frequencies are 
almost equal, in which case, by using co-propagating laser beams,6 the two-photon 
resonance can be made independent of atomic velocities. In the LICS situations 
contemplated in this thesis, the two resonant frequencies are not almost equal. 
Fortunately, in some experimental situations, one can virtually eliminate the effects of 
Doppler broadening, by using well-collimated atomic beams.
Further analysis is needed in order to apply these results to the parameter range 
applicable to LICS. As mentioned earlier, the situation for LICS is very similar to that for 
a lambda system in which the decay rate of the upper level is made much larger than all 
detunings and Rabi frequencies. The situation when both lasers are strong needs to be 
addressed. I understand that analysis of the effects of pulse shapes on LICS will be 
presented in the near future (Knight, Lauder and Dalton, to be published).
The theoretical work of Parzyifski (1987a, 1987b) and the work of Bo-nian Dai and
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Lambropoulos have already been discussed briefly in sections 1.4 and 2.3. Another 
interesting and important contribution to the theory was made by Lam and George 
(1986), who discussed the possibility of using an intense laser coupling a discrete state 
with the continuum to produce a bound dressed state, at an energy that depends on the 
laser frequency and intensity. This energy can lie below the ionization threshold energy. 
Furthermore, they considered the possibility of one laser producing more than one 
"metastable" state, at intensity-dependent positions in the continuum. These effects are 
only important close to the ionization threshold, or at very high laser intensities. They are 
related to the large body of work on so-called "above threshold ionization", in which a 
laser-induced resonance in the continuum may itself be embedded higher in the 
continuum, and so on. The continuum- continuum couplings involved are only important 
at very high laser intensities, and this field of research is beyond the scope of this thesis. 
(See also Shore and Knight, 1987, and references therein.)
In this chapter, the theory of LICS has been reviewed. We have seen that there are 
many issues in the theory which have not yet been adequately treated experimentally. In 
Chapters 3, 4 and 6 ,1 shall describe my experimental attempts to observe LICS.
Notes
lrThe nondegenerate eigenfunctions of a time-reversal-invariant Hamiltonian can 
always be chosen to be real (Gottfried, 1966, p320). Therefore, all matrix elements of 
Hermitian operators can be considered to be real. Where there is Zeeman degeneracy, 
matrix elements are still real, because of the selection rules for transitions between 
different Zeeman sublevels. Where spin is involved, and the eigenstates cannot be 
represented simply as spatial eigenfunctions, the situation is more complicated. These 
considerations are unimportant, however, because, to a very good approximation, the 
operators T and V leave the spin unchanged. Therefore, the phases of all the states can be 
chosen so that all matrix elements of T and V are real.
2Consider a function/(e) which varies very little over the scale of yc .
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f° /(£) de _ f° f(e)(e-x)de r f(e)ycie
1  z - x - K J, (£_j:)2 + yc2 J , (£- x )2 + yc2
In the limit yc —»0, we can write this as
Thus
/(e) (e-x) de 
(■e- x )2
+
Yc dg
(e-x )1 + y 2
/(g) df 
e - x - i r c
„ f/(g) dep J g - x + inf  ( x ) .
For a more complete discussion, see Heitler (1954).
3This statement is at variance with numerous statements (for example, Knight, 
1984) that q is equal to the ratio of the real and imaginary parts of (equation (2.26)).
4Bo-nian Dai and Lambropoulos (1987) comment that Heller et al. (1981) appear to 
have relied on a rough theoretical estimate of q in which the contribution of the discrete 
states was not taken into account, referring to the papers of Heller and Popov (1976) and 
Geller (Heller) and Popov (1980). In the former of these papers, however, an estimate 
for q is not given, while, in the latter, it is stated that the main contribution to q is from 
the discrete states. This latter paper estimates that q 2 ~ 102 for the experiment of Heller 
et al. (1981), whereas Bo-nian Dai and Lambropoulos calculate that q = -4.3. It would 
be of some interest to have an estimate of the uncertainties in these calculations.
5Dimov et al. (1983) calculate a q value of ±(0.3-0.4), whereas Bo-nian Dai and 
Lambropoulos (1987) calculate a value of 1.8 x 104. It would be of great interest to 
know why there is such a discrepancy, and what the uncertainties in the calculations are. 
Bo-nian Dai and Lambropoulos explain the discrepancy by claiming that Dimov et al. 
have not included in their calculation the Raman transitions via the discrete states. This is 
clearly not the case, as can be seen from equation (5) of the paper of Dimov et al., with 
qgl and qln defined as in their equation (4). In fact, they chose to discount the Raman 
contribution of the continuum states, in the principal value integral of my equation (2.28). 
Another approximation that they made was to assume that the two-photon transition from 
the ground-state was dominated by the transition 3s —» 4d.
6The calculations in the paper of Lauder, Knight and Greenland (1986) apply
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directly to the ladder system (Fig. 2.5(a)). To apply them to the lambda system (Fig. 
2.5(b)), the two-photon-resonance condition becomes, in their notation, At = A2 , 
rather than Aj = -  Aj . Also, in considerations of Doppler broadening when the two 
transition frequencies are approximately equal, their conclusions regarding 
co-propagating and counter-propagating beams should be interchanged, for the case of 
the lambda system.
Chapter 3:
The caesium experiment
This chapter and the following chapter describe two very similar experiments, in 
which the observation of LICS was attempted with CW lasers. In both experiments alkali 
metal atomic beams were used as the source of atoms — caesium, in the experiment of 
this chapter, and rubidium, in the experiment described in Chapter 4. In both cases the 
emission of photoelectrons was monitored as laser frequencies were varied. Neither 
experiment was successful in giving rise to an observation of LICS. The experiment 
described here was abandoned, when it was decided that various atomic parameters and 
the limitations of the equipment made the observation of LICS unlikely. The rubidium 
experiment seemed more promising, although it was later discontinued for different 
reasons.
In this chapter, I shall first discuss the atomic excitation scheme used. Then various 
aspects of the experiment will be discussed: the atomic beam, the lasers, the optical 
set-up and the detection of photoelectrons. Finally, parameters of importance to the 
experiment will be evaluated and discussed. Most of the equipment and techniques used 
for this work were also used in the experiment of Chapter 4.
3.1 The atomic excitation scheme
The atomic excitation scheme is shown in Fig. 1.7. A linearly polarized CW dye 
laser at 646.7 nm was used to embed the Is state of caesium in the continuum. A CW 
probe laser at 294.1 nm, of the same linear polarization, was coupled with the same part 
of the continuum. (The relative values of the two wavelengths are more important than 
their individual wavelengths; they must couple the two discrete states with the same part
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of the continuum.) Photoelectrons were collected using a channel electron multiplier 
("channeltron"), to monitor excitation to the continuum, in order to study the resonant 
enhancement due to LICS.
In experiments accomplished elsewhere, large laser bandwidths and rapid variations 
in laser intensities have complicated LICS, making detailed quantitative analysis of the 
observations difficult. The present experiment, if successful, this would have been the 
first observation of LICS with CW lasers. Consequently, there would have been 
possibilities of performing much better controlled measurements of LICS.
Before examining the excitation scheme in more detail, I will explain why this 
particular scheme was chosen. As mentioned in Chapter 1, the Department of Physics 
and Theoretical Physics at the Australian National University has two CW 
argon-ion-pumped dye lasers, frequency tunable over much of the visible spectrum. In 
one of these, a frequency doubling crystal (ammonium dihydrogen arsenate — ADA) can 
be inserted intracavity to produce ultraviolet light. Because of phase-matching 
restrictions, the output of the ADA crystal is restricted to the range 293-305 nm. This 
beam can be used to probe the continuum, from the ground-state, in the energy range 
4.23-4.06 eV. There are only two stable atoms which have ionization energies less than 
4.23 eV: caesium (3.894 eV) and rubidium (4.176 eV). (Francium has an ionization 
energy of 4.0 eV, but, as its most stable isotope has a half-life of only 22 minutes, it is 
unsuitable for this kind of experiment.) Caesium was chosen, because its Is  state has an 
energy which is convenient as far as the wavelength of the embedding laser is concerned. 
For the Is  state, the wavelength range 293-305 nm for the probe laser corresponds to a 
wavelength range of 641-702 nm for the embedding laser. Most of this range can be 
covered with a CW argon-ion-pumped dye laser using the dye DCM.
In view of the low output powers attainable from CW lasers (less than a watt, for 
our dye lasers) any laser-induced resonance in the continuum is likely to be very narrow, 
as I will quantify in section 3.7. Therefore it was decided that a sub-Doppler technique 
should be used. Using a well-collimated atomic beam, with laser propagation 
perpendicular to the beam, the Doppler broadening of resonances can be greatly reduced. 
This course of action was followed, although it greatly limited the atomic density and the 
interaction length attainable. Consequently, the absorption of the ultraviolet probe beam 
in the atomic beam due to photoionization was negligible. This made the direct detection 
of LICS by absorption or polarization rotation of the probe beam (as in the experiment of 
Heller et al., 1981) an impossibility. The optical nonlinearities which could be produced 
(such as those detected in the experiment of Dimov et al., 1983) were also negligible
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under these conditions. Therefore, it was decided that the only practical way of detecting 
structure in the continuum with CW lasers was to monitor photoelectron emission, as a 
function of the probe laser detuning from the resonance.
f P
* M /2,3/2
I.E . -  3 1 4 0 6 .5  cm
646.7 nm
546 MHz
294.1 nm18535 .5  cm
2.298 GHz
FIG. 3.1. The atomic excitation scheme 
for the caesium experiment.
The atomic excitation scheme is shown in greater detail in Fig. 3.1. Natural caesium 
consists of only one isotope, Cs 133, with a nuclear spin /  = 7/2. This nuclear spin gives 
rise to hyperfine splittings of 2.298 GHz in the 6 2S1/2 ground-state and 546 MHz in the 
7 25 1/2 state (Farley, Tsekeris and Gupta, 1977). In the absence of optical pumping, the 
F = 3 level of the ground-state accounts for 7/16 of the population, and the F = 4 level 
accounts for the remaining 9/16. The two-photon excitation from the 6 2Sl/2 state to the 
7 2S1/)2 state can be described in terms of irreducible tensors, as will be discussed in detail 
in section 5.5. In general, a two-photon transition involves irreducible tensor 
contributions of ranks 0, 1 and 2. For a J  = 1/2 to J  = 1/2 transition, however, there is 
no rank 2 contribution. There is no rank 1 contribution if both of the lasers involved have 
the same polarization, as was the case in this experiment. For the only remaining 
contribution, rank 0, the selection rule AF = 0 applies. Thus the F = 3 and F = 4 systems 
behave as two separate systems. They are expected to give rise to two different 
continuum resonances, with a detuning of 2.298 GHz -  546 MHz = 1.752 GHz.
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3.2 The atomic beam
In order to estimate the range of possibilites for atomic number density, and to 
estimate other important parameters, some understanding of the atomic beam is required. 
I will describe here the way that the atomic beam was produced, and discuss features of 
the atomic beam which are important to the experiment
Caesium for the atomic beam was obtained in metallic form in lg  quantities, stored 
in glass ampoules under argon (Aldrich 23,924-0). It was necessary to load the caesium 
into the oven which generates the atomic beam, and to place the oven in the atomic beam 
chamber and evacuate it, without the caesium being oxidized by contact with air. To this 
end, a device was made for crushing the glass ampoule under a vacuum (Fig. 3.2(a)). 
The crushing device was then heated gently to melt the caesium (melting point 28.5°C), 
which flowed through a glass tube into the oven. The oven and glass tube were then
Caesium
ampoule
To vacuu 
system 
<—
(a)
FIG. 3.2. (a) Schematic diagram 
of the equipment used for fdling 
the oven with caesium.
Glass tube (b) The oven, showing the neck 
containing the pinhole.
Oven
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submerged in liquid nitrogen, in order to protect the caesium from air, and to make it so 
cold that it was relatively unreactive, while the glass tube attachment was removed from 
the oven. This attachment was then replaced with the oven's lid (Fig. 3.2(b)). The oven 
was then removed from the liquid nitrogen and placed in the atomic beam chamber, which 
was evacuated before the oven warmed sufficiently to allow the caesium to oxidize.
The oven was made of stainless steel, and a copper gasket was used to provide a 
good seal between the lid and the body. A small pinhole of diameter 0.34mm at the neck 
at the top of the oven (Fig. 3.2(b)) allowed caesium atoms to escape when the oven was 
heated. The oven was heated resistively by passing a current through a heating element 
located inside a copper block, which was attached to the neck of the oven. In this way, 
the pinhole was kept a little warmer than the body of the oven, in order to avoid 
blockages of the pinhole due to condensation of the caesium. The oven temperature was 
monitored by means of a chromel-alumel thermocouple, which was attached to the copper 
block.
The atomic beam dimensions were determined by the oven pinhole and a further 
pinhole of 1 mm diameter, the collimating pinhole, located about 180 mm above the oven. 
If the collisional mean free path in the region between the two pinholes was sufficiently 
large, any atoms which passed through both pinholes were confined to a narrow vertical 
beam, assuming that they had not collided with the walls of the chamber in their flight 
between the two pinholes. The section of the chamber above the collimating pinhole was 
isolated from the section below it. The upper part formed the test section of the atomic 
beam chamber, in which the laser interaction region and the electron detection apparatus 
were located (Fig. 3.3). Both sections were evacuated with Leybold-Heraeus "Turbovac 
150" turbomolecular pumps (150 Is-1). The pressure in the test section was monitored 
with an ionization gauge, and was always less than 10-5 Torr while the experiment was 
operating, ensuring that the mean free path was more than 10 m, for a temperature of 
300 K and a collision cross-section of 2 x 10-15 cm2 (based on an atomic radius of 
262 pm — Tennent, 1971). The region surrounding the collimating pinhole was 
water-cooled, to encourage caesium atoms which landed on the metal surfaces below the 
pinhole to stick to them, due to the reduced vapour pressures at low temperatures. This 
water-cooling was later replaced with liquid nitrogen-cooling in the rubidium experiment 
of Chapter 4. The atomic beam in the test section was collected on a liquid 
nitrogen-cooled "cold finger" for some of the experiment, in order to maintain a good 
vacuum in the test section.
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FIG. 3.3. Schematic diagram of the atomic beam chamber.
With a well-collimated atomic beam, the atomic velocity components perpendicular 
to the beam were greatly reduced. This allowed for a large reduction in the Doppler 
broadening in the transitions excited by the laser beams, which propagated horizontally 
(perpendicular to the atomic beam). Furthermore, both pinholes had provision for small 
razor edges to be clamped over them, in order to reduce the pinholes to slits. These slits 
were parallel to one another, and perpendicular to the directions of the 
(counter-propagating) laser beams. In this way, the collimation of the beam, and hence 
the transition Doppler widths, could be varied. For a vapour of temperature T, the 
Doppler width SvD for a transition of frequency v0 is
SvD = -^ -(8H ’ln2 /m )1/2, (3.1)
3. The caesium experiment 54
where m is the atomic (or molecular) mass. Now for the atomic beam, with slit widths 
equal to d, or pinholes of diameter d in the absense of the razor edges, with a spacing of 
D between the pinholes, the effective Doppler width is approximately given by
5 vd e f f  -  28vDd / D .  (3.2)
(See Demtröder, 1982, p464.) This assumes that the atoms are escaping from the oven 
by atomic effusion ; that is, they are unlikely to undergo any collisions once they have left 
the oven pinhole, a condition that holds when the pinhole diameter is less than the mean 
free path of the vapour inside the oven. Under these conditions, with d -  80 Jim and 
D = 180 mm, the Doppler width is reduced by three orders of magnitude.
The flux 0  of atoms escaping from the oven can be calculated, in the case of atomic 
effusion, from the vapour pressure p  inside the oven, the area A of the oven pinhole or 
slit and the distance to the collimating pinhole. As the laser interaction region was close 
to the collimating pinhole, I shall write this distance as D. From kinetic theory, the flux 
0  is given by
0  = P-A-  Iv I 
2kT 2 ’
where lvzl is the mean absolute value of the velocity component in the z-direction —  that 
is, in the direction o f the atomic beam:
Thus
Iv I = (2JcT/Ttm)112
0  = pA (InmkTT112
(3.3)
(3.4)
If the oven pinhole is much larger than the mean free path of the vapour in the oven, 
then there is hydrodynamic flow of atoms from the oven. In this case, a supersonic 
expansion of the vapour occurs as it escapes through the pinhole. The atomic flux under 
these conditions is given by Thompson (1972):
0  =
y+1
pA (mkTj~  1/2
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where yis the ratio of specific heats. For a monatomic vapour, y ~ 5/3, and therefore
Collisions outside the oven increase the effective size of the oven pinhole. On the other 
hand, the supersonic expansion which occurs outside the oven cools the atoms, greatly 
reducing their velocity components perpendicular to the atomic beam. I shall not discuss 
supersonic atomic beams any further here, but merely note that they can be used to 
produce high number densities with reduced Doppler widths. When a slit was used in the 
experiment to limit the size of the oven pinhole, the effusion condition was generally 
satisfied.
It is useful to make a rough estimate of the density Ng of ground-state atoms in the 
laser interaction region. The flux in (3.4) is distributed over 2 k steradians, with some 
dependence on the angle 0 subtended with the z-axis. This angular dependence actually 
depends on vz , because the velocity components vx and are distributed according to a 
Maxwell-Boltzmann distribution, and tan20 is equal to (v^2 + vy2)/vz2. We are only 
interested in a rough estimate, however. Therefore we can ignore these complications, 
and assume that the flux is distributed angularly in proportion to cos 6 . This angular 
dependance is chosen because the area of the pinhole subtended at the angle 0 is A cosö. 
The flux & (6 ) of atoms in a small solid angle &Q is thus given by
0  = 4P- PA0»W) 1/2
16
<p(0)dn = 0  cosfl d2n n 12
0 0
= 0 cosOdfi /K
= 0  d O / k for 0 = 0 . (3.5)
The flux per unit area at the laser interaction region is given by 0 (0) ID 2 Dividing by 
TvJ, we obtain an approximate value for the atomic number density Ng :
2 'iKkTD
(3.6)
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TABLE 3.1. Vapour pressures of caesium, rubidium and sodium and their dimers, from 
Samson (1966), who used the data of Nesmeyanov (1963). [The symbol (-3) means x 10-3 .]
Pressures in Torr
T (K) Cs Rb Na Cs2 Rb2 Na2
400 2.92(-3) 1.29(-6)
425 1.08(-2) 4.10(-3) 8.23 (-6) 3.37(-6)
450 2.41 (-2 ) 1.39(-2) 4.20(-5) 1.83(-5)
475 1.07(—1) 3.91 (-2) 1.79(—4) 8.11(—5)
500 2 .4 0 (-l) 1.10(-1) 6.50(-4) 3.06(-4)
550 1.29 5.88(—1) 6.23 (-3 ) 5.94(-3) 3.04(-3) 4.41 (-5)
600 4.32 2.37 3.39(-2) 3.69(-2) 2.09(-2) 4.75 (-4)
650 13.0 7.62 1.95(—1) 1.7K -1) 1.06(—1) 3.51 (-3)
700 33.1 20.6 7 .5 0 (-l) 6 .2 5 (-l) 3 .96 (-l) 1.93 (-2)
750 74.1 50.1 2.40 1.89 1.13 8.35(—2)
800 149 102 6.61 4.86 2.66 2 .9 6 (-l)
850 271 182 16.0 11 6.17 8 .9 2 (-l)
900 443 349 35.0 23 11.9 2.36
950 689 550 70.4 52 40.7 5.62
1000 133 12.3
1100 389 46.2
450 500 550 600 650 700 750 600 850
Temperature (K)
ai io'’
) 600 650 700 750 800 850
T em perature (K)
FIG. 3.4. Vapour pressures of alkali metals (plotted from data in Table 3.1). 
(a) Monomers Cs, Rb and Na. (b) Dimers CS2  , Rb2  and Na2 -
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The vapour pressure p, as a function of the oven temperature T, may be determined 
from the data of Nesmeyanov (1963), tabulated in Table 3.1 and plotted Fig. 3.4(a). 
Similar data are presented for rubidium and sodium, for use in Chapters 4 and 6. It is 
clear that the vapour pressure, and hence Ng , can be varied by many orders of magnitude 
by varying the heating of the oven. If p is made too large, it becomes difficult to maintain 
a large mean free path in the region between the oven pinhole and the collimating pinhole. 
A further practical consideration is that the oven is emptied too rapidly if p is too large, as 
can be quantified by using equation (3.4). Another difficulty is that the proportion of the 
caesium which is in the dimer form (CS2) increases at higher temperatures, as shown in 
Table 3.1 and Fig. 3.4(b). The ultraviolet absorption spectrum of Cs2 has been measured 
by Creek and Marr (1968), and is shown in Fig. 3.5. This spectrum contains a band 
structure of autoionization resonances, at which the photoionization cross-section is often 
significantly larger than for atomic caesium (see Fig. 3.15). Therefore it is important to 
keep the Cs2 population in the oven low enough to avoid obscuring the absorption 
continuum of atomic caesium. With an experiment involving two tunable lasers, it is also 
possible to choose the laser wavelengths so that the LICS avoids the structure in the 
molecular absorption profile.
Photon energy,  «V
2400
FIG. 3.5. The ultraviolet absorption spectrum o f (from 
Creek and Marr, 1968). (1 Mb = 10“ 18 cm2).
Under typical operating conditions in the experiment, T was 500 K, and thus, from 
Table 3.1, p was equal to 0.24 Torr. With A -  80 Jim x 340 qm and D -  180 mm, we
3. The caesium experiment 58
calculate from (3.6) that Ng was approximately 6 x 108 cm-3. Assuming a collision 
cross-section of 2 x 10*15 cm2 (based on an atomic radius of 262 pm — Tennent, 1971), 
the mean free path inside the oven was about 1 mm, which is indeed larger than the oven 
slit width, validating the assumption of atomic effusion. We can also calculate the 
effective Doppler width of the transition under these conditions from equations (3.2) and 
(3.1). The resonance in the experiment depended on the difference between the 
frequency of the probe laser and that of the embedding laser. The two laser beams were 
counter-propagating, so a moving atom would have seen one laser beam Doppler-shifted 
up in frequency while the other was Doppler-shifted down. Therefore, the magnitudes of 
the two Doppler shifts should be added, to give the Doppler shift in the frequency 
difference. Thus the frequency v0 to use in (3.1) is the sum of the frequencies 
corresponding to the probe laser transition (294.1 nm) and the embedding laser transition 
(646.7 nm). The effective Doppler width calculated in this way was 1.8 MHz.
FIG. 3.6. Hot wire detector 
for atomic beam.
3 - 4  A
Picoammeter
90* angle for measurement 
of atomic beam profile in 
both directions
- OV f
The atomic beam was monitored, for some of the experiment, by using a hot wire 
detector (Fig. 3.6). This was used in place of the liquid nitrogen-cooled "cold finger" 
shown in Fig. 3.3. A thin tantalum wire (0.25 mm diameter) in the path of the atomic 
beam was heated by passing a current of 3-4 A through it. Some of the caesium atoms 
which collided with the wire were ionized as a result. A metal plate behind the wire was 
given a negative voltage with respect to the wire and the walls of the atomic beam 
chamber, in order to attract the Cs+ ions. The resulting current to this plate — up to 2 nA 
— was measured with a Keithley 485 digital picoammeter. The collimating pinhole could 
be moved by means of a pair of traverses, as will be discussed in section 3.5. In this 
way, the atomic beam was steered across the hot wire, so that the spatial profile could be
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measured. The atomic beam was found to be well-collimated, as was expected.
Unfortunately, the hot wire could not be used while the experiment was in 
operation, because the channeltron received a large signal from it, presumably due to 
thermally liberated electrons. In retrospect, the hot wire should have been kept at a 
sufficiently high positive voltage to prevent electrons from escaping. This might have 
allowed it to be used as a monitor while the experiment was running. It is possible that 
the channeltron was also responding to ultraviolet light emitted by the hot wire, in which 
case some shielding from this light would also have been required.
3.3 The probe laser
The probe laser beam (around 294 nm) and the embedding laser beam (around 
647 nm) were both derived from CW argon-ion-pumped ring dye lasers. For the probe, 
the dye used was rhodamine 6G, and the frequency was doubled using an intra-cavity 
frequency-doubling crystal. This arrangement was also used in the rubidium experiment 
of Chapter 4. The frequency doubler was a Spectra-Physics Model 398A temperature- 
tuned, intracavity frequency doubler, designed for use with the Spectra-Physics Model 
380D ring dye laser. The doubling crystal was a 2 cm-long, 45° rotated, Z-cut crystal of 
ammonium dihydrogen arsenate (ADA) or ammonium dideutero arsenate (AD*A). The 
surfaces of the crystal were cut at Brewster’s angle for the fundamental (undoubled) 
beam, to minimize reflection losses. The crystal was inserted at the auxilliary waist of the 
ring dye laser (Fig. 3.7). To convert the 380D laser from its normal mode of operation to 
operation with the doubling cystal, the laser was realigned with the following changes:
(i) The astigmatic compensator normally used in the 380D laser was removed.
(ii) The doubling crystal and the compensating rhomb were inserted as shown in 
Fig. 3.7.
(iii) The usual output coupler was replaced by a mirror of higher reflectivity (M4 in 
Fig. 3.7), to produce higher intracavity intensities.
(iv) The mirror closest to the doubling crystal was replaced by a mirror designed to 
transmit the UV (M3 in Fig. 3.7). A UV-transmitting filter was used to block any 
visible output from this mirror.
There was still enough visible output from M4 for the operation of the Spectra- 
Physics Stabilok system, which was used to control the bandwidth of the laser to within
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1 MHz, and hence the bandwidth of the frequency-doubled output to within 2 MHz 
(nominal RMS bandwidths; to obtain nominal FWHM band widths, multiply by 2 V2 ln2 
= 2.35). The Stabilok system uses signals from the monitor etalons, shown in Fig. 3.7, 
to provide active feedback to control the frequency of the laser. This is done by adjusting 
the tilt of the two galvonometer-driven plates and the position of the piezo-driven mirror 
M2.
The visible output was also used as the input beam for a wavemeter. The wavemeter 
used a scanning Michelson interferometer to compare the input wavelength with the 
known reference wavelength of a helium-neon laser (632.81627 nm at 15°C, 760 Torr). 
Interference fringes due to the helium-neon laser were counted, during the time it took for 
the Michelson to scan over a known number of fringes of the input beam (3 million 
fringes, for the most precise wavemeter readings). In this way, the laser wavelength was 
determined to better than one part in a million.
The frequency-doubling crystal was housed in a pair of concentric ovens, to control 
the temperature to within about 0.1 °C. This was necessary in order to provide good 
phase-matching of the frequency doubling. This phase-matching technique relied on the 
birefringence of the ADA or AD*A crystal. By critically controlling the temperature, the 
optical pathlength of the crystal for the visible beam, which was horizontally polarized, 
could be made equal to the optical pathlength for the ultraviolet, which was vertically 
polarized. When these optical pathlengths were made within a quarter of a wavelength of 
each other, UV light generated in different parts of the crystal interfered constructively to 
produce an enhanced UV signal.
Fig. 3.8 shows the phase-matched wavelengths of the UV outputs of ADA and 
AD*A, as functions of the crystal temperature. Although we had ordered an ADA 
crystal, the observed phase-matching temperatures (the temperatures of the inner oven, 
displayed by the Spectra-Physics Model 399 temperature controller) corresponded to the 
characteristic curve for AD*A. This led us to order a replacement crystal, as we were 
interested in producing shorter wavelengths (particularly for the rubidium experiment), 
but the observed phase-matching temperatures of the replacement crystal were similar.
It was found that, over a period of about half an hour, the UV output of the doubling 
crystal dropped by 50%. The power could be regained by moving the doubler assembly 
(which was positioned by micrometers), to use a different part of the crystal. This effect 
was possibly caused by local heating of the crystal, due to the laser beam, upsetting the 
phase-matching.
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FIG. 3.8. Phase-matched wavelengths o f the UV outputs o f the ADA and AD* A crystals. 
(From manual for the Spectra-Physics Model 398A frequency doubler.)
Unfortunately, ADA (like many frequency-doubling materials) is hygroscopic. This 
caused severe problems with degradation of the crystal surfaces, which increased the 
losses in the laser cavity, and ultimately stopped the lasing. This effect became noticeable 
after less than two weeks' operation with the crystal. The damage seemed to occur 
mainly while the crystal was heated. For this reason, the crystal temperature was not 
generally taken far above 30°C. On one occasion, when the crystal temperature was 
taken up to 50°C, noticeable damage occurred over a period of a couple of hours. The 
oven assembly had provision for flushing the crystal with dry nitrogen. This facility was 
used whenever the doubling crystal was used, and the crystal was sealed from the 
atmosphere at other times. These precautions, however, were found to be inadequate. 
The nitrogen (CIG High Purity, 12ppm lyO  in a full gas cylinder) was believed to be 
sufficiently dry. Probably a major problem was that the gas was supplied through 
polypropylene tubing, which can draw water from the air (D. S. Gough, private 
communication). Changing over to copper tubing seemed to improve the lifetime of the 
crystal. Attempts to dry the nitrogen using silica gel were of no use; the silica gel always 
became a deeper blue, indicating a reduced moisture content. Some work was done on 
setting up a liquid nitrogen cold-trap to trap moisture, followed by a heat-exchanger to 
reheat the nitrogen to a temperature close to that of the crystal, but this work was not 
completed.
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When the crystal surface had deteriorated, the crystal was sent to Mr A. Leistner 
(CSIRO Division of Applied Physics, Lindfield, NSW), who repolished the surfaces. 
This returned the crystal to its original condition.
It seems that the crystal should be contained in a sealed unit, with fused silica 
Brewster-angled windows. Possibly this would create other problems, however, as 
ADA and AD*A can outgas at elevated temperatures, releasing ammonia and arsenic 
pentoxide (manual for Specra-Physics Model 398A frequency doubler). This might 
cause an undesirable build-up of pressure in a sealed device. Another solution could be 
to apply protective coatings or to seal windows onto the crystal surfaces.
Fused silica or quartz windows and lenses were required for transmitting the 
ultraviolet light, as most glasses have poor transmission at wavelengths shorter than 
350 nm. The beam position could be seen on white paper, where it gave rise to violet 
fluorescence. The ultraviolet light was monitored with a photodiode (United Detector 
Technology PIN 6D. Some, but not all, of these photodiodes responded to 294 nm 
light). The ultraviolet power output from the laser was measured using a Spectra-Physics 
Model 404 power meter, although its sensitivity at these wavelengths was one 
three-hundredth of its sensitivity to visible light. This reading was calibrated using a 
bolometer (Scientech 211). The maximum UV power measured was 4 mW with 4 W 
pump power from the argon ion laser (lasing on several lines). This is somewhat lower 
than the 15 mW specified for 5 W pump power at 514.5 nm. I am not sure why this is 
so. I suspect that it is not solely due to the different pumping conditions, as the UV 
output was relatively insensitive to small changes in the argon ion pump power. Cavity 
losses were generally a more important consideration, particularly as, with the high 
reflectivity output coupler (M4), the visible beam made many passes of the cavity. As the 
crystal deteriorated, the visible output and the UV output of the dye laser both dropped, 
so that there was often only 1 mW of UV light available.
3.4 The embedding laser
The embedding laser beam was produced by a Coherent CR-699 ring dye laser 
(Fig. 3.9). This laser is very similar, in principle, to the Spectra-Physics 380D ring dye 
laser (Fig. 3.7 without the frequency-doubling apparatus). Its output is vertically
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polarized. Its nominal RMS bandwidth is 500 kHz, corresponding to a nominal FVVHM 
bandwidth of 1.2 MHz. The dye used was DCM (4-dicyanomethylene-2-methyl-6-p- 
dimethylamino-styryl-4H-pyran). This dye, under certain conditions, can produce lasing 
which is continuously tunable from 605 nm to 725 nm, and a peak efficiency of 34% has 
been observed, at a wavelength of 655 nm (Marason, 1981). DCM is not very soluble in 
the solvent most commonly used for CW dye lasers, ethylene glycol, but it is soluble in 
benzyl alcohol and dimethyl sulphoxide (DMSO) (Marason, 1981) and propylene 
carbonate (Spectra-Physics Memo 33-83, 1983). DMSO requires special care if used as a 
dye solvent, because it can readily penmate human skin, carrying toxic dyes or other 
solutes into the bloodstream. Therefore DMSO was avoided in this experiment, and the 
solvent used was 40% propylene carbonate and 60% ethylene glycol (as recommended in 
Spectra-Physics Memo 33-83, 1983).
The Coherent CR-699 laser produced about 170 mW of power at 650 nm with 7 W 
pump power from the argon ion laser (lasing on several lines). The active stabilization of 
the laser frequency appeared to be working quite satisfactorily, suggesting nanow 
bandwidth operation of the laser. Nevertheless, the wavemeter was unable to read the 
laser wavelength properly. Using an oscilloscope, it was noted that the interference 
fringes which the wavemeter was counting contained occasional sharp spikes. 
Consequently, the fringe count was unreliable, and the displayed wavelength varied by 
about 0.1 nm. This was understood to be due to small bubbles in the dye, momentarily 
stopping the lasing. The bubbles were attributed to turbulence in the dye catcher tube, 
due to the low viscosity of the dye. This problem has not occurred in this laboratory 
when ethylene glycol (with a very small amount of methanol) was the only solvent, 
because ethylene glycol is significantly more viscous than the propylene carbonate / 
ethylene glycol mixture.
As precise wavelength readings were rather important to the experiment, 
considerable time was spent trying to rectify this problem. Firstly, the arrangement of the 
dye catcher tube was varied, to minimize the turbulence. Then, some tests were made of 
the use of polymer additives to increase the viscosity of the dye (Leutwyler, Schumacher 
and Wöste, 1976). These tests were time-consuming and unfruitful. For example, it was 
found that a mixture of long chain molecules known as polyox could be used to increase 
the viscosity of a dye solution with the solvent propylene carbonate, but when this was 
used in the laser, the dye jet formed a thread-like structure with a very poor optical 
quality. Furthermore, the polyox tended to accumulate in the dye filter.
Finally, I resorted to passing the wavemeter fringe signal (the signal containing the
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interference fringes generated by the travelling Michelson interferometer) through a tuned 
circuit, which continued to oscillate when the dye laser stopped lasing for several 
microseconds. Thus the wavemeter kept on counting fringes. This allowed the 
wavemeter to read the wavelength (by taking the average of several mutually consistent 
readings over a period of 10-15 s) within an uncertainty of ± 0.001 nm (0.7 GHz) — a 
considerable improvement. There were still problems with this arrangement. The 
mirrors in the wavemeter did not always move at a uniform speed, so that the tuned 
circuit could not always follow the changes in the frequency of the wavemeter fringes. It 
would probably have been better to used a phase-locked loop set-up, so that the tuned 
circuit could follow these changes.
3.5 The optical arrangement
The optical arrangement used for this experiment is shown in Fig. 3.10. The two 
vertically polarized beams were counter-propagating. Each beam was focused by a quartz 
lens to produce a beam waist in the atomic beam, which was directed upwards in the 
centre of the atomic beam chamber. Each laser beam power was monitored by a
0.9 m
To pulse-counting 
electronics Focal length ▼
200 mm ------
%  UV beam
FIG. 3.10. Schematic diagram of the optical arrangement of the experiment.
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photodiode, which measured the power after the beam had travelled through the chamber. 
The two focusing lenses inside the chamber were positioned as accurately as possible 
while the chamber was open, so that the two laser beam waists were coincident with each 
other and with the atomic beam position. After the chamber was evacuated, fine 
adjustments were made by changing the positions and directions of the beams entering the 
chamber.
An important feature of the set-up was that the collimating pinhole for the atomic 
beam was mounted on a pair of traverses, enabling the atomic beam to be moved into and 
out of the laser interaction region. The two traverses allowed for movement in two 
dimensions. They were operated manually by handles attached to rotary motion vacuum 
feed-throughs, which were connected inside the chamber, by drive-shafts and universal 
joints, to micrometers on the traverses. The micrometers could be read by looking 
through a window from outside the chamber. The channeltron was also mounted on the 
traverses, so that it was always in close proximity to the atomic beam. By winding the 
traverses far enough, it was possible to block the path from the oven to the collimating 
pinhole, in order to turn off the atomic beam.
Traverse (horizontal Horizontal Vertical Pinhole
to drive shafts voltage
—  Fig. 3.10) lines
1 1 1II'
FIG. 3.11. Side view of tilted traverse arrangement
One of the traverses provided horizontal motion in the direction of the laser beams. 
The other traverse provided motion orthogonal to the laser beams, at an angle of 11.54°
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(sin-1 0.2) to the horizontal. This allowed a double knife-edge to be used to cross the 
laser beams horizontally or vertically (Fig. 3.11). As the knife-edge started to block the 
laser beams, the powers measured by the two photodiodes decreased. This allowed the 
beam waist sizes to be measured, and it allowed for a determination of whether the beam 
waists were really coincident, horizontally and vertically. Generally it was necessary to 
make small adjustments to the angles of the mirrors on either side of the atomic beam 
chamber, in order to compensate for day-to-day variations in the laser beam positions. 
The longitudinal positions of the beam waists (that is, the positions along the propagation 
axis) were set while the chamber was open. They were set by looking at the shadows of 
the knife-edge as it was moved through the laser beams. If the waist occurred before the 
knife-edge, then the shadow of the knife-edge moved in the same direction as the 
knife-edge; if the waist occurred after the knife-edge, then the shadow behind the waist 
moved in the opposite direction. If the knife-edge was at the waist position, then winding 
it into the beam resulted in the almost uniform (and very sudden) darkening of the beam 
behind the knife-edge. Waist sizes were measured for estimation of the laser beam 
intensities.
The laser beam spatial profiles can be understood in terms of two general 
considerations: firstly, the propagation of a Gaussian beam in the presence of thin lenses 
(Kogelnik and Li, 1966); and, secondly, thick lens effects — optical aberrations (Ghatak 
and Thyagarajan, 1978, Chapter 2). The former theory applies to beams with a Gaussian 
dependence of the intensity /  ( r ) on the distance r from the propagation axis:
Here w is known as the spot size, and it is a function of z, the position along the 
propagation axis:
The waist size, w0 , is the minimum value of the spot size, at z = 0. From (3.8), we 
may derive the equation for the far-field beam divergence 6 (limz M w (z )/z):
(3.7)
w (z )2 = wQ2 [ 1 + (Xz /  7tw02)2 ] . (3.8)
0 =  Xl7rw0 . (3.9)
One can also write down the Rayleigh length, zR , which is the distance along the 
propagation axis from the waist to the point where the central intensity is reduced by a
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factor of two (where w = V2 w0). This is equal to one-half of the confocal beam 
parameter b :
zR = b / 2  = 7uw02/ A . (3.10)
The beam divergence is well approximated by w (z )/z when I z I »  zR .
To achieve a high laser intensity, it is necessary to have a small beam waist. This 
implies a large beam divergence after the beam waist. Correspondingly, by the symmetry 
of Maxwell's equations, the beam must converge at a large angle in order to produce the 
small waist. Therefore one should have a broad spot size on the focusing lens, to achieve 
the maximum possible convergence angle; that is, the minimum possible effective relative 
aperture or F-number (ratio of lens focal length to lens clear aperture).
Considerations of optical aberrations, within the framework of geometrical optics, 
lead us to the opposite conclusion. This theory does not consider waists, but it considers 
blur sizes due to the imperfect convergence of many rays in the vicinity of a focal point. 
Rays close to the optic axis, and parallel to it, are not focused by the lens at the same 
position as rays further from the optic axis (spherical aberration). The size of the 
resulting focal blur for a spherical lens is inversely proportional to the cube of the 
F-number (Smith, 1966, section 13.6). Thus, to achieve small blur sizes with spherical 
lenses, one should use laser beams which only occupy the central regions of the lenses. 
(Aspherical lenses were not available for focusing in this experiment.)
Generally some compromise is required in order to produce small waists without 
excessive optical aberrations. Often, this is best determined experimentally. In this 
experiment, the knife-edge measurement indicated that the waist size of the ultraviolet 
probe laser was 11 pm, and the waist size of the visible embedding laser was 9.5 pm. 
These waist sizes corresponded to Rayleigh lengths of 1.3 mm and 0.44 mm respectively 
(assuming that equation (3.10) still applies). Therefore, when the width of the atomic 
beam's collimating slit was 80 pm, the waist region was significantly longer than the 
thickness of the atomic beam. If we assume that the intensity distributions were 
Gaussian, which they were approximately, then the intensity 70(0) at the centre of the 
waist, corresponding to a power of P, can be evaluated by integrating equation (3.7) 
(with w = Wq):
/ 0(0) = 2 (3.11)
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FIG 3.12 (a) The Mullard B419BL/01 single-channel electron multiplier.
(b) Circuit used for receiving pulses.
For a probe beam pow er of 2 mW, the central probe field intensity was thus 
1.1 kW  cm -2. For an embedding laser power of 170 mW, the corresponding central 
intensity was 120 kW cm-2.
3.6 The detection of electrons
Photoelectrons were detected using a Mullard B419BL/01 single-channel electron 
multiplier ("channeltron"), shown in Fig. 3.12(a). Channeltrons are continuous electron 
multiplier tubes. They can be used for detecting charged particles or photons (for 
wavelengths less than 150 nm). Their uses and characteristics are well described in a 
Mullard technical report (1975).1 They are similar in principle to multiple plate electron 
multipliers, but they are generally cheaper and simpler in construction, and their operating 
characteristics are a little different (Baumgartner and Huber, 1976).
<
Channeltrons are generally made from glass tubes, coated on the inside with a 
complex film of lead (Mullard Ltd, 1975). This coating has an electrical resistance 
normally in the range 109- 1 0 10 Q .  Often, at the front of a channeltron, there is a cone, 
as shown in Fig. 3.12(a), to collect the particles which are to be detected (electrons, in 
this case). The back of the channeltron is held at a positive voltage of 2 -4  kVwith respect 
to the front. Electrons with energies of 50 eV or more that enter the cone strike the inside
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surface, often causing the emission of secondary electrons. These secondary electrons 
are then accelerated by the high voltage, giving rise to the emission of more electrons. A 
single electron entering the channeltron may thus give rise to the output of around 108 
electrons. The glass tube is normally bent, so that positive ions, produced by the 
bombardment of residual gas by electrons, cannot travel far enough in the reverse 
direction to gain the kinetic energy necessary to cause further electron emission, and 
hence spurious pulses. The operation of the channeltron is characterized by the ratio of 
the tube length to its diameter — normally about 60:1.
The actual gain of the channeltron depends on the high voltage setting and the count 
rate, as well as the condition of the particular device (its geometry, its age and usage, and 
the vacuum conditions under which it has been used). There is a considerable statistical 
spread in the size of the output pulses due to a single electron input, because the output 
pulse depends on the detailed dynamics at the input end. The gain therefore refers to the 
ratio of the average output charge pulse to the input charge. For low count rates 
(< 103 s-1), the gain is approximately constant. Above this level, the gain saturates, 
when the output current becomes comparable with the current that normally passes 
through the resistive coating. Beyond this level, the gain becomes inversely proportional 
to the count rate.
The output of the channeltron may be recorded as pulses, as in this experiment, or as 
an analogue current. For recording pulses, all pulses which exceed a certain threshold 
voltage (or charge) are recorded. The threshold level is determined by the electronics 
used to receive and count the pulses. It is desirable for the gain to be sufficiently high so 
that almost all output pulses are above the threshold (Fig. 3.13). In practice, this can be 
achieved by increasing the high voltage until the recorded count rate is approximately 
independent of this voltage. Under these conditions, the recorded count rate is directly 
proportional to the rate of electrons entering the channeltron. Typical detection 
efficiencies are shown in Fig. 3.14 for electrons, light positive ions and photons, as 
functions of particle energies. The optimum energy for electrons is about 200 eV; for 
positive ions, it is much higher. The channeltron may still be used for pulse counting 
when the count rate is high enough to saturate the gain (> 103 s-1), provided all the 
pulses are still above the threshold level, and provided the pulses are temporally resolved. 
The pulses typically have a duration (FWHM) of about 12 ns.
The circuit which was used for operating the channeltron in this experiment is 
shown in Fig. 3.12(b). A molybdenum mesh (the grid) in front of the cone was given a
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FIG. 3.13. Desirable output pulse- 
height distribution of channeltron. 
(From Mullard Ltd, 1975.)
Gam —
FIG. 3.14. Typical detection efficiency of channeltron, for detecting (a) electrons and light 
positive ions (results from measurements with helium and lithium ions) and (b) photons.
(From Timothy and Timothy, 1971.)
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positive voltage (0-200 V above ground) in order to draw all of the photoelectrons (of 
kinetic energy 0.32 eV) from the laser interaction region. It is unlikely that the resulting 
fields would have been large enough to cause a significant Stark splitting in the Is level 
(see Belin, Holmgren and Svanberg, 1976). The cone of the channeltron was also given 
a positive voltage, greater than or equal to the grid voltage. The high voltage supplied to 
the back of the channeltron ranged from 2.5 to 3 kV above ground. This voltage was 
supplied through a 100 MQ resistor. Probably a value of about 10 would have been 
better, to avoid the large voltage drop of about 100V across the resistor, due to the current 
flowing through the 3 G£2 channeltron. One reason for choosing the large resistance was 
to prevent thermal runaway, which can occur because the channeltron's resistance drops 
as the temperature increases. The other reason was that the pathway through the 
capacitors to the pulse-counting electronics should have a lower impedance, for the 
pulses, than the pathway through the high voltage power supply. For 12 ns pulses, 
however, this requirement is easily satisfied.
The pulses were received by Ortec electronics: a 574 amplifier, a 583 constant 
fraction differential discriminator, a 9315 photon counter and a 9320 sampling/control 
unit. The electron counts over periods from one to several seconds were observed as the 
laser wavelengths were varied. Generally there were between 10 and 100 counts per 
second, due to the probe laser beam in the presence of the atomic beam, although count 
rates over the range 0 to 20 000 s-1 were observed under various conditions.
For some tests, the embedding laser beam was chopped with a mechanical chopper. 
The photoelectron count which was collected while the laser beam was blocked by the 
chopper was stored in one channel of the photon counter. This was subtracted from the 
count collected while the laser beam was unblocked, which was stored in the other 
channel. There was, however, no evidence of any dependence of the count rate on the 
presence of the embedding laser. Thus, a signal corresponding to LICS was not 
detected. This is perhaps not surprizing, in view of the discussion in section 3.7; the 
intensity of the embedding laser was too small for the effect to be observed.
The electron count rate did not always change when the collimating pinhole was 
moved with the traverses, although the count rate was almost zero before the oven was 
heated. This was very surprizing, as the photoionization was expected to occur only 
when the probe laser beam and the atomic beam coincided. It was presumed that the 
effect was due to the build-up of caesium vapour, rather than a well-collimated atomic 
beam, in the test section of the atomic beam chamber. The analysis of these problems 
was not completed, because it was decided that important parameters governing this
3. The caesium experiment 74
experiment were not favourable for the observation of LICS, as will be discussed in the 
next section. At this stage, I switched to the rubidium experiment described in Chapter 4. 
The lack of definite spatial dependence of the electron signal was also encountered in the 
rubidium experiment, and will be discussed in more detail in that context
3.7 Estimates regarding photoionization by the probe beam
In order to detect LICS, it is desirable to be able to detect absorption to the 
continuum, by the nonresonant emission of photoelectrons due to the probe laser alone. 
In this section, I shall estimate this photoionization rate and the probability of ionization 
for atoms passing through the probe laser beam.
The overall rate R of photoionization of ground-state atoms, of photoionization 
cross-section crg , due to the probe beam of power P, is
Rg = Ngd a gP/hcop , (3.12)
where Ng is the atomic number density and d is the thickness of the atomic beam ( or, 
more generally, of the atomic medium) in the direction of the laser propagation. Here we 
assume that all of the laser beam passes through the atomic beam, as was the case in this 
experiment.
A typical value of N  was calculated in section 3.2 to be 6 x 108 cm-3, 
corresponding to an oven slit width of 80 }im. The collimating slit width, approximately 
equal to d, was also 80 fim under some conditions of operation. The photoionization 
cross-section has been measured by Cook et al. (1977); their results are in good 
agreement with the calculations of Weisheit (1972) and Norcross (1973) (Fig. 3.15). 
The cross-section <yg at 294.1 nm may be taken to be 4.0 x 10'20 cm2. With a probe 
beam power P of 2 mW, the overall photoionization rate Rg is thus 6 x 102 s-1. This 
result is quite consistent with the count rates observed experimentally. It should be 
noted, however, that the number densities varied significantly with small variations in the 
oven heating conditions (see Fig. 3.4(a)). There were also different slit widths used at 
the oven pinhole and the collimating pinhole (often the blades defining the slits were 
removed) and different laser powers. As mentioned at the end of the previous section, 
there were probably counts due to caesium atoms outside the atomic beam. Furthermore,
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FIG. 3.15. The photoionization cross- 
section of the ground-state of caesium.
-------  experiment of Marr and Creek
(1968a); - - - calculation of Weisheit
(1972) ; ---------calculation of Norcross
(1973) ; J experiment of Cook et al. 
(1977). (Plot taken from Cook et al. )
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I have not accounted for the less than unit efficiency of the channeltron (Fig. 3.14(a)), 
which depended on the voltages applied to the channeltron and the grid. Count rates 
ranging from 0 to 20 000 s_1 were actually observed.
We can see immediately why absorption was not used to detect the LICS; an 
ionization rate of 20 000 s-1 corresponds to an absorption of 20 000 photons per second 
— less than 10-11 of the probe beam power. Although the atomic beam number density 
and thickness could be increased by a couple of orders of magnitude, the absorption 
would still be negligible. A dense vapour would be required for detecting this 
absorption.
The rate T at which an atom is ionized by the probe laser of intensity /  is given by
5 r
rg = cgip /hcop . (3.13)
For the probe waist intensity of 1.1 kW cm-2 calculated from equation (3.11), this rate is 
equal to 65 s_1. Let us now consider an atom which moves through the beam waist at the 
speed lvzl given by equation (3.3), with T = 500 K: lvzl = 141 ms-1. The
probability that the atom is ionized as it passes through the laser beam is equal to the time 
integral J r  dr , assuming that the ground-state population is not significantly depleted. 
From (3.13),
Irg dt = S -  fJ Ip
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ho>p\vz\
J Ipir) dr
toDp \vz \
[from (3.11)] (3.14)
This probability is equal to 6.1 x 10-6 for the values given above. Thus there is no 
chance of the probe laser significantly depleting the caesium ground-state population.
3.8 The prospects for observing LICS
The prospects for observing LICS can be estimated using (2.11). This inequality 
may be expressed in terms of the rate r e at which the the Is  state can be ionized by the 
embedding laser:
In this section, I will demonstrate that this condition is unlikely for the embedding laser 
intensity achieved in this experiment.
The rate T  at which the Is  state can be ionized may be determined from the 
photoionization cross-section, which has been calculated by Theodosiou (1986) (Fig. 
3.16). [As other authors (e.g. Lahiri and Manson, 1986) have not included the spin-orbit 
interaction and the effects of the excited state potential in their calculations, the calculation 
of Theodosiou is regarded as being more reliable. A measurement by Gilbert, Noecker 
and Wieman (1984) is consistent with this, if a corrected value for the Is  lifetime is used 
(Theodosiou, 1986).] At an embedding wavelength of 646.7 nm, the cross-section oe is 
thus 5 x 10-19 cm2. Using an equation analogous to (3.13), we can calculate the rate at
n r e{c?- l) l2  s  Sco (3.15)
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FIG. 3.16. The photoionization cross-section 
of the Is state of caesium, calculated by 
Theodosiou (1986). Dashed/solid lines: spin- 
orbit interaction omitted/included. G: Calcula­
tion using ground-state potential; E: more 
correct calculation using excited-state potential.
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which any atoms excited to the Is  state are ionized. For the embedding laser intensity of 
120 kW cm-2 calculated from (3.11), this rate r  is equal to 2.0 x 105 s“1. This is the 
ionization rate in the middle of the waist of the embedding laser. This rate is very low in 
comparison with the effective linewidth, as I shall now show.
The effective linewidth of the 3s-7s transition is determined by several factors. A 
major contribution comes from spontaneous emission. The natural lifetime of the Is  state 
is 48 ns (Theodosiou, 1984; Marek,1977; Bouchiat, Guena and Pottier, 1984). 
Therefore the natural spontaneous emission decay is rate of 2.1 x 107 s '1, which exceeds 
the ionization rate at the laser beam waist by two orders of magnitude. Thus most of the 
atoms which are excited by the probe laser and the embedding laser to the Is  state are 
more likely to decay from there by spontaneous emission than they are to be ionized by 
the embedding laser. The transition linewidth corresponding to this spontaneous decay 
rate is 3.3 MHz.
Another contribution to the effective linewidth is the rate at which caesium atoms 
cross the laser beam. Atoms moving at the velocity lv2l (141 ms“1) cross the laser beam 
diameter 2 x 9.5 |im in 135 ns. The resulting broadening, in angular frequency units, is 
roughly the inverse of this linewidth, giving rise to a broadening of 1.2 MHz. Also 
significant is the effective Doppler width of the atomic beam, which was given in section 
3.2 as 1.8 MHz.
Laser bandwidths should also be included in estimates of the effective linewidth. As
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has been mentioned, the nominal (specified) RMS bandwidths for the frequency-doubled 
Spectra-Physics laser beam and the Coherent laser beam are 2 MHz and 500 kHz 
respectively, corresponding to FWHM bandwidths of 4.7 MHz and 1.2 MHz. Previous 
tests have shown these values, particularly the latter one, to be rather optimistic. The 
effective laser bandwidth for the two-photon resonance can be taken to be the square root 
of the sum of the squares of the individual laser bandwidths.
The likelihood of observing a resonance can now be estimated from (3.15). We 
have that r e = 2.0 x 105 s“1, and I will put 8co = 2n  x 10 MHz, to incorporate the 
various broadening mechanisms which have just been mentioned. Thus, we have that a 
resonance might be observable if q 2 - 1  £ 200, or \q\ £ 14. This is a condition required 
for a resonance to be observable above the nonresonant continuum background. The 
value of q has not been calculated. Heller et al. (1981) reported a q value of 6.8 for an 
experiment in which the caesium Ss state was embedded in the continuum, although 
Bo-nian Dai and Lambropoulos (1987) have calculated a <?-value of -4.3 for this 
situation. Without doing a calculation, it is not clear what the value of q is for my 
experimental scheme. Nevertheless, it does not seem likely that \q\ > 14. This discussion 
has assumed that the probe beam only probes at the region where the embedding laser is 
most intense. With an embedding laser waist size of 9.5 |im and a probe laser waist size 
of 11 pm, this is clearly over-optimistic; the average embedding laser intensity over the 
region probed is actually significantly less than the value assumed.
We should also bear in mind that the LICS resonance was actually split, due to 
hyperfine structure (section 3.1). This splitting of the resonance would tend to make it 
stand out less above the nonresonant ionization signal.
Thus we see that, for the caesium experiment, the observation of LICS was 
unlikely, and in view of these calculations it is not surprizing that the effect was not seen. 
This is particularly so in view of the fact that there were statistical fluctuations in the 
photoelectron counting rate, which would have obscured a weak resonance. Moreover, 
the difficulties in the accurate determination of the wavelength of the embedding laser 
contributed to make the observation of LICS virtually impossible.
In the experiment, there was very little scope for changing this situation. The only 
variable parameters affecting this result were the power, the waist size and the wavelength 
of the embedding laser. It was not possible to improve the values of any of these 
parameters drastically. There was insufficient room in the apparatus for a lens of a 
shorter focal length, for producing a higher laser intensity, and an aspherical lens (for
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reducing optical aberrations in the focusing) was not available. The intensity would have 
been significantly greater if the atomic beam had been located within a high finesse optical 
cavity, tuned to the embedding laser wavelength, but the experimental difficulties 
involved with setting up such a system, still retaining the tight focusing, are far from 
trivial, particularly in view of the fact that the probe laser was also required in the waist 
region.
Notes
^om e of the material in this report may be found in papers in Acta Electronica 14, 
no. 2 (April 1971), and also in the paper of Timothy and Lapson (1974).
Chapter 4:
The rubidium experiment
As was discussed in Chapter 3, it was not possible to observe LICS with the 
caesium experiment, because the intensity of the embedding laser was insufficient; the 
embedding laser could not ionize the Is state at a rate greater than the spontaneous 
emission rate. When this became apparent, another experiment was sought, in order to 
demonstrate and study LICS with the available lasers. The aim was to find a state with a 
long natural lifetime, which could be strongly coupled with the atomic continuum. This 
led to the choice of atomic Rydberg states (hydrogen-like states, with high principal 
quantum number). These states have three major advantages for a LICS experiment: they 
have long natural lifetimes, they have strong couplings with the low energy continuum 
states and an intense laser exists for coupling the states with the continuum — the carbon 
dioxide laser. A CW carbon dioxide laser, producing about 6W in a single mode at 
wavelengths around 10.6 pm, was used for this work. The plan was to use this laser to 
embed high Rydberg states in the continuum, creating laser-induced continuum structure, 
and then to probe the LICS with the UV beam of the frequency-doubled dye laser, 
detecting photoelectrons as described in Chapter 3. Because of the limited range of UV 
wavelengths which were available with this system (293-305 nm), the only atom which 
was suitable was rubidium — hence the rubidium experiment.
This experiment, like the caesium experiment, was unsuccessful in demonstrating 
LICS. Unlike the caesium experiment, the parameters were quite favourable, giving rise 
to the prediction of a LICS signal. The reason why such a signal was not observed 
appears to be that the atomic beam and the electron detection were not operating 
satisfactorily — problems that probably could have been rectified if sufficient time had 
been spent on them. At the time that these problems emerged, a new experimental facility 
became available, which seemed to offer better prospects for producing LICS. Thus 
attention was diverted to using this apparatus to perform the experiment described in
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Chapter 6. It was intended to return to the rubidium experiment, but time did not permit 
this. Therefore, the experiment described in this Chapter was not completed. 
Nevertheless, I shall describe it here, because it involved some interesting ideas, because 
it constituted a considerable portion of my experimental work and because it still has 
potential to give rise to some very interesting and fruitful experiments in the future.
In this Chapter, I will give a brief review of the properties of atomic Rydberg states, 
and a discussion of the rubidium scheme which was used for the experiment. Then I will 
describe the C 02 laser, and the alterations which were made to the previous experiment in 
order to do this work. Theoretical estimates regarding the likelihood of observing LICS 
will then be given. Finally, I will discuss the experimental work which was done.
4.1 Atomic Rydberg states
An atom with its outermost electron excited to a high energy orbital behaves very 
similarly to a hydrogen atom, because the electron is moving under the influence of a 
positive charge, in a field that can often be well approximated by a constant potential for 
the outer electron (disregarding the motion of all the other electrons of the atom). If the 
orbital is much larger than the size of the orbitals of the inner electrons, then the outer 
electron moves under the influence of what is approximately a Coulomb field.
For a Coulomb field, the energy En of a state of principal quantum number n is 
given by the Rydberg formula:
En = - R y / n 2 ,
where Ry = 1 Rydberg = 13.606 eV (Appendix A). A very similar formula may be 
used to describe the energy levels of so-called Rydberg states of other atoms. We now 
label the states according to the principal quantum number n and the orbital angular 
momentum / of the outermost orbital. In the theory of Bates and Damgaard (1949), a 
parameter , the quantum defect, is now introduced, which generally has a gradual 
dependence on n. The energies may now be expressed by the modified Rydberg formula:
Erf = -R y  l { n - i i l )1 . (4.1a)
The quantity v = n -  is known as the effective principal quantum number of the state.
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Thus
En = - R y /  v 2 . (4.1b)
The quantum defect is actually a slowly varying function of the energy, but this 
dependence is unimportant when n is much greater than one.
Many properties of Rydberg states have rather simple scalings with n (or v), which 
can be derived from considerations applying to the hydrogen atom. These scalings have 
been extensively reviewed (e.g. Percival and Richards, 1975; Edelstein and Gallagher, 
1978; Fabre, 1982; Gallas et al., 1985), but some of them are worth mentioning here. 
For example, the radius of the outer orbital is proportional to n2. Therefore, there is very 
little wavefunction overlap between highly excited states and the low-energy states, and 
the corresponding electric dipole matrix elements are very small. Consequently, the 
high-energy levels have long natural lifetimes; their lifetimes are proportional to n3. It is 
true that there are often large couplings between Rydberg states with similar energies, but 
these couplings do not contribute much to spontaneous emission, which, for given dipole 
matrix elements, occurs at a rate proportional to the cube of the frequency of the emitted 
light (Demtröder, 1982, p60).
Another feature of highly excited Rydberg atoms is that they are very sensitive to 
static fields or low frequency electromagnetic fields. This is a consequence of the large 
couplings between neighbouring energy levels. It can also be understood in terms of the 
fact that the electron of the outer orbital is a long way from the rest of the atom, and so the 
atomic fields are relatively weak. Therefore the motion of the outer electron is particularly 
vulnerable to outside influences. This is reflected in the high electrostatic polarizability, 
which scales as /i4, and the small critical field for electrostatic field ionization of the 
atoms, which scales as rC*.
For these reasons, it is relatively easy to photoionize atoms in high Rydberg states, 
using low frequency electromagnetic fields. We can get useful indications of trends in 
photoionization cross-sections, from results for hydrogen. In the case of hydrogen, 
photoionization cross-section <7^  , for a state of principal quantum number n and orbital 
angular momentum quantum number /, is, for sufficiently high frequencies, proportional 
to the photoelectron energy to the power — 7/2 (Aymar, Robaux and Wane, 1984). 
Therefore, large cross-sections occur with low frequency radiation, which is close to the 
threshold for photoionization. The photoionization cross-section at the ionization 
threshold is, for hydrogen, proportional to n (Aymar, Robaux and Wane, 1984). (As n
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increases, the frequency of the ionizing radiation must decrease in order for the ionization 
to remain at the threshold energy.) For a given frequency of light, however, the 
cross-section scales approximately as n~5, and thus atoms become more difficult to 
photoionize (with a given frequency of light) as n is increased. Although these results are 
quantitatively true only for hydrogen, they show trends which are followed by other 
atoms.
The reason for discussing photoionization cross-sections here is that they are a 
measure of how strongly a laser can couple the discrete state with the continuum, to 
produce laser-induced continuum structure. The experiment of the previous chapter was 
not able to give rise to a LICS signal, because this coupling was insufficient to compete 
with spontaneous emission from the discrete state. With high Rydberg states, however, 
we have the possibility of a strong coupling with the continuum, using a low frequency 
field to produce low energy photoelectrons, while the states involved have very long 
natural lifetimes. This is the principal behind the experiment of this chapter, in which the 
C 0 2 laser at around 10.6 p.m (a wavenumber of only 943 cm-1) was used to embed 
high-lying rubidium states in the continuum. States such as the 16d state were used, so 
that the continuum states which were excited would be close to threshold. States lower 
than the 14s and 13d states would have been too low for the C 02 laser to photoionize 
from them; states with much higher principal quantum numbers would have been more 
weakly coupled with the continuum, because of the fall-off in the cross-section as n is 
increased, as discussed in the previous paragraph.
4.2 The experimental arrangement
The experimental arrangement for the rubidium experiment was very similar to that 
for the caesium experiment of Chapter 3. The same atomic beam system was used, as 
described in section 3.2. Rubidium has properties which are very similar to those of 
caesium; its melting point is not much higher than that of caesium (39.0°C, rather than 
28.5°C), and so the oven for the atomic beam was filled in the same way as for the 
caesium experiment, using the device of Fig. 3.2. The rubidium vapour pressure, shown 
in Table 3.1 and Fig. 3.4, is a little lower than the caesium vapour pressure; 
correspondingly higher oven temperatures were required to produce the same atomic 
beam conditions, but this was readily achieved.
As in the Fig. 3.10, the embedding laser and the probe were counter-propagating in
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the atom ic beam  chamber. The ultraviolet probe laser was the sam e frequency-doubled 
dye laser w hich was described in section 3.3. As discussed there, a w avem eter was used 
to m easure the wavelength of the visible light produced by the dye laser, at half the probe 
frequency . A gain, photoelectrons due to pho to ion ization  by the probe laser were 
detected, in order to observe continuum  structure produced by the em bedding laser.
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FIG. 4.1 Molecular excitation scheme for the C 0 2 laser 
(from Svelto, 1976).
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FIG. 4.2 Typical wavelengths emitted from the C 0 2 laser (from 
data supplied with Optical Engineering C 02 spectrum analyser).
The principal change from  the caesium  experim ent was that the infrared carbon 
dioxide laser replaced the red dye laser. C 0 2 lasers generally operate with a gas mixture 
o f C 0 2 , N 2 and He. They can lase in two bands o f  w avelengths, as shown in Fig. 4.1. 
One o f these bands gives a m axim um  output around 10.6 Jim (the 00° 1 -  10°0 transition 
o f C 0 2), and the other peaks around 9.6 Jim (the 00°1 -  02°0 transition) (Svelto, 1976).
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The C 02 is collisionally excited, usually in an electrical discharge, by collisions with 
electrons and also by resonant energy transfer from excited N2 molecules. The helium 
aids the collisional relaxation of the lower laser levels, and also aids the heat transfer from 
the region of the discharge. It is normally necessary for the gas to flow through the 
system, to remove contaminants such as CO, which builds up in the discharge and which 
can lead to the dissociation of the C02 . If the laser wavelength is not controlled, then the
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laser tends to lase at or near the strongest rotational line of the 00° 1 -  10°0 band, but, by 
means of wavelength controlling elements, lasing can be achieved over a large range of 
wavelengths, corresponding to the many available rotational lines of the C 02 spectrum, 
as indicated in Fig. 4.2.
The C 02 laser which was actually used for this experiment is shown in Fig. 4.3. It 
was borrowed from the Research School of Physical Sciences at the Australian National 
University, where it was made some years ago. The gas mixture which was used was 
15% C 02 ,5% N2 and 80% He, although the mixture 7% C 02 ,18% N2 and 75% He is 
more optimal (Edinburgh Instruments, information on infrared gas lasers). The precise 
composition of the gas mixture is not critical. The glass tube of the laser had an inner 
compartment, which was the discharge section, and an outer compartment, which was the 
water cooling jacket.
Two different coated, 85% reflecting output couplers were available for the laser: a 
flat zinc selenide mirror and a germanium mirror with a radius of curvature of 10 m. The 
germanium mirror gave rise to a higher laser output power, presumably because the 
curvature was better suited to the laser. Nevertheless, the zinc selenide mirror was often 
used, because the laser and the optical arrangement were then easier to align using a 
helium-neon laser (Fig. 4.3). This is because zinc selenide transmits in the visible part of 
the spectrum, as well as in the infrared, while germanium is opaque to visible light. Zinc 
selenide Brewster windows were used at each end of the laser tube. A reflection grating 
(PTR Optics ML-303-0) was used as the laser tuning element, allowing some control 
over the ouput wavelength. Due to the orientation of the grating and the Brewster 
windows, the laser output was vertically polarized.
The laser was operated typically with a gas pressure of 8 Torr (11 mbar), and a 
discharge voltage of 12 kV. The discharge current was generally about 20 mA. Using a 
bolometer (Scientech 211), the laser power was determined to be typically 6 W with the 
zinc selenide output coupler, although powers higher than 10 W were obtained when the 
germanium output coupler was used and when the reflection grating was replaced by a 
gold-coated pyrex mirror. The maximum power for which the bolometer was rated was 
10 W, so the maximum power attainable was not measured.
The beam was viewed using Optical Engineering fluorescent viewing screens, which 
were illuminated with a UV lamp. Where the infrared laser beam fell on the screens, the 
fluorescence was suppressed, giving rise to a dark image of the laser beam. Generally 
the beam was not cylindrically symmetrical, but by adjusting the alignment of the laser
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grating or mirror, a beam profile could be achieved which appeared approximately 
Gaussian. The laser wavelength was monitored using an Optical Engineering Model 
16-A C 02 spectrum analyser. This contained a grating for dispersing laser output at the 
different C 02 rotational lines, so that it fell onto different parts of a flourescent screen. In 
this way, it was easy to determine the spectral line on which the laser was lasing, and 
hence to determine the wavelength from tabulated values.
The detector which was used for monitoring the laser power during the experiment, 
replacing the photodiode on the left-hand side of Fig. 3.10, was a Hamamatsu P1757 
pyroelectric detector. This detector, which responds to radiation in the wavelength range 
1-15 |im, requires that the radiation be chopped, as it responds to changes in the 
temperature of a LiTa03 crystal (Hamamatsu, 1984). The detector has a slow response 
time — about 40 ms — and therefore it is normal to use a slow chopper, at about 10 Hz, 
and to measure the current produced by an internal FET, which is part of the device. I 
found this system too slow for some of the work that I was doing. Therefore, I used a 
fast chopper, at several hundred Hz, for the laser beam, and fed the output of the 
pyroelectric detector into an electronic differentiator. This resulted in a signal whose 
amplitude remained constant even when the chopper speed changed, because the high 
frequency roll-of of the pyroelectric detector was compensated by the differentiation. 
(Unfortunately the speed of the particular chopper was rather variable.) The differentiator 
was followed by a rectifier and low-pass filter, to produce a DC output proportional to the 
laser power. The C 02 laser beam was attenuated, using several layers of stainless steel 
gauze, before it reached the pyroelectric detector.
The optical arrangement of the experiment is shown in Fig. 4.4. It is similar to the 
arrangement of Fig. 3.10 for the caesium experiment, but it was necessary to replace the 
optical elements to allow for transmission at 10.6 jim. In order to have simultaneous 
transmission of ultraviolet and infrared light, sodium chloride windows were used on the 
atomic beam chamber, and barium fluoride lenses were used inside the chamber. Both of 
these materials transmit well in the entire wavelength range from 200 nm to 12 |im 
(Janos, 1984). Unfortunately, they are both hygroscopic, and require special protection 
from moisture in the atmosphere. Barium fluoride deteriorates only gradually in the 
atmosphere, and it was seldom exposed to the atmosphere. As the BaF lenses were 
inside the atomic beam chamber, which was generally evacuated (or filled with dry 
nitrogen when not in use), they were not prone to much damage. The NaCl windows 
were protected by heating the window mounts to a few degrees above the ambient
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FIG. 4.4. Schematic diagram of the optical arrangement o f the experiment
temperature, a procedure which is known to increase the useful life of NaCl optics 
(Janos, 1984). When the atomic beam chamber was not in use, the regions on both sides 
of the NaCl windows were either evacuated or filled with dry nitrogen.
Outside the atomic beam chamber, gold-coated pyrex mirrors were used to direct and 
focus the C 02 laser beam. The chopper for the beam was located at a waist outside the 
atomic beam chamber (Fig. 4.4), so that the beam would be switched on and off sharply. 
The beam-splitter for directing the UV probe laser beam onto the photodiode was a 
zinc-selenide window (anti-reflection coated at 10.6 pm, for good transmission of the 
C02 laser beam); the beam splitter for directing the C 02 laser beam onto the pyroelectric 
detector was a fused silica window.
As in the caesium experiment, the knife-edge was used to ensure good horizontal 
and vertical overlap of the two laser beams, to ensure that their waists were located in the 
atomic beam and to measure the waist sizes (see section 3.5). Measured waist sizes were 
55 pm for the C 02 laser beam and 20 pm for the UV beam. The former value is larger, 
because of the much longer wavelength. These waist sizes correspond to Rayleigh 
lengths of 0.90 mm and 4.3 mm respectively (using (3.10), ignoring the effects of optical 
aberrations). Assuming beam powers of 5 W for the embedding laser and 2 mW for the 
probe laser at the waist region, the central intensities calculated from (3.11) were 1.0 x 
105 W cm-2 and 3 x 102 W cm-2.
The output coupler of the C 02 laser was mounted on piezoelectric stacks, so that the 
laser wavelength could be scanned within the profile of a rotational line of C 02 , by
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varying the voltage on the stacks. This feature was not used during the tests for LICS, 
because it was more effective to scan the probe laser wavelength, which could be scanned 
over a wider range. The piezoelectric scanning was used, however, for getting an 
indication of the C 02 laser bandwidth. As the voltage applied to the piezo stacks was 
varied from 0.4 to 1.1 kV, the laser power doubled, presumably because the laser 
frequency was being tuned towards the central frequency of the C 02 transition (in this 
case, the P(24) line at 9.586 Jim). When the voltage was scanned repetitively in this 
way, and the laser power was displayed on an oscilloscope, it was found that the 
resulting trace was quite reproducible. The small variation in the left-right position of the 
trace, for many scans over a total time period of about half a minute, corresponded to a 
laser frequency fluctuation of about 2 MHz. (This figure was calculated using the 
nominal motion sensitivity of the piezoelectric stacks of 6 nm V-1 and the free spectral 
range of the laser cavity, 78 MHz.) 2 MHz is thus estimated to be the effective 
bandwidth of the embedding laser. This measurement was complemented by a 
measurement with a Fabry- Perot etalon, which suggested that the laser was operating in 
a single longitudinal mode with a bandwidth of 5 MHz. The finesse of this etalon was 
not known, however, and the mirror alignment was difficult, so this figure can only be 
taken as an upper bound for the laser bandwidth. The bandwidth of the probe laser is 
estimated to be 4.7 MHz (2 MHz RMS), as in section 3.3.
4.3 Estimates of prospects for observing LICS
In this section, I will briefly examine prospects for observing LICS using the C02 
laser to embed the Rydberg states of rubidium in the continuum. As for the caesium 
experiment, the critical parameters governing these prospects are the rate at which the 
excited state can be ionized by the embedding laser, and the lifetime of the excited state.
The ionization energy of rubidium, expressed in wavenumbers, is 33690.86 cm-1 
(Stoicheff and Weinberger, 1979). From this value, we can determine which discrete 
states can be coupled with the continuum using the C 02 laser. I will assume that the laser 
was lasing on the P(20) line of the 00°1 -  10°0 branch of the C 02 spectrum, at 10.5909 
nm (from information supplied with Optical Engineering C 02 spectrum analyser). This 
wavelength (air wavelength — equation (1.1)) corresponds to a vacuum wavenumber of 
943.95 cm-1. Any rubidium state which can be ionized by this field must have energies 
greater than 32726.91 cm-1, which means that, for s states, the principal quantum 
number must be greater than or equal to 14, and, for d states, it must be greater than or
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equal to 13. (The state to be embedded in the continuum must be either an s state or a d 
state, to satisfy selection rules for two-photon couplings with the 5s ground-state.) The 
14j  states and 13<i states are thus the states which are ionized to energies which are 
closest to the ionization threshold energy.
FIG. 4.5 Threshold photoionization cross-sections Rydberg states of rubidium, as 
functions of the principal quantum number n, from Aymar, Robaux and Wane (1984).
(1 Mb = 10-18 cm2.)
(a) Threshold cross-sections of the ns states.
(b) Threshold partial cross-sections (for ionization to the p and/  continuum states), and 
total cross-sections, of the nd states.1
The photoionization cross-sections for threshold ionization of rubidium (ionization 
to the threshold energy) have been calculated by Aymar, Robaux and Wane (1984), and 
are shown as functions of the principal quantum number in Fig. 4.5. For threshold 
ionization of the 14s state, the cross-section is 1.9 x 10“17 cm2. For the 13d state, there 
are two partial cross-sections1, 4.4 x 10-17 cm2 for ionization to the p  continuum states, 
and 5.4 x 10-17 cm2 for ionization to the /  continuum states, giving a total threshold 
cross-section of 9.8 x 10~17 cm2. Assuming that these values are approximately equal to 
the values for photoionization at 10.5909 nm (slightly above threshold), and taking the 
intensity of the embedding laser to be 1.0 x 105 W cm-2, the total photoionization rates 
for the two states may be calculated (as in (3.13)) to be 1.0 x 108 s '1 and 5.1 x 108 s_1. 
These rates are measures of the widths of the likely LICS resonances, .as explained in 
Chapter 2?
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Lifetimes of the alkali metal Rydberg states have been calculated by Theodosiou 
(1984). For the 145 state, the natural lifetime is 1.61 p.s, corresponding to a population 
decay rate of 6.21 xlO5 s-1 in the absence of blackbody radiation; Theodosiou has 
calculated that blackbody radiation at 350 K would increase the decay rate of the state to 
7.4 x 105 s-1. For the 13d state, the natural lifetime is 1.8 [is (his calculated lifetimes for 
the 13^3/2 and 13d5/2 states are 1.86614 p.s and 1.81348 p.s respectively), corresponding 
to a decay rate of 5.5 x 105 s_1, or 6.2 x 105 s-1 in the presence of blackbody radiation at 
350 K. These rates are much less than the calculated rates of photoionization due to the 
embedding laser. Therefore, unlike in the caesium experiment, the effects of spontaneous 
emission (and blackbody radiation) are not likely to have any significant effect on the 
appearance of LICS.
It is worthwhile to consider other broadening mechanisms which might obscure the 
LICS profile. I have calculated the effective Doppler width of the atomic beam, as given 
in equation (3.2), for the conditions of this experiment (an oven temperature of 500 K). 
The resulting width, 5 MHz, is much less than the predicted widths given above for the 
LICS profiles. I have also estimated the time that atoms typically take to cross the probe 
laser beam (the beam with the narrower waist) to be 200 ns, which introduces a spectral 
broadening of the order of 5 MHz, again much less than the predicted widths for LICS. 
It is also important to note that both laser linewidths, estimated at the end of section 4.2, 
are significantly less than the predicted profile widths.
The major mechanism for population loss from the d states is the ionization to /  
continuum states. This process does not contribute to LICS, because only the p 
continuum states are coupled with the ground state by the probe laser. It does broaden 
the resonance, however. This should not prevent LICS from being observed, because 
the cross-section for ionization to the /  continuum is not much greater than that for 
ionization to the p continuum, but the profile is likely to be less pronounced than it would 
be in the absence of ionization to the /continuum. (Excitation from the excited state to the 
/continuum cannot interfere constructively or destructively with one-photon excitation 
from the ground-state to the continuum.)
Hence we can conclude that the prospects for producing LICS with this scheme 
seem good. I have not calculated the Fano q parameters for this situation, but even with 
q -0, we would still expect to see a two-photon-resonant effect, corresponding to the 
symmetrical q- 0 profile of Fig. 2.1.
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4.4 Experimental progress
As mentioned in the introduction, LICS was not seen in this experiment, despite the 
favourable predictions. I will give here a brief account of the work that was done, and 
discuss the reasons why LICS was not observed.
The atomic beam was operated in the same way as for the caesium experiment. In 
that experiment, a hot wire detector (Fig. 3.6) was used to verify that the atomic beam 
was well collimated, as described at the end of section 3.2. The hot wire detector was not 
used in the rubidium experiment, because the liquid nitrogen "cold finger" (Fig. 3.3) was 
used in its place (it was not possible to use both simultaneously), but there was no reason 
to doubt that the atomic beam was behaving as in the caesium experiment. When the 
atomic beam was operating, electrons were detected by the channeltron, in the presence of 
the probe laser beam, as in the caesium experiment. The photoelectron count rate 
(typically in the range 100 s"1 to 1000 s"1) was much greater than the rate before the 
atomic beam was turned on (typically 10 s_1), and the background count rate, with the 
UV beam blocked, was normally about 1 s_1 or less, whether or not the atomic beam was 
operating.
In order to find the LICS resonance, the embedding laser wavelength was left 
unchanged, while the wavelength of the probe laser was scanned. The photoelectron 
count rate over periods of up to 5 s was displayed digitally by the detection electronics. 
This count rate was watched during the scan, in order to find a resonance. Because the 
embedding laser was chopped, it was possible to display the difference between the count 
which occurred while the embedding laser was blocked and the count which occurred 
while it was unblocked. Nevertheless, no LICS resonance was observed.
The wavelength of the embedding laser was known from the C 02 spectral line at 
which the laser was operating, which was determined using the C 02 spectrum analyser. 
For the conditions under which the laser was operating, the linewidth of the C02 spectral 
lines is estimated to be about 50 MHz, primarily due to Doppler broadening (Svelto, 
1976). This figure is not inconsistent with observations of changes in the laser power 
when the output coupler was translated using the piezoelectric stacks. Therefore I 
estimate that the uncertainty in the laser wavelength was less than 50 MHz, and as 
estimated earlier, the laser bandwidth was about 2 MHz.
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The probe laser wavelength was determined from the wavelength of the visible 
(undoubled) light emitted from the dye laser, which was measured using the wavemeter 
described in section 3.3. Corrections for the refractive index of air were needed, for 
relating the visible air wavelength to the UV wavelength (see section 1.7). The 
uncertainty in the probe frequency determined in this way was approximately 0.4 GHz. 
Therefore, the probe laser frequency was scanned very slowly over several GHz, in the 
vicinity of the frequency at which LICS was expected. An etalon with a free spectral 
range of 300 MHz was used to monitor the changes in the frequency of the dye laser.
The most careful tests were carried out at the 3s -  \6d two-photon resonance, with 
the embedding laser operating at the P(20) line of the 00°1 -  10°0 branch, at 10.5909 
nm. Although the discussion of the previous section referred particularly to the 145 and 
13d states of rubidium, I consider that the conclusions regarding the likelihood of 
observing LICS also apply to nearby states such as 16d. The energy of the \6d state was 
taken from the data of Stoicheff and Weinberger (1979), based on their Doppler-free 
two-photon absorption measurements, and hence the required probe laser wavelengths 
were calculated. The resonance is actually split into eight different components, due to 
the fine structure of the I6d state, the hyperfine structure of the 55 ground-state and 
differences between the two isotopes of rubidium. These give rise to calculated probe 
laser wavelengths ranging from 292.963 nm to 292.966 nm, a frequency range of about 
10 GHz. These splittings presumably reduce the magnitude of the LICS signal which 
would otherwise be seen at a single frequency.
As described in section 3.5, it was possible to move the atomic beam, by moving the 
two traverses which held the collimating pinhole. This facility was used, in the caesium 
experiment, for scanning the atomic beam over the hot wire, to verify that the atomic 
beam was well collimated. It was expected that, when the atomic beam was moved in 
and out of the probe laser beam, the photoelectron signal would appear and disappear. In 
fact, this was often not the case; the photoelectron signal seemed to be insensitive to the 
position of the atomic beam relative to the laser beams. When the atomic beam had been 
operating for only about half an hour, there was sometimes a position for the atomic beam 
which gave rise to about a 30% increase in the photoelectron signal, but after an hour or 
more of operation, there was no obvious preferred position. Moreover, when the 
traverses were moved to a position which was expected to lead to the blocking of the 
atomic beam, there was no change in the photoelectron count rate, except for a gradual 
decrease over about ten minutes.
These phenomena suggested that there was an appreciable build-up of vapour in the
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upper section of the atomic beam chamber (see Fig. 3.3), rather than all the atoms being 
confined to the atomic beam. Indeed, only a very low vapour pressure of rubidium in the 
chamber is needed to make the number of photoelectrons produced by the probe laser 
outside the atomic beam, over a pathlength of almost 1 m, exceed the number produced in 
the atomic beam, over a pathlength of less than 1 mm. It is true that the tests of the 
caesium atomic beam with the hot wire detector had suggested, at least for the case of 
caesium, that the atomic beam was well collimated; it is also true that rubidium is likely to 
be better behaved in this regard than caesium, because its vapour pressure is a little lower 
(Fig. 3.4). Nevertheless, the hot wire test was probably not sensitive enough to show 
the build-up of a low density of vapour outside the atomic beam.
To combat this problem, as well as using the liquid nitrogen "cold finger" of Fig. 
3.3, the internal cooling jacket shown in the figure was flushed with liquid nitrogen, to 
reduce the rubidium vapour pressure in the upper and lower sections of the atomic beam 
chamber. This did not affect the situation very much; there were still the same symptoms 
of a build-up of vapour in the atomic beam chamber.
One of the problems with this experiment was that the atomic beam could not be 
seen, so there was only indirect information about its behaviour. In past experiments in 
this laboratory with sodium and barium atomic beams, it has been very valuable to use a 
dye laser beam at a single-photon resonance involving the ground-state, in order to see 
the atomic beam and any surrounding vapour. Unfortunately, the rubidium single-photon 
resonances involving the ground-state are not at wavelengths which can be produced by 
our dye lasers. The strongest resonances, due to the the 5s -  5p l/2 and 5s -  5p 3/2 
transitions, are resonant at 794.76 nm and 780.03 nm respectively, in the near infrared. 
Therefore, in order to excite the rubidium atoms in the atomic beam chamber, 
flourescence from a rubidium lamp was imaged into the chamber, and the illuminated 
region was viewed using an IR-sensitive image intensifier, but the atomic beam was not 
visible.
In order to produce more intense resonant light for illuminating the rubidium beam, a 
diode laser (Laser Systems Diolite series 800) was tested. It was found that, by suitably 
varying the temperature of the diode and its operating current, it was possible to produce 
light at the 794.76 nm resonance. It would have been necessary, however, to lock the 
laser to the resonant wavelength, if it were to be useful for illuminating the atomic beam. 
Some work was done on this, by using an optogalvanic signal (produced by shining the 
diode laser beam into a rubidium discharge) to provide a feedback signal for controlling 
the laser wavelength, but this work was not completed. At this time, new experimental
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facilities became available, in the form of two pulsed dye lasers, allowing me to work on 
the experiment described in Chapter 6. Although it was intended to return to the rubidium 
experiment, time did not permit this.
I have explained the independence of the photoelectron signal on the atomic beam 
position by postulating the existence of rubidium vapour outside the atomic beam, but 
there remains another possible explanantion which is worth considering. While the 
atomic beam is operating, it is likely that rubidium builds up on surfaces inside the atomic 
beam chamber. This is likely to reduce the work functions of the surfaces, because the 
work function of rubidium, 2.09 eV, is significantly lower than the work functions of 
most other materials (Weast, 1974). This may give rise to a significant increase in the 
number of photoelectrons produced by scattered light in the chamber. The probe laser, 
with a photon energy of 4.23 eV (for a wavelength 292.9 nm) is certainly capable of 
releasing photoelectrons from rubidium-coated surfaces, while it may not be capable of 
releasing them from the many bare stainless steel surfaces in the atomic beam chamber. 
[The work functions of iron, chromium and nickel, the three main constituents of 
stainless steel, are in the range 4 -  5 eV (Weast, 1974).] Photoelectrons from surfaces 
may, then, have been more significant than those from free atoms.
In any future work on this experiment, it would be desirable to ensure that a region 
surrounding the laser interaction region and the channeltron is held at a negative potential 
of one or more volts, with respect to the rest of the atomic beam chamber. This could be 
done by placing a negative potential Faraday cage around the interaction region. This 
would ensure that photoelectrons produced well away from the interaction region would 
not enter the channeltron. The cone of the channeltron (Fig. 3.12) could still be held at a 
positive potential relative to the laser interaction region, as was done in the experiment 
described here, in order to draw electrons from the laser interaction region into the 
channeltron. It would be necessary, however, to ensure that resulting DC electric fields 
are not sufficient to perturb the atomic Rydberg states significantly.
In conclusion, the experimental production of laser-induced continuum structure in 
rubidium, by embedding Rydberg states in the continuum, looks promising, from 
theoretical estimates. Nevertheless, LICS was not observed, probably because of 
difficulties in the operation of the atomic beam and the electron collection — in particular, 
the build-up of vapour in the atomic beam region or the emission of electrons from 
surfaces. There was not sufficient time to complete these investigations, as attention was 
diverted to the experiment of Chapter 6, which seemed at the time to offer better prospects 
for observing LICS.
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Notes
lrThe vertical axis labels on Fig. 7 of Aymar, Robaux and Wane (1984) are too large 
by a factor of two, by comparison with their Table 1 and Figs. 2, 6 and 9. This has been 
taken into account in quoting d state photoionization cross-sections.
2The use of photoionization rates in this way is not actually justified for the d states. 
Because the two laser fields are both vertically polarized, all laser-driven optical 
transitions have A/n=0, where m is the vertical component of the angular momentum. 
The ground-state is an s state, with m = ± 1/2; therefore, only the excited state 
components with m = ± 1/2 can be excited. The photoionization cross-sections in the 
literature assume that all the components from m = - j  to +j are equally populated, which 
is only true for excited s states. For d states,these cross-sections should be multiplied by 
factors which may be calculated from the theory in Chapter 5, before they can be correctly 
applied in the present situation. I will not do this here, because the calculations are 
tedious and they result in correction factors which are close to one. These calculations 
should properly take into account the hyperfine structure also, when this can be resolved. 
For the present discussions, the approximate magnitudes of the various processes are of 
interest, rather than their precise numerical values, and so this correction is not necessary.
Chapter 5:
Nonlinear optical processes
After difficulties were encountered in the work described in Chapters 3 and 4, the 
nonlinear optical experiments of Chapters 6 and 7 were undertaken. The present chapter 
serves to introduce theoretical concepts and formalisms which are required for the 
discussions in these remaining chapters of the thesis. In particular, sum frequency 
generation is emphasised, in order to describe, firstly, third-harmonic generation, which 
was used as a probe for LICS, as described in Chapter 6; and, secondly, the four wave 
mixing processes observed in the experiment of Chapter 7. This chapter is not a 
summary of the very broad field of nonlinear optics, but much of the theory given here 
applies to a wide range of nonlinear optical processes.
First of all, I will describe nonlinear signal generation in terms of the nonlinear 
atomic polarization, and briefly discuss phase-matching. Next, the atomic polarization 
will be calculated, for sum frequency generation, and nonlinear susceptibilities will be 
discussed. Then I will show how irreducible tensors can be used to derive selection rules 
and to evaluate nonlinear susceptibilities. Finally, I will outline the use of quantum defect 
theory to incorporate continuum states in the calculations. Throughout this chapter, the 
electric field will be treated classically.
A great deal of useful and more wide-ranging information on some of these topics 
can be found in various books, such as those of Hanna, Yuratich and Cotter (1979), 
Shen (1984) and Levenson (1982).
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5.1 Nonlinear signal generation
A polarized monochromatic field can be expressed in terms of frequency 
components E (co) and E (-co):
E (t) = e E (co) Q~i(0t + E*E (-co) Qi(0t . (5.1)
where E (co) = E (-co)*, which ensures that the field is always real. Here e is a unit 
vector ( e . 8* = 1) defining the polarization of the field. When there are several 
frequencies present, the field can be described by components such as E (co x), E (co2) 
and E (co 3), and unit vectors such as El , E2 and 83 .
In general, E ( t ), E (co) and E (-co ) have spatial dependence. Suppose that the 
electric field is a plane wave propagating in the z-direction. We can, if we wish, make the 
z-dependence explicit by writing the field amplitudes as E(t, z ), E (co, z ) and E (-co, z ). 
Furthermore, we can express the electric field in terms of quantities £(co, z ) and 
£ ( - c o , z )  (£(co, z )  = £( - co, z )*) ,  which have, in general, only a gradual 
z-dependence:
E (t, z ) = e£(<u, z ) e‘ (i"z ~ + e* £(-6), z ) e~‘ ” “ <) . (5.2)
Thus
E (a, z)  =  £(ca,z)e, V  (5.3a) 
and
E (-co, z ) = £(-co, z ) e~‘ . (5.3b)
Here k±(0 z is the wave-vector at frequency ±co (for unit vector z), of magnitude
(5.4)
where is the refractive index at frequency co, and a a is the linear absorption 
coefficient. The imaginary part of the wave-vector can often be neglected. If there are 
other frequencies present, then equations (5.1) to (5.4) are extended to incorporate them 
also.
An electric field in a medium gives rise to an atomic (or molecular) polarization 
density (electric dipole moment per unit volume), P ( f ). If the atomic polarization 
(density) is linear in the electric field, then it has the same frequency components as does
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the driving field. More generally, when there are nonlinear contributions to P (f), there 
are frequency components at integer combinations of the field frequencies. The atomic 
polarization acts as a source for an additional contribution to the electric field, which one 
can readily evaluate from Maxwell’s equations. For a plane wave electromagnetic field 
propagating in the z-direction, it is given by the equation:
a2Etn _ , 92Eft ) a2P(o .
9 2 2 -  W> dli dt2 > (5.5)
It is useful to separate the atomic polarization component P  (co) into two parts: the 
part which is linear in the electric field component E  (co), and the nonlinear contribution:1
P ( m )  = e0 x m ( ~ c o ; c o ) E ( c o )  + P liL( c o ) .  (5.6)
Here % (1)(-cu; co) is the linear susceptibility at the frequency co. It is written in this way 
for consistency with the notation for nonlinear susceptibilities, which will be discussed 
shortly. \ co) is related to k m by
X {lX - (0 ',(0 ) = ( k ^ c / c o ) 2 -  1 . (5.7)
In a vacuum, % ^ ( ” G>\ co) is zero. In a purely dispersive medium, % ; co) is real. 
If there is absorption or stimulated emission in the medium, then % (1)(- ^ ; co) has also 
an imaginary component.
We now write E  (co) as in equation (5.3a), and make the slowly varying amplitude 
approximation
2
|i -5 £ ( f iU ) l  «  Ik  |-£ (ffiU )l • (5.8)a z2 dz
Applying (5.5) and (5.6), we now have
-k^£ (co ,  z ) + 2ika  - ^ - £ ( 0), z ) = - ^ a 2(£0 [1+  ^ 1)(-o ;ü » )]£ (tn z) + />NL(ü))e .
Thus, from (5.7),
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d o ,  x ' W  dNL, . - * ' V
Using k - n  cole (neglecting linear absorption), this can be written
(5.9)
This equation describes the evolution of the electric field due to the nonlinear 
polarization. If d£(co, z ) Idz has the same phase (or the same argument in the complex 
plane) as the field component £{co, z ), which describes the field already propagating in 
the medium, then the field amplitude grows with z. If it has the opposite phase, then the 
effect of the nonlinear signal is to reduce the field amplitude. If it is n  /2 out of phase, 
then the nonlinearity has a dispersive effect. In order to produce a large signal in 
nonlinear frequency conversion, it is therefore important that the signal be generated in 
the medium in phase with the light that is already present. This important consideration, 
known as phase-matching, will be discussed in the next section.
As has been mentioned, the atomic polarization P( t ) can have components at integer 
multiples and sums of multiples of the driving frequencies, when the driving fields are 
monochromatic. (In some situations, such as in amplified spontaneous emission (ASE) 
and stimulated Raman scattering, the driving field may be initiated by a spontaneous- 
emission-like process, and be subsequently amplified in the medium.) For an isotropic 
medium, we would expect that reversing the sign of E should simply reverse the sign of 
P. Therefore a field of frequency co (a field which changes sign in a time 7t/co) cannot 
normally give rise to an atomic polarization component at frequency 2co (corresponding 
to a field which repeats itself after a time n I co ). Thus second-harmonic generation 
(frequency doubling), for example, is normally only possible in anisotropic media — in 
crystals of sufficiently low symmetry, or at surfaces.2 Third-harmonic generation, on the 
other hand, can readily be produced in a vapour, given a sufficiently intense 
electromagnetic field. Similarly, three wave mixing processes (combining fields of two 
frequencies to produce a field at the sum or difference frequency) are not normally 
possible in an isotropic medium, whereas four wave mixing processes are possible. The 
atomic polarizations at various frequencies due to driving electromagnetic fields can often 
be evaluated in terms of nonlinear susceptibilities. These will be discussed in section 5.4.
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5.2 Phase-matching
In order to convert frequencies efficiently in a nonlinear medium, it is necessary that 
the generated signal have the same phase as the field already in the medium. Let us take 
third-harmonic generation as an example. In this situation, an input field at frequency co 
gives rise to a nonlinear polarization component P nl(3g> ), which is proportional to 
(£  (cu))3 = (£(o), z ))3 exp(/ 3 k j  ). From equation (5.9) (with co replaced by 3 co), we 
see that the signal d£(3 co, z )/dz generated at frequency 3 co, at position z, is therefore 
proportional to (£(fl>, z ))3 exp(/ [3km-k 2m ]z ) . Therefore, the generated signal 
changes phase by n over a distance n /  13k^ - k3(y I, with respect to the phase of a plane 
wave of frequency 3 co propagating in the medium. The third-harmonic signal generated 
in a uniform length L of nonlinear medium can be calculated by integrating d£(3co, z )/dz. 
If the input field at frequency co is a plane wave, and there is no third-harmonic signal at 
z = 0 , then the third-harmonic signal intensity at z = L is proportional to 
sinc2([3/:ß) -k 3 a ]L /2) (where since = sime/x ). It is clearly advantageous, then, to 
minimise 13 ka - kl(01, or, equivalently, to minimise \n(t)- n 3(0\ (see (5.4)).
The same principle applies to sum frequency generation of the frequency a>4 = +
<$2 + co^  . If the input beams of frequencies cox , co2 and co^  are plane waves propagating 
along the z-axis, then the maximum phase-matched signal is generated when IkA-  (kx+ 
&2+ £3)I is much less than 1/L. When the wave-vectors are not collinear, this rule can be 
generalised:
I k4 -  ( kj+ k2+ k3) I «  1 /  L .
(Here L is the length of the nonlinear medium in which the laser beams are overlapped.) 
Thus phase-matching occurs when the wave-vector of the output wave is equal to the sum 
of the wave-vectors of the input waves. The vector Ak = k4 -  ( kj+ k2+ k3) is 
known as the wave-vector mismatch. For collinear propagation, the wave-vector 
mismatch is a scalar quantity:
Ak = fc4 -  ( &x+&2+ £3) .  (5.10)
The above discussion is simplistic in that it assumes that the propagating waves are 
plane waves. Generally, laser beams with approximately Gaussian intensity profiles are 
used in experiments, and these must often be focused in order to achieve high intensities. 
Most of the nonlinear signal is therefore generated in the vicinity of the laser beam waists. 
As light propagates through a Gaussian beam waist, it develops a phase retardation of n
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radians, with respect to a plane wave of the same wavelength. This phase change is of 
considerable importance to phase-matching. For example, in the kind of sum frequency 
generation just discussed, with the three collinear input beams at frequencies coY, and 
focused at a common waist, the nonlinear signal which is generated also has a waist at 
this point. The nonlinear polarization, which is proportional to E (a^) E (co2) £  (ü)3), 
changes phase by 3tt in the waist region, whereas a freely propagating beam at frequency 
a>4 passing through the waist changes phase by only tt radians. The drift in phase of the 
signal wave with respect to the nonlinear polarization causes significant signal 
cancellation. This situation has been examined by Ward and New (1969), in the case of 
third-harmonic generation, and also by Bjorklund (1975), for the more general case of 
four wave mixing in which the three collinear input beams all have the same waist 
position and the same confocal beam parameter b (equation (3.10)). It was found that, 
when the length of nonlinear medium, L, is much greater than the confocal beam 
parameter (the tightly focused limit), the signal generated is a function of b Ak. For sum 
frequency generation (including third-harmonic generation) in this limit, there is no nett 
third-harmonic signal when Ak > 0. The maximum signal occurs when b Ak. -  - 2 .3 
When the confocal beam parameter is much greater than L (the loosely focused limit), the 
generated signal is proportional to (L lb )2 sinc2(AkL /2). This is maximised (as a 
function of Ak) when Ak =  0, in accordance with the earlier discussion for plain waves.
In nonlinear generation of ultraviolet light using metal vapours, phase-matching can 
sometimes be achieved by varying the pressure of a buffer gas. This most commonly 
applies at wavelengths for which the metal vapour is anomalously (negatively) dispersive 
(*uv < v^isible)» while ^  buffer gas is normally (positively) dispersive (nw > /ivisible). 
In this way, the buffer gas can be used to cancel the undesirable dispersive effects of the 
metal vapour, and to optimise the wave-vector mismatch. In the experiments described in 
the following chapters, this approach was not actively pursued, because the aim was not 
to optimise the ultraviolet signal, but rather to understand the processes taking place. 
Nevertheless, it is important to consider the phase-matching criteria. The nonlinear 
medium which was used was sodium vapour, and the buffer gas was argon. The 
wave-vector mismatch for a particular set of wavelengths can readily be evaluated from 
the refractive index of the sodium vapour and the argon at the wavelengths concerned. 
The refractive index can be calculated from the Sellmeier formula
(5.11)
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(a)
-1.4C-7
-2.6c-7
(b)
FIG. 5.1. The refractive index of sodium at a vapour density of 1.0 x 
10 cm , calculated using the computer program of Appendix C.
(a) At visible wavelengths, in the neighbourhood of the sodium D lines.
(b) At ultraviolet wavelengths.
where -e  and me are the charge and mass of the electron, N  is the atomic number density 
and/  is the oscillator strength for excitation from the ground-state g to the state a. The 
refractive index of sodium, as a function of wavelength, is plotted in Fig. 5.1, for a 
sodium atomic density of 1.0 x 1016 cm-3. These data were calculated using the
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9.0e-6
FIG. 5.2. The refractive index of argon at 25 mbar, from Leonard (1974).
oscillator strengths of Lindgard and Nielsen (1977). The refractive indices of the inert 
gases have been discussed and tabulated by Leonard (1974) for near-ultraviolet, visible 
and, in some cases, near-infrared wavelengths. The refractive index of argon is plotted in 
Fig. 5.2, for a pressure of 25 mbar (19 Torr).
Clearly the significance of the dispersion of the sodium vapour and argon to the 
phase-matching depends on the wavelengths and atomic densities used in the 
experiments. I will therefore defer more detailed examination of phase-matching until the 
individual experiments are discussed. It can be said, however, that at the buffer gas 
pressure used for most of the work, at 25 mbar (19 Torr), the dispersion of the buffer gas 
was insignificant in comparison to the dispersion of the sodium vapour.
5.3 Calculation of the atomic polarization 
— the density matrix approach
We have seen how a macroscopic atomic polarization density gives rise to 
electromagnetic radiation. To describe how this atomic polarization comes about, and to 
estimate its magnitude, one needs a microscopic model of atom-field interactions. 
Quantum-mechanical perturbation theory provides a good approach to these problems, 
provided laser intensities are not too large. This theory treats the laser-atom interaction as 
a perturbation of the Hamiltonian which describes the atoms in the absence of laser fields.
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At this stage, I will use only the lowest order of perturbation theory that is required to 
discuss third-harmonic generation and four wave mixing: third-order perturbation theory. 
When this theory is valid, the atomic polarization is given by the third-order nonlinear 
susceptibility, %(3\  multiplied by the amplitudes of the three input laser fields. This will 
be explained in more detail below.
As the laser power increases, higher order effects become more important, to 
account for the effects on the nonlinear signal due to processes such as saturation of 
resonances and AC stark shifts. If the laser intensities are higher still, perturbation theory 
becomes inappropriate, because many or infinitely many orders of perturbation need to be 
included, making the theory cumbersome or incorrect. Such situations are beyond the 
scope of this thesis.
In this section, we will consider, in particular, the four wave mixing process in 
which three laser fields at frequencies cox , co2 and co3 interact in an atomic nonlinear 
medium to produce a fourth wave at frequency coA -  cox + + 0% . Furthermore, we
will consider the situation in which cox + is approximately equal to Q bg , the frequency 
of a two-photon resonance between the ground-state g  and another state b  (of the same 
parity as the ground-state) (Fig. 5.3(a)). It is assumed that there are no other 
near-resonances.
The atomic medium can be conveniently modelled using the density matrix p (r) 
(Cohen-Tannoudji, Diu and Laloe, 1977). This approach allows for the inclusion of 
coherent processes, such as coherent laser excitations, as well as incoherent processes, 
such as collisional effects and spontaneous emission. The diagonal elements of the 
density matrix represent the occupation probabilities of the various atomic states, while 
the off-diagonal elements represent atomic coherences. The density matrix (or density 
operator) which I am considering here is an infinite matrix, because all of the discrete and 
continuum states of the atom should be represented.
The atomic polarization density is given, in terms of the density matrix, by
P(t) = N T r ip  (t) n) = N  , (5.12)
where N  is the atomic number density, Tr is the trace over all states and |l is the electric 
dipole operator:
U =  —ezhr  
*  a a
Here r a  is the displacement of electron a  from the nucleus, and the sum is over all the
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electrons of the atom.
The density matrix evolves according to the Liouville equation:
ih ^  = [Hq + H' (t ), p  ( /) ]  + damping terms , (5 .13)
where H0 is the Hamiltonian for the atom in the absence of laser fields, H'  (t ) is the 
interaction Hamiltonian:
H ' ( t ) = -p .E ( f )  , (5.14a)
and the damping terms will be given below. From now on, we will consider the three 
laser fields to be linearly polarized in the same direction, and let the scalar operator p 
represent the component of p in that direction. Thus
H0(r) = - p . E ( f )  . (5.14b)
In section 5.5, more general conditions will be considered.
We can express the density matrix in terms of various frequency components, as we 
have done for E ( r ) and P ( r ). From (5.12), it is clear that p (c^ + co2 + co3 ) is the 
component which is responsible for the four wave mixing that we are considering.
The Liouville equation (5.13) can be written out explicitly for any matrix element 
Pjkr
{ i + i ü j ^ r ß ) P ß  = J  (I  + C . C . )  .
(5.15)
The damping term is the rate of relaxation of Pjk due to incoherent processes. It 
accounts for population decays (j = k ) or the damping of coherences (j * k ) ,  due to 
collisions or spontaneous emission.
The solution p( t ) of this equation can be written as a sum of terms of various orders 
— that is, terms arising from various orders of calculation of the effect of the applied 
field:
p  =  p(°) +  p (J) +  p (2) + . . .
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When no laser field is present, the corresponding zeroth order solution, p (0\  is given by
corresponding to all of the population being in the ground-state g . (The Kronecker delta 
is used here.) This value for p (0) may be substituted for p on the right-hand side of 
(5.15). The resulting first order solution p (1) has components at frequencies ±col , ±0^ 
and icOj. The component at frequency cos is given by
This solution can now be substituted into the right-hand side of (5.15) to yield the second 
order solution. The second order solution has components at frequencies ±cos ±co t , 
where s  and t take the values 1, 2 and 3, and the ± symbols are independent of one 
another.
In equation (5.16), a one-photon-resonant denominator appears. The resonant 
frequencies Q -k in the equation are proportional to the energy separations between the 
ground-state and the other states. (Note that there is is no term corresponding to j  = k  = 
g, because p = 0.) As we are considering a situation in which the frequencies are not 
close to any one-photon resonances, we can neglect r - k in equation (5.16). Similarly, in 
the second order calculation, resonant denominators of the form (& jk~  (±cos ±cot ) -  iF jk) 
appear. Now we are considering a two-photon resonance, with col + co2 ~  £2bg . 
Therefore, in the calculation of p  (tüj + )> those terms which contain the resonant
denominator ( & bg-  (g^  +ß>2 ) ~ ^ b g  ) he much larger than those which do not.
For this reason, only these two-photon-resonant terms are included. In this case, because 
of the resonance, the damping term r bg cannot be ignored. The second order result of 
interest is, then,
= A ' £  (ca,) (ßJg 5? r  5Jgßg k) /  (Ojk-  ms -  ifj k ) . (5.16)
Pbg + m2> = ft"2£(®i)£(o>2) X
a b f  (®l +  ®2) - ,r i,8
^bl fyg
+  A  -  ÖL
(5.17)
This second-order term can now be inserted into (5.15) to give the third-order result
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P;i3)(<u1+a2+<B3) = h 2 E (co} )E(cD2) E ( a w n
7" V (£01 +<a2)-'r6S 1 +  — -V  ®i V  a2
8 .,/i .jb r gk
+
Ll.,S V nb gk
Q bk-  (<a1+(a2+ ca,) -iTM ß. -  (fflj+öj+üij) - i r s
Here and J7 can be omitted from the nonresonant denominators in the second line of 
the equation. Furthermore, the first of these denominators can be simplified, as Qbk -  
Qbg -  Qkg and Qbg = cdx h- . Thus, with these two terms reversed in order,
Py/3)( ^ 1+£ü2+ü)3) = h 3£(ü)1)£(0)2) £ ( ^ ) ^ - r —
bl n g
r 1 Q -  (co, +  (0-) -  ir,l bg x 1 V bg
1
Qi f  a i ®2
tt.,8 t
+
5..U t
a- (fl1+a2+M3) nk + 0)3 (5.18)
It is to be understood that, when a sum over states involves an integral over continuum 
states, the integral must be performed in the way prescribed in (2.16). (See also (5.72).)
We are now in a position to write down P ^ ( cöj 4■ cox + col ), the third-order 
contribution to the atomic polarization at the sum frequency, from equation (5.12). I now 
write the sum over states / as the sum over states a. The two terms in the second line of 
equation (5.18) give rise to a sum over j  and a sum over k, respectively. I now write 
each of these sums as the sum over c. Thus
P  ‘V W  = N  h 2E  { a x)E  {coJE  «a,)% ~
ac °g bg
Q  -co ,ag 1
X Q cg -  ((Ü j + G ^ + C U j )  +  Q c g  + C03 (5.19)
This is the atomic polarization which gives rise to the four wave mixing signal, in the 
manner described in equation (5.9).
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5.4 Nonlinear susceptibilities
As is clear in equation (5.19), third-order perturbation theory predicts an atomic 
polarization at frequency 6^ + co2 + a)3 which is proportional to the field amplitudes 
E  (cUj), E  (co2) and E (co2). The proportionality constant can be represented by the 
third-order nonlinear susceptibility, % as has been mentioned in section 2.2. 
Unfortunately, there are many different notations and numerical conventions for writing 
nonlinear susceptibilities. The notation that I use here is the notation used by Hanna, 
Yuratich and Cotter (1979), although the numerical convention chosen here is the one 
adopted by Shen (1984), except that I have converted the equations from CGS units into 
SI units. The differences between some of the commonly used numerical conventions are 
discussed in Appendix A.
In an anisotropic (but homogeneous) medium, an /zth-order nonlinear susceptibility 
is often written as a tensor of rank n + 1. In this case, the ath vector component (a  = 1,
2 or 3) of the atomic polarization at a frequency co, due to fields at frequencies cox to con , 
is given by
(n) v  (ft)
Pa = Xa .. > ®n) (®n ) » (5.20)
« !  •• a ,
where k is a simple numerical factor. In the arguments of x^n\  minus signs are used for 
the frequency of the generated atomic polarization, and for those frequencies co' for which 
the negative frequency wave (proportional to e*10**) is involved (that is, those frequencies 
which are normally associated with photon emissions). The sum of the arguments is 
always equal to zero. In the convention adopted here, Kris equal to the number of times 
that the generated frequency argument, -co, appears amongst all of the arguments of % <n\  
For sum frequency generation (including harmonic generation), K  =  1.
It is cumbersome to have to write %(n) as a tensor, and to have to keep referring to 
the vector components of atomic polarizations and fields. In many situations, a particular 
geometry is envisaged, and so this is not necessary. In the experiments described in this 
thesis, all of the input beams had the same linear polarization. Because the nonlinear 
medium (sodium vapour) is isotropic, the same linear polarization vector describes the 
atomic polarization. Therefore we can drop the components a  and a- from equation 
(5.20). Theory appropriate to isotropic media, with arbitrary laser polarizations, is 
discussed in the next section.
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We can now express the atomic polarization at frequency col + 0^  + co^  , as derived 
in section 5.3, in terms of the nonlinear susceptibility:
P + 0*2 + 013 ) 
where, from (5.19),
£0Z (3)( cöj , , © ,) (cox)E  (co2)E  (ü ij) ,
(5.21)
Z<3>( , o2 , a*,) = - j-
h Eq ac
^gc ^cb ß fo  ßag
ß  -(W j+ ^ -iT ,bg G -o),ag 1
+ G ~(o~ag 2
Gcg-  (co^+co^) Gcg + co3 (5.22)
It is worth commenting that, with the numerical convention adopted here, equations 
(5.21) and (5.22) remain correct when different frequencies in the arguments of 
become equal — when cox is equal to c% , for example. It is to be understood, however, 
that in this case the total electric field at frequency cox is given by E (cofyrE (o^ ), and the 
total atomic polarization at frequency cox + + 0% is given (dropping the superscript (3))
by P (co^a^+a^) + P (2co j+t^) + P (lo^+ah). Here
P ( 2 ^ + ^ )  = £(, ^<3)(2üJj+o 1 ; ü>!, CÖJ, ©,) E (ü), )2E (coj , 
and the two-photon-resonant nonlinear susceptibility is
(3), x N  'V  VgcPcb^ba^vg
X  (-(20),+^);a , . o>, , <03) = - f -  ^  Ö  - 2 m ,  -IT
H en ac bg 1 bg
G —Q).ag 1
G ^  (2^+aij) ^eg + ^3 (5.23)
Note that % (3)( - ( 2 ^ + co3)\ cov  (Dv  co3) is equal to only half of the value of 
X (3)( -{col+co1+(of)\ cov  co2, cof) which occurs when co1 -  co2 . Thus the formal 
arguments — not just their numerical values — determine the value of x  (Other 
numerical conventions, which avoid the necessity for this, are discussed in Appendix A, 
but all of these conventions have disadvantages.) The total atomic polarization at 
frequency 6)j + co^  + , with and co2 equal, is thus
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FIG. 5.3. Diagrams for the two-photon-resonant contributions to the
nonlinear susceptibility (~ (o )  + co  +co  ); co co co ) .
1 2  3 1 9 2 * 3
P (cd^ cd^ cOt)  + P (2co j+fjOj) + P (2o)2+gi3)
= e0^<3)(2ci)j+6)j; cov  cov  cOj) (2£ (tUj )£ (a>2) + E (coj)2 + E (co,)2} £  (m,)
= £ o Z °)(2<u1+<a1; cov  cov  <a3) {£ ((SJ,) + £  (ü>2)}2£  (« 3) ,
just as we would have expected if we had used the field {E ) + E (<y2)}, instead of 
the individual fields E ( a ^ ) and E (co^ ).
Nonlinear suceptibilities satisfy some useful symmetries. Firstly, multiplying all of 
the arguments by minus one results in a nonlinear susceptibility which is the complex 
conjugate of the original one. (This can be seen by taking the complex conjugate of
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equation (5.20).) Secondly, the value of the nonlinear suceptibility is unchanged when 
any of the arguments - co, , . . ,  con are interchanged (except for changes in the signs
associated with some damping terms).
The different terms involving different resonant denominators in equation (5.22) 
correspond to different transition pathways, which are shown in Fig. 5.3. Such figures 
are very useful for determining nonlinear susceptibilities, without having to go through 
the type of calculation which was done in section 5.3. They may be applied to 
nonresonant or singly resonant nonlinear susceptibilities (for which only one damping 
term needs to be considered), with non-zero resonant frequencies.4 The vertical axis is 
energy (or angular frequency), and so the heights of the arrows in the figure are 
proportional to the frequencies involved. The horizontal scaling has no physical 
significance. Upward-pointing arrows correspond to frequencies which appear with a 
positive sign in the arguments of downward-pointing arrows correspond to 
frequencies which appear with a negative sign. A sequence of arrows must commence at 
a state which is populated in the absence of the fields, and one arrow must be used for 
each of the n +1 frequency arguments. The arrows can be connected in any order. The 
sequence returns to the state at which it started, forming a closed loop.
The nonlinear susceptibility % may be written down, with the help of such 
figures, as follows (where it is still assumed that all of the electric fields have the same 
linear polarization). For each atomic state g which is populated in the absence of the 
fields, with a population density Ng , draw all possible distinct diagrams which satisfy 
the above criteria; the contribution to % ^  which arises from any one of these diagrams is 
given by Ng / h neQ times the sum over all sets of states a(l), a(2),.. , a(n ) of certain 
fractions. The numerator of each fraction is given by the product of electric dipole matrix 
elements fig a ^ a i i^ iy ^ a in  )g • The denominator is given by a product of factors, one 
for each value of k from 1 to n. Each factor is equal to the energy of the state a (k ) (in 
angular frequency units) minus the energy (in angular frequency units) corresponding to 
the position of the head of the k th arrow}; on or near a resonance, ±i times a damping 
term should be included in the resonant denominator, as with r b in (5.22), to prevent the 
occurrence of an unphysical singularity at the resonance. If the generated frequency 
argument is negative, then the minus sign is chosen for the damping term whenever the 
arrow head lies above the state g, and the plus sign whenever it lies below; if the 
generated frequency argument is positive, then the opposite signs are chosen.
Clearly the contributions of many of the sets of states a(l), a{2), . . ,  a(n ) will be 
zero, because of selection rules governing the dipole matrix elements. For example, the
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states a(k ) and a(k + 1) must differ in parity, and they must differ by zero or one in their 
angular momentum quantum numbers J  (and J  = 0 -h J = 0). In addition, the 
selection rule AM = 0, ±1 (AM = 0 for linear polarizations along the z-axis) applies 
for states a(k ) and a(k +1). These and other selection rules will be discussed in section 
5.5.
The nonlinear susceptibility is resonantly enhanced when one of the arrow heads 
comes very close to the energy of another state (provided that a transition to that state is 
allowed by the selection rules). This is subject to the condition that the amplitudes of 
different pathways do not exactly cancel one another. (This often happens for terms 
which are resonant when some sum of frequencies is equal to zero — "secular 
divergences". See Hanna, Yuratich and Cotter, 1979, section 2.6.5; Orr and Ward, 
1971. Damping sometimes destroys these cancellations. See discussion of 
"pressure-induced extra resonances", Shen, 1984, p281, and references therein.) These 
cancellations are sometimes predicted by the more general geometrical considerations, 
such as those of section 5.5.
There are many other possible diagrams, apart from those shown in Fig. 5.3; only 
those processes which are enhanced by the two-photon resonance cox + co2 ~  &bg ^ave 
been included. The processes shown in Fig. 5.3(b), with arrows going below the 
ground-state, are normally weak, because the arrow heads below the ground-state are far 
from all of the atomic energy levels. The contributions of these processes may be 
significant, however — particularly if co^ + co2 + 0% is not close to any resonance, thus 
making the processes in (a) weak also. From the four diagrams in Fig. 5.3, we get four 
terms, which add to give the value of x in equation (5.22).
The diagrams which have been discussed are equivalent to non-time-ordered4 
Feynman diagrams (Ward, 1965; see also Hanna, Yuratich and Cotter, 1979, p23, and 
references therein), except that they contain additional information about the frequencies 
and the energy levels. This enables one to ascertain the importance of various terms. For 
example, the sum over states a in equation (5.22) may be dominated by the contribution 
of one state which lies close to one of the arrow heads, approximately mid-way between 
g and b in Fig. 5.3. This state could then be shown in a more detailed version of Fig. 
5.3. If the state lies between the arrow head corresponding to cox and that corresponding 
to co2 , then the amplitudes corresponding to these two different pathways will have 
opposite signs in equation (5.22), and subtract from one another.
It is tempting to think of the upward-pointing arrows as corresponding to photon
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absorptions, and the downward-pointing arrows as corresponding to photon emissions. 
While this is often the case, it is not necessarily so. For example, in the discussion of 
phase-matching for third-harmonic generation, it was noted that the atomic polarization 
can give rise to a field that is opposite in phase to the third-harmonic wave already 
propagating in the medium. In this situation, the third-harmonic "generation" actually 
involves the absorption of third-harmonic signal, and the simultaneous increase in the 
field at the fundamental frequency. Thus % (3)(-3o) \co,co,co ) describes the atomic 
polarization at 3co, which may give rise to an increase or a decrease in the third-harmonic 
signal. The corresponding change in the signal at the fundamental frequency co depends 
on the atomic polarization at co, which is given not by co;co,co,co), but rather, by
X 3co, -co, -co ). (These two nonlinear susceptibilities are actually equal, in
agreement with the symmetries for nonlinear susceptibilities which were discussed 
earlier.)
As a final example for this section, Fig. 5.4 shows diagrams corresponding to the 
processes of one-photon absorption and dispersion. The linear susceptibility associated 
with this figure is given by
X{X\- c o \c o )
&ag ~ W -irag + + co+ ifag
(5.24)
The diagram of Fig. 5.4(b) corresponds to the second term of (5.24). This term is far 
from resonant, and it is often neglected (the rotating wave approximation). Its inclusion
FIG. 5.4. Diagrams corresponding to co). In general,
the contributions must be summed over many states a .
(a) Contribution included in the rotating wave approximation
(b) Contribution discarded in the rotating wave approximation.
5. Nonlinear Optical Processes 115
results in equation (5.24) being in a form which is consistent (off resonance) with the 
form of the Sellmeier formula, equation (5.11).
Frequently, what is referred to as the ground-state actually consists of several 
degenerate states. In this case, several different values of N  may need to be included, and 
summed over, in formulas such as (5.22), (5.23) and (5.24). More will be said about 
this in the next section.
5.5 Irreducible tensor techniques
So far, we have not considered the effects of different polarizations of the laser light 
Instead, we have limited the discussion to the situation in which all of the laser beams 
have the same linear polarization. It is now necessary to generalise these discussions. 
For isotropic media, this is most conveniently done using the irreducible tensor 
techniques developed by Racah and Fano (Racah, 1942; Fano and Racah, 1957). These 
techniques make use of the symmetry of isotropic media, enabling tensor quantities to be 
expressed in terms of irreducible tensors (defined in Appendix B). When this is done, 
transition matrix elements can be readily evaluated from reduced matrix elements, from 
which geometrical dependences have been removed. This theory is not only useful for 
treating the effects described earlier, now with arbitrary laser polarizations; it is also 
sufficiently powerful to describe the effects of fine structure and hyperfine structure, and 
to allow the derivation of selection rules governing linear and nonlinear processes. A 
useful reference for this theory is the book by Sobelman (1979).
For linear or nonlinear transitions, due to electric dipole radiation, the transition rates 
are determined by the matrix elements of the interaction Hamiltonian (equation (5.14a)):
H' ( t )  = -II. E {t )  , (5.25)
where E ( f ) can often be written as the sum of n monochromatic contributions, each of 
which has the form of equation (5.1). Thus
n -ioo. t ico.t
m  = £  (£;£(<BP e ' + e/£(-ape ' ) .
; = i
When writing down nonlinear susceptibilities, such as those of equation (5.22), under 
these more general conditions, one must write down the correct dipole matrix elements,
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taking into account the laser polarizations. The dipole matrix element , corresponding 
to theyth arrow, is now the matrix element of [1. £y, in the case of an upward pointing 
arrow, and | i . E *  , in the case of a downward pointing arrow.
Often it is convenient to express the unit vectors e; in terms of the standard unit 
vectors e q  , which are given by
e0 = z , (5.26a)
e±1 = T ( x ± /y ) / V " 2 ,  (5.26b)
where x , y and z are the unit vectors for Cartesian coordinates. The vectors e are
<7
orthonormal in the sense that
(5.27)
The polarizations of fields propagating in the z-direction can be described in terms of e+1 
and e_j , which correspond to left- and right-circular polarizations, respectively. For 
fields propagating in other directions, e0 is also needed to describe the field polarizations. 
If only e0 is non-zero, then the field is linearly polarized in the z-direction.
The dipole matrix element of \ i . e; can now be written in terms of dipole matrix 
elements | i .  e q  . From equation (B.3) in Appendix B, this dot product is equal to f i 1 , 
the <yth component of the irreducible tensor of rank 1 which corresponds to | l . Therefore 
if we can evaluate matrix elements of these tensor components, then we can evaluate 
matrix elements of p.. e ■ .
The theorem which is central to the use of irreducible tensors is the Wigner-Eckart 
theorem. This theorem aids the evaluation of the matrix elements of any tensor operator 
T kq , between states of the form |y j  M ), where J  is the angular momentum quantum 
number, M  is its z-component and /represents the other quantum numbers of the state. 
These matrix elements can be expressed in terms of so-called reduced matrix elements 
( y j  || T k ||y J ) (the matrix elements that one often finds quoted in the literature):
{ y J M \ T \  I r ' J ' M ' )
' j k r '
y-M q (5.28)
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where the last term, in parentheses, is known as a Wigner 3j  symbol. The squares of 3y 
symbols are rational numbers. Some of the properties of the 3j  symbols are given in 
Appendix B. Their numerical values have been extensively tabulated (Rotenberg et al.y 
1959). The Wigner-Eckart theorem allows matrix elements of different components of 
T k to be related to one another. Once the matrix element ( y j  M \ T k \y' J' M')  is 
known for one value of qy the reduced matrix element can be calculated from (5.28), and 
hence the matrix element for any other value of q can be calculated.
It is quite straight-forward now to derive selection rules for electric dipole 
transitions, where we are concerned with matrix elements of the tensor components ß  lq . 
From the rules given in Appendix B for 3j  symbols, the matrix element of (5.28) is zero 
unless
a j =  j - r  = o , ± i ,
v-H
AI+ (5.29)
AM 3  M - M '  = 0, ±1 . (5.30)
For light which is linearly polarized in the z-direction (corresponding to q = 0), AM = 
0, whereas, for left- or right-circularly polarized light propagating in the z-direction 
(corresponding to q = +1 or q -  -1), AM = +1 or AM = -1  respectively. In 
addition, there is the parity selection rule
odd parity state <=> even parity state . (5.31)
Often we need to calculate probabilities for transitions from states in which the 
populations of all of the magnetic sublevels (characterised by M ) are equal. In this case, 
the following sum rule is useful:
X  \ ( y J M \ T \  \ r ' J ' M ' ) l 2 = - J - T l ( r/ | | r ‘ ||r V ') l2 . (5.32)
M M ’ Z/C+A
This equation follows directly from the sum rule of equation (B.8). Thus the magnitude 
of the reduced matrix element is proportional to the root mean square of the magnitudes of 
the individual matrix elements. The left-hand side of this equation, when k is equal to 1, 
occurs in formulas for the linear suceptibility (See equation (5.24), where N  can 
be replaced by a sum over degenerate ground-states.) Notice that the right-hand side of 
(5.32) contains no reference to q. It follows that the absorption (or any other function of 
X ^ )  is independent of the polarization of the light, in a medium which has the same
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population in each magnetic sublevel.
The Wigner-Eckart theorem can also be used to evaluate reduced matrix elements 
involving several angular momenta. For example, atomic states are described, in the 
spin-orbit coupling approximation, by three angular momentum quantum numbers: the 
total electronic angular momentum quantum number / ,  the orbital angular momentum 
quantum number L and the spin quantum number 5. (For alkali metal atom states in 
which the inner shell electrons remain in their ground-state orbitals, S = 1/2.) Atomic 
states with the same principal quantum number and the same value of L, but different 
values of J, are often referred to as different fine structure components of the atomic 
energy level. The three quantum numbers / ,  L and S relate to the angular momentum 
vector operators J, L and S, where J  = L + S. Equation (5.28) may now be written
{ y LSJ  M \ T \ \ y '  V  S' r  M' )  = {yLS J \ \ Tk \\y'L' S ' J ' )
(5.33)
(Now /represents the other quantum numbers besides L, S, J, and M.) Another theorem 
now enables us to express this reduced matrix element in terms of a simpler reduced 
matrix element, for operators T k which commute with S. This is particularly useful for 
evaluating matrix elements for electric dipole transitions, as the transition Hamiltonian 
commutes with the spin operator. It is assumed that each state may be factorized as a 
position state multiplied by a spin state. The result is5 (see Sobelman, 1979, equation 
(4.175))
{ y LSJ \ \ Tk \\y’L'S J ')  = (-l)i  + s + / ' + i  <rL||r ‘ | |y'L'>
X (2 /+ l) ,/2(2/ +  l) l ß { /L ^ / t ]  , (5.34)
where the last term, in braces, is known as a Wigner 6j  symbol. The squares of 6j 
symbols are also rational numbers. Some of their properties are given in Appendix B. 
As for 3j  symbols, the numerical values of the 6j symbols are tabulated (Rotenberg et al., 
1959). Thus we can evaluate matrix elements between fine structure components of the 
atomic states.
We can write down some more selection rules, which apply to the matrix elements 
of fi 1 in the spin-orbit coupling approximation. Firstly,
/  k J' ' 
-M  a WT
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AS = 0 , (5.35)
for an interaction Hamiltonian which commutes with S. Also, analogous to (5.29), we 
have
AL = L - L ' = 0,±1, L + L' > 1 . (5.36)
For the alkali metal states in which all the electrons except for the valence electron form a 
closed shell, the parity selection rule (5.31) permits only transitions between states for 
which L is odd and those for which L is even. Thus we have the more restrictive rule
AL = ±1 . (5.37)
A useful sum rule can now be developed for the squares of matrix elements, 
summed over the different fine structure components of an energy level. From (5.32),
y  y  \ { y L S J M \ T k1 \ r ' L - S  = - 1— £
y m  M ’ lK  + 1 7
2/+1
(2*+l)(2L + l)
\ { y L \ T k\ \ y ' L ' ) \ 2 , (5.38)
where (5.34) and the sum rule (B.9) for 6j  symbols have been used. The left-hand side 
of this equation occurs in formulas for transition probabilities (or for when k = 1), 
when the fine structure splitting of the level | y V  ) cannot be resolved, and when the 
operator T k commutes with S. The right-hand side of (5.38) contains no reference to 
This shows that the fine structure of the level | y L ') can be ignored, under these 
conditions. Furthermore, if the fine structure splitting of the level | yL ) cannot be 
resolved, then the transition probability for the state | y ' L S  J )  is simply proportional to 
the degeneracy 27+1. If | y L )  is the ground-state, with population density N, then the 
population density of each sublevel is (under thermal equilibrium, at or above room 
temperature) N / g, where g is the total degeneracy:
L + s
g  =  Y  (2 / + 1 ) = (2L+ 1) (2S + 1 ) .
/  = IL - S  I
Therefore, the total transition probability, given by
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■ «7I7S-m>i(’•'■I'7
(5.39)
is completely independent of the fine structure, under these conditions.
The same theory which has been used here for atomic fine structure can also be
\
applied to the hyperfine structure components. Now we consider the three quantum 
numbers F , for the total atomic angular momentum, / ,  for the electronic angular 
momentum, and /, for the nuclear spin. (For sodium, I = 3/2; for caesium, I  = 7/2; for 
rubidium, I = 5/2 and 3/2 for the two natural isotopes.) The three quantum numbers 
correspond to the vector operators F, J  and I, where F = J  + I. For operators T k 
which commute with the nuclear spin I, we can replace the angular momenta in equation 
(5.34), to get
( y J i f w t * w r ' r i r  > = +F ' + k ( r j \ \ T k \\y ' J ' )
X (2F + 1)1/2 (2F  + \ ) x a  {j!. . (5.40)
Using similar arguments to those presented above, the additional selection rule
AF = 0, ±1, F + F’ > 1 (5.41)
can be deduced. (Of course, AI = 0.) Equation (5.30) should now be replaced by an 
equation for MF , the z-component of the total angular momentum F:
AMF = 0, ±1 . (5.42)
Generally, however, when comments are here made about the Af, it is to be understood 
that these apply to the z-component of the total angular momentum, which is actually Mf  
when there is a nuclear spin.
We can write down a sum rule analogous to (5.38), again using (5.32) and the sum 
rule of (B.9):
T  Y  \ ( y J I F M \ T kq \ y ' J ' l  F ' M ' ) \ 2 = l ( y / / f  | | r ‘ | | rV ' /F ' ) l 2
F '  M M '  1 f '
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2F+\
(2k+ \) (27+1)
Ky/lir^irV' )!2 . (5.43)
This equation shows that, when the hyperfine structure of the level | y ’ J*) is 
unresolved, it has no effect on the transition probability (provided the operator T kq 
commutes with I.) If | yJ  ) is the ground-state, with degeneracy
J  +/
g = X  (2f+1) = (2/+ 1 M2; + 1) -
F  = 1/ - / 1
then we get an equation analogous to (5.39):
■ ü m fe r»  '(r/ir'lrv )!’ .
(5.44)
So far, I have applied irreducible tensor techniques to single photon transitions, 
which depend on the matrix elements of the tensor components / i 1 of the electric dipole 
operator. It is of primary interest to apply these techniques to nonlinear optical processes. 
These processes may be viewed as sequences of single photon transitions, each one 
corresponding to one of the arrows in figures such as Fig. 5.3. The selection rules 
discussed above then allow us to exclude many of the atomic states which would 
otherwise have to be considered. Thus, in the nonlinear susceptibility of equation (5.22), 
if g is the ground-state of an alkali atom (an s state) then the sum over states a and c need 
only include the sum over all p states. Furthermore, the sum is then zero unless b is an s 
state or a d state. If all of the laser fields are propagating in the same direction, with the 
same circular polarization, then the sum is zero. For example, if they are all left-circularly 
polarized, and propagation is in the z-direction, then all of the upward-pointing arrows in 
Fig. 5.3 must correspond to AM = +1 transitions, whereas the downward-pointing 
arrow must correspond to a AM = -1 transition. With three upward arrows and only 
one downward arrow, this requirement cannot be satisfied. (Thus third-harmonic 
generation cannot be achieved with a single propagation direction with circularly polarized 
light.)
It is possible to develop more complete selection rules if the tensor nature of the 
nonlinear susceptibility is recalled. Matrix elements such as ( a | \i. e | g ) can be written 
( a I |I j g ). e , so that the matrix element is now a vector quantity, or an irreducible
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tensor of rank 1. This approach may be generalised to the products of matrix elements
which occur in expressions for «-photon transitions or for x Yuratich and Hanna 
(1976) have shown that this product can be written as a sum of dot products of tensors 
with ranks from 0 to « :
Here A k is a sum of tensor products of matrix elements of \ i , whereas B k is a sum of 
tensor products of the unit vectors £{- . (See Appendix B for definitions of the tensor dot
( an I Q k I ) ° f  a tensor operator Q k of rank k.
It is now possible to make more general use of the Wigner-Eckart theorem (5.28). 
For an «-photon transition, there can be, in general, tensor couplings of ranks from 0 to 
«, between the initial and final states. The selection rules for such transitions can be 
determined readily from the rules for 3j  symbols given in Appendix B. Here I give the 
generalisations of the selection rules given above in equations (5.29, 31, 35, 36, 41, 42). 
For a transition involving an irreducible tensor of rank k, the following selection rules 
apply:
( an I M* • I an -1 ) ( an-1 I M* • en _i I an -2 ) •• ( al I M- • I aQ )
(5.45)
product and the tensor product.) The tensor A k can be written as a matrix element
AJ = 0, ± 1 ,.. ,±fc, J + J' > k ; (5.46)
for spin-orbit coupling,
AS = 0 (5.47)
and
AL = 0, ± 1 , . . ,  ±kj L + L' > k ; (5.48)
AF = 0, ± 1 , . . ,  ±k, F + F’ > k ; (5.49)
AMF = 0, ± 1 ,.., ±k . (5.50)
Also, for an «-photon transition,
parity => parity X ( - l)n . (5.51)
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Often, not all of the ranks from 0 to n appear in equation (5.45), because the 
contribution B k may be zero for certain values of k . For example, for a two-photon 
transition,
B k = [e^x£j]* ,
where k = 0, 1 or 2, and the tensor product is defined in Appendix B. Now it may be 
shown from (B.6b) that
x e /  = (-1)* [£l x e /  . (5.52)
It follows that if = e2 then there is no rank 1 contribution. Likewise, if the 
wavelengths corresponding to e x and e2 are equal, then there can be no rank 1 
contribution, because the rank 1 contribution to the nonlinear susceptibility from El and 
62 exactly cancels the contribution from e2 and ex .
The selection rules given above have been derived for transition operators which 
commute with the spin S and the nuclear spin I. These rules may be readily applied for 
one-photon electric dipole transitions. For multiphoton transitions, they may be readily 
applied provided the fine structure and hyperfine structure of the intermediate states can 
be neglected, which is normally the case for nonresonant intermediate states. If, 
however, an intermediate state is near-resonant, then it may happen that one fine or 
hyperfine component of the state is significantly closer to resonance than another. Under 
these circumstances, the operator for the multiphoton transition does not commute with S 
and I; the near-resonance introduces a dependence on spin or nuclear spin. In this case, 
not all of the selection rules above apply. Transitions can then be analysed in terms of 
sequences of single-photon transitions, each one involving the selection rules for 
single-photon transitions.
The role of tensors will not be discussed in any more detail here. In the experiments 
described in this thesis, all of the laser beams had the same linear polarization, and the 
theory given here is sufficient for these situations. A more general treatment of tensor 
techniques for calculating nonlinear susceptibilities may be found in the paper of Yuratich 
and Hanna (1976).
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5.6 Numerical evaluations of discrete-state-discrete-state 
matrix elements
We have seen in section 5.4 that nonlinear optical processes can often be described 
in terms of nonlinear susceptibilities. These nonlinear susceptibilities may be calculated, 
by means of formulas such as (5.22), provided that the dipole matrix elements between 
the various atomic states are known. In section 5.5, we have seen that many of the terms 
which appear in the general formulas for nonlinear susceptibilities may be omitted, 
because selection rules show that their contribution to the nonlinear susceptibility is zero. 
In those terms which must be included, the matrix elements can be written in terms of 
reduced matrix elements, greatly simplifying calculations. Now it remains to find 
numerical values for these reduced matrix elements.
Fortunately, many of the required matrix elements have been tabulated in the 
literature. Miles and Harris (1973) have listed matrix elements for transitions between the 
lowest four s, p and d states of the alkali metal atoms. Eicher (1975) has greatly extended 
these lists. In both papers, the magnitudes of these matrix elements were calculated from 
the semi-empirical calculations of Anderson and Zilitis (1965), and the signs were 
calculated using quantum defect theory of Bates and Damgaard (1949), with the sign 
correction proposed by Bebb (1966).
Miles and Harris used their matrix elements to calculate % for third-harmonic 
generation. Because they used only the lowest four s, p and d states of the alkali atoms, 
their results are only approximate. Furthermore, they are only valid away from 
resonances, because resonance damping terms were not included. Eicher also calculated 
X ^  for third-harmonic generation.I *6 His calculation included many more atomic states, 
and resonance damping terms were included. His results, however, are limited to laser 
wavelengths close to those produced by neodymium lasers (1052-1072 nm) and iodine 
lasers (1307-1323 nm), and the second, third and fourth harmonic wavelengths for these 
lasers.
I have written a computer program to calculate % f°r two-photon resonant
third-harmonic generation and four wave mixing. The program, which is described in
Appendix C, has been applied to the analysis of nonlinear effects in sodium vapour, for
the experiments described in Chapters 6 and 7. It has been used for laser wavelengths
close to the two-photon resonances with the 4d and 55 states of sodium (see Figs. 1.9
and 1.10).
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For my calculations of nonlinear susceptibities of sodium vapour, I have used the 
oscillator strengths of Lindgärd and Nielsen (1977) to calculate the magnitudes of the 
matrix elements.7 These oscillator strengths are listed for principal quantum numbers up 
to 12. They are possibly more accurate than those of Anderson and Zilitis (see 
Theodosiou, 1984), although there is reasonable agreement. For principal quantum 
numbers higher than 12,1 have used Eicher's matrix elements (for s states up to 14s, p 
states up to 18/? and d states up to 15d ). The signs of all of these discrete state matrix 
elements have been taken from Eicher. I have modelled the effects of higher discrete 
states and the continuum using quantum defect theory, as will be discussed in section
Eicher gives values for radial matrix elements, which I will denote ( n l \ r \ n V ). 
These matrix elements are related to the reduced matrix elements ( yL  || ]i || y ' L ') of the 
electric dipole operator (where I have omitted the superscript 1 from the rank 1 tensor 
p}). Radial matrix elements are appropriate for states comprised of a valence electron 
outside a closed electron shell. For these states, the quantum numbers L, S and J  of the 
atom as a whole correspond to the quantum numbers /, s and j  of the valence electron. 
(Thus S = 1/2.) Also, n , the principal quantum number of the valence electron, is a 
quantum number which is appropriate for labelling the state of the atom. The valence 
electron orbital may be described by a normalized wavefunction y/ (r) .8 For orbital 
angular momentum quantum numbers / and m, this wavefunction is9
where PJjr  ) is a real radial function, 7^(0 , 0 ) is a spherical harmonic (Appendix B) 
and a  is a normalized spin vector. The radial function satisfies the normalization 
condition
5.7.
(5.53)
{ [Pn l (r)]2 är = 1
0
(from equation (B.l)). The radial matrix element can now be defined by:
(5.54)
o
The electric dipole operator, for the situation in which there is a valence electron
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outside a closed electron shell, is given by
M- = - e  r  . (5.55)
Putting r = r x r , the reduced matrix element of the electric dipole operator can be 
written
oo
(nlWßWn’l’ ) = -e j  Pn l ( r ) r Pn.
0
= -e  {n l \ r \ n ' | | / ' ) .
The reduced matrix element of the unit vector i* is given by
(  l 1 >
( l \ \ r \ \n  = (-1); (2/+ l)lß(2/' + l)lß
V U U U y
/ + U  ----------
= H ) 7ÜT .
where /max is the maximum of / and /'. Therefore, the reduced matrix element of the 
electric dipole operator is given in terms of the radial matrix element10 by:
( mi l l i n ' ? )  = -e H )  7 Ü T  ( n l \ r \ n ' V)  . (5.56)
This accounts for some of the equations used by Eicher. (See also Appendix C.)
Often, the literature contains oscillator strengths for optical transitions. The 
magnitude of the matrix element for a transition from | y J ) to | y ' J ' ) can be calculated 
from the oscillator strength/( y J ; y ' J ' ) for the transition, by
£2 , j, j  2
, (5.57)
3 he2(V+  1)
where me is the electron mass and &r 'Jt yJ is the energy separation of | y ' J ' )  above 
I y / ) ,  in angular frequency units. This may be summed over J  and J \  and divided by 
the degeneracy of the level | yL ) (where y no longer includes the quantum numbers L 
and S ), to give the oscillator strength f  (y L \ y  ’ L ’ ). From (5.38), this is given 
(disregarding spin-orbit splitting) by
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f ( r L - , r 'L ’ )
3he2(2L +1)
l<7L| | /z | lr 'r>l2 . (5.58)
Using (5.56), the magnitude of the radial matrix element may now be expressed in terms 
of the oscillator strength (replacing y by the principal quantum number n, and L by the 
orbital angular momentum quantum number / for the valence electron):
(n l \r\n'  l ')2 3 f t (a+ l ) / (n i ;nT)
^ e  ^max ^ y  ’ l \ y  I
(5.59)
This is equivalent to equation (4) of Eicher (1975) and equation (6) of Lindgard and 
Nielsen (1977), but these authors have expressed matrix elements and energy separations 
in atomic units (see Appendix A).
The above results give enough information for calculating many discrete-state matrix 
elements, and using these to calculate nonlinear susceptibilities. This has been done, in a 
Pascal computer program described in Appendix C. The results will be applied in 
Chapters 6 and 7.
5.7 Numerical evaluations of discrete-continuum 
matrix elements
In addition to calculating discrete-discrete matrix elements, it is desirable to calculate 
values for discrete-continuum matrix elements. Some authors, such as Miles and Harris 
(1973) and Eicher (1975), have neglected the effects of the continuum, arguing that its 
effect on the nonlinear susceptibilities is small. While the effects of continuum states are 
often insignificant, this is not necessarily the case. This was discovered by Leung, Ward 
and Orr (1974), in calculating ^ (3) for two-photon-resonant third-harmonic generation in 
caesium vapour; cancellations in discrete state matrix elements caused the continuum 
effects to dominate in part of their calculation. Furthermore, if ionization processes need 
to be analysed, then it is necessary to evaluate discrete-continuum couplings. I have 
regarded the inclusion of continuum states as being particularly important for this thesis, 
which is, after all, about interference in multiphoton effects involving continuum states!
Continuum effects are accounted for here using quantum defect theory. This theory,
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developed by Bates and Damgaard (1949), treats the valence electron wavefunctions \f/(r) 
as modified hydrogen atomic wavefunctions. The energy E ^  of a state with principal 
quantum number n is given, in this theory, by the modified Rydberg formula introduced 
in section 4.1:
(5. 60)
where Ry = 1 Rydberg = 13.606 eV (Appendix A). The value fJ.t is the quantum defect 
(not to be mistaken for the electric dipole operator). Generally, the energy of the state is 
expressed by £, which is the energy in Rydbergs. The quantum defect is a slowly 
varying function of £ Thus
£ ----------- -------r = , (5.61)
(n-ty(e)) v 2
where vis the effective quantum number (not the frequency!). The quantum defect may 
be determined empirically, from atomic energy level data.
Quantum defect theory has been applied by Burgess and Seaton (1960) to the 
calculation of photoionization cross-sections, and the calculations have been subsequently 
improved and extended by Peach (1967). To describe discrete states, radial functions 
Pvl ( p ) are used. These are the same as the radial functions P ^  ( r ) given above, except 
that they are labelled by the effective quantum number v, instead of the principal quantum 
number n, and p is the radius in atomic units (Appendix A). Pvl ( p ) depends only on v, 
/ and p7 (£). (Spin-dependent effects are not considered.) Continuum wavefunctions are 
considered in terms of radial functions Gkr.{p ), where k' = v £ ' , and £' is the 
continuum state energy in Rydbergs (Appendix A). (Primed symbols are used for 
continuum states, and unprimed symbols for discrete states. Thus £ < 0 and £' > 0.) 
Gk'i"(p ) depends only on k\ V and the quantum defect (£'), extrapolated from the 
bound state quantum defects (£ ). The functions Gk.r (p ) have a sinusoidal 
dependence on k' r, when r is sufficiently large. The difference between the phase of 
G ^ -ip ), for large r, and the phase of the corresponding function for the hydrogen atom, 
is given by
5' = n p ' v {e') .
The functions GkT(p ) are normalized according to the equation
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} Gw(p)*Gt T (p)dp = k8(e -e ')  . (5.62) 
0
In order to calculate probabilities for transitions between discrete and continuum 
states,we must calculate radial matrix elements of the form
\  Py,(P)pGk.,.(p)dp
0
(5.63)
(Compare (5.54).) This matrix element is given by
f
\
2 v 5
* ? (v ,/)
.1/2
G(vl\e' H  
'  (1+ e 'v2)2
cos^[v + /i'r (£') + x(v/; £ ' / ' ) ]  , (5.64)
where G(v / ;  e' V ) and x(v / ;  £' / ')  are functions tabulated by Peach (1967), and 
f  (v, /), which is normally very close to one, is given by
?(v,/)
j2_ d ß i  ( £ )  
v3 de (5.65)
The details of the calculation of these radial matrix elements are described in Appendix C.
The radial matrix element ( n 11 r | E’ / ')  may now be evaluated, where E ' is the 
energy of the continuum state. This matrix element has units of distance x (energy)_1/2. 
It is simply the radial matrix element of (5.62), multiplied by the Bohr radius aQ (the 
atomic unit of length), the Rydberg to the power -1 /2 ,7T-1/2 and a factor ( - l ) n. The 
n~ 112 is needed because of the % which appears in the normalization equation (5.62). 
The last factor ( - l ) n makes the signs consistent with the signs on the radial matrix 
elements used by Eicher (1975).11 Thus we have
(nl \ r \Ei n  = <!0 (Ry)~1/V 1/2(-l)" J Pv,(p)pGtT (p)dp
H )
^ ,2 n t Q
Km,\  e '
o o
J Pyl(P)POk.,.(p)dp ■ (5.66)
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The corresponding reduced matrix element of the electric dipole operator is then, as in 
equation (5.56),
/ + /  ____
{nl\\ß\\E’ l') = -e  (-1) ( n l \ r \E ' l ' )  . (5.67)
Photoionization cross-sections are readily calculated from these reduced matrix 
elements. From (2.19), we have the following formula for the cross-section <7 for 
photoionization, by light of intensity /  at frequency 0), from a state | g ) to a continuum 
represented by | E ' ) :
<J = . zE(co)\E' ) \2 . (5.68)
For the fields given by (5.1), the intensity is
I = 2c £q . (5.69)
Therefore, using (5.39) to sum over degenerate states, we get
* = f§ ' <n , “ ^ £ ' r >|2 • <170>
In terms of the radial matrix elements, we have, from (5.67),
G  =
KCÜ6 ^ ax
3cf0(2/+l)
\ {n l \ r \E ‘ l ' ) \ 2 . (5.71)
Equations (5.70) and (5.71) give the partial cross-section for photoionization from a state 
of angular momentum quantum number / to a continuum of states of angular momentum 
quantum number /'. For photoioinization from s states, this is the same as the total 
cross-section. For / > 0, the total cross-section is the sum of the two partial cross- 
sections, for V -  l -  1 and /' = / + ! .
The matrix elements for transitions to continuum states can also be applied to 
determinations of nonlinear susceptibilities. In calculating nonlinear susceptibilities, 
using formulas such as (5.22), the summation over states should include an integral over 
the continuum states. In performing this integral, the transformation given in (2.16) 
should be done. That is, integrals of the type
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1( n l j p \ \E ' l t )(E'  V \ \ß\\n'T)dE'  E' - E g-  hco
should be understood to mean
(nl \ \ i i \ \E'V){E'  /' 1 ß 1|n" 1") d£* 
E ' - E g -  hco + iK(nl\\ß\\(Eg + hco)l')({Eg + hco)l' ||/z ||n"T >,
(5.72)
where F denotes the principal value of the integral. The evaluation of nonlinear 
susceptibilities, including the evaluation of integrals of this type, was performed using the 
computer program described in Appendix C. The results of these evaluations will be 
discussed in Chapters 6 and 7.
The quantum defect theoretical approach is, of course, only an approximate way of 
dealing with discrete-continuum couplings. It fails to take into account the motion of the 
inner electrons ("core polarization" effects), effects which are particularly important for 
atoms with more than one electron in the outer shell. Furthermore, for heavy atoms such 
as caesium, the spin-orbit interaction creates significant spin dependences in the 
photoionization (see Fig. 3.16). Nevertheless, quantum defect theory is useful for 
approximate calculations, and its results are often as reliable as those derived from much 
more complicated formalisms.
Matrix elements between discrete states | n l ) and continuum states | £ ' / ')  close to 
the ionization threshold may be checked, by comparison with matrix elements for 
discrete-discrete transitions. The oscillator strength per unit energy is continuous, and 
forms a smooth curve, even at the ionization energy (Marr and Creek, 1968b). Close to 
threshold, the discrete states become very closely spaced. From differentiation of (5.60) 
or (5.61), the number of states per unit energy is v 3 / (2 Ry), where v is the effective 
principal quantum number. Thus we have
/ ( « / ; * ' / ' )  v 3/ ( 2 Ry) -> / ( « / ; £ ' / ' )  , (5.73)
or, in terms of matrix elements,
{ n l \ r \ n ' U )  [ v 3/ (2 R y ) ]1/2 -> < n 11 r \ E’ / ' )  , (5.74)
where -» denotes a smooth transition. This result was used to check the discrete- 
continuum matrix elements calculated as described in Appendix C, and generally
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reasonable agreement was obtained. Moreover, the result has been used to model the 
effects of nonresonant, high-lying discrete states on nonlinear susceptibilities. That is, 
the computer program for calculating nonlinear susceptibilities approximates the closely 
spaced, high-lying discrete states by a continuum, which is simply an extension of the 
real continuum. The continuum is therefore extended down to an energy which is close 
to (slightly above) the energy of the highest discrete state for which matrix element data 
are available. Of course this approach is not valid if there are resonances or near 
resonances with any of the high-lying discrete states. In this case, more discrete state 
data are required.
Notes
!In writing equation (5.6) in terms of scalar quantities, it is assumed that E (r) and 
P(r ) are both proportional to the same unit vector e. When this is not so, vector 
quantities E(tü ) and P(<y) must be used. The linear susceptibility % ^(~&>; co) can 
always be written as a scalar for an isotropic medium. (For an anisotropic medium, such 
as a crystal, the linear susceptibility is often a tensor.)
2It is possible for a nonuniform laser beam to induce anisotropy in an otherwise 
isotropic medium. Thus, frequency doubling has actually been performed in sodium 
vapour, for example (Freeman etal., 1981; Dinev, 1988).
3There is some confusion caused by varying notation and some arithmetical errors in 
the literature. Ward and New (1969) define Ak as the negative of the value given in 
equation (5.10). Equation (31) of Bjorklund (1975) should read:
F (b Ak, 0,0.5,1) = I k1 {b Ak f  exp {b Ak), for Ak < 0 
[ 0, for Ak > 0.
In the second column, second paragraph of page 475 of Miles and Harris (1973), "b Ak 
= -4" should read ”b Ak = -2".
4These diagrams do not distinguish between all of the different multiphoton 
transitions which differ only in the sequences of the one-photon excitations involved.
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This approach is valid for nonresonant and singly resonant processes, where the resonant 
frequencies are non-zero. (In such processes, each fraction in the summation over states 
can be adequately described with only one damping term.) For processes for which 
damping takes place at more than one resonance, or processes which involve the same 
resonance more than once (such as resonant degenerate four wave mixing), damping is 
not correctly treated by this approach. For such cases, the more rigorous double 
Feynman diagrams of Yee and Gustafson (1978) can be used. (See the summary of this 
technique by Shen, 1984, section 2.3.) Even this technique does not correctly treat the 
arrival of population in the resonant states, resulting from spontaneous emission from 
higher states, for the case of zero-frequency resonances. Therefore, when there are 
significant population changes due to spontaneous emission, it is often necessary to revert 
to a density matrix calculation (section 5.3).
5Some care with minus signs is necessary in equations such as (5.34). Note, for 
example, that
<rV1/||r 'lrV 1v'> = H) 1+7
(Sobelman, 1979, equation (4.177).)
6Although Eicher (1975) has labelled the vertical axes of his curves " I ^^(3cu) I", 
and the text says that he plotted the real part of I % ^  I, my calculations suggest that he 
actually plotted I Re[£(3)(3cw)] I. This explains why there are sharp dips in some of the 
profiles at the resonances (for example at the two-photon resonance with the I s  state, 
plotted in his Fig. 3).
7At the time when the nonlinear susceptibilities were calculated, I considered the data 
of Lindgärd and Nielsen (1977) to be the most accurate source of oscillator strengths, but 
probably it would have been better to use the much more extensive data in the critical 
compilation of Wiese, Smith and Miles (1969), updated where possible by the lifetime 
data of Wiese and Martin (1980). The sodium 3s-3p oscillator strengths have been given 
to a high level of precision by Gaupp, Kuske and Andrä (1982).
8The total electronic wavefunction '{'(Xj , x2 , .. , x^ ) for N  electrons is 
anti-symmetric in the coordinates of the electrons. It can be expressed in terms of the 
ionic wavefunction X¥(x1 , x2 , . . ,  x^_ j ) (foriV -  1 electrons forming a closed shell) 
and the valence electron wavefunction y  (r) by
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H'CXj ) =  7= £  (-D ¥<*,,
/iV  ;  =1 j - 1  ’ j+l
ln ) Vfrj )
(Burgess and Seaton, 1960).
9Due to the spin-orbit interaction, the wavefunction \f/(r) of equation (5.53) is not 
actually an energy eigenfunction, but the energy eigenfunctions may be given by linear 
combinations of a set of such functions, with the same values of n and /.
10The use of radial matix elements does not necessarily imply the atomic 
wavefunctions are being approximated by radial wavefunctions for single electrons. 
Under general conditions, radial matrix elements may be formally related to reduced 
matrix elements using equation (5.56).
n The factor ( - l)n in equation (5.66) comes about because Eicher (1975), following 
Bebb (1966 — see Appendix to his paper), altered the signs of the discrete-state radial 
functions, multiplying by ( - l ) n - /-  l, whereas Peach did not do this. Peach, on the 
other hand, used continuum radial functions which differed in sign from his discrete-state 
radial functions by a factor of (-1 )l (see his equation (15)). The signs chosen here 
ensure that equation (5.74) is satisfied.
Chapter 6:
The sodium LICS experiment
While experimental difficulties were being encountered with the rubidium atomic 
beam experiment of Chapter 4, a new dual pulsed dye laser facility became available at the 
Australian National University. In view of the much higher light intensities offered by 
such a system, it was decided to attempt to use this system to study LICS (laser-induced 
continuum structure) in sodium vapour. This experiment, which is described in the 
present chapter, used third-harmonic generation as the detection technique. The aim was 
to observe a change in the efficiency of third-harmonic generation, due to resonance with 
the laser-induced continuum structure. The experimental work was undertaken jointly 
with Dr K. Baldwin of the Laser Physics Centre at the Australian National University.
The experiment described here is very similar to that of Pavlov, Dimov et al. (Pavlov 
et al., 1982; Dimov et al., 1983), who used the energy level scheme shown in Fig. 1.4. 
They used a frequency-doubled Nd-glass laser at around 530 nm to embed the 5s state of 
sodium in the continuum. They demonstrated the resulting enhancement of the frequency 
tripling of radiation from a tunable pulsed dye laser, which coupled the 3s ground-state 
(via a three-photon process) with the same part of the continuum.
In our experiment, the same states of sodium were used. In our case, however, 
both of the lasers were dye lasers, and hence were tunable over tens of nanometers. It 
was thought that this would give much greater flexibility than in the experiment of Dimov 
et al., enabling a more thorough investigation of the frequency dependences of the LICS, 
and of the different processes involved. In addition, it was hoped that there would be 
opportunities to investigate LICS processes involving different atomic energy levels. On 
the contrary, we found that we could not demonstrate LICS as Dimov et al. did; although 
we observed third-harmonic generation (frequency tripling) due to one of the laser beams, 
the other laser beam had no observable effect on the tripling signal.
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In this chapter, I will first give more details o f the atomic excitation scheme. Then I 
will describe the laser system, and the experimental arrangement which was used. The 
failure to observe LICS will then be discussed, and comparisons will be made with the 
Dimov experiment.
I.E . = 41449.4  cm536.837 nm
192.964 nm 578.732 nm
34548 .8  cm3320 0 .7  cm
Sodium 3s
FIG. 6.1 The atomic excitation scheme 
for the sodium LICS experiment.
6.1 The atomic excitation scheme
The sodium energy levels which were most important for this experiment are shown 
in Fig. 6.1. A linearly polarized laser beam, at w avelengths around 536.837 nm, was 
used to embed the 55 state in the p continuum. A second beam, at around 578.732 nm, 
propagating in the same direction and with the same polarization, was frequency tripled in 
the sodium vapour. (These are air wavelengths; see equation (1.1).) This process, 
which also involved the p continuum  states, produced an ultraviolet output at around 
192.964 nm (vacuum wavelength). It was anticipated that the ultraviolet output would 
depend on the presence of the embedding laser. I will refer to the second beam as the 
probe beam, as it was used in this way in order to probe the LICS. The wavelengths 
were chosen so that the third-harm onic generation was enhanced by a two-photon 
resonance with the 4d state. The w avelengths given here are the corresponding 
two-photon-resonant wavelengths, but the laser w avelengths were sometimes scanned 
away from these values, as will be described.
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Due to the much higher intensities of light available with the pulsed lasers, there was 
no advantage in using an atomic beam for this experiment. Features much wider than a 
Doppler width were anticipated, so thermal motion of atoms in a vapour was unlikely to 
reduce the signals attainable, particularly as the laser linewidths were of the order of a 
Doppler width. Moreover, an atomic beam would not have offered a sufficiently long 
interaction length or a sufficiently high atomic number density for a significant 
third-harmonic signal to be produced. Therefore, a sodium vapour was used.
The fine structure and the hyperfme structure of the 3.S, 5s and 4d levels were 
unresolved in this experiment, and therefore they will be ignored at the present time.
6.2 The laser system
The pump laser which was used for pumping the two dye lasers was a Lambda 
Physik EMG 201 MSC excimer laser. The excimer laser operated on the 308 nm 
transition of xenon chloride. The gas mixture used in the laser was (by partial pressure) 
2.1% xenon, 2.8% HC1 mixture ( of which 5% was HC1 and the remainder helium) and 
95.2% neon (the buffer gas), and the total pressure was 2900 mbar (2175 Torr). The 
gases were replaced approximately once every two months, depending on the usage of 
the laser. The laser pulse energy, which was monitored by an internal meter, was 
typically 400 mJ after a gas refill, and this normally declined to less than 300 mJ before 
the gases were replaced again. Occasional cleaning of the laser mirrors was also required 
to ensure adequate output power. The pulse length of the laser beam was about 25 ns.
The dye lasers which were used for this experiment were two Lambda Physik FL 
3002 lasers, shown schematically in Fig. 6.2. Each laser had two dye cells (cuvettes). 
The first of these cells was pumped in the two regions shown in the figure. The lower 
region was part of the oscillator cavity of the laser, which was formed by a totally 
reflecting end mirror and a grating. The output from the oscillator, which was a reflection 
from one of the prisms in the cavity, was reflected from the grating again, for further 
wavelength selectivity, and then passed through the upper section — the preamplifier 
section — of the first dye cell. From there, it passed through the second dye cell, the 
main amplifier cell. Most of the power of the excimer laser was deposited in the main 
amplifier cells of the two lasers, and it was there that the dye laser beams gained most of 
their power.
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Each dye laser was under the control of a microprocessor, which controlled the 
angle of the grating, by means of a stepper motor, and issued trigger pulses for the firing 
of the excimer laser. In measurements which involved scanning the laser over a range of 
wavelengths, the microprocessor issued as many trigger pulses as was desired for each 
grating position, before moving the grating to the next position. Using a large number of
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pulses for each position improved the measurement statistics. When both dye lasers were 
in use, generally one of the lasers was scanned in wavelength, while the wavelength of 
the other laser remained fixed. In this case, the microprocessor belonging to the scanning 
laser controlled the firing of the excimer laser.
The bandwidths of the embedding laser and the probe laser were 6 and 10 GHz (0.2 
and 0.3 cm-1) repectively, with the laser gratings used in the fifth order (Lambda Physik, 
1986, p45). For many of the investigations reported here, the bandwidth of each laser 
was reduced to 1.2 GHz (0.04 cm-1) by the use of an intracavity etalon with a free 
spectral range of 30 GHz (1 cm-1), also under the control of the microprocessor.
It was necessary to check regularly, using an external etalon, that the lasing was 
restricted to only one of the laser etalon modes. Otherwise, lasing sometimes took place 
simultaneously in two etalon modes, when the grating position was approximately 
midway between the optimum positions for the two modes. To monitor this, laser light 
was focused in front of the external etalon, to produce a ring pattem of transmitted light 
behind the etalon. When the laser light was in two of the laser etalon modes, the number 
of rings in the pattem doubled. Also, if the laser alignment was poor, leading to an 
excessive amount of broad bandwidth amplified spontaneous emission (ASE) in the 
beam, then this was often revealed by a washing out of the ring pattern, due to the 
reduced coherence of the radiation.
For the embedding laser, the green dye Coumarin 153 was used. 43% of the 
excimer laser output was used for pumping this laser. The other 57% was used to pump 
the probe laser, containing Rhodamine 6G, for output in the yellow to red part of the 
spectrum. Both dyes were dissolved in methanol, and were continuously circulated while 
the laser was in operation. The output energies of the dye lasers were determined using a 
Gentec thermopile detector. The maximum power produced from each dye laser at the 
peak of the dye emission curve was 30 mJ, in operation without the etalon, 
corresponding to a power conversion efficiency of about 16%. The efficiency attainable 
with the etalon in place was variable, but often in the range 12-14%. The dye lasers 
were most efficient when the excimer laser power was high. As the laser pulse length 
was about 25 ns, the peak powers produced by the dye lasers were sometimes greater 
than 1 MW.
Fig. 6.3 shows some burn patterns produced by the laser on a black photograph. 
The elongation of the beam is due to the fact that the excimer laser light entered the dye
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FIG. 6.3. Elongated bum patterns, each 
produced by a single laser pulse on a black 
Polaroid photograph, held at the laser output.
(a) Pattem due to the embedding laser.
(b) Pattern due to the probe laser. (a) (b)
cuvettes from the side, causing an asymmetry in the light distribution. Also, there were 
diffraction effects from the edges of the dye cuvettes. The dye solutions in the oscillator 
cuvettes were of concentrations which resulted in 99.0% absorption of the pump radiation 
in a distance of 1 mm; the solutions in the amplifier cells had one third of this 
concentration.
The wavelength of each laser was calibrated, using an optogalvanic technique. This 
involved placing a quiet (non-oscillating) neon discharge lamp in the laser beam, and 
monitoring the discharge current at the time when the laser fired, using the gated 
integrator described in the next section. When the laser beam was tuned to neon 
resonance lines, the response of the discharge to the firing of the laser increased. Neon 
lines at 533.0778 nm, 534.1094 nm, 534.3283 nm and 540.0562 nm were used for 
calibrating the embedding laser wavelength, and lines at 576.4419 nm, 580.4450 nm, 
588.1895 nm, 590.2462 nm, 590.6429 nm and 602.9997 nm were used for calibrating 
the probe laser wavelength, for this work and the work of Chapter 7. Furthermore, when 
these neon lines were excited with very weak laser beams (achieved by blocking the path 
of the excimer laser to the amplifier cells), and when the laser etalons were in use, narrow 
excitation profiles were observed, which were consistent with the specified laser 
bandwidth of 1.2 GHz. This bandwidth was also verified, in the case of the embedding 
laser, by measuring the transmission of the laser beam through the external etalon.
Several problems emerged in the operation of the lasers. One was that bum marks 
appeared on the window where the excimer beam entered the dye cuvettes containing 
Rhodamine 6G. This generally occurred after about 10 000 pulses had been fired since 
the last dye change. Presumably, the effect was due to the photochemical creation of 
impurities in the dye solution, which reduced the transmission of the pump radiation in 
the dye. This may have caused excessive heating, during the laser pulses, very close to 
the walls of the cuvettes, resulting in the burning and deposit of contaminants on the 
walls. This process reduced the dye laser output, and changed the shape of the dye laser 
beam. Often, it was necessary to raise or lower the cuvettes, to avoid the bum marks,
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although new bum marks soon appeared if the dye was not replaced. This problem did 
not occur for the dye cells containing Coumarin 153.
Another problem was inadequate thermal stability in the laser wavelengths. This did 
not affect the results described in this chapter, but it did have some undesirable effects on 
the results of Chapter 7, as will be discussed in that chapter. In future work, the tuning 
block (Fig. 6.2) of each laser will have its temperature regulated by a thermostatically 
controlled water circulation unit. To reduce the effects of thermal variations and ambient 
pressure fluctuations, the tuning block of each laser was sealed after the laser's oscillator 
section had been aligned, preventing changes in the density of the air in the (air-spaced) 
etalon.
Although the dye lasers were capable of operating at repetition rates of up to 80 Hz, 
• they were generally not run at more than 10 Hz, so that the dye would not overheat, and 
to limit the development of bum marks on the dye cuvettes.
6.3 The optical arrangement
The optical arrangement which was first used for these investigations is shown 
schematically in Fig. 6.4. The embedding laser beam and the probe laser beam were 
combined using the dispersion of a 60° prism, to make them collinear, before entering the 
sodium vapour cell. Several different focusing arrangements were used, as will be
McPherson 0.5 m 
spectrometer
Photomultiplier
Fused silica prism
193 nmFused
silica
lens Sodium
cell
537 nm
579 nm
60° prism
FIG. 6.4. The first optical arrangement.
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discussed shortly. After the cell, the light entered a fused silica prism, whose dispersion 
was used to separate the ultraviolet third-harmonic signal from the visible radiation. A 
UY-transmitting filter was also used to block out visible light, for some of the work. The 
ultraviolet light was then focused on the slit of a McPherson 0.5 m spectrometer, which 
allowed for further wavelength discrimination, and was necessary for identifying the 
wavelengths of the radiation observed. The light was detected using a Hamamatsu R446 
photomultiplier, which is sensitive to radiation from 185 to 870 nm.
The optical system was initially aligned using a Philips Hg Cd Zn UV spectral lamp 
as a light source. The mains-powered lamp's emission was naturally modulated at 100 
Hz (double the electrical mains frequency), and the resulting photomultiplier signal was 
detected very sensitively using a lock-in amplifier. Hg II emission lines at 197.4 nm and 
194.2 nm (with a possible contribution from a Cd II line at 194.4 nm) were observed, 
and were used for checking the optical alignment, for measuring the transmission of the 
optics in the ultraviolet and for calibrating the spectrometer. In addition, continuum 
emission from the lamp was observed. Careful measurements showed that this 
continuum radiation displayed a band structure, the Schumann-Runge absorption bands 
of oxygen, due to the air between the lamp and the photomultiplier. To avoid this
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FIG. 6.5. The absorption cross-section of oxygen at 300K, measured by Yoshino et al.{1982).
A cross-section of 10 21 cm2 corresponds to an absorption coefficient in air of 0.51 m L.-1
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attenuation, nitrogen was flushed through the monochromator continuously during the 
experiment, removing most of the oxygen from the path traversed by the ultraviolet light. 
The absorption by oxygen at some wavelengths of interest is shown in Fig. 6.5.
Aligning the optical system using the UV spectral lamp proved too difficult, because 
all of the light which travelled along the correct path was invisible, giving no clues as to 
how to adjust the optics before the light was detected. To make things easier, the fused 
silica prism was replaced by a set of Pellin-Broca prisms, shown in Fig. 6.6. The first 
two of these prisms dispersively separated the visible light from the UV. The visible light 
was then blocked, while the UV light was returned to approximately its original direction 
via the third and fourth prisms, with minimal nett displacement of the UV beam. The 
Pellin-Broca prism assembly was mounted such that it could be removed and then 
repositioned reliably. Thus it could be removed, to align the rest of the optics using a 
helium-neon laser (Fig. 6.6). This prism assembly, the Lambda Physik FL 35 beam
579 nm 537 nm
He-Ne laser 
(633 nm)
McPherson 0.5 m 
spectrometer
Photomultiplier
60* prism
Pellin-Broca 
prism assembly
McPherson 0.5 m 
spectrometer
Sodium
cell
FIG. 6.6. The optical arrangement involving the Pellin-Broca beam separator. 
Roman numerals mark the approximate positions of the lenses which were used 
for various parts of the experiment:
(i) The positions of the 100 mm focal length lens 
and the 125mm focal length recollimating lens.
(ii) The positions of the 1 m focal length lenses.
(iii) The positions of the 500 mm focal length lenses.
6. The sodium LICS experiment 144
separator, was originally designed for separating the second-harmonic signal from the 
fundamental in frequency doubling applications. For it to transmit at the shorter 
wavelengths produced in this frequency tripling experiment, repositioning of the prisms 
was required.
Experiments were done under the following conditions:
(i) A lens of focal length 100 mm focused both laser beams in the sodium vapour, and a 
lens of focal length 125 mm was used to recollimate the ultraviolet light after the cell, 
before the Pellin-Broca prism assembly. These were nominal focal lengths (the 
focal lengths at 589 nm); the 100 mm lens was calculated to have actual focal lengths 
of 99.9 mm and 99.6 mm at 579 nm and 537 nm respectively, and the 125 mm lens 
was calculated to have a focal length of 102.1 mm at 192.964 nm.
(ii) Two lenses of nominal focal length 1 m, were used before the beams were 
combined, to focus the beams in the sodium vapour. The actual focal lengths were 
999 mm and 996 mm at 579 nm and 537 nm respectively. No lens was used after 
the cell (apart from the lens used for focusing the ultraviolet light onto the 
spectrometer slit).
(iii) Two lenses of nominal focal length 500 mm were used in the same way. The actual 
focal lengths were 500 mm and 498 mm at 579 nm and 537 nm respectively.
(iv) Other tests were done without focusing the laser beams.
When lenses were used to focus the laser light in the sodium vapour, equations for 
Gaussian laser beams were used to determine the appropriate lens positions, to produce 
beam waists in the middle of the sodium cell. It was assumed that there was effectively a 
waist, of waist size w01 , inside the laser, at a distance z1 before the focusing lens. The 
lens, of focal length /, created another beam waist, of waist size w02 , at a distance z2 
beyond the lens. Here w02 and z2 are given by
and
2 2 w c w L w 02 01
l -
/ +
/ '
' * w oi v
l A
f  +
fr,-/)/
( z , - / ) 2 + (;rw012 / A)2
(6 . 1)
(6 .2)
Using (3.9), w01 may be expressed in terms of the beam divergence , to give the 
equations
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and
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(6.3)
(6.4)
The value z1 is the distance which the beam travelled from the laser to the focusing lens 
—  about 4 m. The nominal laser beam divergence, 0.5 mrad, was used for 6X . This 
figure gave reasonable agreement with the observed spot size at the experiment —  about 2 
mm at a distance of 4 m, as one would predict from equation (3.8), with the waist 
expressed in terms of the beam divergence, although the beam was larger vertically than 
horizontally, by about a factor of two. T^e beam divergence 0.5 mrad represents an 
average value for the two directions.
Calculated values of the waist size w02 , the corresponding confocal beam parameter 
b2 (equation (3.10)) and the waist position z2 are presented in Table 6.1, for each of the 
focusing situations described above. The calculated waist sizes are an indication of the 
accuracy which was required in overlapping the two laser beams, and they also enable 
calculation of the central beam intensities, using equation (3.11). For the work using the 
100 mm focal length lens, both laser beams were focused with the same lens, and 
therefore it was desirable for the two values of z2 for the two different wavelengths to 
agree, to within a confocal beam parameter, which they did.
TABLE 6.1 Calculated parameters of the focused laser beams, 
for the various focusing lenses used in the experiment.
Nominal focal Wavelength Focal length w02 b2 z2
length (mm) (nm) (mm) (pm) (mm) (mna)
536.8 99.9 8.6 0.87 102
578.7 99.6 9.2 0.93 102
536.8 999 111 144 1.32 x 103
578.7 996 119 153 1.31 x 103
536.8 500 48 27 569
578.7 498 51 29 566
500
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By examining bum patterns produced by the laser beam on a card, it was discovered 
that there was significant astigmatism — that is, the vertical focal position and the 
horizontal focal position were not at the same distance from the lens. This is to be 
expected, from the fact that the beam was larger vertically than horizontally. This was 
partially corrected by orienting the 60° prism at an angle which was about 2.5° different 
from the minimum deviation position (the position which results in the laser beams' 
direction being changed by a minimum amount).
To ensure that the embedding laser beam and the probe beam were accurately 
overlapping, any focusing lenses were removed from the beams, and a plane mirror was 
placed behind the cell, to deflect the beams onto the wall some 5 m away. By examining 
the appearance of the laser spots on the wall, and making the necessary optical 
adjustments, the beam directions were made the same to better than 0.5 mrad. At the 
same time, an iris just before the sodium cell was used for examining the appearance of 
the edges of the beams, which were stopped by the iris, and the centres of the beams, 
which were transmitted. By making the appropriate adjustments, it was possible to 
overlap the laser beam positions to within 0.5 mm.
When the 100 mm focal length lens was used to focus the laser beams, both laser 
beams passed through the same lens, and so it was envisaged that the measures taken 
were sufficient to ensure that the laser beams were approximately overlapping in the 
vicinity of their waists. An angular separation of 0.5 mrad, for beams incident on a lens 
of focal length 100 mm, corresponds to a displacement at the focal position of 50 pm. 
This displacement is large, compared with a waist size of about 9 pm (Table 6.1). 
Therefore it is possible that poor alignment prevented a signal from being seen. This 
does not seem very likely, however, because the alignment was varied using fine 
adjustments on the optical mounts, in order to find a LICS signal, but LICS was not 
found at any position. Moreover, even if the two laser waists were 50 pm apart from one 
another, there would have been considerable overlap of the two laser beams not far from 
the waist regions.
When two different lenses were used for the two beams, such as two 0.5 m lenses 
or two 1 m lenses, further measures were taken to ensure that the beam overlap was 
good. Firstly, the lenses were put in the laser beams in such a way as to make the 
reflections from the front and back surfaces of the lenses return along the lines of the 
incident laser beams. This ensured that the lens surfaces were perpendicular to the laser 
beams (necessary for minimizing astigmatism), and that the lenses were reasonably well 
centred. (If the lenses were not well centred, then the reflections from the front and back
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surfaces travelled in different directions.) The positions and directions of the laser beams 
where the laser beams were combined was also checked, to make sure that the lenses 
were not significantly deviating the beams. For a fine adjustment, a plane mirror was 
placed before the cell, to image the beam waists outside the cell. A polaroid photograph 
was then placed at the focal position, with the white (rear) surface facing the laser beams. 
With the laser amplifiers not pumped by the excimer laser, each dye laser was fired once 
to create a bum mark on the card. The bum marks from the two lasers were then 
examined using an eyeglass, to check that they overlapped, and necessary corrections to 
the lens positions were made. In this way, the beams were made to overlap at the waists, 
to within 50 |im, which was less than or approximately equal to the waist size (Table 
6 . 1) .
In view of the fact that no signal due to both laser beams was seen in this 
experiment, it might be argued that the alignment procedure was at fault — that the two 
laser beams were not really overlapping at their waists. It should be noted, however, that 
the same alignment procedure was used for the experiment of Chapter 7, in which effects 
due to the presence of both laser beams were recorded. Small adjustment of the lens 
positions in that experiment revealed that they were already very close to optimum.
The width of the entrance slit of the spectrometer was 50 p.m for much of the work, 
and the width of the exit slit was 1 mm. When the probe wavelength was scanned over a 
range of more than 2 nm, it was necessary to scan the monochromator at the same time as 
the laser. For smaller scans, the wavelength of the third-harmonic changed by less than 
0.7 nm, and, with a spectrometer dispersion of 0.83 nm/mm, the light could continue to 
pass through the spectrometer's exit slit. It was found, however, that the efficiency of 
the photomultiplier was strongly position-dependent, and the position of the light entering 
the photomultiplier varied when the laser was scanned, due to the dispersion of the 
monochromator. Therefore, a fused silica lens was placed immediately after the exit slit, 
one focal length before the active surface of the photomultiplier tube, so that the position 
of the ultraviolet light on the photomultiplier would not depend on where in the slit the 
light had passed. This gave more constant detection efficiency as the wavelength was 
scanned.
The reflection losses due to each of the optical elements may be estimated as 
follows. For an angle of incidence 0- and an angle of refraction 6r at an optical surface, 
the reflectance is Rl{ or R± , for light whose polarization with respect to the plane of 
incidence is parallel or perpendicular, respectively. The reflectances are given by (Hecht 
and Zajac, 1974, p245):
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and
tan2 (6.-  9r ) 
tan2 (9i + 9r)
sin2 (0. -  9r ) 
sin2 (9. + 9r )
(6.5a)
(6.5b)
We can now apply these equations to the 60° prism, which was used to combine the 
laser beams. By measuring the minimum deviation angle of the prism, the refractive 
index of the glass at 632.8 nm was determined to be 1.729 (see Bom and Wolf, 1964, 
equation (26) of their section 4.7). With an incidence angle of 57.3° at the first prism 
surface, the reflectances R n of the two surfaces were 0.001 and 0.001, while the 
reflectances R± were 0.224 and 0.276. This resulted in an overall prism transmission of 
(1 -  0.001)2 = 0.998 for horizontally polarized light, and (1 -  0.224)(1 -  0.276) = 
0.562, for vertically polarized light. The values were very similar for the dye laser 
wavelengths, and the various slightly different angles of incidence which were used.
In the experiment, both laser beams were 75%-85% vertically polarized (Lambda 
Physik, 1986, pl21). As the polarization was not measured let us assume that the figure 
was 80%. From the above calculation, however, we find that after the 60° prism the light 
was only about 70% vertically polarized. For the purposes of the theoretical analysis in 
this thesis, I will assume that only the signal due to the vertically polarized light was 
detected.1 This can be partly justified by the fact that the transmission of the Pellin-Broca 
prism assembly was much greater for a vertically polarized frequency-tripled beam (such 
as would be produced by vertically polarized laser beams) than for a horizontally 
polarized frequency-tripled beam (such as would be produced by horizontally polarized 
laser beams), as we shall see shortly. Furthermore, if the tripling signal is proportional to 
the cube of the laser intensity, then we might expect the signal due to the 70% of the light 
which was vertically polarized to be much greater than the signal due to the 30% of the 
light which was horizontally polarized.1 It would have been better to ensure that the laser 
beams were linearly polarized —  preferably horizontally polarized, to avoid the large 
reflection loss at the 60° prism.
The transmission of the Pellin-Broca prism assembly, for the frequency-tripled 
beam, can be calculated in exactly the same way. It was mounted vertically to minimize 
the surface reflection losses, by making the incidence angles close to Brewster's angle for 
the vertically polarized light. The fused silica prisms had a refractive index of 1.561 at
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193.0 nm (Weast, 1969). Assuming that the light was incident on the first prism at 50°, 
and that it made a similar path through all the prisms, the transmission of the prism 
assembly was (0.748)4 = 0.313, for horizontally polarized light, and (0.993)4 = 
0.972, for vertically polarized light. This confirms the statement in the previous 
paragraph about the transmission for the two polarizations.
When an attempt was made to measure the transmission of the Pellin-Broca prism 
assembly in the UV, using the spectral lamp, the UV signal collected by the 
photomultiplier was actually larger with the prism assembly in place than without it! This 
is probably because the prism assembly was mounted with several micrometer 
adjustments, for optimising its position to give the maximum UV signal. Therefore the 
UV may have been more optimally positioned when the prism assembly was in place than 
when it was removed.
For the other optical elements (prisms and lenses), the light entered and exited at 
approximately normal incidence. To calculate the reflection losses at each surface, for 
light passing from a medium of refractive index 1 to a medium of refractive index n , 
equations (6.1) can be used in the limit that 6i —»0. The result is
For glass (BK-7) at the visible wavelengths, the loss was about 4.2% per surface; for 
fused silica at these wavelengths, it was about 3.5% per surface; for fused silica in the 
UV, the loss per surface was approximately 4.8%.
6.4 The sodium cell
Fig. 6.7 shows the sodium cell which was made for the experiment. The cell was 
made from sapphire-glass (Schott no.8436; a glass which may be joined to sapphire), and 
sapphire windows were used. These materials were chosen because of their chemical 
resistance to sodium and because of the useful transmission of sapphire down to 
wavelengths as short as 170 nm (Gray, 1963). To minimise the effects of the 
birefringence of sapphire, the two windows were orientated with a crystal axis parallel to 
the laser polarization. Sodium was distilled into the cell in a vacuum system, and the cell
(6 .6)
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FIG. 6.7. The sapphire-glass sodium cell
was sealed and removed from the rest of the vacuum system by a glass-blower. The 
sodium formed a shiny deposit covering part of the inside surface of the cell. The cell 
was then wrapped first with aluminium foil (to distribute the heat), then heating wire and 
then more aluminium foil. Dual insulated thermocouple wire was used as the heating 
wire, because of its insulation, its convenient electrical resistance per unit length, its 
tolerance of high temperatures and because it was a dual wire — suitable for carrying 
current in both directions simultaneously. The same type of thermocouple wire 
(chromel-alumel) was also used for measuring the temperature at various parts of the cell. 
The heating was arranged so that the windows were not the coldest parts of the cell, so 
that the sodium would not condense on them.
Unfortunately, no third-harmonic signal was detected using this cell. It was 
discovered later that, at elevated temperatures (up to 500°C), the sodium had entered the 
glass, despite the chemical resistance of the glass, leaving very little sodium available for 
forming a vapour. There was enough vapour to produce flourescence, but a hook 
measurement (described below) revealed that the vapour density was some four orders of 
magnitude less than was anticipated from vapour pressure data — insufficient for 
producing a detectable third-harmonic signal.
After this, a sodium heat-pipe, with removable windows, was used (Fig. 6.8), and 
then a third-harmonic signal was readily detected. A heat-pipe (Vidal and Cooper, 1969;
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FIG. 6.8. The sodium heat-pipe
Chisolm, 1971) is a device in which the liquid (in this case, liquid sodium) is heated until 
the vapour pressure is equal to the confining pressure of a buffer gas (in this case, 
argon), which is normally held at a constant pressure. If there is further heating, then the 
vapour extends towards the cooler parts of the heat-pipe, pushing back the buffer gas, 
without a significant change in the pressure of the vapour. At the interface between the 
vapour and the buffer gas, the vapour condenses, and the resulting liquid flows back to 
the heated part of the heat-pipe. Usually, a gauze or mesh is used in the walls of the 
heat-pipe, to contain the liquid. The liquid is drawn back to the heated part by surface 
tension, to replace what boils off there. The vapour in a heat-pipe can be very uniform, 
its pressure being determined by the buffer gas pressure, and its temperature being the 
temperature which gives rise to that vapour pressure.
As shown in Fig. 6.8, the heat-pipe in this experim ent was heated by 
radio-frequency heating, and the regions near the windows were water-cooled. Three 
layers of stainless steel mesh were used inside the heat-pipe to transport the liquid (one 
layer of mesh with five wires per millimetre, on top of two layers with three wires per 
millimetre). Sodium was inserted in the heat-pipe in solid form, after it had been cleaned 
in methanol and other solvents. The sodium, which had been stored under paraffin oil, 
released the oil when heated, fogging the windows, but after the heat-pipe was heated,
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cooled and evacuated several times, the oil seemed to disappear. It was possible for 
effectively none of the metal vapour to reach the windows, because it all condensed 
before it reached them. At low buffer gas pressures (5 mbar or less), it was difficult to 
control the vapour region, and sodium tended to appear on the windows of the cell. This 
was partly due to the increased diffusion rate at low pressures, which made the boundary 
between the vapour region and the buffer gas region less distinct. The heating was 
monitored using two thermocouples on the outside of the heat-pipe, as well as a meter in 
the RF power supply. Unfortunately, the meter ceased to function during the experiment.
For most of this experiment, the heat-pipe was not actually run in heat-pipe mode; 
that is, the sodium vapour pressure in the middle of the pipe was generally less than the 
buffer gas pressure, which was most commonly 25 mbar (18.75 Torr). Therefore, there 
was usually a mixture of sodium and argon throughout the heated region. The sodium 
pressure then was a partial pressure, determined in each part of the pipe by the 
temperature of the wall, and was therefore probably not as uniform as it would have been 
in heat-pipe mode. The heat-pipe in this situation is more appropriately referred to as a 
sodium cell. The major reason for running the cell in this mode was that the 
third-harmonic signal declined when the heating was increased much above the level of 
heating which was used; and if the buffer gas pressure was reduced too much, then 
sodium appeared on the windows of the cell.
The density of sodium vapor in the cell, integrated along the length of the cell, was 
measured using the hook method (reviewed by Huber and Sandeman, 1986). This 
involved letting the cell occupy one arm of a Michelson interferometer, which was then 
illuminated with a white light (Fig. 6.9a). The mirrors of the two interferometer arms 
were tilted slightly with respect to one another, producing horizontal white light fringes 
when the optical lengths of the two arms of the interferometer were very nearly equal. 
These fringes were viewed through a spectrometer. Then the interferometer arm 
containing the sodium cell was made slightly shorter by an amount A/. This produced 
sloping fringes as viewed through the spectrometer, because the difference in the optical 
lengths of the two arms, measured in wavelengths, was greater at short wavelengths than 
at long wavelengths. The sodium vapour produced hooks in those fringes (Fig. 6.9b), 
due to the dispersion near the sodium resonance lines (the Dj and D2 lines at 589.592 nm 
and 588.995 nm respectively). The wavelength separation between the turning points of 
the hooks was used to measure the integrated atomic number density jN (z ) dz, where 
the integral is over all positions along the length of the cell.
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FIG. 6.9. The hook experiment, (a) The Michelson interferometer arrangement, 
(b) Typical hook-like interference fringes at the sodium D lines
The relationship between the hook separation and jN  (z ) dz may be calculated as 
follows. The Sellmeier formula, equation (5.11), may be written in terms of wavelength:
n (A, z ) -  1 N ( z ) r e
2k 1 fi (6.7)
where re , the classical electron radius, is equal to e 2 /  (4n  £0 me c 2). The sum is over 
the resonances /, with corresponding resonant wavelengths At- and oscillator strengths/^-. 
This may be differentiated, to give
n (A, z ) -  1 + j dn (A, z )
diVX)
N (z ) re 'Y  fi + ^ ) 
l n  i (A.-2- A ”2) 2
(6.8)
Now the phase difference 6 (A) between the light which has passed through the reference 
arm of the interferometer and the light which has passed through the test arm (making two 
traverses of the cell) is
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0(A) = ( 4 k /X) [A/ -  J(h (A, z ) -  1) dz ] .
When X  corresponds to the turning point of one of the hooks,
which, using (6.8), may be written
Thus
J W (z) dz = (6.9)
This formula was used to determine the integrated sodium density, from the 
measured wavelengths X  of the hook turning points. For sodium vapour, at the 
wavelengths of interest, the sum was dominated by the contribution of the Dj line, with 
X i = 589.592 nm and/) = 0.322, and the D2 line, with X { -  588.995 nm and/) = 
0.647 (from the transition probabilities of Wiese and Martin, 1980). The actual vapour 
density in the frequency tripling region was determined by dividing \ N (z ) dz by the 
estimated length of the vapour region, 80 ± 20 mm. This value was arrived at from a 
visual inspection of the length of the cell which was wetted by liquid sodium. The 
uncertainty in this value was the major source of uncertainty in the sodium vapour 
density.
6.5 Data collection
The signal from the photomultiplier was detected and analysed by an EG&G 
Princeton Applied Research Model 4402 signal processor. The signal processor, which 
was triggered by the same pulse which triggered the excimer laser, was operated as a 
gated integrator. It recorded and diplayed the photomultiplier signal, which was received 
into 50 Q during a gating period of about 60 ns. This gating period included the timespan
6. The sodium LICS experiment 155
of the dye laser pulses. The signal processor could be programmed to average the signal 
over a number of laser pulses, to improve the statistics of the measurement. Often, when 
the dye laser wavelengths were scanned, the dye lasers were programmed to produce ten 
or more pulses at each wavelength, and the signal processor averaged the photomultiplier 
signal over these pulses.
The signal processor had a second input channel, which was used in this experiment 
for monitoring the energy in the laser pulse. For this purpose, a reflection of the laser 
beam from one of the optical elements was attenuated, and recorded using a photodiode. 
The 4402 signal processor was also useful for other measurements, such as the 
optogalvanic signal measurements described in section 6.2, and measurements of the 
laser pulse energy with the Gentec thermopile detector. All the data collected with the 
signal processor were displayed graphically as soon as they were recorded, and each data 
set could be saved immediately on magnetic discs, for later analysis. Arithmetical 
functions available on the machine enabled observations to be compared with some 
simple theoretical predictions.
Due to thermal drift in the zero level of the signal processor, the data collection 
method was modified in later work. Instead of using a single pulse to trigger the signal 
processor, two pulses 10 ms apart were used to trigger the signal processor, causing two 
photomultiplier signal measurements. These pulses were produced by a Systron-Donner 
Datapulse pulse generator, which was triggered by the microprocessor of one of the the 
dye lasers. The second pulse from the pulse generator was also used to trigger the 
excimer laser. Thus the first photomultiplier signal measurement was used for 
determining the zero level, and the signal processor automatically subtracted this level 
from the result of the second measurement, before recording it.
After the failure and replacement of a thyratron in the excimer laser electronics, the 
timing of the laser pulse with respect to the trigger pulse had become less reliable, making 
it difficult to synchronise the gating period of the signal processor with the laser pulse. 
The gating period could be made much longer than 60 ns, but this resulted in a much 
smaller signal/noise discrimintation. To circumvent these problems, the signal processor 
was operated with a 15 kQ input impedance, rather than the original value of 50 Q. This 
increased the duration of the signal pulse from the photomultiplier (the time constant 
being determined by the input impedance and the capacitance of the coaxial cable which 
connected the photomultiplier with the signal processor). This enabled a gate width of 
21 (is to be used, causing no timing problems, and allowing satisfactory signal/noise 
discrimination.
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The absolute level of the frequency tripling signal was not determined accurately, but 
an order of magnitude estimation is possible. The charge which was produced by the 
photomultiplier as a result of each laser pulse may be determined from the voltage 
recorded by the signal processor, which was the average voltage over the gating period. 
When this figure is multiplied by the gate width and divided by the input impedance, it 
gives the total charge produced by the photomultiplier.
The sensitivity of the photomultiplier's photocathode is shown as a function of 
wavelength, in Fig. 6.10. At 193 nm the sensitivity was about 11 mA/W, where the 
power of the light is presumably to be measured before the window of the photomultiplier 
tube. The gain of this tube, which was operated with nine stages of amplification, is 
about 5.0 x 106 at 1000 V, but it was run at 1050 V, so the gain was approximately
5.0 xlO6 x (1050 /1000)0 75x9 = 7 x 106
(Hamamatsu, 1985). Therefore, the overall sensitivity of the photomultiplier was 8 x 
107 mA/W.
FIG. 6.10 Photocathode sensitivity of 
Hamamatsu R446 photomultiplier 
(Hamamatsu, 1985)
Wavelength (nm)
The losses in the UV transmission prior to the photomultiplier include reflection 
losses in the Pellin-Broca prism assembly, which was calculated in section 6.3 to be 
about 3%, and reflection losses at the other surfaces. At the rear window of the sodium 
cell, the lens prior to the spectrometer and the lens inside the spectrometer, a loss of 4.8% 
is expected at each surface. The reflectance of the reflection grating inside the
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spectrometer is 0.73 at 275.2 nm, 0.77 at 240.0 nm and 0.72 at 222.4 nm (McPherson 
Instrument Corporation, information for grating 35-53-15-150). From an extrapolation 
of these values, it is guessed that the reflectance at 193 nm is 0.55. It is difficult to 
estimate the losses at the specrometer slits and the spectrometer mirrors, but I will assume 
that 50% was lost. This depended to a large extent on the width of the input slit, which 
was needed to exclude light at the fundamental laser frequencies. The overall 
transmission of the optical system for the ultraviolet light, including all of these values, is 
thus estimated to be 20%. This figure, combined with the overall sensitivity of the 
photomultiplier given above, gives an overall detection sensitivity of about 1.6 x 107 mA 
per watt of ultraviolet light emitted in the sodium vapour.
6.6 Experimental results
As has been discussed in section 6.4, experiments with the sapphire glass sodium 
cell were unsuccessful, but when the change was made to the cell with removable 
windows, third-harmonic generation was readily achieved. The first investigations were 
made with no focusing lens. Fig. 6.11 shows an example of a profile of the frequency 
tripling signal, which was obtained when the probe laser frequency was scanned about 
the 3s -  4d two-photon resonance (see Fig. 6.1). The laser etalon was used here, to limit 
the laser bandwidth to 1.2 GHz. This well-defined resonance was useful for calibrating 
the probe laser wavelength. Based on the estimates of the previous section, the peak 
signal of this profile was about 5 x 10-15 J.
FIG. 6.11. Third-harmonic signal at the 
two-photon resonance at 578.732 nm, 
without a focusing lens.
578. 75 578.73 578.71 573. 69
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The temperature dependence of the tripling signal was tested. With a buffer gas 
pressure of 29 mbar (close to the 25 mbar used for most of the experiment), the 
maximum tripling signal occurred at an external thermocouple temperature of about 
290°C. It was later found, using the hook interferometry described in section 6.4, that 
this gave rise to a sodium atomic number density of approximately 5 x 1015 cm-3, and a 
vapour temperature of about 405°C. At higher temperatures, the tripling efficiency was 
reduced. The vapour took on a blue-green appearance at higher temperatures, and 
sodium dimer absorption bands became quite obvious when the transmission of white 
light was tested, but these effects were not apparent at the temperatures used for tripling. 
Tripling was also tested with the buffer gas pressure doubled. The signal was reduced, 
possibly because of a reduction in the length of the vapour. At significantly lower buffer 
gas pressures, it was difficult to avoid the crystallization of sodium on or very near to the 
windows of the cell.
FIG. 6.12. Third-harmonic signal = 
produced using a i m  focal length lens.
The laser etalon was not used on this 
occasion.
1 (na)
Tripling using the 1 m focal length lens was then investigated. The lens was placed 
1.3 m before the middle of the sodium vapour, as suggested by the values of z2 in Table 
6.1. A profile of the tripling signal as a function of laser frequency is shown in Fig. 
6.12. By comparison with the previous figure, which contains a much smaller range of 
laser wavelengths, it is clear that the 3s -  4d resonance is significantly power-broadened 
in the focused case. The small peak around 589 nm corresponds to single-photon 
resonance at the sodium D lines. This profile was measured without using the laser 
etalon. A higher resolution scan, with the laser etalon, is shown in Fig. 6.13. The
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FIG. 6.13. A higher resolution profile 
of the third-harmonic signal at the two- 
photon resonance, produced using the 
1 m focal length lens.
579.2  579.0 578.8 578.6 573.4  578.2  578.0  577.8 
X  ( n a )
maximum signal detected is similar to that for the unfocused case. A pronounced dip at 
the resonant frequency suggests the existence of resonant saturation processes. (See Fig. 
6.17).)
After these investigations were made, it was decided to change over to a 100 mm 
focal length lens, in order to produce higher laser intensities in the sodium cell, greater 
than or of the order of the intensities used in the Dimov experiment. It was necessary, in 
this case, to use another lens after the cell, before the Pellin-Broca prism assembly, for 
recollimating the light (Fig. 6.6). The resulting tripling profiles, such as the one in Fig. 
6.14(a), were broader still, and the signal on the resonance was weaker than for the 
previous focusing geometries, with an estimated maximum output of about 1 x 10-15 J. 
Fig. 6.14(b) shows a smaller scan around the two-photon resonance, where the dip in the 
profile occurred. Tests in which the laser power was varied suggested that the peak 
third-harmonic signal was proportional to the laser intensity to the power 1.2.
This work led to attempts to observe LICS. Immediately after the scan shown in 
Fig.6.14(a) was acquired, the embedding laser was operated at a nominal wavelength of 
536.837 nm, while the probe laser scan was repeated. There was no significant 
difference between the signals recorded in the two scans. The same procedure was 
followed for the scan of Fig. 6.14(b). Again, no significant difference was found 
between the signals recorded in the two scans. Following this, the probe laser 
wavelength was held fixed, and the tripling signal was monitored while the embedding 
laser wavelength was scanned over the range of nominal wavelengths ffom 536.318 nm
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FIG. 6.14. Two-photon-resonant third-harmonic generation produced using the 100 mm lens, 
(a) A scan over 1.4 nm. (b) A scan over 0.09 nm.
to 537.546 nm. The embedding laser did not have any observable effect on the tripling 
signal at any of the wavelengths used. Further tests were done with slight adjustments to 
the beam overlap, but there was still no observation of LICS.
Some days later, the wavelength of the embedding laser was checked, with the use 
of the monochromator, by comparing it with the wavelength of the probe laser at 572 nm 
— a wavelength which could be produced by both of the laser dyes which were in use. 
(The probe laser wavelength was as shown in the figures, as was verified experimentally 
from the two-photon resonances of sodium. At this stage, the optogalvanic technique for 
wavelength calibration, described in section 6.2, had not been developed.) It was found 
that the nominal wavelength of 536.837 nm corresponded to an actual wavelength of 
536.919 nm, which should have produced a LICS signal, if it was possible to produce 
one at all, at a probe wavelength of 578.763 nm. A signal was certainly not seen at this 
wavelength — nor was it seen at any other wavelength.
The intensities of light at the beam waists for this experiment may be calculated 
according to the discussion in section 6.3. Actual measurements of beam energies at 
various parts of the experiment were made at a later stage, and will be discussed in 
connection with the results of Chapter 7, but they agreed approximately with these 
estimates. When these tests were done, the excimer laser was producing only 250 mJ, 
and the dye lasers were running at about 13% efficiency. The embedding laser was 
therefore producing about 0.13 x 0.43 x 250 mJ = 14 mJ, and the probe laser was
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producing approximately 0.13 x 0.57 x 250 mJ = 19 mJ. Taking into account losses 
of 4.2% or 3.5% per transmitting surface (glass or fused silica) for two beam steering 
prisms, a lens and the front window of the sodium cell, and taking into account the 
reflection loss at the 60° prism, the beam energies in the sodium cell were 5.7 mJ and 
7.8 mJ. From Table 6.1, waist sizes w02 of 8.6 jim and 9.2 fim were anticipated for the 
embedding laser and the probe. This suggests, with equation (3.11), that the intensites of 
the two beams at the centre of the waist region were, with 25 ns pulse durations, 2.0 x 
1011 W cm-2 and 2.3 x 1011 W cm-2 respectively. The sodium atomic number density 
was not well determined at this time, but it was of the order of 1015 cm-3.
At this stage, it was considered that the light intensities may have been too great, 
causing saturation or power broadening processes which were preventing the 
development of a significant LICS signal. These processes were suggested by the dips 
in the tripling signal at the two-photon resonance. The intensities given here are 
significantly larger than the value ~109 W cm-2 quoted by Dimov. et al.{ 1983) for their 
embedding laser. Therefore, it was decided to return to the use of 1 m lenses for 
focusing the laser beams. These lenses were placed in the approximate positions shown 
as (ii) in Fig. 6.6, at the distance from the middle of the sodium vapour given by z2 in 
Table 6.1.
Attempts to produce LICS using the 1 m focal length lenses were also unsuccessful; 
the embedding laser did not have any noticeable effect on the tripling signal. This was 
tested by scanning both lasers in turn, and by adjusting the beam overlap, using 
micrometer adjustments on one of the focusing lenses. With an excimer laser energy of 
about 400 mJ and laser efficiencies of 14%, the energies of the embedding laser and the 
probe laser were about 24 mJ and 32 mJ respectively, or about 10 mJ and 13 mJ in the 
sodium cell. From the values of w02 given in Table 6.1, these energies give rise to 
calculated intensities of 2.1 x 109 W cm-2 and 2.3 x 109 W cm-2 at the centres of the 
waists of the two laser beams. Again, the atomic number density was of the order of 
1015 cm -3.
While these tests were being conducted, it became apparent that the 60° prism was 
being damaged, both internally and on the prism surfaces, and it was found later that the 
first surface of the Pellin-Broca prism assembly was also damaged. This was due to the 
very long confocal beam parameter (Table 6.1), which meant that the laser waist region 
was about as long as the sodium cell, and the laser intensities were still very high outside 
the cell, in the surrounding optics. In view of this problem, it was decided that 500 mm 
focal length lenses should be used, to confine the laser waists to a shorter region, with
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confocal beam parameters of less than 30 mm (Table 6.1). Because of geometrical 
constraints, 500 mm was the shortest focal length which could be used with different 
focusing lenses for the two laser beams. Unfortunately, the two laser beams were very 
close together at the 45° turning prism near the two lenses (which were at the positions 
marked (iii) in Fig. 6.6). This meant that the probe laser beam, on its route through the 
turning prism, was partly clipped by the prism, while the embedding laser beam, which 
was supposed to miss the turning prism, was also partly clipped. This situation was 
inevitable, when 500 mm focal length lenses were used. (When the 1 m lenses were 
being used, there was room to move the 45° turning prism further back from the 60° 
prism, making the alignment less critical.)
FIG. 6.15. Two-photon-resonant third- 
harmonic generation produced with the 
500 mm lens.
Fig. 6.15 shows a typical profile obtained from tripling with the 500 mm lens. The 
dip in the middle of the profile, at the two-photon resonance, is more prominent than that 
in Fig. 6.13, but similar to that in Fig. 6.14. The maximum level of the third-harmonic 
signal produced here was similar to that observed using the 100 mm lens.
With this configuration exhaustive tests for LICS were conducted. Particular care 
was taken to ensure that the wavelengths of the lasers were well known, by calibrating 
them optogalvanically using neon resonances, as described in section 6.2. Bum patterns 
were used to examine the beam overlap, as was discussed in section 6.3, and it was 
verified that the two beam waists were centred within 50 fim of one another. This figure 
is approximately equal to the waist size (radius) given in Table 6.1. Even if the beams 
were slightly misaligned, there should still have been significant overlap — enough to 
produce a LICS signal, if there was one to be seen. Nevertheless, no signal was found
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which depended on the presence of both laser beams. Typical operating conditions 
involved calculated intensities of 2.2 x IO10 W cm-2 for both laser beams, and atomic 
number densities ranging from 4 x 1015 cm-3 to 2 x 1016 cm-3. When one of the laser 
wavelengths was scanned, at least 20 and often 200 pulses at each wavelength were used, 
to improve the statistics of the measurement. The wavelength intervals were sufficiently 
small to enable the detection of resonances as narrow as a laser linewidth (1.2 GHz, 
when the laser etalons were used), and the scans were made long enough to allow for any 
uncertainty in the wavelengths. For some of the tests, the probe laser was held at the 
two-photon-resonant wavelength, 578.732 nm, and the tripling signal was monitored 
while the embedding laser wavelength was scanned. For other tests, the embedding laser 
wavelength was held fixed, while the probe laser wavelength was scanned, and the 
resulting profiles were compared with profiles obtained in the absence of the embedding 
laser. Tests were also made with the probe laser at nearby wavelengths, for example 
578.932 nm, and also much further away from the two-photon resonance, for example at 
577.269 nm, corresponding to an embedding laser wavelength of 533.078 nm.
It was not possible to conduct the experiment at the exact wavelengths which were 
used by Dimov et al. They used a frequency-doubled neodymium glass laser, around 
530 nm, as the embedding laser, and it also served as a pump for a dye laser at 576 nm. 
This was the probe laser, which was frequency-tripled in the sodium vapour. In our 
experiment, however, a third-harmonic signal was not detected so far from the two- 
photon resonance. This was partly because the dye laser output became much weaker at 
these wavelengths, and partly because the two-photon-resonant enhancement of the 
tripling was much less effective at these wavelengths.
Other tests for LICS were done with the focusing lens removed from one or both of 
the laser beams, but, in all cases, the embedding laser had no observable effect on the 
third-harmonic signal. These experiments, then did not present any evidence for LICS, 
and so a detailed experimental study of LICS could not be made.
6.7 Discussion
The absence of any enhancement in third-harmonic generation due to LICS was 
surprising. The laser intensities quoted here were of the same order as, or greater than, 
the intensities quoted by Dimov et al., which were 2-3 x 109 W cm-2 for the probe 
(Pavlov et al., 1982) and ~ 109 W cm-2 for the embedding laser (Dimov et al., 1983). I
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will analyse the situation in our experiment in which the 0.5 m focal length lenses were 
used for focusing the laser beams, as most of the work was done with this configuration. 
Under typical operating conditions, both laser beams had calculated intensities of 2.2 x 
IO10 W cm-2 at the waist centres — about an order of magnitude larger than those of 
Dimov et ai
As mentioned in the previous section, the sodium atomic number density ranged 
from 4 x 1015 cm-3 to 2 x 1016 cm“3. I will take 1 x 1016 cm“3 as a typical figure. The 
wave-vector mismatch (equation (5.10)) for tripling can be deduced from the dispersion 
of sodium vapour, shown in Fig. 5.1, and the dispersion of argon, shown in Fig. 5.2, 
although the dispersion effect of argon at the 25 mbar used in this experiment was 
negligible. The wave-vector mismatch, for tripling a probe beam of angular frequency ox, 
is given by
Ak = C3co/c)(n3(0- n Q)  . (6.10)
For wavelengths close to the 3s -  4d two-photon resonance at 578.732 nm, the wave- 
vector mismatch was +14 cm”1. This suggests that the third-harmonic generation was 
poorly phase-matched. With a confocal beam parameter b of approximately 2.8 cm 
(Table 6.1), the product b Ak was clearly very different from the optimum value of -2  
which was mentioned in section 5.2. In fact, according to the theory of Ward and New 
(1969) and Bjorklund (1975), there can be no third-harmonic generation from a uniform 
medium of length much greater than b, if Ak > 0, due to phase cancellations in the emitted 
signal. Presumably, there was a signal emitted in this case because the vapour was only a 
factor of two or three longer than b, or because of nonuniformity in the vapour density. 
Alternatively, it is possible that irregularities (non-Gaussian character) in the probe laser 
beam affected the phase cancellations, allowing for the emission of some signal. In any 
case, a third-harmonic signal was observed. Similarly, much of the experiment of Dimov 
et al. (see Pavlov et al., 1982), occurred without phase-matching the third-harmonic 
generation.
In some of their publications (e.g. Pavlov et al., 1982; Dimov et al.> 1982), the 
Bulgarian group reports some use of xenon to phase-match the third-harmonic generation 
from a probe beam at 576 nm. It is well-known, however, that xenon cannot be used to 
phase-match the tripling in sodium atomic vapour at these wavelengths, because the 
dispersion of xenon has the same sign as the dispersion of the sodium vapour (Miles and 
Harris, 1973; Leonard, 1974). It is perhaps possible that the effect of molecular sodium 
significantly changed the dispersion of the vapour at the high sodium vapour pressures 
used (up to 10 Torr), but this seems unlikely, as the monatomic sodium was still
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significantly more abundant than the diatomic sodium (see Fig. 3.4).
The third-harmonic signal in the vicinity of the two-photon resonance can be 
estimated, using the theory of Chapter 5. It is not possible to give an absolute figure for 
the tripling signal, because the poor phase-matching gave rise to cancellations in the 
signal generation which are difficult to estimate. Nevertheless, the relative signal, as a 
function of wavelength, can be given, assuming that the cancellation effects were not 
strongly wavelength-dependent. (Note that the two-photon resonance does not affect the 
linear refractive index of the vapour, and hence does not affect the wave-vector mismatch 
given in equation (6.10). At high intensities, however, it is possible that a nonlinear 
dispersion at the two-photon resonance may have an appreciable effect on the 
phase-matching.) From equation (5.9), the slowly varying amplitude £(3co, z ) of the 
electric field at the third-harmonic frequency is generated in proportion to the nonlinear 
polarization in the medium. Hence, if third-order perturbation theory gives a valid 
description of the process, then the generated electric field is proportional to % ^ . The 
output intensity is proportional to l£(3 co, z ) 1I 2 at the end of the medium, and hence is 
proportional to I x  ^ 2-
I x  2 has been calculated using the computer program described in Appendix C, 
and is plotted as a function of wavelength in Fig. 6.16. The bandwidth of the resonance
has only a very small contribution from the natural linewidth of the 4d state, 3.04 MHz
(e.s.u.)
5 7 8 . 7 3 4 05 7 8 . 7 3 3 05 7 8 . 7 3 2 05 7 8 . 7 3 0 0 5 7 8 . 7 3 1 0
Wavelength (nm)
FIG. 6.16. \% ^ l 2 for two-photon-resonant third-harmonic generation, 
(normalized by the atomic number density N ) ,  calculated using the 
computer program described in Appendix C.
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(from its natural lifetime of 52.4 ns — Theodosiou, 1984). The homogeneous linewidth 
is predominantly due to collision broadening. According to the selection rules given in 
section 5.5 (in particular, equation (5.48)), the two-photon transition from the 3s state to 
the 4d state has only a rank 2 contribution. Therefore, the collisional broadening may be 
estimated from rank 2 pressure broadening constants for the 4d state. Biraben ex al. 
(1977) have measured the linewidth due to collisions to be (19.2 ± 2.0) x 10-9 rad s“1 
per cm-3 of atomic number density of argon. With a sodium atomic number density of 1 
x 1016 cm-3, the sodium vapour pressure was 0.97 mbar (0.73 Torr), and the 
temperature was 699 K, or 426°C (Table 3.1; Fig. 3.4). The argon buffer gas at 
25 mbar (19 Torr) therefore had a number density of 2.6 x 1017 cm-3, giving rise to a 
pressure-broadened linewidth of about 0.79 GHz. This bandwidth was incorporated in 
the computer program, as BWTH (equation (C.15), Appendix C). (We do not need to 
consider the pressure-induced shift of about 0.24 GHz [(-5.9 ± 0.8) x 10-9 rad s-1 cm3 
— Biraben et al., 1977], in the frequency of the 3s-4d transition, because the wavelength 
calibration of the lasers was not precise enough for detecting this.)
Clearly, the observed tripling profile shown in Fig. 6.15 is much broader than the 
collisional linewidth. The profile shown in Fig. 6.11, for tripling without focusing the 
laser beam, has a width which is closer to the calculated width, but it is still broader, due 
to effects such as Doppler broadening, fine structure splitting of the 4d state and 
hyperfine structure splitting of the 3s state, which have not been taken into account. 
These effects will be treated in more detail in the discussion of the results in Chapter 7. 
For the focused case, however, these effects are insignificant, compared with the width 
due to power broadening. With the dip in the middle, the profile is similar to profiles 
predicted by Georges, Lambropoulos and Marburger (1977), such as the one shown in 
Fig. 6.17.
FIG. 6.17. Profile of two-photon-resonant 
third-harmonic generation in caesium 
vapour, at 693.6 nm, as predicted by 
Georges, Lambropoulos and Marburger 
(1977), for a laser intensity of 100 MW 
c m - 2 . The prominent central dip 
corresponds to saturation of the two- 
photon resonance and ionization losses.
7.5 xio“
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The LICS profile for this experiment can be anticipated, in the first instance, from 
equation (2.18), where g refers to the ground-state (3s) and b refers to the 5s state. The 
energy E corresponds to the 5s energy plus the energy of an embedding laser photon at 
536.837 nm (a vacuum wavelength of 536.986 nm). The values qg and qb have been 
calculated from (2.28) using the computer program, as decribed in section C.4 of 
Appendix C. Their values are 101 and -4.05 x 103 respectively. The profile’s width 
27tIV£ I 2/h , in angular frequency units, may be estimated from the photoionization cross- 
section Ge of the 5s state (the state e  ). As indicated by equation (2.19a), this width is 
given by
2k \Ve \2/n = Cele/ft(0e , (6.11)
where /  is the intensity of the embedding laser, and coe is its angular frequency. The 
photoionization cross-section has been calculated from quantum defect theory using the 
program, as described in section C.3. At the embedding laser wavelength, it is 8.59 x 
10-21 cm2, which, with a laser intensity of 2.2 x 109 W cm-2, gives rise to a width of 
5.1 x 107 rad s"1, corresponding to an ordinary frequency width of 8.1 MHz. The 
resulting profile, as in (2.17) and (2.18), is given by
l*®l2 (6.12)
1+x2
where x is the normalized detuning given with (2.18). If we ignore for the moment the 
fact that this profile is much narrower than the laser band widths (1.2 GHz), we can 
predict from this expression the maximum enhancement of the tripling signal due to 
LICS. The maximum occurs when 0 < x «  1, for the large values of 1^  I and \qb\ given 
above, in which case the expression in (6.12) is very nearly equal to (q qb)2 + (qg+qb)2. 
This is the predicted enhancement factor, as the expression is close to 1 away from the 
resonance (when Ijc I »  (qg qb)2 ). For qg = 101 and qb = -4.05 x 103, the 
enhancement factor is thus 1.7 x 1011. In fact, no enhancement was observed!
6.8 Modifications to the theory
The theory which has been used here, from section 2.2, involves several limiting 
assumptions. It does include the Raman transitions such as those of Fig. 2.3(b), with
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I g ) replaced by | Z?); these transitions are included in the values which are used for qg 
and qb . On the other hand, the theory which led to equation (2.18) assumes that the 
tripling away from the LICS takes place via the continuum states. This assumption was 
introduced when | c ) was replaced by | X¥E), in equation (2.13). In my calculation of 
X (3), using the approach described in Appendix C, this assumption was found to be 
poor; the discrete states dominate the contributions to the nonlinear susceptibility.
Another limiting assumption is that the probe laser is much weaker than the pump 
laser. This was not actually the case in the experiment. Therefore, the width of 5s state 
is not restricted to the term 2 k  IV £ 12/ft, due to ionization by the embedding laser; 
ionization by the probe laser must also be considered. Multiphoton ionization, which 
depletes the ground-state population, must also be considered. This proceeds primarily 
via the 4d state, due to the two-photon-resonant excitation of ground-state atoms.
Furthermore, the theory which has been used here is very simplistic for dealing with 
the effects due to pulsed radiation, with temporally and spatially nonuniform laser 
intensities. The profile widths should be expected to vary during the pulse, and to be 
greater for atoms at the centre of the laser waist than for those a small distance from the 
centre. Moreover, the resonant frequency of the LICS undergoes an intensity dependent 
shift (an AC Stark shift) during the pulse. As the resonance moves during the pulse, the 
effective width of the resonance is made greater.
Some of these effects have been incorporated in the theoretical treatment by Dimov et 
al.{ 1983).2 They use a less restrictive model than that implied by equation (2.18), which 
does not assume that tripling away from the LICS resonance is dominated by continuum 
effects. To do this, they introduce a third q value, qgb , which is defined by
where I.E. is the ionization energy (or the energy of the ionization threshold). For the 3s 
and 4d states, with cop corresponding to the two-photon-resonant wavelength of 
578.732 nm (a vacuum wavelength of 578.892 nm), I have calculated q b to be 93.6.
Ec < I.E.
{ K ( g \ ß \ E g + 3hcop ) { E g + 3hcop \ ß \ b ) } (6.13)
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Dimov et al. considered the third-harmonic generation in the vicinity of the 
laser-induced resonance. Their theory assumes that the probe laser is not exactly 
two-photon resonant with the 4d state; that is, the damping term r b can be neglected. 
This assumption is true for much of the experimental work reported here, in which the 
tripling was up to 1.5 nm away from the two-photon resonance. They derived, 
analogous to (2.17), the relation
! / ¥  «  (* + g )2 + />2 , (6.14)
1 + jr
where x is, again, a normalized detuning, and Q and A are given by
Q = ß  (<7g + <?i, -  Qgb + Qg Qb Qgb)  ^(1 + <?£i2) (6.15a)
and
a  = ß(qgb<}g + Qgbth,-qg qb + V / V + qgb2) -  i • (6.i5b)
Here ß < 1 is the ratio of the line width in (6.11) to the actual linewidth of the resonance. 
Equation (6.14) is the same as (6.12) if ß  = 1 and qgb = 0. Using qg -  101, qb = -4.05 
x 103 and qgb -  93.6, we have Q -  -4.4 x \03ß  and A -  4.5ß  -  1.
Dimov et al. define an effective width of the state e (the 5s state) to calculate ß, and 
this width is used, in an ad hoc fashion, to replace 2n IVE I2 in the formula for the 
normalized detuning (see after (2.18)). The effective width, which I shall call 2ye (in 
angular frequency units) is given by
7e = (re2 + Se2) '/2, (6.16)
where 2Fe is the width associated with losses from the state e, principally due to 
photoionization, and 8e is the AC Stark shift (in angular frequency units). Because the 
effective width includes this contribution from the Stark shift, it takes some account of 
changes in the resonant frequency during the pulse and across the laser beam.
The Stark shift of the resonance is given, in part, by the F(E ) / h (equation (2.22)). 
This is the Stark shift caused by the coupling of the 5s state with the continuum, due to 
the embedding laser. In actual fact the couplings with discrete states are often more 
important. The total first-order AC Stark shift of the level e, due to a field at frequency 
co, is given by
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f
Ea < I.E.
I.E. V\
E’- E r h(0 + E ' - E  d £ '
J
(6.17)
(Dimov et al., 1983; Georges, Lambropoulos and Marburger, 1977). Here the separate 
contributions of the discrete states a and the continuum states | E ') are shown explicitly. 
The summation sign, for the sum over continua, may be omitted from the second line in 
the present case, because the state e which we are considering is an s state, and the only 
continuum which is coupled with it is the p continuum. (I am ignoring the fine structure, 
which gives rise to a j  -  1/2 continuum and a j  -  3/2 continuum.) Using (5.14) and 
(5.69), we see that the first term in the integral of (6.17), the one involving E '-  E -  hco, 
is equal to F(E' )/h, as given by equation (2.22). The other term in the integral is the 
"counter-rotating" term, which is ignored in the rotating wave approximation.
For the present situation, there are two contributions to each of Fe and 8e in equation 
(6.16), due to the embedding laser and the probe laser. The contributions from the probe 
laser have not been considered by Dimov et al., which does not seem to be justifiable for 
the laser intensities that they used (2 -3  x 109 W cm-2 —  Pavlov et al., 1982). In 
addition, we must consider the AC Stark shift Sg of the ground-state, which is also 
neglected by Dimov et al. This is given by the same formula as (6.17), except with e 
replaced by g. The integral in the second line need no longer be regarded as a principal 
value integral, because the laser frequencies are too low to reach the continuum from g  
(with a single-photon transition). For this reason, there is no loss term Fg . (We could 
consider a decay rate of the ground-state due to multiphoton ionization, but this is a 
higher order effect, and the rate is likely to be insignificant compared with the AC Stark 
shift.) The overall effective width 2y of the resonance is thus given by
where all three terms JT , <5 and 8a have contributions from both laser fields.e e 5
Values have been calculated for Fe , 8e and 8g , using the computer program, as 
described in Appendix C. Fe has been calculated from a modification of (6.11), using 
two photoionization cross-sections og{coe ) and <Je(cop ) of the 55 state, at the embedding 
laser and probe laser frequencies:
r  = ( r e2 + [Se- < y 2) 1/2, (6.18)
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2 re = (Ge(coe )Ie /hcoe ) + (Ge(cop )Ip /hcop ). (6.19)
With aXco. ) = 8.59 x 10-21 cm2 and o lco n ) = 2.17 x 10-20 cm2, and 1 = 1  = 2.2 x 
109 W cm-2, the resulting value of Fg is 1.9 x 108 rad s-1. The calculation of the Stark 
shifts using (6.17) is described in section C.5 of Appendix C. The values obtained are, 
with I  and I  in W cm-2,e p  ’
8e = 35.7 x Ie + 33.1 x lp = 1 .5 x 1 0 "  rad s“1 (6.20a)
and
Sg = 228 X Ie + 1280x7^ = 3.3 x 1012rad s '1 . (6.20b)
The resulting effective linewidth 2y  is, from (6.18), 6.3 x 1012 rad s_1, or 1.0 THz in 
ordinary frequency units. If the embedding laser is tuned in wavelength, this linewidth 
corresponds to a wavelength change of 0.96 nm; if the probe laser is tuned, it 
corresponds to 0.37 nm (approximately one third of the former value, because three 
probe photons are involved in the resonance). Note that this linewidth is of a magnitude 
which is similar to the broadening of the two-photon-resonance in Fig. 6.15.
From these calculations, the resulting value of ß  is only (5.1 x 107) / (6.3 x 1012) 
= 8.1 x 10“6. This leads to values for Q and A o f -0 .036 and 1.000, and hence the 
numerator and the denominator in equation (6.14) are almost equal, for all values of x. 
Thus there is no observable resonance.
This calculation is only very approximate; a thorough treatment of the problem 
would require a time-dependent and spatially dependent treatment of excitations in the 
laser beam. Nevertheless, we can see that the failure to observe LICS can be understood 
in terms of the atomic parameters involved. Clearly a major problem was power 
broadening, or AC Stark shifts, of the energy levels.
We can calculate the likely outcome of using a weak probe laser, by removing the 
dependences on Ip from equations (6.20). The use of a weak probe laser reduces the 
power broadening, giving rise to a larger value of ß. We then have Se = 35.7 Ie = 7.9 
x 1010 rad s-1 and Se = 228 Ie = 5.0 x 1011 rad s-1, leading to a value of 8.4 x 1011 
rad s-1 for 2y. Consequently, ß  = (5.1 x 107) / (8.4 x 1011) = 6.1 x 10-5, from which 
Q = -0 .2 7  and A = 1.000. These values, in equation (6.14), give a maximum 
enhancement of \% ^1 2 of 1.03, at a normalized detuning x  = -0 .99, which would be 
unlikely to be detected. When the probe laser is weak, the value of ß  is independent of
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/  , as long as the linewidth contributions which are independent of laser power are 
insignificant. Therefore, ß  cannot be made larger than 6.1 x 10-5, according to my 
calculations, for the case of these particular wavelengths. This suggests that, at these 
wavelengths, LICS cannot be made readily observable.
6.9 Comparison with the experiment of Dimov et al.
It is not easy to ascertain why LICS was observed by Dimov et al.{ 1983) but not in 
our experiment. Three important differences between our experiment and theirs are:
(i) They used higher sodium densities (up to 10 Torr, or about 1017 cm-3, instead of 
the range 4 x 1015 cm-3 to 2 x 1016 cm-3 here).
(ii) They had shorter laser pulses (2 ns instead of 25 ns here).
(iii) Their probe laser was further from the two-photon resonance (about 3 nm away, 
instead of 0 -  1.5 nm here.)
The effect of the high sodium density used by Dimov et al. is not easy to analyse. It 
is well-known that laser-induced ionization may be greatly enhanced at high densities, 
due to collisional processes. (See, for example, Hill and Cromer, 1987, and references 
therein.) Therefore it is possible that high electron densities were produced in their 
experiment. This may have resulted in collisional perturbations of the atomic 
wavefunctions, and changes in the effective couplings between states. Another effect of 
high sodium densities is the significant increase in the sodium dimer population (Fig. 
3.4(b)). It is possible that sodium molecules were important in the experiment of Dimov 
et al. In the present experiment, it was found that the tripling signal was seriously 
diminished when the sodium density was increased above 1016 cm-3. Therefore, our 
work was done with the lower sodium densities.
Our longer laser pulse length may have resulted in significant depletion of the 
ground-state population. Possibly this depletion of the ground-state population made the 
observation of LICS less likely. We should note, however, that the lasers of Dimov et al. 
produced a train of about ten laser pulses, not just a single pulse, providing a total 
illumination time of about 20 ns — similar to our 25 ns.
Although the laser wavelengths used by Dimov et al. were different from those used 
here, they were not different enough to change the q parameters or ß  greatly. It is 
possible, however, that the proximity of our wavelengths to the two-photon-resonance
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increased the depletion of the ground-state population, mentioned in the previous 
paragraph. We were unable to produce tripling significantly further than 1.5 nm from the 
two-photon resonance, as discussed at the end of section 6.6.
The laser intensities which I have given for the present experiment are larger by a 
factor of ten than those quoted by Dimov et al., but our experiment took place under a 
wide range of conditions, and some of the intensities used were significantly lower than 
those which I have quoted. The range of intensities which we used includes the 
intensities used by Dimov et al.
The q parameters and the value of ß  which I have calculated disagree with those 
given by Dimov et al. I cannot explain all of these disagreements, but one source of 
discrepancy is that, in their calculation of Stark shifts, they omitted the shifts due to the 
probe laser, and they also omitted the Stark shift of the ground-state. According to my 
analysis, then, a LICS signal is not to be expected, either at the wavelengths used by 
Dimov et al., or at the wavelengths used here. It is rather surprising that the results of the 
Bulgarian experiment were found to be consistent with a calculated linewidth 2y of 2 x 
0.2 cm-1 (Dimov et al., 1983), or 12 GHz, in view of the effective linewidth of 1.0 THz 
which I have calculated for the situation here.
It would be desirable for more experimental work to be done, to clarify the situation 
regarding laser-induced continuum structure. Probably, LICS can be more readily 
produced with tripling which is near a two-photon resonance with s states, because, at 
least for the case of sodium, these states are coupled more strongly with the continuum p 
states than the d states are. Furthermore, if wavelengths are chosen which are longer than 
the D line wavelengths, then it should be possible to phase-match, using a rare gas such 
as xenon. This should enable detectable tripling to be achieved at much lower probe laser 
powers, in a regime in which power broadening due to the probe laser is not significant.
Notes
lrThe theory which has been outlined in Chapter 5 is not adequate for dealing with 
partially polarized light. The Stokes parameters, which are usually used to describe 
partially polarized light, do not contain enough information to enable us to calculate the
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third harmonic generation signal. For example, for light which is described as 
unpolarized, it may be that the polarization is rapidly fluctuating between vertical and 
horizontal. In this case, the third-harmonic signal due to each polarization may be 
calculated from considerations regarding the two linearly polarized light fields. On the 
other hand, if the polarization is rapidly fluctuating between right-circular and 
left-circular, then no third-harmonic signal is produced. (See the discussion after 
equation (5.44).)
2In equation (5) in the paper by Dimov et al.(1983), the first minus sign should be 
replaced by i. In equation (9), their right-hand side should be multiplied by —i.
Chapter 7:
Interference between competing 
pathways for four wave 
mixing
Because the experiment in Chapter 6 did not lead to the detection of an LICS signal, 
we desired to find an effect which could demonstrate the validity of our experimental 
procedure, one that depended on the presence of both laser beams. There had been no 
trouble in detecting third-harmonic generation in sodium vapour, which is a third-order 
effect (it can be described in terms of x but we were not able to find any evidence for 
the fifth-order effect of LICS-enhanced tripling. Therefore, we decided to examine a 
(third-order) four wave mixing effect which involved both lasers. In particular, we 
examined sum frequency generation in sodium vapour, involving two photons from one 
laser and one photon from the other laser. This effect proved no more difficult to detect 
than the third-harmonic generation, verifying that our knowledge of both laser 
frequencies and of the laser beam overlap left little to be desired, both for focused and 
unfocused laser beams.
I realised that, by a suitable choice of laser wavelengths, it was possible to arrange 
for two different quantum-mechanical pathways for the four wave mixing to be 
simultaneously enhanced by two different two-photon resonances. This led to the 
possibility and the observation of quantum-mechanical interference between the two 
pathways. Constructive and destructive interference between the pathways were both 
observed (Chappie, Baldwin and Bachor, 1988).
In this chapter, I shall first explain the atomic excitation scheme for this interference
7. Interference between competing pathways for four wave mixing 176
experiment, and then outline the application of third-order perturbation theory to this 
situation. Then I shall describe the experiment and the results which were obtained, for 
the case of low laser intensities (unfocused laser beams), and discuss these results in the 
light of the theory. After this, results for higher laser intensities (with focused laser 
beams) will be presented and discussed.
As for Chapter 6, the experimental work described in this chapter was undertaken 
jointly with Dr K. Baldwin of the Laser Physics Centre at the Australian National 
University.
FIG. 7.1. Excitation pathways for the two-photon resonant 
four wave mixing, producing a signal at 2 co^+co2 .
(a) Processes responsible for the most important terms in %^
(b) Processes responsible for the terms in x  ^  which have
one negative resonant frequency (equation (7.2)).
7.1 The atomic excitation scheme
The atomic excitation scheme for the four wave mixing is shown in Fig. 7.1(a). 
Light at a wavelength of 195.5 nm was generated by the action of two photons of a red
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field at 602.2 nm (frequency co^ ) and one photon of a green field at 557.0 nm (frequency 
co2). The four wave mixing at 2col+co2 was resonantly enhanced by either: (i) a 
two-photon resonance (2 ^ )  with the 5s ^  state; or (ii) a two-photon resonance (co^co^) 
with the 4d3/2 and 4d5/2 states (which were unresolved in this experiment). The 
dependence of the four wave mixing signal on both frequencies col and co2 was 
investigated.
The first of these resonances occurs at a red laser wavelength of 602.231 nm (air 
wavelength; see equation (1.1)). When the red laser wavelength is equal to this value, the 
second resonance occurs at a green laser wavelength of 556.998 nm. The corresponding 
UV signal wavelength is 195.507 nm (vacuum wavelength).
Fig. 7.1(a) is actually an arrow diagram, of the form specified in section 5.4, which 
is useful for calculating the nonlinear susceptibility. The diagrammatic procedure in 
section 5.4 gives rise to several other third-order processes, which are not included in 
Fig. 7.1(a). Those which are enhanced by a resonance with either the 5s state or the 4d 
state are shown in Fig. 7.1(b). Those which are not enhanced by either resonance are 
regarded as being negligible, for the conditions of this experiment, as the laser 
frequencies were close to the resonant frequencies.
When the two different pathways for four wave mixing are referred to, it is to be 
understood that the first pathway includes both processes which are resonant or near­
resonant with the 5s state (the process in Fig. 7.1(a) and that in Fig. 7.1(b)), while the 
second pathway involves all the processes in Fig. 7.1 which are resonant or 
near-resonant with the 4d state. The different processes within each of these pathways 
cannot be isolated from one another, the corresponding quantum mechanical amplitudes 
occur in fixed ratios, provided the laser wavelengths are only varied by small amounts 
(relative to the detunings of the nonresonant arrow heads from the nearest energy levels). 
On the other hand, the two different pathways vary in their relative strength, depending 
on how close 2cox is to the 5s resonance and how close co^ca2 is to the 4d resonance.
Although the fine structure of the 4d state and the hyperfine structure of the various 
states were not resolved in this experiment, it is necessary to allow for them in order to 
get good quantitative agreement between predicted and observed four wave mixing 
profiles, as they increase the profile widths. The most important states and their splittings 
are shown in Fig. 7.2, from values given by Grynberg and Cagnac (1977). The
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FIG. 7.2. The most important energy levels with their fine and hyperfine structure.
hyperfine splittings o f the 4d fine structure com ponents are less than the natural 
linewidths (Shenck and Pilloff, 1975), so are not included. The natural linewidths of the 
5 j 1/2 t 4d3/2 and 4d5/2 states are 2.05 M Hz, 3.04 M Hz and 3.03 M Hz (from the 
lifetimes calculated by Theodosiou, 1984). These are much narrower than the linewidth 
contributions of Doppler broadening and collision broadening, as will be discussed later.
The 3p state, although not resonantly coupled in any of the processes, is included in 
Fig. 7.2, because it provides the major contribution to the two-photon excitations from 
the ground-state to the 5s and 4d states; that is, it provides the major contribution to the 
sum over states a ( l) , in the nonlinear susceptibility calculation discussed in section 5.4.
Two similar effects which were also investigated are shown in Fig. 7.3. The first of 
these, third-harmonic generation, produced a signal at 3col . This effect is resonantly 
enhanced at the first resonance discussed above, at a red laser w avelength of 
602.231 nm, corresponding to a UV signal wavelength of 200.799 nm. The second
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FIG. 7.3. Excitation pathways for third-harmonic generation at 3 ^  
and four wave mixing at (0^+2 co^.
(a) Processes responsible for the most important terms in %
(b) Processes responsible for the terms in x  ^  which have
one negative resonant frequency.
effect is very similar to the four wave mixing discussed, but produces a signal at 
Cüj+2 co2 . It is resonant at the second resonance discussed above. At a red laser 
wavelength of 602.231 nm and a green laser wavelength of 556.998 nm, the UV signal 
wavelength is 190.486 nm.
7.2 Theoretical predictions for weak laser fields
In this section, I shall consider the predictions of third-order perturbation theory for 
the four wave mixing profiles. This is the lowest order of pertubation theory which can 
be used to describe four wave mixing. Changes in the four wave mixing signal due to 
AC Stark shifts and the saturation of resonances are not included in the third order 
calculation; nor are possible effects of multiphoton ionization on the four wave mixing 
signal. Third-order perturbation theory was found to give good agreement with
7. Interference between competing pathways for four wave mixing 180
experimental results which were obtained when the laser beams were unfocused.
The four wave mixing signal at 2a)1+ö)2 is produced, as discussed in Chapter 5, by 
the atomic polarization at that frequency. This can be expressed in terms of the third- 
order nonlinear susceptibility by
/5(2ö)1+g>2) = EqX ^ X  -(26^+0^); col t  col , co2) E ico^E io^), (7.1)
as in equation (5.21). The nonlinear susceptibility governing the four wave mixing 
processes is determined using the arrow diagrams in Fig. 7.1, as prescribed in section 
5.4.1 The resulting formula (neglecting, at present, the effect of Doppler broadening) 
has two parts (for the two resonances), which are similar to those of equations (5.23) and 
(5.22):
z  (3)( -(2ü)j+ct>2); co2) =
y  _ i __ j  1 _ j _ _ _ 1
T  a b f 2o)r iri>g ’ *V ® i [ < V ( 2®i+<y2> n cg + a2 j
. y  {  1 1 I f  1 1_ _ 1'
T  a < t f ia>l+C02 > - i r dg * V ® 2  } { ß c8- ( 2<Ul+ ®2> ß cS +  ffl, j '
(7.2)
Here the indices g, b and d label the degenerate or near-degenerate components of the 3s, 
5s and 4d states respectively, which must be summed over. The sum over all states a and 
c includes, as usual, an integral over continuum states. The values N g are the 
ground-state atomic number densities, and the other symbols have the same meanings as 
in Chapter 5.
g ac
If Q bg and Qdg can be regarded as single values (if fine and hyperfine splittings are 
insignificant), then the atomic polarization can be written more simply as
P = Q, -  2 co. -ir,bg 1 bg
+ V  (®,+®2H'r<dg
(7.3)
where the values ax and a2 incorporate the electric field amplitudes of equation (7.1), as 
well as the dipole matrix elements and the nonresonant detunings of equation (7.2).
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Because the laser frequencies are small and rbg and rdg are much smaller than the 
nonresonant detunings, a 1 and a2 may be regarded as independent of cox and co2 •
The amplitude of the electric field at 2coi+co2 grows in the medium, as described by 
equation (5.9). If the input laser fields are not significantly affected in amplitude or phase 
by the nonlinear process, and if r bg and r d are constant throughout the nonlinear region, 
then the electric field generated at any part of the medium has the same functional 
dependence on the laser frequencies as is indicated by (7.3). The four wave mixing 
signal S is then proportional to the square of the generated electric field and hence to 
\P(2co]+(D2)\ 2 :
5 ~ I/’ (2<b1+®2)I2 = (7.4)
The profile of S as a function of cox, according to this simple perturbative model, is thus 
the sum of two Lorentzians (the squares of the two terms on the right-hand side of (7.4)) 
plus an interference term. As is scanned, two resonant frequencies appear: &bg/2 and 
&dg- 0 ) 2  • The interference term can give rise to constructive or destructive interference.
The damping constants r b and r dg are predominantly due to collisions with buffer 
gas atoms. The collision broadening of the 3s-5s and 3s-4d  transitions in sodium have 
been measured by Biraben et g/.(1977), using two-photon absorption, as functions of 
pressure of the different noble gases. Under argon, the collisional widths of the two 
resonances are (2.16 ± 0.16) x 10-8 rad s-1 per cm-3 (of argon) and (1.92 ± 0.20) x 
10-8 rad s-1 per cm-3 respectively.
These broadening constants of Biraben et al. actually apply to 3s-5s transitions 
involving only a rank 0 tensor contribution, and 3s-4d transitions involving only a rank 2 
contribution (see section 5.5). This is precisely the situation of the present experiment: 
the selection rule (5.46) allows for only rank 0 or rank 1 transitions from 3s to 5s (j= 1/2 
to j - 1/2), and the rank 1 contribution is zero, because both lasers had the same 
polarization (see (5.52)). [The rank 1 contribution can also be excluded on the basis of 
(5.48), assuming that the fine structure splitting of the 3p state (17.2 cm-1) is negligible, 
compared with the frequency separation of the first arrow head (Fig. 7.1) from it (3.7 x 
102 cm-1).] Similarly, the transition from 3s to 4d (/'= 1/2 to j - 3/2 or 5/2) has only a rank 
2 contribution.
The profile of equation (7.4) has been calculated without allowing for Doppler
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broadening. Doppler broadening may be incorporated by replacing the resonant 
frequencies Qbg and F2dg in (7.3) by distributions of resonant frequencies, determined by 
the Maxwell-Boltzmann velocity distribution. Thus (7.3) becomes
Here 5Qbg and S ü dg are equal to the Doppler widths divided by 2^2 ln2 (see the 
discussion at the end of section 1.7). From (3.1), they are related to the temperature T by
To incorporate the fine structure splitting of the 4d state and the hyperfme splitting of 
the other states in the model, we can use the results of section 5.5. I will assume that the 
tensor operators for the two-photon transitions commute with the spin operator S and the 
nuclear spin operator I. This is valid for one-photon transitions, and it is also valid for 
these multiphoton transitions, provided that the fine and hyperfme splittings of the 
nonresonant intermediate states are negligible in comparison with the frequency 
separations between those states and their respective arrow heads (Fig. 7.1). This 
approximation is reasonable here; the fine structure splitting of the 3p state is 17.2 cm-1, 
compared with a nonresonant detuning of about 3.7 x 102 cm-1 for 602.2 nm and 9.8 x 
102 cm-1 for 557.0 nm; for the other nonresonant intermediate states, the splittings are 
certainly negligible.
In the nonlinear susceptibility of equation (7.2), the dipole matrix elements in the 
numerators involve products of two 35-5s couplings or two 3s-4d couplings, involving 
products of matrix elements of two rank 0 or rank 2 tensor operators, respectively. 
Therefore, we can apply equations (5.38) and (5.43) to evaluate the contributions to the 
nonlinear susceptibility from the different fine and hyperfme components. For each 
hyperfine component of the ground-state, with F=1 or F=2, we may sum over the 
different values of F \ corresponding to the different upper state hyperfine components. 
For the 4d upper state, the hyperfine splitting is negligible (section 7.1), so we are
oj ? t n p [ - ( a - a df i s a ^ ] i a
V* äo4 i (7.5)
SÜ.. = Qtj (2kT lm)xl2 /  c . (7.6)
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interested only in the sum over F'; for the 5s upper state, the only contribution to the sum 
over F ' comes from F'=F, because of the selection rule AF=0 for rank 0 transitions 
(equation (5.49)). The resulting contribution to the nonlinear susceptibility is, from 
(5.43), proportional to the statistical weight 2F+1 of the ground-state hyperfine 
component.
For evaluating the contributions of each of the two fine structure components of the 
Ad state, with 7=3/2 and 7=5/2, it is simplest to use a modified version of equation 
(5.38):
^ ( y L S J t T ^ i y '  L' S J ' ) \ 2 = \{yL\\Tk \ \y-L-)\2 . (7.6)
The sum over 7 values of the ground-state is trivial, because there is only one value: 
7=1/2. Thus the contribution to the nonlinear susceptibility from each fine structure 
component of the Ad state is proportional to the statistical weight 27'+1 of that 
component.
To incorporate fine structure and hyperfine structure into the calculations of the 
atomic polarization, the first of the two integrals on the right-hand side of (7.5) is 
replaced by two integrals, with two slightly different values of Qbg, corresponding to the 
F= l —>F'=1 and F=2 —>F'=2 transitions. The differences in the Q bg values are 
determined from the hyperfine splitting of the 3s and 5s states, given in section 7.1. The 
two integrals are added in proportion to the statistical weights 2F+1 — that is, they are 
multiplied by 3/8 and 5/8 respectively, and then added. The second integral on the 
right-hand side is replaced by four integrals, with four slightly different values of Qdg , 
corresponding to the transitions F = l—>7=3/2, F = l—>7=5/2, F= 2—>7'=3/2 and 
F=2—>7=5/2. Again, the splittings are given in section 7.1. The integrals are added in 
proportion to the statistical weight product (2F+1) (27'+l) — that is, with the multipliers 
6/40, 9/40, 10/40 and 15/40.
The ratio of the values ax and ^  may be determined experimentally. Alternatively, it 
may be determined theoretically from from the computer program described in Appendix 
C. This will be discussed in section 7.4.
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7.3 The experiment (unfocused laser beams)
The experimental set-up was as for the LICS experiment of Chapter 6 (see Fig. 6.6), 
except that the lenses were removed, and some realignment of the beams was required to 
cater for the new laser wavelengths (602.2 nm and 557.0 nm). The laser beam energies 
were measured at the laser outputs and at various parts of the experiment, using the 
Gentec thermopile detector. The energy inside the sodium cell was determined to be 
0.65 mJ for the red beam and 2.7 mJ for the green beam, when the results to be 
presented were produced. The spatial energy distribution was determined by moving a 
horizontal knife-edge vertically and then a vertical knife-edge horizontally across the laser 
beam, and measuring the energy behind the knife-edge as a function of the knife-edge 
position. Using these measurements, together with the beam energies and the laser pulse 
widths (25 ns), the powers at the centres of the laser beams were calculated to be 6 x 105 
W cm-2 for the red beam and 1.4 x 106 W cm-2 for the green beam. The maximum 
signal which was detected at 195.5 nm was estimated (as explained in section 6.5) to be 
of the order of 10-14 J.
The red laser, at 602.2 nm, was not at the optimum wavelength for the Rhodamine 
6G dye, which is why its energy was less than that of the green laser. This made its 
behaviour more sensitive to temperature variations and photochemical deterioration in the 
dye during the experiment. Furthermore, the signal at 2ty1+6)2 was quite sensitive to the 
red laser intensity, as two photons from this laser were involved in the nonlinear process. 
For these reasons, the red laser energy was monitored during the experiment using a 
photodiode to detect the laser light reflected from an optical surface. None of the surfaces 
already in the optical arrangement provided a suitable reflection, because the reflected 
energy varied rapidly as the laser frequency was scanned, due to interference between 
two or more reflections in the same direction. Therefore, a pellicle was inserted in the 
beam to reflect light into the photodiode. It was later found, however, that the reflectivity 
of the pellicle was very variable, due to the interference of front- and back-surface 
reflections. A small temperature change in the pellicle, as caused by momentarily 
operating a heat-gun near it, changed the phase of this interference (presumably due to a 
change in the tension of the pellicle), markedly changing the photodiode signal. It 
appeared sometimes as though the laser beam similarly heated the pellicle, affecting the 
photodiode readings. Therefore, for later work, the pellicle was discarded and replaced 
by a thin glass wedge. While the pellicle was in use, this beam monitoring was thus 
unreliable. Nevertheless, regular measurements of the beam energy using the thermopile 
detector ensured that the red laser power remained constant to within 20%.
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The sodium atomic density was determined, using hook interferometry (section 
6.4), to be (3 ± 1) x 1014 cm-3, and the vapour length was 8 ± 2 cm. From the number 
density measurement and vapour pressure data (Table 3.1; Fig. 3.4), a vapour 
temperature of 290°C was inferred. The argon buffer gas pressure was 25 mbar (18.75 
Torr). For this situation, the wave-vector mismatch values (equation (5.10)), for signal 
generation at the frequencies 2cu1+cü2, 3 ^  and co1+2cd2 , are -0.001 cm-1, -0.17 cm-1 
and +0.17 cm-1 respectively. (Here the dispersion of both the sodium vapour (Fig. 5.1) 
and the argon (Fig. 5.2) have been taken into account.) Therefore, for the vapour length 
of 8 cm, the signal generation at 2coY+co2 was phase-matched, and the other two effects 
were not quite phase-matched (see section 5.2).
Under these conditions, the dependence of the four wave mixing signal at 2ö)1+ca2 
on both laser frequencies was tested extensively. Similar tests were performed for the 
two similar effects shown in Fig. 7.3, which gave rise to emissions at 3 ^  ando)1+2o)2. 
The different emissions were easily distinguished, due to the dispersion of the 
monochromator.
7.4 Results and discussion (unfocused laser beams)
Results obtained by recording the signal at 2cu1+ty2 while scanning the red laser 
frequency are shown in the three-dimensional plot of Fig. 7.4. A slightly different 
frequency ca2 was chosen for each different scan shown. The larger peak, corresponding 
to the resonance 6^ = Q bg /2, occurs in the same place for all the scans, whereas the 
position of the smaller peak, for the resonance 0)1 = & dg~co2 , depends on the green laser 
frequency (equation (7.4)).
Some of these results are shown in Fig. 7.5, together with curves from the theory of 
section 7.2. From the collisional broadening constants given in section 7.2, the 
collisional damping terms r b and T d are 3.5 x 109 rad s-1 and 3.1 x 109 rad s-1 , 
corresponding to collisional linewidths of 1.11 GHz and 0.98 GHz. The values ö Q bg 
and S Q dg in equation (7.6) are, for 290°C, 1.33 x 1010 rad s_1 and 1.39 x 1010 rad s-1 
respectively, corresponding to Doppler widths of 3.53 GHz and 3.67 GHz for the 3s-5s 
and 3s-4d resonances. (When the red laser was scanned, the former width appeared 
halved, as the resonance involves two photons of the red field.) The values a x and a2 
were determined by requiring that the peaks in the theoretical curve of Fig. 7.5(a) have
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FIG. 7.4. Three-dimensional plot of the four wave mixing signal at 2co^ +cü2 , in arbitrary 
units. &vred = 0 when = &bg/2, and Avgreen = 0 when co2 = Qdg-  £2bg/2.
(From Chappie, Baldwin and Bachor, 1988.)
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FIG. 7.5. Comparison of results (points) with theory (solid curves) for the four 
wave mixing (in arbitrary units) as functions of . Each plotted point 
represents an average over 40 laser pulses.
( a )  A ’ vgreen = “ 1 G H z  "  4 < 5gren• where 5green 5'80 G H z '  •
<W Avgreen =  - 1 G H z  “ 15green ■ (c> Avgreen = GHz “  5green ■
(d) Avgreen = -1 GHz. (From Chappie, Baldwin and Bachor, 1988.)
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the same areas as the experimental ones. The ratio a l/a2 was assumed to be real and 
positive, in good agreement with experimental findings. The value for al/a2 which was 
obtained in this way is 2.47.
Constructive interference is clearly demonstrated in Fig. 7.5(d), in which the peak 
height is greater than the sum of the peak heights of the Fig. 7.5(a), for both theory and 
experiment. Destructive interference can be seen in Fig. 7.5(b), in which the wings of 
the peaks have been suppressed slightly between the peaks. The observed profiles were 
slightly broader than the theoretical ones, probably because the effects of the laser 
bandwidths (1.2 GHz) have not been accounted for.
Fig. 7.6 shows the signal which was obtained when the green laser frequency co2 
was scanned. The values of ax and a2 which were used to calculate the theoretical curves 
were the same as for Fig. 7.5. In Fig. 7.6(a), the red laser remained at two-photon 
resonance with the 5s state as co2 was scanned, so there was four wave mixing via the 5s 
pathway for all values of 0)2 . In the middle of the scan, the four wave mixing was 
enhanced as the 4d pathway came into resonance. For the data in Fig. 7.6(b), (c) and 
(d), the red laser was detuned from the two-photon resonance, so that the flat background 
signal due to the 55 pathway was considerably smaller. It is clear that there was 
constructive interference on one side of the 4d resonance and destructive interference on 
the other. Far from the resonance, the signal was at the level determined by the 5s 
pathway alone.
Differences between the observed signal and the predicted one can be explained, on 
the whole, by thermal variations in the lasers. The red laser wavelength calibration was 
not very well stabilized; generally, it stabilized after about two hours of operation of the 
laser, after drifting about 0.002 nm (about 2 GHz), but it was not always possible to 
establish a definite trend for this process. This drift was quite significant for scans such 
as that shown in Fig. 7.6(a). In future work in this laboratory, the laser tuning blocks 
will be thermally regulated to prevent this problem. Another problem was that there was 
some uncertainty in the red laser energy, as it was monitored using the reflection from the 
pellicle (discussed in section 7.3). Despite these problems, there was generally good 
agreement between theory and experiment.
After the curves of Figs 7.5 and 7.6 were prepared, the computer program which is 
described in Appendix C was written, and was used to calculate nonlinear susceptibilities.
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FIG. 7.6. Comparison of results (points) with theory (solid curves) for the four 
wave mixing (in arbitrary units) as functions of co2 • Each plotted point 
represents an average over 40 laser pulses.
(a) t\vrei = 0 (i.e. <öj = a b /® -  (b) Avred = -S red , where 8red a  5.78 GHz.
(c) Avred = -28red. (d) Avred = -4Sred.
(From Chappie, Baldwin and Bachor, 1988.)
The value for al/a2 obtained from this program is 1.907 -  0.006/. This result supports 
the assumption that the ratio al/a2 is real and positive; the imaginary part is only very 
small. The calculated magnitude of ax/a2 is not the same as the observed value of 2.47, 
but the agreement is reasonable. Unfortunately, a lack of time has prevented me from 
preparing theoretical profiles which incorporate the calculated ratio, for comparison with 
the experimental results.
The two effects shown in Fig. 7.3 were also investigated. A profile of tripling at 
3 ^  , at wavelengths around 200.8 nm, is shown in Fig. 7.7. This third-harmonic signal 
was frequently used for calibrating the red laser wavelength. It was found that, with 
unfocused laser beams, the green laser beam had no effect on the third-harmonic signal, 
at any red or green laser wavelength, as is to be expected from third-order perturbation
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theory. Four wave mixing at at wavelengths around 190.5 nm, was also
observed, as shown in Fig. 7.8. Tests at various wavelengths suggested that there was 
no change in this four wave mixing signal when the red laser wavelength became 
two-photon resonant with the 3s-5s transition. This is to be expected from third-order 
perturbation theory, because this process does not involve the 5s state. These findings 
give some justification for relying on third-order perturbation theory in the discussion.
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FIG. 7.7. The third-harmonic signal 
recorded as the red laser wavelength was
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FIG. 7.8. The four wave mixing signal 
at (o^+2 ü)2 . around 190.5 nm, as a 
function of the green laser wavelength. 
The red laser was at the two-photon 
resonance (602.231 nm).
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Attempts were made to test the laser intensity dependences of all these nonlinear 
effects, but unfortunately it was not possible to draw definite conclusions from these 
tests. One problem was that the reflection from the pellicle was used for monitoring the 
red laser output. As mentioned earlier, the laser beam heated the pellicle, changing its 
reflectivity due to a change in the interference between front- and back-surface reflections.
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Therefore the laser power was not properly monitored for these tests. Another 
consideration is that, in order to vary each dye laser output power, the excimer laser beam 
entering the main laser amplifier was partially blocked. This blocking probably had some 
effect on the shape (or spatial profile) of the output dye laser beam, as well as the beam 
power. For future work in this laboratory, the dye laser power will be varied using 
partially crossed polarizers, in a way that does not affect the shape of the beams.
7.5 Results with contracted / focused laser beams
In addition to the work which has been discussed, tests were conducted with 
contracted laser beams. Each beam was contracted using a telescope comprised of two 
lenses, as shown in Fig. 7.9, to produce an approximately collimated beam of increased 
intensity. As for the unfocused case, the spatial profiles of the laser beams were 
measured using horizontal and vertical knife-edges. These measurements were used, 
together with measurements of the beam energies at various parts of the experiment, to 
calculate the intensities (at the centres of the laser beams) which are quoted below.
^ ------------ ~ 700 mm --------------- ^
500 mm 
focal length
200 mm 
focal length
FIG. 7.9. Beam-contracting telescope
Further tests were conducted with the laser beams focused in the sodium vapour 
(without the recollimating lens of Fig.7.9). The four wave mixing processes and 
third-harmonic generation were examined using both contracted and focused beams, and 
various saturation effects were observed. I will present some of these results here.
Three profiles of the four wave mixing at , produced with the contracted
beam arrangement, are shown in Fig. 7.10 as functions of the red laser wavelength. The
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FIG. 7.10. Four wave mixing at 
2 CO y + 0 * 2  > recorded as the red laser 
wavelength was scanned, for the 
contracted beams situation. The green 
laser wavelength was 557.021 nm, and 
the green laser intensity (at the centre of 
the beam) was 5.3 x 106 Wem-2 .
(a) Red intensity = 2.7 x 106 Wem-2 .
(b) Red intensity = 5.3 x 106 Wem 2.
(c) Red intensity = 1.1 x 107 Wem 2.
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profiles have the same two peaks which appear in the profiles of Fig. 7.5. It is clear, 
however, that the ratios of the peak heights are not the same as in Fig. 7.5; the smaller 
peak is relatively larger than for the unfocused beam situation. Furthermore, the peaks
7. Interference between competing pathways for four wave mixing 192
are broader than in Fig. 7.5. The three profiles shown in Fig. 7.10 were produced under 
the same conditions, except that the red laser power is doubled for each successive 
profile. Clearly, the signal corresponding to the tall peak is saturated; this peak grows 
little as the red laser power is increased. The small peak, on the other hand, is not so 
severely saturated, and it grows with the red laser power, until the two peaks are almost 
the same height in Fig. 7.10(c). The small peak does not, however, grow as quickly as 
the square of the red laser power, which is the growth we would expect from third-order 
perturbation theory. Notice that the shape of the tall peak in 7.10(c) is quite different 
from that in 7.10(a).
Another profile of four wave mixing at 2o)1+£ü2 , as a function of the red laser 
wavelength, is shown in Fig. 7.11. For this profile, the beams were focused in the 
sodium vapour using lenses of focal length 0.5 m. Pronounced high intensity effects are 
evident. There is significant four wave mixing away from the resonances, and the 
resonant four wave mixing is not very much greater than the off-resonant signal, 
presumably due to severe saturation of the resonances.
FIG. 7.11. Four wave mixing with the 
laser beams focused in the sodium 
vapour, as a function of the red laser 
wavelength. The green laser wave­
length was 556.983 nm. Both laser 
intensities at the waist centres were of 
the order of 2 x 1010 Wem-2 .
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A profile of third-harmonic generation, produced with the contracted beam 
arrangement, is shown in Fig. 7.12. (Only the red beam was used.) The profile is 
asymmetrical, with a prominent dip. The dip is more prominent in Fig. 7.13, which 
shows a profile measured under tight-focusing conditions. The central dip at the
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FIG. 7.12. The third-harmonic recorded 
as the red laser wavelength was scanned, 
for the contracted beams situation. The 
laser intensity at the centre of the beam 
was 1.9 x 107 Wem- 2 .
FIG. 7.13. Third-harmonic generation, 
with the red laser beam focused with the 
100 mm focal length lens to a waist 
intensity o f the order o f 2 x 1011 
Wem- 2 .
two-photon resonance is similar to those of some of the figures of Chapter 6, for 
third-harmonic generation at the 2>s-Ad resonance.
When the laser beams were focused in the sodium vapour, the green beam affected 
the third-harmonic generation, as shown in Fig. 7.14. This figure shows the tripling 
signal obtained (due to the red laser at the 3s-5s resonance) while the green laser 
wavelength was scanned. The signal dropped by about 20% when the frequency co^co.2 
came into resonance with the 3s-4d  transition. This suggested that the ground-state 
population was being depleted by excitation, possibly including multiphoton ionization, 
via the 4d state. Immediately after the scan of Fig.7.14, the tripling was tested with the 
green laser blocked, and the signal was increased by 10%. Thus the green beam reduced
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X (na)
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FIG. 7.14. Third-harmonic generation 
at 3co^ (due to the red laser), with 
focused laser beams, recorded as the 
green laser wavelength was scanned. 
Both laser intensities were of the order
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the tripling signal, even when co^\-co2 was off-resonant. These effects of the green laser 
on the tripling signal, which are not predicted by third-order perturbation theory, were not 
observed with the unfocused or contracted beams.
7.6 Further discussion
The results just presented are difficult to explain quantitatively, as a number of 
complicated processes are involved. Some of these processes can be analysed properly 
only within the framework of a three-dimensional numerical model of the beam 
propagation in the vapour, which I have not had time to consider. Nevertheless, it is 
possible to make some general comments about processes which occur at high laser 
intensities. More detailed analyses of some of these effects have been discussed by a 
number of authors (e.g. Chang, 1974; Stappaerts, 1975; Elgin and New, 1976; Georges, 
Lambropoulos and Marburger, 1977; Kildal and Brueck, 1980).
One intensity-dependent effect, which was seen to be very important in Chapter 6, is 
the Stark shifting of the energy levels. In pulsed laser experiments, in which the laser 
intensities vary rapidly, the Stark shifts also vary, and the result is often a broadening of 
the resonances. Another important effect is the resonant excitation or multiphoton 
ionization of ground-state atoms, which may deplete the ground-state population or 
saturate the transition between the resonant states. Probably, such effects gave rise to the 
sharp dip in the tripling profile of Fig. 7.13.
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High intensities may affect the refractive index of the vapour and hence the 
phase-matching. This may be understood in terms of a nonlinear refractive index, which 
may be significant close to the resonance. A nonlinearity in the refractive index at one of 
the laser wavelengths can give rise to an advancement or a retardation in the phase of the 
middle of the laser beam (where the intensity is greatest), with respect to the outer part of 
the beam. This results in self-focusing or self-defocusing of the laser beam, as well as a 
change in the wave-vector mismatch in the middle of the beam. Both phenomena can 
have significant effects on the nonlinear signal generation.
Other complications arise when the nonlinear medium is long enough and dense 
enough to result in a significant proportion of the laser power being frequency-converted. 
The generated signal may then be converted back to the original frequencies or to new 
frequencies due to other nonlinearities of the medium. These effects are difficult to 
analyse quantitatively. They were unlikely to be important in this experiment, however, 
because the generated signal was many orders of magnitude less intense than the input 
laser beams.
To summarise this chapter, the interference between two quantum-mechanical 
pathways for four wave mixing was demonstrated. Both constructive and destructive 
interference were observed, and by varying the laser wavelengths, the phase of the 
interference could be varied continuously. The pathways could also be isolated from one 
another to remove the interference. For low laser intensities (with unfocused laser 
beams), a simple theoretical model based on third-order perturbation theory gives a good 
description of the observations. At higher laser intensities (achieved by contracting or 
focusing the laser beams), saturation and other higher order effects make the situation 
considerably more complicated.
Notes
llt was stated in Chapter 5 that the arrow diagrams may be used to calculate 
nonresonant or singly resonant nonlinear susceptibilities. It is quite valid to use this 
approach here, where there are two resonances, because each contribution to the 
nonlinear susceptibility involves only one of these resonances. Individual contributions 
involving both resonances do appear in the fifth-order nonlinear susceptibility, but not the 
third-order.
Conclusion
In this thesis, I have addressed several facets of interference in multiphoton effects 
involving continuum states. The initial emphasis was on laser-induced continuum 
structure (LICS), and its relationship with atomic autoionization resonances. Three 
experiments were then described, in which the study of LICS was attempted. LICS was 
not observed in any of these experiments. Finally, the work turned to the study of 
interference between two quantum-mechanical pathways for four wave mixing. This 
effect was observed for two-photon-resonant four wave mixing in sodium vapour.
The non-observation of LICS in the first three experiments appears to be due to 
several different factors. In the caesium atomic beam experiment, in which a CW dye 
laser was used as the embedding laser, the laser power was insufficient to produce an 
observable effect. In the rubidium atomic beam experiment, a CW C 02 laser was used to 
embed rubidium Rydberg states in the continuum. It seems likely that this laser would 
have been bright enough to produce an observable effect. Nevertheless, LICS was not 
observed, because of problems with the atomic beam, and possibly with the electron 
detection scheme also. This experiment was not completed; at the time when the 
experimental difficulties became apparent, a new dual pulsed dye laser system became 
available for my use, and so I commenced an experiment using it. It seemed that it would 
be possible, using this new system, to produce LICS much more readily, as in the work 
of Dimov et al.{1983).
In this third experiment, one pulsed dye laser was used as the embedding laser. The 
other pulsed dye laser, the probe laser, was frequency-tripled in sodium vapour, the aim 
being to study resonant enhancement of the third-harmonic signal, due to the LICS.
The failure of this experiment to produce a LICS signal may be understood in terms 
of Stark shifts in the resonant frequencies. These shifts apparently power-broadened the 
LICS resonance so much that it was not observable. In fact, it is surprising that these 
effects did not obscure the resonance in the experiment of Dimov et al.{ 1983). Possibly 
the differences in the observations can be explained in terms of: (i) the higher sodium
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vapour density used by Dimov et ai; (ii) their shorter laser pulse lengths; or (iii) the fact 
that their probe laser frequency was further from the 3s-4d two-photon resonance.
The experiment involving interference between different quantum-mechanical 
pathways for four wave mixing, described in Chapter 7, illustrates in a novel way the 
nature of quantum-mechanical interference. The results are well described by a simple 
model based on third-order perturbation theory. Fine and hyperfine structure effects are 
included in the theory, to give a good fit between theory and experiment at laser 
intensities around 106 W cm-2. At significantly higher intensities, saturation effects 
became noticeable, and the observations can no longer be explained in terms of third- 
order perturbation theory.
The work described in this thesis raises valuable opportunities for further research. 
Firstly, it would be of great value to complete the rubidium experiment of Chapter 4 . 
Secondly, it would be worthwhile to extend the work of Chapter 6, using different 
energy levels to obtain stronger discrete-continuum couplings, and using wavelengths 
and buffer gas pressures in such a way as to obtain phase-matched third-harmonic 
generation. In this way, it should be possible to operate the experiment at intensity levels 
for which the probe laser does not produce large AC Stark shifts of the resonances. 
Thirdly, there are opportunities for studying the four wave mixing of Chapter 7 more 
systematically at high laser intensities, and for developing theoretical models to improve 
the understanding of the experimental results.
Appendix A:
Systems of units and 
numerical conventions for 
nonlinear susceptibilities
A.l Units
The field of nonlinear optics is sometimes daunting because of the different systems 
of units and the different numerical conventions which are used. In the bulk of this 
thesis, the equations are written in terms of SI units. Many papers and books use CGS 
units, and express a number of electromagnetic quantities in e.s.u. (electrostatic units). 
These units are used in the computer program described in Appendix C, to aid 
comparison of calculated nonlinear susceptibilities with certain literature values. To 
convert equations from SI to CGS units, the following transformations of the equations 
suffice, for the equations in this thesis:
(i) The product /x0£ 0 , as in equation (5.5), should be written as 1/c2. Neither the 
vacuum permittivity noi; the vacuum permiability fx0 appears in equations written 
in CGS units. The relative permittivity and relative permiability, which are written 
£/e0 and /x /]X0 in SI units, are simply written £ and /x in the CGS system.
(ii) For any charge q , the term q 2l4 n  eQ should be replaced, wherever it occurs, by q 2. 
This replaces the charge expressed in Coulombs by the charge expressed in e.s.u. 
In making these changes, we should bear in mind that the electric field has units of 
force per unit charge, electric dipole matrix elements (between discrete states) have 
units of charge x distance and atomic polarizations have units of charge over distance 
squared. As an example of rules (i) and (ii), in equation (5.9), we replace lx J e Q by
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/UqS^Eq2 = \/e02c2, as in (i), and then remove the £0 as in (ii), arriving at the 
equation
f e « n z )  = ^ 4 ) e " V  oz na c
in CGS units.
(iii) In equations for the atomic polarization P (or P ), expressed in terms of 
susceptibilites and electric field amplitudes, such as equations (5.6), (5.20) and 
(5.21), the £q should be removed. Correspondingly, the l/£0 should be removed in 
formulas for the nonlinear susceptibility, such as in equation (5.22). There does not 
seem to be a very good reason why the £0 appears in the SI equations, but this is the 
convention in the literature. The £0 does make the linear susceptibility dimensionless 
in SI units, as it is in CGS units, but unfortunately the two dimensionless values 
differ by a factor of An.
(iv) In accordance with these remarks, the linear susceptibility % ; o>), when
expressed in terms of dimensionless quantities, as in equations (5.7) and (C.21), 
should be replaced by Airx ^ \ - c o ; cd).
(v) The magnetic field B should be replaced by B/c. Thus the Lorentz force law for the 
force F on a charge q, moving with velocity v in an electric field E and a magnetic 
field B, is, in SI units,
F = q (E + v X B),
while, in CGS units, it is
F = q (E + v X B/c ).
The magnitude of the electron charge in SI units is 1.60219 x 10-19 C; in CGS units, it is 
4.80325 x 10~10 e.s.u.
In many calculations of atomic physics, energies are expressed in Rydbergs, 
because the resulting values are often of the order of unity. The Rydberg, Ry, is equal to 
Rch, where R, the Rydberg constant, is equal to wge4/(8£02c/z 3) = 1.09737 x 107 m-1, 
and m0 is the electron mass.e
Ry = 2.17991 x 10-18 J = 2.17991 x KT11 erg = 13.6058 eV.
In such calculations, distances are often expressed in terms of the Bohr radius a0 , which 
is equal to h 2£0 l{nmee2) = 5.29177 x 10-11 m.
Often, it is stated in the literature that a calculation is in atomic units. The atomic unit 
of energy is two Rydbergs; the atomic unit of distance is one Bohr radius.
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A.2 Numerical conventions for nonlinear susceptibilities
There are numerous notations and numerical conventions for optical nonlinear 
susceptibilities. The notation used here for nonlinear susceptibilities such as
-(o^+GJ^+fflj); cox, co2 , (of) follows the notation adopted by Hanna, Yuratich and 
Cotter (1979). I find this notation convenient, because it simplifies the scheme for 
determining nonlinear susceptibilities from arrow diagrams (section 5.4). Other authors 
do not negate the generated frequency in the arguments of nonlinear susceptibilities; 
others omit the generated frequency argument altogether, as it is actually redundant, being 
determined only by the sum of the other arguments.
The numerical convention used here is the one adopted by Shen (1984). Other 
conventions often result in the appearance of complicated numerical factors in equations 
for nonlinear susceptibilities, or in equations for the atomic polarizability. Furthermore, 
in several conventions, the nonlinear susceptibilities jump discontinuously when the 
frequency arguments become equal, which is undesirable. On the other hand, the present 
convention has the undesirable feature that the values of the nonlinear susceptibilities are 
not determined merely by the values of the frequency arguments; the formal arguments 
are also important. For example, as pointed out in section 5.4, the value of 
^  (3^ (-( ty1+ty2+a>3); co1 , co2 , co3) which occurs when co1 = co2 is double the 
corresponding value of ^^3^ (-(2ca1+a)3); , cox , a>3).
The first point of difference between the various conventions is that, in some 
conventions, the electric field is written as in equation (5.1):
E(r) = eE (co )Q -i(0t + E*E(-CD)ei0 )t, (A.l)
while, in other conventions, it is written
E(r) = R e[e£(ü))e-/<ü']
= \  [ e E (c o ) t~ iCüt + e*E (-co ) z i(0t ] . (A.2)
In the latter scheme, the complex amplitude E (co) of the electric field is double that of 
(A.l), for the same electric field E(f). If the complex amplitudes for the electric field and
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the atomic polarization are written as in (A.2), then for an rcth-order nonlinear 
susceptibility with none of the frequency arguments equal to zero, a factor 21-n must be 
included, either in formulas such as (5.20) and (5.21) for the atomic polarization (e.g. 
Hanna, Yuratich and Cotter, 1979) or in formulas for the nonlinear susceptibility (Maker 
and Terhune, 1965; Levenson, 1982).
Further differences between the various conventions arise because many authors 
evaluate the polarization as a sum of several contributions, each one being obtained by a 
different permutation of the distinct input frequencies. For example, if cox and co2 are 
distinct in equation (5.23), then the preceeding formula for the atomic polarization must 
be replaced by
P(2ö)1+tö3) = 3£0x {3\-(2col+coi y,col ,col ,co3)E(col)2E(coi ) ,
because of the contributions from the three distinct permutations of the field amplitudes 
£(6^), E(cox) and E ( a If the factor of 21_" is to be included, then this becomes
Pdco^coJ = }£0X (3\ - ( ^ i+ ^);  cox, cox, coj E ico^E^ ) ,
and, if the equation written in CGS units, then the eQ is omitted. In these schemes, the 
numerical factor k of equation (5.20) is equal to the number of distinct permutations of 
the input frequencies coY , . . ,  con , or 2l~n times this value.
Correspondingly, the nonlinear susceptibilities must be reduced to compensate for 
this factor. The nonlinear susceptibilities which I have given in Chapter 5 must then be 
multiplied by the number of identical permutations of all of the frequency arguments -co, 
col , .. , con , divided by «! ; or, in the Maker-Terhune notation (Maker and Terhune, 
1965), they must be multiplied by 2l~n times this value. If we do not have to worry 
about the factor of 2l~n (that is, if the field amplitudes are as given in equation (A.l)), 
then the product of this factor and the numerical factor Kris simply equal to the number of 
times that the frequency -co appears among all of the arguments -co, cox, .. ,con .
In the numerical convention used in this thesis, the numerical factor multiplying the 
nonlinear susceptibility formulas is one, and K is equal to the number of times that -co 
appears among the arguments -co, coY , .. , con . For sum frequency generation, and 
many other processes, K -  1. The situation which arises when the frequency arguments 
become equal to one another does not cause any particular problems; this situation is 
discussed following equation (5.23) in section 5.4.
Appendix B:
Spherical harmonics, irreducible 
tensors, 3j  and 6j symbols
B.l Spherical harmonics
The set of spherical harmonics Y ^  forms a complete orthonormal set of functions of 
angular coordinates 6 and (p:
2 7T n
J I yr« ' Yim sin0 dö d0 = . (B.l)
0 0
(The spherical polar coordinates (r, 6, (p) and the Cartesian coordinates (x, y, z ) are 
related by: x = rsin# cos</>; y = r sinO sin0; z = rcosO .) Angular momentum 
eigenstates, given by quantum numbers / (total orbital angular momentum) and m 
(z-component of orbital angular momentum), are proportional to Ylm (that is, Ylm 
expresses their angular dependance). The spherical harmonics are defined in terms of the 
Legendre polynomials Pt or the associated Legendre polynomials P ^ :
P , ( u )  = 4 r — , (M2 - ! ) '  ;
' ' !  du
n j m
P. (u) = (1 -  u 2fß - i -  ) ;
/  m  v '  v '  ^  m  / v /
/ m (-D
(2/+ 1) (/ -  m )!
4tt(/ + m )!
im<(> P[m(cosd)
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Often it is simpler to use the functions C{ m given by
C = /I m 21 + 1  l m  '
Some examples are:
Cqq — 1 j Cio — cos0 j
Ci±i = t Vi /2 e^ sin ö  ; C20 = V2 (3cos20 - l ) ;
C2±1 = TV3/2 e^ sinöcosö  ; C2±2 = V3/8 e±2^sin20 .
B.2 Irreducible tensors
Operators or functions which depend on angular coordinates are transformed by a 
rotation of the coordinate system. It is convenient to express these operators or functions 
in terms irreducible tensors. This allows for simple geometrical dependances to be 
isolated in quantum-mechanical calculations. An irreducible tensor T k of rank k has 
2k + 1 components, T kq , with q ranging from -k  to k , which are transformed by a 
rotation of the coordinate system in the same way as are the spherical harmonic 
components Y ^  .
As an example, the spherical components of a vector A form an irreducible tensor of 
rank 1. These spherical components are defined by:
To show that these components transform under rotations of the coordinate system in the 
same way as the spherical harmonics Ylq , we express A in terms of its spherical polar 
coordinates A (= IAI), 0 and 0 :
(B.2a)
Ati = T (Ax ±iAy. (B.2b)
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Aq = A cos0 = A C10 ,
A±1 = TA sinö(cos0±/ sin0) / V2 = A C1±1 .
Thus A is proportional to the spherical harmonic Ylq , and so the spherical components 
of A are transformed in the required manner.
Because the spherical components of a vector form rank 1 irreducible tensors, rank 1 
irreducible tensors are often referred to as vectors. Similarly, rank 0 irreducible tensors 
are often referred to as scalars.
By inspection, A is equal to the dot product of A with the standard unit vector e 
defined in (5.26):
\  = A . e<? . (B.3)
Furthermore, A may be expressed in terms of the standard unit vectors:
A = X (-l)V, e, , (B.4)
q=-\
which may be verified using (B.3). It follows that the dot product of two vectors A and 
B can be expressed by:
A .B  = £ ( - l ) ? A ^ B q .(B.5a)
<?=-1
(Note that A .B  = B . A .) This equation can be generalised to define the dot product 
of two irreducible tensors A k and B k of rank k :
A k . B k = £  ( -1 )V _ ,B *  . (B.5b)
q=-k
Two irreducible tensors U k and V k can be multiplied together to form a tensor 
product, which has, in general, irreducible tensor contributions of ranks \k -  k' I to 
k + k ' . The contribution [ U X V ]K of rank K is given by
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k k'
l U x v f  = T  t  ( k k ' q q ' \ k k ' K Q ) U k. V k'. , (B.6a)
q=-k q =-k' H
where ( k k ’q q' \ k k ' K  Q )  is a Clebsch-Gordan coefficient. Using the 3y symbols 
given in the next section, equation (B.5) may be written
l U x v f Q (- i)* ’ *+ e (2A:+i)1/2 ]T
k k' K y
Q Q' -Q  j
(B.6b)
B.3 The 3j  symbols
The Wigner 3j  symbols are defined in terms of Clebsch-Gordan coefficients:
h h J '
m, m~ -mV 1 2 J
A A ^  —I/?
(-1) (2/+1) ( j l j2m{m2\jl j2j m )  ,
where jj+  j2 = j and m x-1- m2 = m . The 3y symbols of the form
h h h 
m2
are defined for integer or half-integer values of y- and mi . They are zero unless:
(i) For i equal to 1 ,2  and 3, mi is one of the values { -y - , -y- + 1,.. ,y. }.
(ii) y1+y2 +y3 is an integer.
(iii) yx ,y2 and y3 satisfy the "triangle rule":
h +h - h J >2 + 3^ -  A ; h +h - h • (B-7)
(iv) + m2 + m3 = 0.
The following symmetries apply:
(i) Interchanging two columns changes the sign of the 3j  symbol if j x + y2 + y3 is odd, 
but otherwise leaves the value of the 3y symbol unchanged.
(ii) Changing the sign of all the mi values changes the sign of the 3j  symbol if j x + y2 +
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j 3 is odd, but otherwise leaves the value of the 3j  symbol unchanged.
An important sum rule is true for 3j  symbols (when m3 is one of [-j3 , - j3 + 1, . . ,  
j 3 }, j l + j 2 + j3 is an integer and j x , j2 and j 3 satisfy the triangle rule):
h h  h
m, m~\  1 2 5 J
f  .
h
v m>
h  j}
m~ mJ 2 3 ;
5. ..8 ,
h h  m 3 m3
2j3 +1
(B.8)
B.4 The 6j symbols
The 6/ symbols of the form
{
A h  h
h 2^ 3^ }
are defined for integer or half-integer values of j i and /{-. They are zero unless:
(i) j l + j 2 + y3 , ; I + l2 + ^  »l\ + ^ 2 + h  and ^ + 2^ + h  ^  311 integers.
(ii) The "triangle rule" (see equation (B.7)) is satisfied by (jl , j 2 , j 3 ), (/j , l2 , l3 ),
(^ 1 *j2 j 3^ ) ^nd (/^  , l2 , j 3 ).
The following symmetries apply:
(i) Interchanging two columns leaves the value of the 6j  symbol unchanged.
(ii) The value of the 6j  symbol is unchanged if any two elements of the top row are 
interchanged with the corresponding two elements of the bottom row.
An important sum rule is true for 6j  symbols (when j l + j 2 + j3 and lx + l2 + j 3 are 
integers and the triangle rule is satified by (J1 , j2 , j3 ) and (/j , l2 , j3 )):
„  f h h h \ ( h h >i \
I (2/3+1) l  /. L L  I I  /, L / ,  J
V j
kl 2 ‘3 2h  + 1
(B.9)
Appendix C:
The computation of 
two-photon-resonant % 
photoionization cross-sections 
and Fano q parameters for LICS
In order to calculate the magnitudes of nonlinear effects described in this thesis, a 
Pascal computer program was written, and applied to calculations for atomic sodium. 
This program is suitable for calculations of third-order effects which are dominated by a 
single two-photon resonance. It requires for its execution data files containing properties 
of the two states which are resonantly or near-resonantly coupled, one of which must 
have orbital angular momentum 0 (often the ground-state), and the other of which may 
have an orbital angular momentum quantum number of 0 or 2. The program was 
originally written for calculating x  but it may also be used for calculating q values (for 
LICS) and photoionization cross-sections. Some of these quantities can be expressed in 
terms of atomic hyperpolarizabilities (Hanna, Yuratich and Cotter, 1979, sections 2.5 and 
2.7). The meaning of atomic hyperpolarizabilities and the details of the calculations are 
discussed in this appendix, based on the theory of Chapter 5. The execution of the 
program is summarized in the last section, section C.6. For all the calculations described 
here, it is assumed that the laser fields (of which there may be one, two or three) are 
linearly polarized in the z-direction.
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C.l Atomic hyperpolarizabilities
Nonlinear susceptibilities which are dominated by a single two-photon-resonance 
may be conveniently expressed in terms of hyperpolarizabilities. As we shall see in later 
sections of this appendix, %(3) can be expressed as a product of hyperpolarizabilities, and 
Fano q parameters for LICS can be expressed in terms of the ratio of the real and 
imaginary parts of the hyperpolarizability.
The atomic hyperpolarizability a bg(cox , co2 ), as a function of angular frequency 
arguments cox and co2 , for two states g and b, is given by
V»bg(©! , <Bj) ba^og V ® i A* (C.l)
=  < V < » 2 • <»l) .
where Qag is the energy separation of the state a above the state g (in angular frequency 
units), and jj.ba and /z are dipole matrix elements in the direction of the optical 
polarization (the z-direction). Here the sum over all states a includes an integral over 
continuum states, or, if there are several continua coupled to states g and b , then there 
should be a sum of such integrals. The phases of states are chosen such as to make the 
dipole matrix elements real; thus jiba = }iab . Each integral over continuum states should 
be evaluated as in equation (5.72), and is therefore often complex. We can write (C.l) 
more explicitly in terms of the contributions of the discrete and continuum states:
V Ö1 = { X A, Aft ^a
Ea < LE.
__ !___ + — 1—  )
\ n ag- ®, a 2 J
+ X \ P j ( b \ p \ E ' ) ( E ' \ p \ g ) +E‘ -  Eg-ftW j
+ i«  ( < f t | ^ | £ j  + ftü>1><£< + ft(»1 \ n \ g )  + (b\ix\Eg + h(02){E g + hco2\ f i \ g ) ) \
(C.2)
where P denotes the principal value of the integral, and I.E. is the ionization energy (or 
the energy of the ionization threshold). It is assumed that the matrix elements in the last
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line are zero for energies Eg+ hcol or Eg+ hco2 which are less than the energy of the 
ionization threshold. As state g is assumed to have orbital angular momentum 0, the sum 
over discrete states may be restricted to a sum over p-states, and so the only continuum 
which needs to be considered is the p continuum. (Fine structure effects, giving rise to a 
j  = 1/2 continuum and a j  = 3/2 continuum, are not considered here.)
A central part of the Pascal computer program is the calculation of OLbg{CDx, co2), 
using the complex1 function HYPERPOL. This function has two arguments, EN1 and 
EN2, which are cosine  and £ü2/27TC, expressed in cm-1. The function returns 
Chc/a02e2) OLbg{cox, <d2), in cm, where aQ is the Bohr radius (aQ = h me e2) and -e  
is the electron charge.
There are three parts in the calculation of HYPERPOL(ENl,EN2), corresponding to 
the three parts of equation (C.2). The first part involves a sum over the discrete p-states. 
The energies of the p-states, in cm-1, are read from a file, and stored as array elements 
IENERGY[I], where I ranges from 2 to 18. The stored values are the p-state energies 
relative to the energy of the state g. IENERGY[2] is the energy of the sodium 3p 1/2 state; 
IENERGY[3] is the energy of the 3p3/2 state; for n in the range 4 to 18, IENERGY[n] is 
the weighted average of the npl/2 and np2/2 energies, because the fine structure splitting 
of these levels is not important for these calculations. The energy data are taken from 
Martin and Zalubas (1981).
Pascal records GR (for GRound-state) and EX (for EXcited state) are used to store 
data pertaining to the states g and b. Matrix elements for transitions between g and the 
p-states are read from a file, into array elements GR.MXELT[I] (where I ranges from 2 to 
18); matrix elements for transitions between b and the p-states are read from another file 
into array elements EX.MXELT[I]. The matrix elements stored in the files are actually 
radial matrix elements ( n l | r \ n V ) (equation (5.56)), expressed in atomic units, for 
which the unit of length is the Bohr radius (Appendix A). The radial matrix elements of 
Eicher (1975) have been used for some of these values, although, as explained in section 
5.6, these have been replaced, where possible, by radial matrix elements which were 
calculated (using (5.59)) from the oscillator strength data of Lindgärd and Nielsen 
(1977). (See note 7 of Chapter 5.) These matrix elements are then converted in the 
program to matrix elements ( n ls= j j  m \ z \ ri l' s= j j ' m  ) of the electron position in 
the direction of the field polarizations (still in atomic units), before being stored in the 
arrays GR.MXELT and EX.MXELT. The discrete-state contribution to 
HYPERPOL(EN 1 ,EN2) is thus
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i a
^  (GR.MXELT[I]) (EX. MX ELT [I])
1 =  2
1 + 1
IENERGY[I] -  ENI IENERGY[I] -  EN2
(C.3)
The relationship between the radial matrix elements ( n l | r | n / ')  and the z- 
component matrix elements ( n l s= \ j  m | z | n V s -  \ j ' m  ) can be derived from the 
theory presented in Chapter 5 (equations (5.33), (5.34) and (5.56)), together with values 
for the 3j  and 6j symbols. For the purposes of these calculations, it is necessary to 
evaluate the ratio of these matrix elements for / and /' equal to 0, 1 and 2. Due to the 
dipole selection rules A/ = ±1, Ay = 0 or ±1 and Am = 0 for light polarized in the 
z-direction, we need only consider a small number of possibilities. The results, given 
here, are the same as those given by Eicher:
( n 1=0 s= j  j= j  m=± j  I z I ri l ' = l s =  \  j'= \  m=± \  ) = + } ( « 0 | r | « ' l >  (C.4a)
( n 1=0 s= j  j= j  m=± \ \ z \ n '  l'=\ s = \ j '= \  m=± j  ) = ( | ) 1/2( n 0 | r | n' 1 > (C.4b)
( n l= \s=  \ j=  2m=± ll  z I ri l'=2 s= \j'=  \ m =±j) = ( | ) 1/2( 1 | ) (C.4c)
( n 1=1 s - j 7 = jm=± j  I z I ri/'=2 j= j  j-\ m=±2 ) ) (C.4d)
{n 1=1 s = j j = j  m=±2 1 z I n ' l'=2 s=j / =  |  m=± 2  ) = ( ^ ) 1/2< 1 | 2 > (C.4e)
For the purposes of the computer program, it is not necessary to include the T signs that 
appear on the right-hand side of (C.4); for all the values which are calculated from the 
hyperpolarizabilities, the T signs occur in pairs, and therefore cancel one another. Thus 
the value of m which appears on left-hand side of (C.4) does not matter; we can simply 
bear in mind that states with m=± \  are involved.
In the calculations of atomic hyperpolarizabilities, it is assumed that there are no 
single-photon resonances. For the p-states of sodium, then, the fine structure splitting 
can generally be disregarded, with the possible exception of the 3p state, for which the 
splitting is very large (17.2 cm-1). Therefore, the values shown in (C.4) are used only 
for the matrix elements for the 3p1/2 and 3p3/2 states. For each of the other p-states, the 
contribution to the hyperpolarizability is the sum of the contributions from the two fine 
structure components. Therefore, each of the radial matrix elements for the other p-states 
is multiplied by a factor, called GEOMFACTOR in the computer program, which takes
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account of this. If g and b are both 5-states, then
GEOMFACTOR = [ } • } + ( | ) 1/2 • ( | ) 1/2 = ( \ ) m  ■ (C.5a)
If g is an j-state, while b is a d-state with j  = j , then
GEOMFACTOR = [ \  • ( j ) m  + ( | ) 1/2 • ^ ] 1/2 = (C.5b) 
If gis an s-state, while bis a tf-state with j  = | , then
GEOMFACTOR = [ ( %) m  • ( = (2/5 (C.5c)
In the 'case of calculations for which b is a Estate, it is not always necessary to 
specify the j  value —  the fine structure splitting of the d-state is often insignificant. At 
such times, we can use a different value of GEOMFACTOR to allow for this. Here I am 
anticipating that the hyperpolarizability is being used for calculating the nonlinear 
susceptibility % which is proportional to a product of hyperpolarizabilities (section 
C.2), and is therefore proportional to the fourth power of GEOMFACTOR. (For the 
calculation of a q value, the value of GEOMFACTOR does not matter, because q is 
proportional to a ratio of hyperpolarizabilities (section C.3).) The nonlinear susceptibility 
contains a sum of contributions from the j  = j  state and the y = |  state. Therefore, we 
should write (using (C.5b) and (C.5c)):
GEOMFACTOR = [ (Vs/15)2 + (2/5V3 )2 ] 1/4 = (2/3Vs)1/2. (C.5d)
For the s -  3p l/2 and s -  3p3/2 matrix elements, the numerical factors remain as in (C.4a) 
and (C.4b). For the case of the 3P\p~d matrix element, the appropriate numerical factor 
is
( | ) 1/2 [ j  * ( l ) m  + ( j )112 * T5] /  (2/3V5 ) = 2/3 5^ , (C.6a)
and, for the case of the 3p3/2- d  matrix element, it is
+ ( | ) 1/2* n ]  + ( s ) w [ ( f ) l ß * ( & ) 1/2 d / ( 2ß ^ )  = Vi/5/3 .
(C.6b)
We have now seen how the discrete-state contribution to HYPERPOL(ENl,EN2) 
(equation (C.3)) was evaluated. There are two other contributions to the
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hyperpolarizability, as is clear in equation (C.2). These both involve discrete-continuum 
matrix elements, which may be evaluated according to the theory presented in section 5.7. 
Radial matrix elements ( n l \ r | E' / ')  are calculated from (5.66) and (5.64). The values 
G(v / ;  e' r  ) and %(v / ; £ ' / ' )  which appear in (5.64) have been tabulated by Peach 
(1967), and parts of these tables, for / = 0 or 2 and /' = 1, have been included in data files 
which are accessed by the computer program. The program uses the effective quantum 
numbers v for the states g and b to interpolate between the v values which are used in 
Peach's tables. (A cubic interpolation routine is used.) The resulting values of G(v /; 
e’ I’ ) and x(v / ;  e' V ), for various values of the continuum energy e' (in Rydbergs), are 
stored in the arrays GR.G and GR.X, for the state g, and EX.G and EX.X, for the state 
b. When calculating G(W ; e' / ')  and %(v / ;  e' / ' ) ,  for particular values of e\ the 
program interpolates between the £' values corresponding to the values of G(v/; e' / ') 
and X(v / ; £ ' / ' )  which are stored in these arrays.
The other parameters which appear in (5.64) were calculated using the energy level 
data of Martin and Zalubas (1981), and were included in the data files which were 
accessed by the computer program. The effective quantum number v and the 
discrete-state quantum defects p l (e) were evaluated using equations (5.60) and (5.61). 
The value £ (v, /)  was then calculated from (5.65), by fitting a quadratic to the quantum 
defects of the discrete state of interest and the two neighbouring states with the same 
value of /. A short computer program was written for this purpose.
To evaluate the function ß ,l. (e ' ), the quantum defect of the continuum states, 
Peach's procedure was used with the sodium p-states (/' =1). That is, values AO and A1 
were determined by a least squares fit of a straight line AO + A le  to values of 
7] (1 -  £ 2/16)1/4, where cot(^7]) = (1 + e ) c o t ( ^ 1(e)). Another short computer 
program was written, in order to do this. The values of r\ (1 -  e 2/ 16)1/4 were 
calculated for the p-states with principal quantum number 10 to 35. The resulting values 
of AO and A1 were then included in the data file of p-state energies, and they are used in 
the main program to calculate the continuum quantum defects. These are calculated from 
the equations
77' = (AO + Ale' )  (1 - £ '2/16)~1/4 (C.7a)
and
n {£') = (1 + £') arctan(/rp') ,  (C.7b)
where the arctan function is such that nr\' and k p \{e ' ) lie in the same quadrant.
This procedure is considered to be inaccurate for e' > 1 — that is, for continuum
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energies greater than one Rydberg (13.6 eV) (Peach, 1967). For these energies, the 
matrix elements with the continuum are assumed to be zero, which is a good 
approximation for the calculations considered here, for which continuum states with e' >
1 are very far from resonance. When the computer program is used with very short 
wavelengths, which would reach parts of the continuum with £' > 1, a warning is issued 
by function HYPERPOL.
We have seen how radial matrix elements ( n l \ r \ E’ V ) are calculated from (5.66) 
and (5.64). This is done in the program by the function CONTINUUM, which is called 
by HYPERPOL. CONTINUUM used to calculate products of these matrix elements, 
such as {he /fl02) ( b | r \ E' V ) ( £ ' /' | r | g ) . This function has an argument EN, which 
is equal to £', the continuum energy, relative to the ionization energy, in Rydbergs. It 
also has arguments for specifying the two discrete states which are involved, but 
HYPERPOL always calls CONTINUUM with the arguments GR and EX; for g and b 
respectively. To convert the radial matrix elements to z-component matrix elements, they 
are multiplied by (GEOMFACTOR)2, from the values for GEOMFACTOR given in 
equations (C.5). If EN1 and EN2 denote the values of £' corresponding to the energies 
Eg + hcol and Eg + hco2 , then the imaginary part of HYPERPOL(ENl,EN2) is thus, 
from (C.2),
7T (GEOMFACTOR)2 (CONTINUUM(ENl,GR,EX) + CONTINUUM(EN2,GR,EX)).
(C.8)
Note that EN1 and EN2 are now in Rydbergs — not cm-1 as in (C.3).
As was mentioned at the end of Chapter 5, the effects of nonresonant high-lying 
discrete states can be modelled by extending the continuum below the ionization energy. 
This is done in this program, to model the effects of the p-states with n greater than 18. 
Thus the minimum continuum energy, expressed in Rydbergs, is not 0, but rather, a 
value CONTMINEN (continuum minimum energy), which is less than zero. 
CONTMINEN is defined in. such a way as to make the continuum start approximately 
midway between the energy of the highest discrete state used (n = 18) and the energy of 
the next, higher discrete state, which is not used. The function 
CONTINUUM(EN,GR,EX) is set equal to zero for EN < CONTMINEN or EN > 1. 
When wavelengths are used which reach energies between the highest discrete-state 
energy and the ionization energy, a warning is issed by the program, to the effect that 
more discrete state energies are required for correct evaluations.
The evaluation of the discrete-state contribution to the real part of the
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hyperpolarizability and the evaluation of the imaginary part of the hyperpolarizability have 
been discussed. It remains to discuss the calculation of the contribution of the continuum 
states to the real part of the hyperpolarizability, from the principal value integral in the 
middle line of equation (C.2). (As there is only one continuum to be considered here, the 
p-continuum, the summation sign can be discarded.) The integral is calculated in the 
program by a function PVINTEGRAL. The contribution o f this term to 
HYPERPOL(EN 1 ,EN2) is given by
(GEOMFACTOR)2 (PVINTEGRAL(ENl) + PVINTEGRAL(EN2)) , (C.9)
where EN1 and EN2, which are energies in Rydbergs, serve the same roles as in (C.8).
The function PVINTEGRAL is given by
PVINTEGRAUEN) = P  f  C O N ' T C N U U M f c G R . E X )  ^  ( C . K ) )
J E -E N
CONTMINEN
The evaluation of this integral requires some care, because of the singularity in the 
integrand. To remove the singularity, PVINTEGRAL is calculated using the equation
EN-OONHMINEN
J>*P VINTEGRAL(EN) = [[C0NTINUUM (EN+E,GR,EX)-CONTINUUM (EN-E,GR,EX)]-^-
+ CONTINUUM(E,GR,EX) dE 
E - E N
(C.11)
HEN
where HIEN
' 2 EN -  CONTMINEN 
CONTMINEN
EN > CONTMINEN 
EN < CONTMINEN .
(C.12)
The first integrand of (C. 11) is nonsingular; as E approaches 0, it approaches twice the 
derivative (with respect to EN) of CONTINUUM(EN,GR,EX). The second integrand is 
also nonsingular, because HIEN > EN, provided EN * CONTMINEN. (As mentioned 
above, a warning is issued by function HYPERPOL if the energy lies between the energy 
of the highest discrete state and the energy of the ionization threshold.) Both integrals of 
(C .ll)  are evaluated in the program using Simpson's rule. The first integral is zero for 
EN < CONTMINEN, because CONTMINEN(E,GR,EX) is zero for E < CONTMINEN.
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In summary, the function HYPERPOL is used to calculate atomic 
hyperpolarizability, defined by equations (C.l) and (C.2). The function has arguments 
EN1 and EN2, which are energies above the energy of state g, expressed in cm-1, and it 
returns he la^-e1 times the hyperpolarizability, in cm. There are three contributions to 
HYPERPOL(ENl,EN2), corresponding to the three lines of equation (C.2), which are 
calculated according to the formulas in (C.3), (C.9) and (C.8). EN1 and EN2 are 
converted to energies in Rydbergs, relative to the the ionization energy, before (C.9) and 
(C.8) can be applied. The hyperpolarizabilities are used for calculating various 
parameters, such as and q values for LICS, as will be outlined in the remainder of 
this appendix.
In order to do these calculations, various values must be read from data files. This 
information, after some processing, is stored in the two Pascal records GR and EX, 
corresponding to the states g and b. The fields of these records and their purposes are 
given in Table C.l.
TABLE C.l. The fields of Pascal records GR and EX, pertaining to states g and b respectively.
Field name Tvpe PuiDOse
N INTEGER Principal quantum number
L INTEGER Angular momentum quantum number
ENERGY DOUBLE Energy above the ground-state, in cm'1
NU REAL Effective quantum number
ZETA REAL Zeta value of equations (5.64) and (5.65)
FACTOR REAL Product of state constants used in function CONTINUUM
MXELT ARRAY[2..18] OF REAL
z-component matrix elements with the 3 ^ ^  , ^ 2 /2  and 4p to 18p states 
G ARRAY[1..16] OF REAL
Interpolated values of G(v /; e’ 1), for v = NU and l = L, 
for the values of e' given in the tables of Peach (1967)
X ARRAY[1..16] OF REAL
Interpolated values of x( v l; e' 1), for v = NU and / = L, 
for the values of e' given in the tables of Peach (1967)
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C.2 Two-photon-resonant %(3)
Two-photon-resonant nonlinear susceptibilities, such as that given in equation 
(5.22), can often be written quite simply in terms of hyperpolarizabilites. For that 
particular case, we can write, using (C.l),
(3)
X  ( - ( ö j+O j+ ö^ ö j , ^ , 6 ) 3 )
H  ßi,r  (6)i+“2)_ ir i«
, (C .l3)
and, for the nonlinear susceptibility given in equation (5.23), we can write
X '(-aotj+tu,); ml , ß>, , <a3) ,v %(<*>! - ®,) < V 2®i+^  -Ö3)2he„ Q, -  2(0, -  i rbg 1 bg
(C.14)
Here I have assumed that the phases of states are chosen in such a way as to make the 
dipole matrix elements real, so that /J.gc ficb is the same as /J.bc fi .
It is now straightforward to calculate once the hyperpolarizabilities are known. 
For consistency with nonlinear susceptibilities in some of the literature (e.g. Eicher, 
1975), the computer program calculates /N in e.s.u. (Appendix A), where N is in 
cm-3. For the nonlinear susceptibility in (C.13), /N is calculated as
-30 2 FACTOR 1 . HYPERPOLfEN 1 .EN2) . HYPERPOLrENl+ EN2+ EN3. -EN31 .
10 x EX.ENERGY -  GR.ENERGY -  (EN1+EN2) -  i BWTH /  2
(C.15)
Here ENI, EN2 and EN3 are the reciprocals of the vacuum wavelengths (or the photon 
energies), in cm-1, and EX.ENERGY and GR.ENERGY are the energies of b and g 
respectively, in cm-1. FACTOR1 is equal to 1030 x (a04e4/ 2h3c3) = 2.662 x 106 e.s.u. 
(The £0 is omitted from equations (C.13) and (C.14) when they are expressed in e.s.u.) 
BWTH, the FWHM bandwidth of the resonance, corresponds to 2r bg , but is in units of 
cm-1. For the nonlinear susceptibility in (C.14), the formula is the same, except that 
EN2 is replaced by EN1, and the factor of 2 in the numerator is omitted.
This calculation of was checked, by comparison with the values calculated by 
Eicher (1975), for two-photon resonance between the 35 and Is  states of sodium. 
Eicher's calculation does not include the effect of the continuum, but it is more general 
than my calculation in the sense that it does not assume that %(3) is dominated by a
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two-photon-resonance. Near a two-photon-resonance, however, the two calculations 
should give the similar answers. They do indeed give similar answers if the effects of 
continuum states are removed from my program, but, with the continuum included, \x ^ \  
is increased by almost a factor of two. This increase is mainly due to the principal value 
integral, evaluated in the second call of HYPERPOL in (C.15).
C.3 Photoionization cross-sections
Photoionization cross-sections are determined directly from the discrete-continuum 
matrix elements, using equation (5.71). This calculation is useful in itself, but was 
included in the computer program principally to check the program's execution. The 
program determines partial cross-sections, for ionization of either state g or state b to the 
p-continuum. For an 5-state, including the state g , this is the same as the total 
photoionization cross-section; when b is a d-state, ionization to the /continuum is also 
possible, but its cross-section is not calculated by the program. The ionizing wavelength, 
WLTH1 (vacuum wavelength in nm), is input, for which the corresponding 
wavenumber, in cm-1, is 107/WLTH1. From this, the continuum energy EN1, relative 
to the ionization energy, in Rydbergs, is determined. For the state g, the program 
calculates the cross-section as
10"20 x FACTOR2 x CONTINUUM(EN 1 ,GR,GR) x (107/WLTH1) cm2, (C.16a)
using the function CONTINUUM which was discussed in section C.l. FACTOR2 is 
equal to 1020x 8/r3 a02e2 / 3he = 268.9 e.s.u. For the state b, when /=0, the cross- 
section is
10"20 x FACTOR2 x CONTINUUM(ENl,EX,EX) x (107/WLTH1) cm2, (C.16b) 
and, when 1=2, the partial cross-section for ionization to the p continuum is
2 x 10"20 x FACTOR2 x CONTINUUM(ENl,EX,EX) x (107/WLTH1) cm2. (C.16c)
Cross-sections calculated with this computer program for the 35 (ground-state) of sodium 
agree with the calculation of Peach (1967), verifying that his theory has been applied 
correctly.
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Another check on the discrete-continuum matrix elements calculated in this program 
is to examine the smoothness of the transition indicated in (5.74). The values 
( n l \ r \ n '  1' ) [ v 3 / ( 2 Ry)] 1/2 may be compared with the continuum radial matrix 
elements ( n l \ r | E' / '). The transition at the ionization is fairly smooth, indicating 
reasonable agreement between the discrete-state-discrete-state matrix elements (which, 
for the high-lying states, were derived from the data of Eicher (1975)) and the 
discrete-continuum matrix elements (from the data of Peach (1967)).
C.4 Fano q parameters for laser-induced continuum structure
Fano q parameters for LICS, which are defined in equation (2.28), can be calculated 
from atomic hyperpolarizabilities. The q parameter may be given for states b and g, for 
an embedding laser field of frequency co2 (called coe in Chapter 2), which couples state b 
with the continuum. The probe laser field, of frequency col (called cop in Chapter 2), 
couples g with approximately the same part of the continuum (see Fig. 2.3). The probe 
frequency is thus given by
cox = OX} + (Eb -  Eg) /h .
It can be seen, with the help of equation (2.27), that the numerator in (2.28) corresponds 
to the negative of the terms in the first two lines of (C.2), with co2 replaced by -co2 . The 
sum of these terms is the real part of the hyperpolarizability a bg(co[ ,-co2). The 
denominator of (2.28) corresponds to the imaginary part of this hyperpolarizability, 
which is contained in the third line of (C.2). Thus q is given by
Re [a. Aco ,-co )]
q = -  j r V  -----TT • (C.17)Im [ab (co ,-co2)]
This is the formula which is used to determine q in the computer program. The 
embedding laser wavelength, which is an input to the program, is converted a 
wavenumber, EN2 (in cm-1), and the corresponding probe laser wavenumber EN1 is 
calculated by adding the state separation EX.ENERGY-GR.ENERGY. Then we have
Re [H YPERPOUEN1-EN2)]
q lm[HYPERPOUEN 1-EN2)] ' '
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C.5 Other quantities
If q is calculated with GR and EX referring to the same state (with 1=0), then EN1 = 
EN2 in equation (C.18). We can then use the numerator and denominator in the equation 
to evaluate important quantities, such as ac Stark shifts, as given in equation (6.13). By 
comparing this equation with (C.2), we see that the Stark shift of the level g may be 
expressed by
8 = -  Re [a  (a>, —a»)] . (C.19a)8 2ce0h 8*
Similarly, the Stark shift of level b is
2c eQ h
Re [a,, (co, -co)] (C.19b)
Thus the Stark shifts are given in the program by
/  7T (  cl c  ^uoc
yhC j
(Re [HYPERPOL(ENl,-ENl)j cm)
-  /  (W cm"2) . Re [HYPERPOL(EN 1 ,-EN  1)] . 6.463 x 104 rad s"1 , (C.20)
which is proportional to the numerator in (C.18).
The program does not have special provision for calculating Stark shifts, but they 
may be calculated, for states with 1=0, by letting GR and EX refer to the same state, and 
letting the program calculate q. The program displays separately the contribution to 
R e[H Y P E R P O L (E N l,-E N l)] from the discrete states, its contribution from the 
continuum and the value of Im [HYPERPO L(EN l,-EN l)], as well as the value of q, 
giving enough information for calculating Stark shifts from (C.20).
It is also possible to calculate the refractive index of the medium. Comparing 
equations (C .l) and (5.24), it is evident that
agg{co,-) = agg{-co,ct>) = £0
By substituting the wave-vector from (5.4) into (5.7), and assuming that the 
absorption coefficient is much less than ka , we have
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Z^\-co-,co) = n j -  1 + ia alnmc/co, (C.21)
where na is the refractive index. When InM—II«  1, nj- -  1 = ). The refractive
index is therefore given by
na -  1 = \  Re l j ; (1,(-cu; co)]
= (N/2 Re [agg(co,-CD)] . (C.22)
Thus the refractive index, like the Stark shift, is given by the real part of the HYPERPOL 
function. Explicitly,
N a h  2
na - \  = ■ (Re [HYPERPOL(EN 1 ,-EN 1)] cm)
« C q  A4 C
= N (cur3) . Re [HYPERPOL(EN 1 ,-EN 1)]. 2.044 x KT19 . (C.23)
From (C.21), it follows that the absorption coefficient ccw, which is equal to N 
times the photoionization cross-section, can be calculated in a similar way, from the 
imaginary part of the HYPERPOL function. This gives another way of calculating 
photoionization cross-sections, which is equivalent to the approach discussed in section 
C.3.
C.6 The execution of the computer program
Here I summarize the execution of the Pascal computer program, which performs 
the calculations that have been discussed. The program has been written to run on the 
Australian National University's VAX 8700 computer system. When it is compiled, the 
/NOOPTIMIZE option should be used, to avoid a compiler bug. The program is 
interactive; the user has considerable choice regarding its execution. Its principal 
functions are:
(i) To calculate % ^  at a two-photon resonance, as described in section C.2. The 
program is written for sum frequency generation processes, but can be obtained
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for Raman-like processes by specifying negative wavelengths. One, two or three 
different laser wavelengths can be involved.
(ii) To calculate photoionization cross-sections, as described in section C.3.
(iii) To calculate Fano q parameters for LICS, as described in section C.4.
(iv) To tabulate discrete-discrete and discrete-continuum matrix elements, in order to 
check their consistency, as described at the end of section C.3.
The program has been applied to calculations involving two-photon resonances in 
sodium, but with some modifications and suitable data files, it can readily be applied to 
two-photon resonances in other atoms — particularly alkali metal atoms, as the program 
is written assuming that the ground-state has / = 0 and j  = 1/2.
The program requires for its execution three data files pertaining to the atomic 
discrete states. Two of these have data for the two states which the two-photon resonance 
involves. They are referred to in the program as gaMXELTS and baMXELTS, because 
they consist mainly of the matrix elements of the state g (often the ground-state) with the 
p-states a and the matrix elements of the state b with the p-states a. The first line of each 
of these files is not read. The second line contains the principal quantum number n, the 
orbital angular momentum quantum number / (both integers), the effective quantum 
numberv and f  (v, / ), the last two (real) values being for the calculation of 
discrete-continuum matrix elements, as described in section C.l. For the state g, l must 
be 0; for the state b, / can be 0 or 2. The third line contains the energy of the state, in 
cm-1, relative to the atomic ground-state. Subsequent lines contain radial matrix elements 
with the p-states (one per line), which are discussed in section C.l. The program 
assumes that there are values given for n=3 to 18, although it can easily be modified to 
suit different data.
The third data file, referred to as aENERGIES, consists mainly of the energies of the 
p-states a. The first line of the file is not read. The second line contains the atomic 
ionization energy, in cm-1. The third line contains the values AO and A1 (equation 
(C.7a)) for extrapolating the quantum defect into the continuum. The next two lines 
contain the energies of the 3p1/2 and 3p3/2 states of sodium, in cm-1, and subsequent 
lines contain the energies of the p-states (a weighted mean over fine structure 
components) for «=4 to 18.
In addition to these files, three other files should exist in the user's directory, with 
the names FILENAMES.DAT, CONT01.DAT and CONT21.DAT. The first of these 
contains only three lines, with the actual names of the files which are to be used for 
aENERGIES, gaMXELTS and baMXELTS. These are only the defaults; the user may
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specify different data files, in the couse of running the program. If the default files are 
not used, then the program stores the names of the data files which are used, in 
FILENAMES.DAT, so that these names become the default names for the next running 
of the program.
The files CONT01.DAT and CONT21.DAT consist of data tabulated by Peach 
(1967), for calculating discrete-continuum matrix elements. The first two lines of each 
file are not read. The remainder of CONT01.DAT consists of the columns entitled v, 
G(vO; s' 1) and x(vO; £' 1), exactly as in Peach's Table I, for v = 0.6 to 12. These 
values enable the calculation of matrix elements between s discrete states and p continuum 
states, using equation (5.64), as described in section C.l. The remainder of CONT21 
.DAT consists of the columns entitled v, G(v2; £' 1) and %(v2; e' 1), exactly as in 
Peach's Table II, for v = 2.6 to 12. These values enable the calculation of matrix 
elements between d discrete states and p continuum states. This file is not accessed 
unless state b has 1=2.
The program commences by reading all of the data files which are used, and loading 
the relevant values into Pascal arrays and other variables. Information pertaining to the 
two states g and b is stored in the Pascal records GR and EX, whose fields, and their 
purposes, have been given in Table C.l. The program then proceeds to one of the four 
calculations listed at the beginning of this section, depending on the user's request. For 
(i), (ii) and (iii), the program repeatedly requests input wavelengths and calculates the 
appropriate values, until the user aborts. Table C.2 shows the hierarchy of the functions 
and procedures in the program, and explains their purposes.
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TABLE C.2. (a) The hierarchy of the functions and procedures of program CHI3.
r  YES
INTERPOLATE
CHD
V
INITIALISE
FILES — READNOPEN
CONTINITIAL
CONTINUUM — DEFECT
HYPERPOL — PVINTEGRAL
CMULT
MAGSQ
CDIV
(b) The purposes of the functions and procedures of program CHI3.
Function or 
procedure
YES
INTERPOLATE
INITIALISE
FILES
READNOPEN
CONTINITIAL
CONTINUUM
DEFECT
HYPERPOL
PVINTEGRAL
CMULT
MAGSQ
CDIV
Result type 
for a function
BOOLEAN
REAL
REAL
REAL
COMPLEX1
REAL
COMPLEX1
REAL
COMPLEX1
Purpose
For accepting keyboard answers to yes/no questions 
For cubic interpolation between tabulated values 
For reading data Files, loading arrays and other variables 
For opening the appropriate data Files for the discrete states 
For opening a File whose name is a keyboard input 
For reading File CONT01.DAT or CONT21.DAT, interpolating 
the data and loading arrays GR.G, GR.X, EX.G and EX.X 
For determining discrete-continuum matrix elements (section C.l) 
For determining the quantum defect as in equations (C.7)
For determining the atomic hyperpolarizability (section C.l)
For calculating the p. v. integral in (C.10), using (C.l 1)
For multiplying a real number with two complex numbers 
For evaluating the square of the magnitude of a complex number 
For dividing one complex number by another
Notes
lrThe type COMPLEX is declared within the program as a record with two fields: RE 
and IM. The non-standard version of Pascal which is used allows functions to return 
values which are of types declared within the program.
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