Abstract. A number of researchers have proposed Cayley graphs and Schreier coset graphs as models for interconnection networks. New algorithms are presented for generating Cayley graphs in a more time-e cient manner than was previously possible. Alternatively, a second algorithm is provided for storing Cayley graphs in a space-e cient manner (log 2 (3) bits per node), so that copies could be cheaply stored at each node of an interconnection network. The second algorithm is especially useful for providing a compact encoding of an optimal routing table (for example, a 13 kilobyte optimal table for 64,000 nodes). The algorithm relies on using a compact encoding of group elements known from computational group theory. Generalizations of all of the above are presented for Schreier coset graphs.
Introduction
There has been a strong interest recently in using Cayley graphs as a model for developing interconnection networks for large interacting arrays of CPU's 1, 3, 7, 9, 10]. Many of the traditional parallel network architectures such as cube-connected cycles (hypercubes) have descriptions as Cayley graphs 9]. Using Cayley graphs and Schreier coset graphs, researchers have also discovered new regular graphs with more nodes for a given diameter than were previously known.
A Cayley graph G is a directed graph associated with a group G and set of generators . The nodes of G are the elements of G and the edges are labelled by generators in . If and are two nodes connected by a directed edge, ( ; ), and the edge is labelled by 2 , then = . The automorphism group of G, denoted Aut(G), consists of all permutations of the nodes of G with the property that if ( ; ) is a directed edge labelled by , then ( ; ) is a directed edge labelled by as well. A permutation group acting on nodes is transitive if for every pair ; 2 there is a permutation with = . Aut(G) is always transitive on the nodes of G, as can be easily seen from the fact that G can be embedded in Aut(G) in a natural way. In this case, we say that G is vertex symmetric. In the literature, what we call a Cayley graph is also referred to as a Cayley color digraph and vertex symmetric is also referred to as vertex transitive.
This paper describes a variety of new algorithms and data structures based on Cayley graphs, which are useful both for designing new interconnection networks, and developing routing strategies within those networks. Many of these techniques were developed using the methods of computational group theory 18].
Two families of algorithms are of particular interest. The rst shows how to generate Cayley graphs in a time which is empirically observed to grow more slowly than the naive approach. The naive approach requires O(jGjj j) time. We nd a theoretical characterization of the number of nodes examined in the new method, and show that it is always less than in the naive approach. Among other uses, the method is ideal for nding the diameter of Cayley graphs e ciently in terms of time.
The second family of algorithms is concerned with space-e cient generation and storage of Cayley graphs. Our technique allows us to store a representation of a Cayley graph for the entire network, using only log 2 (3) bits of memory per node. This is important in two cases. First, if one wishes to use intelligent routing by local nodes in an operating parallel network, it is critical to store a map of the global network (or a large, local region) in as little memory as possible. Since this map would be stored at every node, the memory consumption would be the memory used by the map times the total number of nodes in the network. Second, for large groups the size of real memory, and ultimately the size of virtual memory, limit the ability to e ciently test the properties (such as diameter) of a sequence of candidate Cayley graphs. For this latter case, we have a variation which constructs a Cayley graph using only two bits per node and temporary memory which is small compared to the two bits per node.
Both of these algorithms produce data structures which allow the computation of a path of minimal length from the identity node to an arbitrary node. This can then be used to construct an optimal routing strategy for the Cayley graph. Since the graph is vertex-symmetric, for any two nodes g and g 0 the word of minimal length traced out from the identity node to the node g ?1 g 0 yields a path of minimal length from nodes g to g 0 .
Certain of our techniques generalize to Schreier coset graphs. Of the parallel network architectures which cannot be described as Cayley graphs, many have natural descriptions as Schreier coset graphs 1].
Our methods can save further space by using special, compact encodings of group elements. Section 2 discusses some group theoretic preliminaries and a compact encoding of general group elements for permutation groups. This is required for the space-e cient representation of Cayley graphs. Section 3 discusses our faster technique for generating spanning trees for Cayley graphs. In section 4, we present a space-e cient technique which allows the Cayley graph to be implicitly stored using only log 2 (3) bits per node. A new, compact encoding for the cosets of a subgroup of a permutation group is discussed in section 5 and applied in section 6 to generalizing the results of sections 3 and 4 to Schreier coset graphs for permutation groups. These methods are especially e cient when the subgroup under consideration is normal.
It should be emphasized while many of the results of this paper are stated for permutation groups, the results of section 3 and 4 for generation of Cayley graphs require only that one must be able to e ciently compute products in the group. Hence our method works equally well for other representations. In particular, they work well for the representations of groups as matrices over nite elds used by some authors 7].
Enumeration of Elements in Permutation Groups
Let G be a permutation group acting on an n-element set and let = ( 1 ; 2 ; : : :; n ) be an ordering of . The basic problem which we address is to devise a scheme for assigning to each element g 2 G a unique integer, denoted count(g), in the range 0 to jGj ? 1, so that count(g) can be e ciently computed. This will allow us to store information about elements of a permutation group in an array so that the information associated with a given element g 2 G can be e ciently accessed after rst computing the index count(g). This will have important rami cations in section 4. The method uses standard ideas from computational group theory, which we present in enough detail to make the section self-contained. This material will also be used in section 5 where we develop a more general scheme to enumerate cosets of a subgroup H of G. Let = ( 1 ; 2 ; : : :; n ) be an ordering of . The point stabilizer sequence of G relative to is the sequence of subgroups
where G (i) = G 1 2 i?1 is the subgroup consisting of all permutations of G which x each point of the set f 1 ; : : :; i?1 g.
For 1 i n, let U (i) be a complete set of right coset representatives for G (i+1) in G (i) . We will always assume that the identity belongs to U (i) . The set
is called a complete family of coset representatives for the point stabilizer sequence of G relative to . Note that U is not uniquely determined. The associated cosets will be referred to as the cosets of the point stabilizer sequence. U (i) is in a 1-1 correspondence with the points in the orbit i G (i) , denoted by (i) , in the sense that each element of U (i) maps i to a distinct point of (i) .
There are a variety of data structures which may be used to store a complete family of coset representatives for the point stabilizer sequence and (i) ; 1 i n ? 1. The choice of data structure depends on the tradeo between time to access an element and space to store the data structure. A detailed discussion on these matters is presented in 4, 11] . We base our work on the labelled branching data structure (relative to ) originally suggested by Jerrum 14] , but use a variation 12] which is more suitable for our applications. This data structure can be conveniently speci ed by three arrays, parent, and ?1 , each of length n. The array parent has integer entries and can be viewed as de ning a directed forest B on as follows. The element j 2 is a root of B if j = 2 (i) for i 6 = j. ( j 2 (j) is always true.) If j is a root of B, then parent(j) = NIL. Otherwise, parent(j) = maxfi: j 2 (i) g. In this case parent(j) < j. The root of j is the unique ancestor, i , of j under parent such that parent(i) = NIL. If j is a root of B, this de nition implies that j is the root of j . The arrays and ?1 have entries which are elements of G. Let r be the unique root of j in B. We then set (j) to be an element of G (r) which moves r to j . If j is a root of B, then we choose (j) to be the identity element. The array ?1 is a corresponding array with ?1 (i) = (i) ?1 , 1 i n. In terms of the de nition of B, (i) consists of i together with all points j such that there is a directed path in B from i to j . The data structure implicitly de nes a complete family of coset representatives for the point stabilizer sequence as follows. If j 2 (i) , then ?1 (i) (j) is an element of G (i) which moves i to j .
The following well-known result is easy to prove and will be used later.
Lemma 2.1. Let g and g 0 have the same values on the rst j points f 1 ; : : :; j g. Then g 0 2 G (j+1) g.
In many of the algorithms in this paper, we have an element g 2 G represented as a word (or unevaluated product) in generators of G and need to compute the image of some point of under the action of g. Clearly, this is trivial if we have an explicit representation for g, but we can often save considerable time by working only with the word representation for g. Thus Procedure Factor is a simple adaptation of the standard membership algorithm for permutation groups, whose proof of correctness follows from noting that after the m th iteration, the element represented by gu xes the base points 1 ; : : :; m , and hence must be the identity. If for each j, u j is a word corresponding to ?1 (j) (k) computed in the algorithm, then g may be represented by the word u m u 1 . It follows, as in the discussion for Pre-Image, that Factor takes time O(m 2 ).
We can now describe how to compute the function count. Given g 2 G, if factor ( Many interesting permutation groups have small bases (small m), and so the use of count is in practice a very e ective method for labelling elements of G. For example, every group PSL(2; q) for q a prime power greater than 3 has a permutation representation acting on q + 1 points with a base of size 3. Thus, PSL(2; 31) has order 14880, a (faithful) permutation representation of degree 32, and a base of size 3.
CPU-e cient Cayley graphs
Generating large Cayley graphs e ciently in terms of CPU time is a prime concern for network design. One would like to partially automate the design and simulation phase, by writing a program which will generate a series of Cayley graphs, test each one for properties such as diameter, and possibly store the results of a short simulation. When the number of nodes is less than a million, the amount of physical memory on the computer being used for design or simulation is not usually a limiting factor. In this scenario, the limitation will often be the time it takes to generate each Cayley graph.
In special situations there may also be an advantage for routing in fast generation of Cayley graphs. Fast generation of Cayley graphs allows a local node to dynamically rebuild any local portion of the Cayley graph in an e cient manner. This may have advantages for some intelligent routing schemes.
As a byproduct of the proposed approach for constructing Cayley graphs, we will also obtain both a canonical rewriting system 2, 16] for the underlying group, and a minimal word in the generators for each element of the group. The rewriting system R consists of a set rules of the form`! r where`and r are words in which represent the same element of G and r `under a length reductive ordering (to be de ned later). The rules in R can be used to e ciently reduce the word representation w 2 of an arbitrary element g 2 G to a word of minimal length which also represents g by successively replacing each occurrence in w of the left side of a rule of R by the right side of that rule. In this way, it can be used to generate optimal routes between arbitrary nodes in the Cayley graph. Unfortunately, except for some special groups, the groups tested in practice tend to have canonical rewriting systems where the number of rules is comparable to the number of elements of G. Hence, the storage requirements would usually be comparable to storing a routing table of all minimal words, which is also a byproduct of this algorithm.
Over the life of a naive algorithm for building a Cayley graph, j jjGj tests of newly discovered nodes would be required to determine if they corresponded to pre-existing ones in the partially generated Cayley graph. Our new algorithm requires only jGj + jRj ? 1 tests, where jRj is the number of rules in the canonical rewriting system. Although jRj can attain theoretical values up to jGjj j? jGj + 1, in practice (when j j is not too large) jRj is usually smaller than jGj. Hence, the new algorithm tests no more nodes than the naive algorithm, and usually many fewer nodes. Since the algorithm does not require one to store the rewrite rules, R, the time in practice will still be dominated by the time to test if a newly discovered node already exists in the Cayley graph. R is discussed only because its size a ects the number of such tests executed by the algorithm.
To x notation, we assume that the nodes of a Cayley graph, a spanning tree of the Cayley graph, and the generators, , are all three stored in some concrete representation. However, we will use the notation for the set of words on letters such that the letters correspond to elements of . The concrete representation must be such that each group element has a unique representation, and group multiplication may be computed e ectively. Two common examples of such representations are groups of permutations and groups of matrices over a nite eld.
We rst brie y review the naive algorithm to generate a spanning tree T (G) for the Cayley graph with generators . This tree will be built with the identity element as the root node. Let T i (G) be the list of nodes in the tree T (G) at level i. For a node 2 T (G), let w( ) be a minimal word for in . In implementations, we would expect w( ) to be stored as a pointer to a linked list of symbols for the elements of . We will also use w( ) for 2 to represent the corresponding word of length one. T 0 (G) is initialized to be a list containing only the identity, e, with w(e) set to the empty word. We will write (w 1 ) for the concrete representation of a group element corresponding to a word, w 1 2 .
The algorithm can be completely described by indicating how to construct T i+1 (G) from T i (G). In constructing T i+1 (G), we say that a word v 2 of length i + 1 is redundant with respect to an ordering if for some node 2 T j (G) with 0 j i + 1, u = w( ), (v) = (u), and u v. We can test if v is redundant by using a hash table containing all previously encountered elements of T (G).
In the following algorithms, we assume a length-reductive ordering, , on 16]. Accordingly, satis es the following properties:
(i) 8A; B; U; V , A B =) UAV UBV . Append a new node to T i+1 (G) with = and w( ) = w( )w( ) Building T (G) using this version of the algorithm requires examining j jjGj nodes to test redundancy. We could also form a rewrite rule for each redundant word w( )w( ) by setting w( )w( ) ! w( ) where = for some node 2 T j (G), j i + 1. Such a rule system reduces each word of to minimal form, and is con uent, but is redundant in the sense that many left hand sides of rules will be reducible by other rules in the system. Hence such a set of rewrite rules is not canonical.
The key step to nding a more e cient algorithm is deriving a subset of candidate words S w(T i (G))w( ), all of length i + 1. Rather than construct all combinations, these candidates for T i+1 (G) are guaranteed to produce all of T i+1 (G) plus all rules of a canonical system R and nothing more.
We choose S to consist of all words w 2 of length i + 1 with the property that w = aUb, where aU = w( ) and Ub = w( ) for nodes ; 2 T i (G). One may think of the words of S as being formed from maximal overlaps from the words associated with nodes of T i (G). In constructing T 1 , we allow empty overlaps to occur. This allows the following straightforward recursive version of the algorithm. Append a new node to T i+1 (G) with = (aU) (b) and w( ) = aUb Let R be the nal set of rules formed from applying the Build-Spanning-Tree routine.
Discrete Applied Mathematics 37/38 (special issue on Interconnection Networks), 1992, pp. 95{118 Theorem 3.1. The new version of Build-Spanning-Tree computes T (G) and a nal (canonical) set of rules R for G by examining jGj ? 1 + jRj words of .
Proof: It su ces to prove correctness of the algorithm. It is clear from construction, that for each node 2 T (G), w( ) is the smallest word under which represents . Hence, the words of T (G) (i.e. words of the form w( ) for 2 T (G)) are irreducible under the rules of R and represent distinct elements of G.
In order to show that T (G) is complete, i.e., contains jGj elements, it su ces to show that each word v 2 is reducible, under R, to a word in T (G). If this is not the case, let v be the smallest word of under which is not reducible under R to a word in T (G). Let v = aUb where a; b 2 w( ). Since v is irreducible under R, so are aU and Ub. By the assumption, aU and Ub are then of the form aU = w( ) and Ub = w( ), ; 2 T (G). At this point, if (v) = for some node 2 T (G) with w( ) v, then the algorithm would introduce a rule into R of the form v ! w( ), which contradicts the assumption about v. Otherwise, the algorithm would create a node 2 T (G) with v = w( ). This again leads to a contradiction.
It remains to show that the rules of R are interreduced. However, the left side of each rule is a word in T (G), hence irreducible under R, and the right side of a rule is a word of the form aUb where aU and Ub are words in T (G), a; b 2 W( ). If aUb is reducible under R (excluding the current rule), then it must be reduced by a rule with left side having length at most jaUbj?1. But then either aU or Ub is reducible by the same rule and this gives a contradiction.
An interesting corollary to Theorem 3.1 is the fact that if`! r 2 R, then j`j ? jrj 2. To see this note that`has the form aUb where aU and Ub are elements of T i (G) for some i 1. Let r 2 T j (G), j i. If j < i ? 1, then aU and rb ?1 represent the same element of G, with jrb ?1 j < jaUj. But then aU is redundant, which is a contradiction, and so i ? 1 jrj i + 1. This fact is already noted in 16].
We next sketch an e cient algorithm for the construction of the candidate set of words, S, in the second line of Build-Spanning-Tree. Assume that T (G) is constructed as a tree with each node having three elds: a backwards pointer to its parent, a list of pointers to its children (ordered from left to right according to ) and a data eld which holds an element of 2 so that w( ) = w(parent( ))w( ). Then it is clear how to construct S for level i + 1 in BuildSpanning-Tree. Let T (G) i be the nodes at level i listed in order. For each node 2 T (G) i , at level i compute w( ) = aU by following back to the root. To nd if there exists a node 2 T (G) with w( ) = Ub, for some b 2 w( ), simply follow T (G) down from the root using U as the guide for selecting the next child, if any. Either a node at level i ? 1 will be found with w( ) = U or else the search will fail. In the former case, any child of will serve as . By a clever use of data structures, possibly at the expense of additional storage, one can make the timing of this part of the algorithm independent of the size of .
For the next theorem concerning time complexity, we now restrict our attention to the speci c representation of a group as permutation. Recall that the de nition of a base for a permutation group in section 2 allows us to multiply a permutation by a generator on the right in time proportional to the size of the base. This assumes that a full action of each of the generators is stored, but that for other permutations, only the action on base points is stored. Discrete Applied Mathematics 37/38 (special issue on Interconnection Networks), 1992, pp. 95{118 Proof: Theorem 1 shows that only jGj+jRj nodes are examined. Each time we examine a new node, we have to test for redundancy and this accounts for (jGj+jRj)h work. In constructing the candidate words S, we have to travel backwards from a node in the tree to the root to discover its word representation (aU in the previous algorithm) and nd all nodes of the tree with word representation Ub. At most 2d ? 1 work is is required to nd if there is a node with word representation U. The total amount of additional work over all nodes in the tree is bounded by the number of nodes examined, jGj + jRj. The time to perform this phase, is proportional to jGj2d + jRj. Finally, one permutation multiplication is required for each node of T (G). For each node , the multiplication is always of the form for 2 . If only the permutation action on the base points is stored for the nodes of T (G), then the multiplication will cost m per node. The result now follows by adding up the individual terms.
Experiments were carried out to determine the number of nodes typically examined in con- In the preceding discussion, we have described redundancy checks in terms of hashing on the permutation of a newly discovered node. There is an alternative to hashing which is much more space-e cient, and can be executed reasonably fast. This is the use of bases to assign a unique integer from 0 to jGj? 1 for each permutation of G as described in section 2. Its CPU time will be dominated by m additions and multiplications of integers, where m is the size of the base for G.
The space required would be just one bit per node of the Cayley graph.
It should also be remarked that the algorithm for generating the Cayley graph does not depend on the use of inverses. Hence, it would work equally well for the more general analogue of a Cayley graph, based on monoids rather than groups. Theorem 3.3. A nite group G with generators and length reducing ordering has a canonical rewriting system R with at most jGjj j ? jGj + 1 rules.
Proof: It is clear that Build-Spanning-Tree examines at most jGjj j + 1 words. (The \+1" comes from examining the initial node.) Since Theorem 1 states that it examines jGj? 1 + jRj nodes, we have that jGj + jRj < jGjj j + 1, from which the upper bound follows immediately. Remark. As a byproduct of our result, we found an upper bound of jGjj j ? jGj + 1 for the number of rules, R, of a canonical system, which is a sharper bound than those previously known. Le Chenadec 16] reports 2jGjj LeChenadec j where G is a group, and = 2 LeChenadec . Our is twice as large because we consider monoids in which and ?1 are considered distinct generators.
In our notation, Le Chenadec's formula would be jGjj j. Le Chenadec's proof was given for nite groups, while our formula also applies to nite monoids.
The Build-Spanning-Tree algorithm provides routing information in the form of minimal words. There has been much previous work on the minimum word problem. Two of the more important approaches for groups are the methods of Knuth-Bendix 15] for general term algebras and ToddCoxeter coset enumeration 2] for groups and cosets, but the new method is independent of knowing a set of de ning equations, and appears to be more e cient for the common case when R is large.
Space-E cient Cayley Graphs
Storing and accessing Cayley graphs e ciently in terms of space is a prime concern in two situations. First, it is important if one intends to store a representation of the entire Cayley graph at each local node of a parallel network of CPU's. In an intelligent routing scheme in which the local node chooses routes based on current congestion or failed links, the ability to examine the entire Cayley graph is a valuable feature. Second, for large designs the amount of physical memory on the computer used for design or simulation is often a constraint. This is the case when building networks using Cayley graphs with several million nodes. More physical memory is expensive, and the use of virtual memory would greatly slow down the simulation. A bene t of this technique is that it is trivial to compute optimal routes between arbitrary nodes.
We rst describe a data structure, referred to as the 2-bit data structure which can be used to store a Cayley graph using only 2 bits per node. A remark then describes how to speed up the construction of this data structure, typically by a factor of d, the diameter of the graph, by using log 2 (5) bits per node. Once the 2-bit data structure has been generated, the Cayley graph can be stored using a new data structure which requires roughly log 2 (3) bits per node. This appears to be the optimal space requirement for storing the Cayley graph.
Our construction for the 2-bit data structure depends on the existence of a permutation representation for G acting on an n-element set , in which the rst m points form a base for G, together with a labelled branching data structure for G. This permutation representation for G allows us to use the function count constructed in section 2 to de ne an encoding of G into the numbers 0 to jGj ? 1. Alternative representations for G, such as matrix representations over nite elds, which lead to an e cient method for encoding G into the numbers 0 to jGj ? 1 can be used just as easily. The 2-bit data structure can be described as follows. Allocate a bit vector of length 2jGj, and associate with each pair of bits a unique address from 0 to jGj ? 1. For each node g, de ne the depth of g to be the length of the shortest path from g to the identity node e, denoted depth(g). If count(g) = i, then store in address i, depth(g) mod 3. The depth function can be built using the Build-Spanning-Tree routine given in section 3, in which case, the depth of a node corresponds to the level of the node in the tree. The point here, however, is to avoid the storage required for the implementation of that procedure. Given the 2-bit data structure, we de ne a parent of a node g to be any neighbor which has depth one less than that of g. Note that g need not have a unique parent. Similarly, we de ne a child of g to be any neighbor which has depth one more than that of g. A sibling of g is any neighbor which has the same depth as g.
The next result proves that the standard operations on the Cayley graph can be e ciently performed with this data structure. Lemma 4.1. Assume that we have constructed both a labelled branching for G and the two bit data structure. Let g; h 2 G be speci ed by a base image. Then we can perform the following computations. : :; g m ) for 2 , and hence are uniquely determined. Now, since the input of count is the base image of an element of G, we can compute count for g and all its neighbors. The function count provides an index into the 2-bit data structure, and thus for g and all its neighbors we can compute the depth mod 3 from the identity node, e. In particular, if g has depth s mod 3, then a parent of g is any neighbor with depth s ? 1 modulo 3 and a child is any neighbor with depths s + 1 mod 3. The remaining neighbors are siblings at the same depth. The time for the computation is dominated by the j j calls to count. Since each call takes time O(m 2 ) by Lemma 2.4, the time to compute the neighbors, including the parent and children nodes of g in the Cayley graph is O(m 2 j j).
Part (ii) essentially follows from (i). Given node g, we can nd in time O(m 2 j j) a parent h of g in the Cayley graph. If h = g, 2 , then by recursion, if w is a word along a path of shortest length from e to h, then w is a word of minimal length representing g. If node g has depth s, then it takes O(m 2 sj j) invocations of count to nd a parent of each node. Where parents are not unique, an arbitrary parent can be chosen. Since s d, the proof of (ii) follows immediately.
Suppose now that we are given nodes g and h and want to compute the minimal path between g and h. Assume that we have base images for both g and h. Using Pre-Image, we may obtain, in time O(m 2 ), words of length at most 2m in the non-identity elements of and ?1 which represent h and g. This immediately yields a word of length at most 4m over the same set of elements which represents g ?1 h. In time O(m 2 ) we can nd the base image of g ?1 h. A shortest path between nodes g and h may then be obtained by nding a word of minimal length in which represents g ?1 h. This, in turn can be found by part (ii) in the required time bound.
Next a simple procedure for constructing the 2-bit data structure is given. Let D be a bit array of length 2jGj and associate with each pair of bits a unique address from 0 to jGj ? 1. All nodes at a depth level are examined in a single iteration, and level is successively incremented. The time complexity is a worst case estimate and is based on the assumption that during each iteration, we compute node-neighbor for each index i. The result then follows by applying Lemma 4.1(i) to show that node-neighbor takes time O(j jm 2 ). Remark. The 2-bit data structure requires that we store one of the values f0; 1; 2g for each node of the Cayley graph. By a simple data compression scheme, we can reduce the storage requirements to approximately log 2 (3) bits per node. For example, storing data for ve nodes requires an encoding from 0 to 3 5 ?1 = 242. Since 2 8 > 242, eight bits su ce to encode these ve nodes. Hence, an array of bytes (8 bit words) of length djGj=5e su ces to store the Cayley graph. This encoding requires 8=5 = 1:6 bits per node, which is close to the theoretically optimal encoding of log 2 (3) 1:58 bits per node.
The time to construct the 2-bit data structure can be reduced by a factor of d by using 16% more If any new nodes were set to 3 in current loop, go to LOOP Else return D Discrete Applied Mathematics 37/38 (special issue on Interconnection Networks), 1992, pp. 95{118 Theorem 4.3. The 2-bit data structure above can be constructed in time O(jGj(d+j jm 2 )) using space of log 2 (5) bits per node plus space required for the computation of count.
Proof: The time complexity is easy to compute. The function node-neighbor is called on an index i only when D i] = 3. As discussed earlier, this occurs at most twice, when level = depth(count ?1 (i)) and when level = depth(count ?1 (i)) ? 1. Using Lemma 2.4, it follows that the time taken for a call to node-neighbor is O(j jm 2 ). Thus over the life of the algorithm, O(jGjj jm 2 ) time is spent calling node-neighbor, and O(djGj) time is spent examining the value of D i]. Hence, the overall time complexity is O (jGj(d + j jm 2 ) ). Remark. If we use a data compression scheme, similar to the one described in the remark following Theorem 4.2, it follows that we can use 7 bits to store the data for 3 nodes, since 5 3 < 2 7 .
Equivalently, this requires 7=3 bits per node, which is close to the optimal log 2 (5) = 2:32 bits per node.
Enumeration of Cosets in Permutation Groups.
In section 2, we described a method for constructing a function count on a permutation group G which assigns to each g 2 G a unique integer in the range 0 to jGj ? 1 such that count(g) can be e ciently computed. This method was exploited in the algorithms presented for constructing Cayley graphs. In this section, we are primarily concerned with a more general problem. For a subgroup H G, a right coset of H in G is a set of the form Hg = fhg: h 2 Hg for some g 2 G.
Our problem is to construct a function, count H , which will assign to each right coset of H a unique integer in the range 0 to G : H] ? 1 with the property that count H can be e ciently computed. A representative of a coset Hg is a group element g 0 2 Hg. The argument of count H will be speci ed by an arbitrary representative of the coset of H.
We will de ne the function count H , below, on left cosets. A left coset of H in G is a set of the form gH = fgh: h 2 Hg for some g 2 G. We can then uniquely extend count H to a function on right cosets, using the formula count H (Hg) = count H (g ?1 H). This is well-de ned because for g 0 We are now ready to present the construction of count H as described earlier. The proof is by use of the formula count H (Hg) = count H (g ?1 H), which was shown to be well-de ned at the beginning of the section.
Remark. The functions and count H can be combined into one single function. We have presented separate versions for clarity.
Remark. The time for computing the function count H can be further improved in the case of a small base by using a new random base change algorithm 13].
A subgroup H of G is normal in G if Hg = gH for all g 2 G. In this case, we can avoid using a base change entirely in the computation of count H . This reduces the computation time of count H to O(mn log(n)).
First, If H is normal in G, then (Hg) = (gH), and so (Hg) can be computed in time O(mn). Second, for the computations of this section to be e cient, it has been implicitly assumed that the groups G and H are described by strong generating sets with respect to the ordering of , ( 
Generalizations to Schreier Coset Graphs
Some authors have worked with the more general Schreier coset graphs 1]. It is well-known that multiplication of a right coset by a group element on the right is well-de ned, since (Hg 1 )g 2 = H (g 1 g 2 ). Hence, one may de ne a Schreier coset graph C H , as a directed graph associated with a group G, a subgroup H, and generating set for G. The nodes of the graph are right cosets of H in G, and the edges are labelled by generators in . There is a directed edge between two nodes Hk and H`of C H , labelled by 2 , if Hk = H`.
As an example of a Schreier coset graph, suppose the ordering on is the trivial ordering and set G = S n , H = G (2) and = f(1; 2); (2; 3); : : :; (n ? 1; n)g. By Lemma 2.1, the coset G (2) g consists of all points of which move 1 to 1 g . In this way, each coset can be identi ed with a unique point of . Clearly, if 2 , then G (2) g is identi ed with the point 1 g . In particular, if xes 1 g , then is the label of a directed edge taking G (2) g = Hg to itself. In this case, the Schreier coset graph can be visualized as a straight line graph on n points with each node having n ? 3
loops. An immediate observation is that Schreier coset graphs are not in general vertex symmetric.
It is easy to show that when H is normal in G, then The algorithm, Build-Spanning-Tree, of section 3 can be generalized to Schreier coset graphs, providing that H is normal in G. Using the notation of that section, if T ( G) is the tree which is constructed and is a node of T ( G), then w( ) will be a minimal word in under which represents an element of the coset H . In addition, we can construct a canonical set of rules R for reducing any word of to a word in T ( G). This is equivalent to obtaining a canonical set of rules in the generating set = fH : 2 g for G with length-reductive ordering inherited from . The reason that these rules work (and why Theorem 3.1 admits such a generalization) is that if`! r 2 R, so that Hw(`) = Hw( ) and v = u 1`u2 is an arbitrary word, then Hw(v) = Hw(u 1 )Hw(`)Hw(u 2 ) = Hw(u 1 )Hw(r)Hw(u 2 ) = Hw(u 1 ru 2 ). That is, we can reduce word representations for coset representatives of H in the usual manner. We can use the function de ned in section 5 to build a hashing scheme for testing redundancy as in section 3.
The space-e cient data structures of section 4 have a clear generalization to Schreier coset graphs. The only distinctions are that a node is denoted by the action of a representative of the coset on the base points of G, and count must be replaced by count H when using the compact encoding. The rst result is for the case that H is normal in G, and uses the fact that count H requires time O(mn log(n)). Theorem 6.1. Assume that we have constructed labelled branchings for both G and H G, and the two bit data structure for C H . Assume further that H is normal in G. Let g; h 2 G be speci ed by a base image. Let d be the diameter of the Schreier coset graph C H . Then we can: (i) Find all neighbors of Hg in time O(mn(log n)j j). In particular, this includes nding the parent node and all children nodes.
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(iii) Find a minimal length path between nodes Hg and Hh in time O(mn(log n)j jd).
For non-normal subgroups, we are forced to have a more restricted analogue of Theorem 4.1(iii) due to the fact that C H is not in general vertex symmetric. Only for normal subgroups H can we e ciently compute an optimal route. Theorem 6.2. Under the assumptions of Theorem 6.1, except that H is a general subgroup of G (not necessarily normal), we can:
(i) Find all neighbors of Hg in time O(mn 2 j j). In particular, this includes nding the parent node and all children nodes.
(ii) Find the minimum word representation for an element of Hg in time O(mn 2 j jd).
(iii) Find a path between Hg and Hh, which is the sum of the lengths of the minimal paths from each of these nodes to the node H. It is worth remarking that if H is generated by a subset 0 of , then it is possible to give a suboptimal (but probably close to optimal) word which represents an element g 2 G. The idea is simply to nd a minimum word w 1 in which represents an element of Hg and then nd a minimum word w 2 in 0 which represents (w 1 )g ?1 2 H. We intend to study further the implications of this strategy and its practicality in routing in the Cayley graph for G.
Conclusion.
Two distinct algorithms have been given for manipulating Cayley graphs. The rst enables Cayley graphs to be generated faster than before. It is expected to be most useful in the design phase of interconnection networks. The second algorithm stores Cayley graphs compactly, using log 2 (3) bits per node. This is expected to be most useful for storing the Cayley graph at each local node, where memory will be most expensive. Generalizations of these algorithms to certain Cayley coset graphs have also been presented.
The rst algorithm may provide promise for dynamically and e ciently recreating the routing table, without storing a pre-computed data structure. Dynamically computing optimal routes may be especially bene cial for intelligent routing, in which the local node already has information about congested or failed nodes, and attempts to route around them. The rst algorithm has the added advantage of producing a canonical set of rewrite rules for the group. These rewrite rules reduce an arbitrary word to its minimal form, and thus provide an alternative method for quickly discovering optimal routes. Unfortunately, except for special groups, the number of canonical rewrite rules is usually comparable to the number of nodes in the graph.
As networks grow, it will be desirable to run simulations on networks containing millions of nodes. In that case, the avoidance of virtual memory is crucial for doing the simulations in reasonable time. The second algorithm can be used to generate Cayley graphs space-e ciently, using 2 bits per node. Further, optimally compact encodings of the nodes of a Cayley graph or Cayley coset graph are useful for minimizing the storage needed to check if a new node has already been encountered. A standard encoding for groups was reviewed, and a new encoding for cosets was described.
