Estimation of a semiparametric varying-coefficient partially linear errors-in-variables model  by You, Jinhong & Chen, Gemai
Journal of Multivariate Analysis 97 (2006) 324–341
www.elsevier.com/locate/jmva
Estimation of a semiparametric varying-coefﬁcient
partially linear errors-in-variables model
JinhongYoua,∗, Gemai Chenb
aDepartment of Biostatistics, University of North Carolina at Chapel Hill, Chapel Hill, NC 27599-7400, USA
bDepartment of Mathematics & Statistics, University of Calgary, Calgary, Alberta, Canada T2N 1N4
Received 12 July 2004
Available online 25 April 2005
Abstract
This paper studies the estimation of a varying-coefﬁcient partially linear regression model which
is a generalization of the partially linear regression model and varying-coefﬁcient regression model
[Fan and Huang, Manuscript, University of North Carolina, Chapel Hill, USA, 2002]. We focus on
the case where some covariates are measured with additive errors. The usual proﬁle least squares
and local polynomial estimations lead to biased estimators of the parametric and nonparametric
components, respectively, when measurement errors are ignored. By correcting the attenuation we
propose amodiﬁed proﬁle least squares estimator for the parametric component and a local polynomial
estimator for the nonparametric component. We show that the former is consistent, asymptotically
normal and achieves the rate in the law of the iterated logarithm, and the latter achieves the optimal
strong convergence rate of the usual nonparametric regression. In addition, a consistent estimator is
also developed for the error variance. These results can be used tomake asymptotically valid statistical
inferences. Some simulation studies are conducted to illustrate the ﬁnite sample performance of the
proposed estimators.
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1. Introduction
Regression analysis is one of the most mature and widely applied branches in statistics.
For a long time, however, its main theory is about the parametric and nonparametric regres-
sions. Recently, semiparametric regressions have received more and more attention from
statisticians and practitioners. This, we think, is mainly because they reduce the high risk of
misspeciﬁcation relative to a fully parametric model and avoid some serious drawbacks of
purely nonparametric methods such as the curse of dimensionality, difﬁculty of interpreta-
tion, and lack of extrapolation capability. Like parametric models, semiparametric models
have various forms. According to Fan and Huang [13] a useful class of such models is the
varying-coefﬁcient partially linear models deﬁned by
Y = X+ Z(T ) + ε, (1.1)
where Y is the response, X, Z and T are regressors,  = (1, . . . , p) is a vector of
p-dimensional unknown parameters, (·) = (1(·), . . . , q(·)) is a vector of unknown
functions, ε is the error and the superscript  denotes the transpose of a vector or matrix.
From the form ofmodel (1.1) we can see that it permits the interaction between the covariate
T and Z in such a way that a different level of covariate T is associated with a different linear
model. This allows one to examine the extent to which the effect of covariate Z varies over
different levels of the variable T and thus increasing the ﬂexibility of the model.
Obviously, model (1.1) includes many usual parametric, semiparametric and nonpara-
metric regression models. For example, when (·) ≡  where  is a constant vector, model
(1.1) reduces to the usual linear regression model. When q = 1 and Z = 1, model (1.1) be-
comes the famous partially linear regressionmodel, which was proposed by Engle et al. [11]
when they studied the effect of weather on electricity demand. Many authors have studied
the estimation and application of the partially linear regression model. For example, Rice
[29], Chen [4], Speckman [32], Robinson [30], Chen and Shiau [5,6], Donald and Newey
[10], Eubank and Speckman [12], Hamilton and Truong [18] and Shi and Li [31], to name
just a few.A recent survey can be found in the monograph of Härdle et al. [19].When  = 0,
i.e., the parametric component is removed, model (1.1) reduces to the varying-coefﬁcient
regression model, which has been widely studied in the literature as well; see, for example,
the work of Hastie and Tibshirani [20], Carroll et al. [3], Fan and Zhang [14], Xia and Li
[36], Brumback and Rice [1], Hoover et al. [21] and Huang et al. [22] among others.
Model (1.1) has been studied by Zhang et al. [38], Li et al. [26], Fan andHuang [13], Zhou
and You [39] and so on. Zhang et al. [38] developed the procedures for estimation of the
linear component and the nonparametric component. They showed that the parametric and
nonparametric component estimators have optimal convergence rate. Li et al. [26] proposed
a local least squares method using a kernel weight function. Fang and Huang [13] proposed
a proﬁle least squares estimator for the parametric component and showed that the estimator
is root-n consistent. In addition, they applied the generalized likelihood techniques in [15] to
test hypotheses on the parametric component and demonstrated that the proﬁle likelihood
ratio statistics are asymptotically distribution-free and follow 2-distribution under null
hypotheses. Zhou and You [39] used least squares and wavelet methods to estimate the
parametric and nonparametric components. Model (1.1) is also widely used in practice. For
example, Li et al. [26] used model (1.1) to analyze the production function of the nonmetal
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mineral industry in China, and Fan and Huang [13] used model (1.1) to analyze the Boston
housing data set.
In many applications, however, there often exist covariate measurement errors. For ex-
ample, it has been well documented in the literature that covariates such as blood pressure
[2], urinary sodium chloride level [35], and exposure to pollutants [34] are often subject to
measurement errors, and covariatemeasurement errorsmay cause difﬁculties and complica-
tions in conducting statistical analysis.A detailed study of linear models with measurement
errors was considered in [16,7]. Carroll et al. [2] summarized much of the recent work for
non-linear regression models with measurement errors. Some work has been done in the
estimation of regression coefﬁcients of the partially linear regression model in the presence
of additive measurement errors in the predictors. For example, Cui and Li [9] and Liang et
al. [28] discussed the estimation of the partially linear regression model when the covari-
ates are measured with additive errors by the nearest neighbor estimation and general kernel
smoothing for the nonparametric component, respectively. Liang [27] discussed estimation
of the partially linear model with measurement errors in the nonparametric part. Recently,
You and Zhou [37] studied the estimation of purely varying-coefﬁcient regression model in
which the covariates are measured with additive errors, and focused on how to change the
usual local polynomial technique to ﬁnd consistent estimators of the coefﬁcient functions.
A statistical analysis of the varying-coefﬁcient partially linear regression model (1.1) with
additivemeasurement errors, however, still seems to bemissing. The objective of the present
paper is to ﬁll this gap.
In this paper we consider the case where the covariate X is measured with additive errors,
and Z and T are errors free, i.e., we cannot observe X but we can observe W with
W = X + U (1.2)
and U is the measurement error, which is independent of (X, Z, T , ε). We also assume
that Cov(U) = U , whereU is known, as in [23,40] among others.WhenU is unknown,
we can estimate it by repeatedly measuring W; see [28,2] for details.
Due to the measurement errors the proﬁle least squares and local polynomial estimations
proposed byFan andHuang [13] lead to biased estimators of the parametric and nonparamet-
ric components, respectively. By correcting the attenuation we propose a modiﬁed proﬁle
least squares estimator for the parametric component and a local polynomial estimator for
the nonparametric component. We show that the modiﬁed proﬁle least squares estimator
is consistent, asymptotically normal and achieves the rate in the law of the iterated loga-
rithm, and that the corresponding local polynomial estimator achieves the optimal strong
convergence rate of the usual nonparametric regression. In addition, a consistent estimator
is also found for the error variance. These results can be used to make asymptotically valid
statistical inference for model (1.1).
The rest of the paper is as follows. The modiﬁed proﬁle least squares estimation of
the parametric component is proposed in Section 2. The estimators of the nonparametric
component and the error variance are also constructed in this section. Assumptions and
asymptotic properties of the proposed estimators are given in Section 3. Some simulation
studies are conducted in Section 4. Some remarks are made in Section 5. Proofs of the main
results are relegated to Appendix A.
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2. Modiﬁed proﬁle least squares estimation
Due to the curse of dimensionality, we follow Fan and Huang [13] to assume that T is
univariate.
When X is observable as well, we can apply the proﬁle least squares estimation proposed
by Fan andHuang [13] to estimate the parametric component and apply the local polynomial
estimation to estimate the nonparametric component. For convenience, we ﬁrst introduce
the proﬁle least squares estimation. Suppose that {Yi,Xi, Zi, Ti}ni=1 is a sample from model
(1.1), that is, they satisfy
Yi = Xi + Zi (Ti) + εi, i = 1, . . . , n.
If  is known, we can write
Yi −
p∑
j=1
Xijj =
q∑
j=1
Zijj (Ti) + εi, i = 1, . . . , n, (2.1)
where Xij and Zij are the jth elements of Xi and Zi , respectively. Obviously, model (2.1)
is a version of the usual varying-coefﬁcient regression model. Thus, the estimation proce-
dures for varying-coefﬁcient regression models can be used. Now, we apply a local linear
regression technique to estimate the varying coefﬁcient functions {j (·), j = 1, . . . , q} in
model (2.1). For t in a small neighborhood of t0, one can approximate j (t) locally by a
linear function
j (t) ≈ j (t0) + ′j (t0)(t − t0) ≡ aj + bj (t − t0), j = 1, . . . , q,
where ′j (t) = j (t)/t . This leads to the following weighted local least-squares problem:
ﬁnd {(aj , bj ), j = 1, . . . , q} to minimize
n∑
i=1
⎡
⎣
⎛
⎝Yi − p∑
j=1
Xijj
⎞
⎠− q∑
j=1
{aj + bj (Ti − t0)}Zij
⎤
⎦
2
Kh(Ti − t0), (2.2)
where K(·) is a kernel function, h is a bandwidth and Kh(·) = K(·/h)/h.
The solution to problem (2.2) is given by
(ˆ1(t), . . . , ˆq(t), hbˆ1(t), . . . , hbˆq(t))
 = (Dt tDt )−1Dt t (Y − X),
where
X =
⎛
⎜⎝
X1
...
Xn
⎞
⎟⎠ =
⎛
⎜⎝
X11 . . . X1p
...
. . .
...
Xn1 . . . Xnp
⎞
⎟⎠ , Dt =
⎛
⎜⎝
Z1
T1−t
h
Z1
...
...
Zn
Tn−t
h
Zn
⎞
⎟⎠ ,
Y = (Y1, . . . , Yn) and t = diag(Kh(T1 − t), . . . , Kh(Tn − t)).
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Substituting (ˆ1(t), . . . , ˆq(t)) into model (2.1), we obtain
Yi − Yˆi = (Xi − Xˆi)+ εi − εˆi , i = 1, . . . , n, (2.3)
where Yˆ = (Yˆ1, . . . , Yˆn) = SY , Xˆ = (Xˆ1, . . . , Xˆn) = SX, εˆ = (εˆ1, . . . , εˆn) = Sε with
S =
⎛
⎜⎝
(Z1 0)(Dt1t1Dt1)
−1Dt1t1
...
(Zn 0)(DtntnDtn)
−1Dtntn
⎞
⎟⎠ and ε = (ε1, . . . , εn).
If we take εi−εˆi as the residual errors, then (2.3) is a version of the ordinary linear regression
model. Applying the least squares method to model (2.3) results in the following proﬁle
least squares estimator of the parametric component ,
˜n =
{
n∑
i=1
(Xi − Xˆi)(Xi − Xˆi)
}−1 n∑
i=1
(Xi − Xˆi)(Yi − Yˆi ). (2.4)
According to [13], under some regularity conditions √n(˜n −) is asymptotically normal.
However, in our case, the Xi cannot be observed and we just have Wi with
Wi = Xi + Ui, i = 1, . . . , n,
where Ui are i.i.d. random vector with mean zero and covariance matrix U . If one ignores
the measurement error and replaces Xi by Wi in (2.4), one can show that the resulting
estimator is inconsistent. On the other hand, it is well known that in linear regression or
partially linear regression, inconsistency caused by the measurement error can be overcome
by applying the so-called “correction for attenuation’’ [16,28]. In the context of semipara-
metric regression model (1.1), this suggests that we use the following modiﬁed proﬁle least
squares estimator
ˆn =
{
n∑
i=1
(Wi − Wˆi)(Wi − Wˆi) − nU
}−1 n∑
i=1
(Wi − Wˆi)(Yi − Yˆi ),
where Wˆ = (Wˆ1, . . . , Wˆn) = SW and W = (W1, . . . ,Wn). Moreover, the fact that
E(Zi |Ti)(Ti) = E(Yi − Xi |Ti) = E(Yi − W i |Ti) suggests us to estimate (·) by
(ˆ1(t), . . . , ˆq(t), hbˆ1(t), . . . , hbˆq(t))
 = (Dt tDt )−1Dt t (Y − W ˆn).
Sometimes it is also necessary to estimate the error variance 2 = E(ε21) for such tasks
as the construction of conﬁdence regions, model-based tests, model selection procedures,
single-to-noise ratio determination and so on. From E(Yi − Xi  − Zi (Ti))2 = 2 and
E(Yi − W i − Zi (Ti))2 = 2 + U, we deﬁne an estimator of the error variance 2
as
ˆ2n =
1
n
n∑
i=1
(Yi − W i ˆn − Zi ˆ(Ti))2 − ˆ

nU ˆn. (2.5)
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3. Asymptotic properties of the proposed estimators
In this section we show that both ˆn and ˆ
2
n achieve the rate in the law of the iterated
logarithm and are asymptotically normal. We also prove that the estimator ˆ(t) attains the
optimal strong convergence rate of the usual nonparametric regression. We begin with the
following assumptions required to derive the main results. These assumptions, while a little
bit lengthy at ﬁrst look, are actually quite mild and can be easily satisﬁed. They are also
used by Fan and Huang [13].
Assumption 3.1. The random variableT has a bounded support. Its density function f (·)
is Lipschitz continuous and bounded away from 0 on its support.
Assumption 3.2. The q ×q matrix E(ZZ|T ) is nonsingular for each T ∈ . E(XX|T ),
E(ZZ|T ) and E(XZ|T ) are all Lipschitz continuous.
Assumption 3.3. There is an s > 2 such that E||X||2s < ∞, E||Z||2s < ∞, E|ε|2s < ∞
and E||U ||2s < ∞, and for some  < 2 − s−1 there is n2−1h → ∞ as n → ∞.
Assumption 3.4. {j (·), j = 1, . . . , q} have continuous second derivatives in T ∈ .
Assumption 3.5. The function K(·) is a symmetric density function with compact support
and the bandwidth h satisﬁes nh8 → 0 and nh2/(log n)2 → ∞ as n → ∞.
With the assumptions above, we are ready to establish the main results. The following
theorem gives the asymptotic normality of ˆn.
Theorem 3.1. Suppose that Assumptions 3.1–3.5 hold. Then the modiﬁed proﬁle least
squares estimator ˆn of  is asymptotically normal, namely,
√
n(ˆn − ) →D N(0,−11 2−11 ) as n → ∞,
where
1 = E(X1X1) − E
{
(T1)((T1))
−1(T1)
}
with (T1) = E(X1Z1|T1) and (T1) = E(Z1Z1|T1), and
2 = E(ε1 − U 1)21 + 2U + E
{
(U1U

1 − U)(U1U 1 − U)
}
.
Further, ˆ−11 ˆ2ˆ
−1
1 is a consistent estimator of −11 2−11 where
ˆ1 = 1
n
n∑
i=1
(Wi − Wˆi)(Wi − Wˆi) − U
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and
ˆ2 = 1
n
n∑
i=1
[
(Wi − Wˆi)
{
Yi − Yˆi − (Wi − Wˆi)ˆn
}
+ U ˆn
]⊗2
,
where C⊗2 means CC.
The second theorem below provides the law of the iterated logarithm for ˆn.
Theorem 3.2. Suppose that Assumptions 3.1–3.5 hold. Then the modiﬁed proﬁle least
squares estimator ˆn of  is strongly consistent and satisﬁes
lim sup
n→∞
√
n
2 log log n
(ˆjn − j )(jj )1/2 a.s.,
where ˆjn and j are the jth element of ˆn and , respectively, and jj is the (j, j)th
element of −11 2−11 .
The following two theorems provide the asymptotic properties of the error variance
estimator ˆ2n.
Theorem 3.3. Suppose that Assumptions 3.1–3.5 hold. Then it holds that
√
n(ˆ2n − 2) →D N(0, 	) as n → ∞,
where
	 = E((ε1 − U 1)2 − (2 + U))2.
Further, 	 can be consistently estimated by
	ˆ = 1
n
n∑
i=1
{
Yi − Yˆi − (Wi − Wˆi)ˆn
}4 −
[
1
n
n∑
i=1
{
Yi − Yˆi − (Wi − Wˆi)ˆn
}2]2
.
Theorem 3.4. Suppose that Assumptions 3.1–3.5 hold. Then it holds that
lim sup
n→∞
√
n
2 log log n
|ˆ2n − 2|	
1
2 a.s..
The following theorem provides the strong convergence rate for the estimator ˆ(·) of (·).
Theorem 3.5. Suppose that Assumptions 3.1–3.5 hold. Then, as n → ∞ it holds that
max
1 jq
sup
t∈
|ˆj (t) − j (t)| = O
{
h2 + (log n/nh)1/2
}
a.s..
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Remark 3.1. Theorems 3.2 and 3.4 state that the modiﬁed proﬁle least square estimator
of the parametric component and the error variance estimator attain the optimal strong
convergence rate of the parametric estimation in linear regression evenwhen somecovariates
are measured with errors. If h takes the optimal bandwidth, that is h = cn−1/5 where c is
constant, then according to Theorem 3.5, it holds
max
1 jq
sup
t∈
|ˆj (t) − j (t)| = O
{
n−
2
5 (log n)
1
2
}
a.s..
This means that the estimator of the nonparametric component in model (1.1) attains the
optimal strong uniform convergence rate of the usual nonparametric estimation in nonpara-
metric regression.
4. Some simulation studies
In this section we carry out some simulations to study the ﬁnite sample performance of
the estimators proposed in Section 2.
The data are generated from the following semiparametric varying-coefﬁcient partially
linear regression model
yi = xi11 + xi22 + zi(ti) + εi, i = 1, . . . , n,
where xi1 ∼ N(1, 1), xi2 ∼ N(1, 1), zi ∼ N(1, 1), ti ∼ U(0, 1), 1 = 1.5, 2 = 1,
(ti) = sin(2
ti ) and εi ∼ N(0, 1.5). Moreover,
wi1 = xi1 + ui1, wi2 = xi2 + ui2, and (ui1, ui2) ∼ N(0,U),
where we take U as diag(0.5, 0.5) and diag(0.25, 0.25) to represent different levels of
measurement errors.
Samples of size n = 100, 200 and 300 are drawn repeatedly. In each case the number of
simulated realizations is 10,000. The kernel is the Gaussian kernel
Kh(·) = 1
h
√
2

exp(−(·)2/2h2)
and the bandwidth is selected by cross-validation.We calculate the sample means and mean
square errors (MSE) of the proposed estimators in Section 2 for the parametric components
1 and 2, and the error variance 2. We also calculate the sample means and MSEs of the
naive estimators (neglecting the measurement errors) and the benchmark estimators (xi1
and xi2 can be observed exactly). The naive estimators for (1, 2) and 2 are deﬁned as
ˇn =
{
n∑
i=1
(Wi − Wˆi)(Wi − Wˆi)
}−1 n∑
i=1
(Wi − Wˆi)(Yi − Yˆi )
and
ˇ2n =
1
n
n∑
i=1
(Yi − W i ˇn − Zi ˇn(Ti))2,
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where ˇn(Ti) is the ﬁrst q entries of
(DtitiDti )
−1Dtiti (Y − W ˇn).
The benchmark estimators for (1, 2) and 2 are deﬁned as
˜n =
{
n∑
i=1
(Xi − Xˆi)(Xi − Xˆi)
}−1 n∑
i=1
(Xi − Xˆi)(Yi − Yˆi )
and
˜2n =
1
n
n∑
i=1
(Yi − Xi ˜n − Zi ˜n(Ti))2,
where ˜n(Ti) is the ﬁrst q entries of
(DtitiDti )
−1Dtiti (Y − X˜n).
All of the above simulation results are summarized in Table 1. We found that these
parameter estimators are not sensitive to the selection of the bandwidths. Moreover, we
Table 1
Sample means and MSE of the various estimators for the parametric components 1 = 1.5 and 2 = 1, and error
variance 2 = 1.5
U n = 100 n = 200 n = 300 U n = 100 n = 200 n = 300
diag(0.5, 0.5) Mean(ˇ1n) 1.1712 1.1705 1.1665 diag(0.25, 0.25) 1.3102 1.3100 1.3095
MSE(ˇ1n) 0.1250 0.1163 0.1162 0.0514 0.0430 0.0412
Mean(ˇ2n) 0.8405 0.8330 0.8360 0.9161 0.9159 0.9116
MSE(ˇ2n) 0.0408 0.0357 0.0318 0.0215 0.0139 0.0125
Mean(ˇ2n) 2.4779 2.6142 2.6715 1.9383 2.0774 2.1244
MSE(ˇ2n) 1.0946 1.3136 1.4239 0.2742 0.3730 0.4205
Mean(ˆ1n) 1.5798 1.5373 1.5185 1.5275 1.5126 1.5093
MSE(ˆ1n) 0.0602 0.0223 0.0132 0.0276 0.0109 0.0081
Mean(ˆ2n) 1.0322 1.0097 1.0112 1.0172 1.0103 1.0034
MSE(ˆ2n) 0.0499 0.0194 0.0117 0.0242 0.0111 0.0073
Mean(ˆ2n) 1.0937 1.2824 1.3560 1.1956 1.3466 1.3987
MSE(ˆ2n) 0.3478 0.1417 0.0866 0.1855 0.0684 0.0438
Mean(˜1n) 1.5052 1.5011 1.4982 1.4944 1.4966 1.4975
MSE(˜1n) 0.0124 0.0057 0.0037 0.0122 0.0059 0.0038
Mean(˜2n) 1.0032 0.9984 0.9983 1.0022 1.0025 0.9994
MSE(˜2n) 0.0112 0.0059 0.0043 0.0121 0.0060 0.0040
Mean(˜2n) 1.3110 1.4019 1.4408 1.3132 1.4003 1.4320
MSE(˜2n) 0.0742 0.0300 0.0180 0.0743 0.0297 0.0179
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Fig. 1. Estimates of the nonparametric component (·) with n = 300: ˇn(·) (dash-dotted curve), ˆn(·) (dashed
curve), ˜n(·) (dotted curve) and (·) (solid curve).
also display a set of the corresponding nonparametric component estimators in Fig. 1 as the
averages of 50 repetitions.
From Table 1 we make the following observations:
1. The naive estimators for the parametric component and the error variance are biased. The
biases do not decrease as the sample size increases, and they increase as themeasurement
errors increase.
2. The modiﬁed proﬁle least squares estimators for the parametric component and the
estimator of the error variance are asymptotically unbiased and have smaller MSE than
those of the naive estimators. In addition, as the sample size increases the performances
of the modiﬁed estimators approach those of the benchmark estimators.
From Fig. 1 we see that the modiﬁed local polynomial estimator of the nonparametric
component outperforms the naive local polynomial estimator. The latter is biased.
5. Concluding remarks
In this paper, we have studied the estimation of a varying-coefﬁcient partially linear
regression model with measurement errors. When measurement errors are ignored, the
usual proﬁle least squares and local polynomial estimations lead to biased estimators of the
parametric and nonparametric components. To deal with this problem, we have proposed
a modiﬁed proﬁle least squares estimator for the parametric component by correcting the
attenuation and a local polynomial estimator for the nonparametric component. We have
established the consistency, asymptotic normality and the law of the iterated logarithm for
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the modiﬁed proﬁle least squares estimator and shown that the local polynomial estimator
achieves the optimal strong convergence rate of the usual nonparametric regression. We
have also proposed an estimator of the error variance and established asymptotic normality
for it. These results can be used tomake asymptotically valid statistical inferences for model
(1.1).
In this paper, our focus is on the case where the covariates in the parametric component
are measured with errors. Interesting topics for further studies include investigating the
case where the covariates in the nonparametric component are measured with errors, and
the case where the additive error assumption may not be true.
Appendix A. Proofs of the main results
In order to prove the main results in Section 3 we ﬁrst introduce several lemmas. Let
k =
∫
tkK(t) dt, k =
∫
tkK2(t) dt, k = 0, 1, 2, 4.
Lemma A.1. Suppose that Assumptions 3.1–3.5 hold. Then, as n → ∞ it holds
sup
t∈
1
nh
n∑
i=1
K
(
Ti − t
h
)(
Ti − t
h
)k
Zij1Zij2 = f (t)j1j2(t)k
+O
{
h2 +
(
log n
nh
) 1
2
}
a.s.
and
sup
t∈
1
nh
n∑
i=1
K
(
Ti − t
h
)(
Ti − t
h
)k
Zij εi = O
{(
log n
nh
) 1
2
}
a.s.,
where j, j1, j2 = 1, . . . , q, k = 0, 1, 2, 4 and j1j2(T ) is the (j1, j2)th element of (T ).
The proof of Lemma A.1 is similar to that of Lemma A.2 in Xia and Li [36]. We here
omit the detail.
Lemma A.2. LetD1, . . . , Dn be independent and identically distributed randomvariables.
If E|D1|s is bounded for s > 1, then max1 in |Di | = o(n1/s) a.s..
The proof of Lemma A.2 can be found in [8].
Lemma A.3. Suppose that Assumptions 3.1–3.5 hold. Then it holds that
1
n
W (I − S)(I − S)W → U + E(X1X1) − E
{
(T1)((T1))
−1(T1)
}
a.s.
as n → ∞.
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The proof of Lemma A.3 is similar to that of Lemma 7.2 in [13].
Lemma A.4. Suppose that Assumptions 3.1–3.5 hold. Then as n → ∞, it holds that
1
n
n∑
i=1
(Xi − Xˆi)(Wi − Wˆi − Xi + Xˆi) = o(log log n) a.s., (A.1)
1
n
n∑
i=1
(εi − εˆi )(Wi − Wˆi − Xi + Xˆi) = 1
n
n∑
i=1
εiUi + o(n− 12 ) a.s., (A.2)
1
n
n∑
i=1
((Ti)Zi − MtiDti (DtitiDti )(Zi , 0q))(Wi − Wˆi − Xi + Xˆi)
= o(n− 12 ) a.s., (A.3)
where M = (Z1(T1), . . . , Zn(Tn)) and 0q is a q × 1 zero vector.
Proof. We ﬁrst prove (A.1). According to the proof of Lemma A.3 it is easy to see that
1
n
n∑
i=1
(Xi − Xˆi)(Wi − Wˆi − Xi + Xˆi)
= 1
n
n∑
i=1
[
Xi − (Ti)(Ti)−1Zi + O
{
h2 + (log n/nh) 12
}
· ||Zi ||] (Ui + O(h2) · ||Zi ||)
= 1
n
n∑
i=1
(Xi − (Ti)(Ti)−1Zi)Ui + O
{
h2 + (log n/nh) 12
}
a.s..
Since (Xi − (Ti)(Ti)−1Zi)Ui’s are i.i.d. random variables with mean 0 and variance
tr
[
UE(X1X

1) − UE
{
E(X1Z

1|T1)(E(Z1Z1|T1))−1E(Z1X1|T1)
}]
,
applying Hartman–Winter theorem gives
1
n
n∑
i=1
(Xi − (Ti)(Ti)−1Zi)Ui = O
{
(log log n/n)1/2
}
a.s..
This implies that (A.1) holds.
Now we show (A.2) holds. Obviously,
1
n
n∑
i=1
(εi − εˆi )(Wi − Wˆi − Xi + Xˆi) = 1
n
n∑
i=1
εiUi
−1
n
n∑
i=1
εtiDti (D

ti
tiDti )
−1(Zi , 0q)Ui
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−1
n
n∑
i=1
tiDti (D

ti
tiDti )
−1(Zi , 0q)εi
+1
n
n∑
i=1
{
εtiDti (D

ti
tiDti )
−1(Zi , 0q)
}
·
{
tiDti (D

ti
tiDti )
−1(Zi , 0q)
}
= 1
n
n∑
i=1
εiUi − J1 − J2 + J3, say,
where  = (U1, . . . , Un). By Lemma A.1 and the proof of Lemma A.3 we have
εtiDti (D

ti
tiDti )
−1(Zi , 0q) = O(h2) · ||Zi || a.s.
and
∣∣∣∣∣∣tiDti (DtitiDti )−1(Zi , 0q)
∣∣∣∣∣∣ = O(h2) · ||Zi || a.s..
Together with Lemma A.2, this implies that J3 = o(n−1/2) a.s.. Therefore, in order to
complete the proof of (A.2) we just need to show J1 = o(n−1/2) a.s. and J2 = o(n−1/2)
a.s.. We here just prove the former because the latter is similar. Let J1s be the sth element
of J1. Then we have
J1s = 1
n
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j=1
Kh(Tj − Ti)s1(DtitiDti )−1s2Zis1Zjs2εiUjs
+ 1
nh
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j=1
Kh(Tj − Ti)s1(DtitiDti )−1q+s2Zis1(Tj − Ti)Zjs2εiUjs
= J1s1 + J1s2, say,
where s1 is a 2q-vector with the s1th entry being 1 and other entries zero. Observe that
J1s1 = 1
n
q∑
s1=1
q∑
s2=1
n∑
i=1
Kh(0)s1(D

ti
tiDti )
−1s2Zis1Zis2εiUis
+1
n
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j =i
Kh(Tj − Ti)s1(DtitiDti )−1s2Zis1Zjs2εiUjs
 o
(
n−
1
2
)
+ 1
n
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j =i
Kh(Tj − Ti)s1(DtitiDti )−1s2
×Zis1Zjs2εiUjs a.s.
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Put
Dn = 1
n
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j =i
Kh(Tj − Ti)s1(DtitiDti )−1s2Zis1Zjs2εiUjs,
Qn = 1
n
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j =i
Kh(Tj − Ti)s1(DTtitiDti )s2ϑ
′
is1ϑ
′
js2 ,
ϑ
′′
is1
= Zis1εi − ϑ
′
is1
and ϑ′′js2 = Zjs2Uis − ϑ
′
js2
, where
ϑ
′
is1 = Zis1εiI{|Zis1εi | i1/4} − E(Zis1εiI{|Zis1εi | i1/4}|Zis1)
and
ϑ
′
js2 = Zjs2UjsI{|Zjs2Ujs | i1/4} − E(Zjs2UjsI{|Zjs2Ujs | i1/4}|Zjs2).
Similar to the proof of Lemma A.2 in [17] it holds that Qn = o(n−1/2) a.s.. Then
√
n|Dn − Qn|
 1√
n
∣∣∣∣∣∣
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j =i
Kh(Tj − Ti)s1(DtitiDti )−1s2(ϑ
′′
is1 − Eϑ
′′
is1)Zjs2Ujs
∣∣∣∣∣∣
+ 1√
n
∣∣∣∣∣∣
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j =i
Kh(Tj − Ti)s1(DtitiDti )−1s2(ϑ
′′
is1 − Eϑ
′′
is1)
×(ϑ′js2 − Eϑ
′
js2)
 1√
n
⎛
⎝ max
1 in
∣∣∣∣∣∣
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j =i
Kh(Tj − Ti)s1(DtitiDti )−1s2Zjs2Ujs
∣∣∣∣∣∣
⎞
⎠
×
n∑
i=1
(|ϑ′′is1 | + E|ϑ
′′
is1 |)
+ max
1 in
∣∣∣∣∣∣
q∑
s1=1
q∑
s2=1
n∑
i=1
n∑
j =i
Kh(Tj − Ti)s1(DtitiDti )−1s2(ϑ
′
js2 − Eϑ
′
js2)
∣∣∣∣∣∣
·
n∑
i=1
(|ϑ′′is1 | + E|ϑ
′′
is1 |) = o(1) a.s.
by the proof of Lemma A.3 and the three-series theorem. So J1s1 = o(n−1/2) a.s.. By the
same argument we can show J1s2 = o(n−1/2) a.s., and the proof of (A.2) is complete.
Combining the proofs of Lemma A.1 in [9] and Lemma 7.4 in [13] we can show (A.3)
holds as well. 
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Proof of Theorem 3.1. Let
∑n
i=1 (Wi − Wˆi)(Wi − Wˆi) − nU = ∇. Then according to
the deﬁnition of ˆn, ˆn −  can be decomposed as
ˆn −  = ∇−1nU+ ∇−1
n∑
i=1
(Wi − Wˆi)
·
{
(Ui − Uˆi)+ εi − εˆi + (Ti)Zi − MtiDti (DtitiDti )−1(Zi , 0q)
}
,
where ε=(ε1, . . . , εn) and Uˆi=tiDti (DtitiDti )−1(Zi , 0q) with =(U1, . . . , Un).
Further, we have
n∑
i=1
(Wi − Wˆi)
{
(Ui − Uˆi)+ εi − εˆi + (Ti)Zi
−MtiDti (DtitiDti )−1(Zi , 0q))
}
=
n∑
i=1
{
E(W i Zi |Ti)(E(ZiZi |Ti))−1 − W tiDti (DtitiDti )−1(Iq, 0q×q)
}
×Zi(εi − U i )
+
n∑
i=1
{
WiZ

i − W tiDti (DtitiDti )−1(Zi , 0q)Zi
}
(DtitiDti )
−1
×Dtiti (ε + )
+
n∑
i=1
{
Wi − E(W i Zi |Ti)(E(ZiZi |Ti))−1Zi
}
(εi − U i )
+
n∑
i=1
{
WiZ

i − W tiDti (DtitiDti )−1(Zi , 0q)Zi
}
·
{
((Ti), 0q) − (DtitiDti )−1DtitiM
}
= A1 + A2 + A3 + A4, say,
where 0q×q is a q ×q zero matrix. Similar to the proof of (A.3) in LemmaA.4 we can show
that Ai = o(n−1/2) a.s. for i = 1, 2, 4. Therefore, combining Lemma A.3 it holds that
√
n(ˆn − ) =
(∇
n
)−1
· 1√
n
{
n∑
i=1
(
Wi − E(W i Zi |Ti)(E(ZiZi |Ti))−1Zi
)
× (εi − U i ) − nU
}
.
Applying central limit theorem and Lemma A.3 proves the asymptotic normality for√
n(ˆn − ).
By Lemmas A.1 and A.3 and the proof of the asymptotic normality of ˆn it is easy to
ﬁnish the proof of the consistency of ˆ−11 ˆ2ˆ
−1
1 . 
Proof of Theorem 3.2. From Corollary 5.2.3 of Stout [33] and the proof of the asymptotic
normality of ˆn, Theorem 3.2 follows. 
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Proof of Theorem 3.3. From the deﬁnition of ˆ2n we have
ˆ2n − 2 =
{
1
n
n∑
i=1
(Yi − Yˆi − (Xi − Xˆi)ˆn)2 − 2
}
+
{
1
n
n∑
i=1
ˆ

n(Wi − Wˆi − Xi + Xˆi)(Wi − Wˆi − Xi + Xˆi)ˆn − ˆ

nU ˆn
}
−2
n
n∑
i=1
{
Yi − Yˆi − (Xi − Xˆi)ˆn
}
(Wi − Wˆi − Xi + Xˆi)ˆn = B1 + B2 − B3, say.
Combining Theorems 3.1 and 3.2 in [39] it follows that
B1 = 1
n
n∑
i=1
(ε2i − 2) + o
(
n−
1
2
)
a.s..
By the law of the iterated logarithm for ˆn and the proof of Lemma A.2 it holds that
B2 = 1
n
n∑
i=1
(UiU

i − U)+ o
(
n−
1
2
)
a.s..
Moreover, B3 can be decomposed as
B3 = 2
n
n∑
i=1
(Xi − Xˆi)(Wi − Wˆi − Xi + Xˆi)ˆn(ˆn − )
+2
n
n∑
i=1
(εi − εˆi )(Wi − Wˆi − Xi + Xˆi)ˆn
+2
n
n∑
i=1
((Ti)Zi − MtiDti (DtitiDti )−1(Zi , 0q))(Wi − Wˆi − Xi + Xˆi)ˆn
= B31 + B32 + B33, say.
From Lemma A.4 and Theorem 3.1 we have
B31 = o(n− 12 ) a.s., B32 = 2
n
n∑
i=1
εiU

i + o(n−
1
2 ) a.s. and B33 = o(n− 12 ) a.s..
Therefore,
√
n(ˆ2n − 2) = n−
1
2
n∑
i=1
{
(ε2i − 2) + (UiU i − U)− 2εiU i 
}
+ op(1).
Applying central limit theorem and the law of large numbers then proves the desired asymp-
totic result for
√
n(ˆ2n − 2).
Applying the root-n consistency of ˆn, the proof of 	ˆ →p 	 as n → ∞ is routine. We
here omit the detail. 
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Proof of Theorem 3.4. From the proof of Theorem 3.3 we have
ˆ2n − 2 =
1
n
n∑
i=1
(ε2i − 2) +
1
n
n∑
i=1
(UiU

i − U)
−2
n
n∑
i=1
εiU

i + o(n−
1
2 ) a.s..
By Hartman–Winter theorem it holds that
lim sup
n→∞
(n/2 log log n)1/2
∣∣∣∣∣1n
n∑
i=1
{
(ε2i − 2) + (UiU i − U)− 2εiU i 
}∣∣∣∣∣
= 	1/2 a.s..
The proof is complete. 
Proof of Theorem 3.5. By the deﬁnition of ˆ(t) we have
ˆ(t) = (ˆ1(t), . . . , ˆq(t)) = (Iq, 0q×q)(Dt tDt )−1Dut (Y − W ˆn)
= (Iq, 0q×q)(Dt tDt )−1Dt tM + (Iq, 0q×q)(Dt tDt )−1Dt tW(− ˆn)
−(Iq, 0q×q)(Dt tDt )−1Dt t+ (Iq, 0q×q)(Dt tDt )−1Dt t ε.
Therefore, by the same argument used in the proof of Theorem 3.2 in [36] we can complete
the proof. 
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