Abstract-Finding simple disjoint functional decompositions is a basic problem, but is generally timeconsuming since there are nearly 2" bipartitions of input variable. This paper introduces three parameters to find bipartitions of the input variables. It also defines "ideal random logic functions," and derives their properties. Experimental results using randomly generated functions and benchmark functions show the usefulness of the approach.
I. INTRODUCTION
Decompositions of logic functions have been studied for many years [l, 41. A function f has a simple disjoint decomposition if f is represented as f ( X 1 , X z ) =
g(h(X1), X,).
To find decompositions for look-up-table type FPGA, the number of variables in X1 may be at most five [6, 10, 211. So, the number of bipartitions to consider is C ( n , 5 ) , where n is the number of the input variables.
However, to find general decompositions, the number of variables in X1 is unbounded, and we have to consider nearly 2" different bipartitions ( X I , X,) of input variables {x1,22, . . . , x n } . When n is large, the number of bipartitions to consider is too large, but the exhaustive search is impractical.
Roughly speaking, decomposition methods can be classified into two: Exhaustive methods [2, 8, 9, 14, 16, 18, 20 , 221 and heuristic methods [3, 5, 23, 11, 121. Exhaustive methods find all possible decompositions, but they are usually time consuming. On the other hand, heuristic methods find only a part of all possible decompositions, but they are relatively fast. This paper, we will consider a heuristic method to find decompositions. For the heuristics, we introduce three parameters. By using these parameters, we can efficiently find decompositions.
The rest of the paper is organized as follows: Section I1 gives definitions and basic properties. Section I11
introduces two parameters, and show their application to find decompositions of cascade realizable functions. Section IV introduces "ideal random logic functions," as well as an another parameter. We will derive the properties of these parameters. Section V is the experimental results showing effectiveness of these approaches by using randomly generated functions and benchmark functions. For the page limitation, all the proofs are omitted. 
DEFINITIONS AND BASIC PROPERTIES
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Thus, we have
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(End of Example) As shown in Theorem 3.1, den(& is a parameter that shows the ordering of the variable in the cascade realizations. Next, we will introduce an another parameter that also shows the ordering of the variables. Definition 3.2 Let f be an n-variable function such that 
241x5, which appeared in Example 3.1. 
IV. IDEAL RANDOM LOGIC FUNCTIONS
In the previous section, we showed that den(& is useful to find bipartitions for cascade realizable functions. However, only a fraction of the functions are cascade realizable. In this section, we will introduce ideal random logic functions, and show that den(%) and den($&-) are useful to find decompositions for a class of functions. 
2) Let f l ( X ) and f 2 ( X ) be two diflerent ideal random logic functions with densities d l and d 2 , respectively. Then, d e n ( f l ( X ) f i ( X ) )
= 442. 
. Fig. 4.1) . Also, assume that the Boolean dzflerences of g , h l , and h2 are also ideal random logic functiom.
2) When X I E { X I } and 2 2 E { X 2 } . 
V. EXPERIMENTAL RESULTS
In many cases, the given functions are not cascade realizable nor composed of ideal random logic functions.
However: parameters introduced in Section I11 are still useful to find bipartitions for disjoint decompositions. To see the usefulness of the parameters, we constructed multi-level networks by using randomly generated functions.
A. Decomposition o f f = g ( g ( X l ) , X,), where 1 x 1 1 = 5 .
We randomly generated a five-variable function g , where w(g) = 12, and constructed the network shown in Fig. 5.1 .
Note that f = g ( g ( X l ) , X 2 ) : where X I = (x1,x2,x3,x4,x5) and x 2 = ( x 6 , x 7 ,~8 , x g ) . lX*l = 5 .
( 5 1 1 * X12.xl3).
However. in this case, these parameters are not sufficient to find the bipartition of the variables. The maximum value 1152 occurs when ( x , , z 3 E XI) or (x, E X, and xJ E X3). Also, the value 640 occur for many cases.
do not satisfy the conditions of ideal random logic functions. We consider that to be ideal random logic functions, the number of variables in g should be larger.
One reason for this is t h a t g and 
C. Decomposition of f = g(g(X1), g(X2), X3), where
We generated a random function g of 7 variables, where w ( g ) = 64.
And, constructed the network shown in Fig. 5 . 2 
D. Other Benchmark Functions
In most cases, logic functions used in industries are nonrandom. However, we can use these parameters to find decompositions by using the following: Algorithm 5.1 Table 5 .5 compares the numbers of decompositions found by Algorithm 5.1 and ones found by DECOMPOS [16] . In Table 5 .5, PAR denotes the number of blocks after decompositions using Algorithm 5.1; JAC denotes the number of blocks after decompositions using DECOMPOS [16] , and OUT denotes the number of outputs. Note that DE-COMPOS finds all the disjoint decompositions.
Partition the multiple-output f u n c t i o n into singleoutput functions, and decompose each f u n c t i o n separately. Generate the BDD for each function.

If there is a level with width two, t h e n decompose the f u n c t i o n into two, and apply this step recursively. Use w( 8) t o order the i n p u t variables, and reorder
denotes the percentage of the decompositions found by Algorithm 5.1. Note that C1355 has no decomposition. Except for a few cases (i.e., C1908, b3 and x6dn), Algorithm 5.1 found considerable part of decompositions.
VI. CONCLUSIONS
In this paper: we introduced three parameters to find disjoint decompositions. p ( f : xi) and w ( E ) show the influence of t,he variables in the networks: The greater the values, the more influential the variables. Thus, the less influential variables are candidates for bound variables.
Since these parameters are relatively easily calculated, any functional decomposition systems can incorporate this method. 
