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We show that the minimum experimental effort to estimate the average error of a quantum gate
scales as 2n for n qubits and requires classical computational resources ∼ n223n when no specific
assumptions on the gate can be made. This represents a reduction by 2n compared to the best
currently available protocol, Monte Carlo characterization. The reduction comes at the price of
either having to prepare entangled input states or obtaining bounds rather than the average fidelity
itself. It is achieved by applying Monte Carlo sampling to so-called two-designs or two classical
fidelities. For the specific case of Clifford gates, the original version of Monte Carlo characterization
based on the channel-state isomorphism remains an optimal choice. We provide a classification
of the available efficient strategies to determine the average gate error in terms of the number of
required experimental settings, average number of actual measurements and classical computational
resources.
PACS numbers: 03.65.Wj,03.67.Ac
Introduction The development of quantum technolo-
gies is currently facing a number of obstacles. One of
them is the difficulty to assess efficiently how well a quan-
tum device implements a desired operation. The cor-
responding performance measure is the average fidelity
or the average gate error which can be determined via
quantum process tomography [1]. Full process tomogra-
phy scales, however, strongly exponentially in the num-
ber of qubits and provides the full process matrix, i.e.,
much more information than just the gate error. For
practical applications, a more targeted and less resource-
intensive approach is required. Recent attempts at re-
ducing the resources employ stochastic sampling [2–7].
The process matrix can be estimated efficiently if it is
sparse in a convenient basis [4, 5, 8, 9]. Randomized
benchmarking, utilizing so-called unitary t-designs [10],
is scalable when estimating the gate error for Clifford
gates [6, 7]. For general unitary operations, Monte Carlo
sampling combined with the channel-state isomorphism
currently appears to be the most efficient approach [2, 3].
It comes with the advantage of separable input states. A
second promising approach for general unitaries utilizes
state two-designs [11]. They are given, for example, by
the states of d + 1 mutually unbiased bases [12]. Since
only three out of the d+1 mutually unbiased bases con-
sist of separable states [13], entangled input states need
to be prepared. The approaches of Refs. [2, 3] and [11]
yield the average fidelity for general unitaries with an
arbitrary, prespecified accuracy. They have been tested
experimentally, albeit so far only for two- and three-qubit
operations, without taking advantage of the protocols’ ef-
ficiency [14, 15]. Alternatively to estimating the average
fidelity directly, an upper and a lower bound can be ob-
tained from two classical fidelities that are evaluated for
the states of two mutually unbiased bases [16]. This ap-
proach has been employed in an experiment demonstrat-
ing quantum simulation with up to 6 qubits [17]. When
designing a quantum device, one is thus faced with a
number of options to determine the average gate errors,
the optimality of which will depend on specific experi-
mental constraints and the required accuracy.
Here, we provide a unified classification of the currently
available approaches in terms of the number and type of
input states and measurements that need to be available,
the number of actual experiments that need to be carried
out and the classical computational resources that are
required. We show that applying Monte Carlo estima-
tion to the two-design protocol and the classical fidelities
yields a reduction by a factor 2n in resources for general
unitary operations. For the specific task of characteriz-
ing Clifford gates, the two strategies are as efficient as
Monte Carlo sampling combined with the channel-state
isomorphism [2, 3] or randomized benchmarking [6, 7].
The reduction in resources that we report here for gen-
eral unitary operations is made possible by avoiding the
channel-state isomorphism: Instead of estimating the av-
erage fidelity in terms of a single state fidelity in Liouville
space, it is determined by a sum over state fidelities in
Hilbert space. We have recently shown that a minimal
set of states in Hilbert space is sufficient for device char-
acterization [18]. Therefore the number of states that
enter the sum is determined only by the desired bounds.
Monte Carlo sampling We first review Monte Carlo
estimation of the average fidelity as introduced in
Refs. [2, 3] before applying it to two-designs [5, 11] and
classical fidelities [16]. The fidelity of a quantum state
or process is of the form F = Tr[ρidρact] with ρid/act
the ideal/actual state. Monte Carlo sampling estimates
the quantity F from a small random sample of measure-
ments. F thus needs to be expressed in terms of mea-
surement results. To this end, ρid and ρact are expanded
in an orthonormal basis of Hermitian operators, yielding
F ∼∑k Tr[ρidWk]Tr[ρactWk]. The measurement results
are treated as a random variable X taking values Xκ
which occur with probability Pr(κ) (
∑T
κ=1 Pr(κ) = 1
2with T the size of the event space), i.e.,
F =
T∑
κ=1
Pr(κ)Xκ . (1)
Introducing χρ(κ) = Tr[ρWκ], Xκ is given by
Xκ =
χρact(κ)
χρid(κ)
=
Tr[ρactWκ]
Tr[ρidWκ]
and Pr(κ) =
χρid(κ)
2
N
with N ensuring proper normalization. Pr(κ) is also
called relevance distribution. Two levels of stochastic
sampling are involved in the Monte Carlo estimation of a
fidelity: According to Eq. (1), F is the expectation value
of the random variable X taking values Xκ with known
probability Pr(κ). However, the Xκ cannot be accessed
directly, since they depend on another random variable,
the expectation value of Wκ for ρ
act. Due to the statisti-
cal nature of quantum measurements as well as random
errors in the experiment, it will be necessary to repeat-
edly measure Wκ in order to determine Xκ. Assuming
that the Xκ have been determined with sufficient accu-
racy, Monte Carlo sampling estimates their expectation
value F from a finite number of realizations L,
F = lim
L→∞
FL with FL =
1
L
L∑
l=1
Xκl (2)
and κL taking values between 1 and T . L is chosen such
that the probability for FL to differ from F by more than
ǫ is less than δ. The key point of the Monte Carlo ap-
proach is that L depends only on the desired accuracy
ǫ and confidence level δ and is independent of the sys-
tem size. Note that ǫ is lower bounded by measurement
and state preparation errors. Since, as quantum me-
chanical expectation values, the Xκl are known only ap-
proximately, also F can be obtained only approximately:
F˜L =
1
L
∑L
κl=1
X˜κl (with X˜κl denoting the approximate
values of Xκl). Therefore, in addition to ensuring that
FL approximates F with a statistical error of at most
ǫ, one also has to guarantee that F˜L approximates FL
with the desired accuracy. This implies repeated mea-
surements for a given element l (l = 1, . . . , L) of the
Monte Carlo sample. Denoting the number of respective
measurements by Nl, the total number of experiments is
given by Nexp =
∑L
l=1Nl. It can be shown that a proper
choice of 〈Nl〉 and 〈Nexp〉 guarantees the approximations
of FL by F˜L and of F by FL to hold with the desired
confidence level. While L is indepenent of system size,
the choices of 〈Nl〉 and 〈Nexp〉 in general depend on it.
For a quantum process, the average fidelity can be
obtained by Monte Carlo estimation when combining it
with the channel-state isomorphism [2, 3]. Fav is then
expressed in terms of the entanglement fidelity Fe via
Fav = (dFe + 1)/(d+ 1) [19]. Since Fe is a state fidelity
in Liouville space and Liouville space vectors correspond
to Hilbert space operators, this implies evaluation of Fav
with respect to an operator basis, comparing input to
output operators. Since a complete operator basis con-
sists of 22n elements and the size of the event space is
given by all possible combinations of input and output
operators, T = 24n. The fact that only states, not oper-
ators can be prepared as input is remedied by randomly
selecting eigenstates of the input operators. There are
6 eigenstates for the 3 Pauli operators for each qubit.
Therefore the number of experimental settings, i.e., pairs
of input state/output measurement operator, is given by
Nsetting = Ninput×Nmeas = 6n · 22n. The random selec-
tion of experimental settings requires classical computa-
tional resources Cclass that scale as n224n [2, 3]. Although
only some of the settings will be selected, the ability to
implement all of them in the experiment is implied. Due
to the statistical nature of measurements, all in all 〈Nexp〉
runs of the experiment have to be carried out. For the
experimental implementation, Nsetting , 〈Nexp〉 and Cclass
thus characterize the procedure.
Monte Carlo estimation of classical fidelities and two-
designs State fidelities in Hilbert space as opposed to a
state fidelity in Liouville space are sufficient to estimate
the average fidelity of an arbitrary quantum gate [16,
18]. We therefore distinguish in a Monte Carlo event κl
between input states and measurement operators, κl =
(il, kl). This allows for applying Monte Carlo sampling
to the classical fidelities of Ref. [16] and the two-design
approach [11].
The two classical fidelities which yield an upper and a
lower bound to the average fidelity [16] can be written
as [18]
Fj =
1
d
d∑
i=1
Tr[ρj,idi ρ
j,act
i ]
=
1
d
d∑
i=1
Tr[U |Ψji 〉〈Ψji |U+D(|Ψji 〉〈Ψji |)] (3)
with |Ψji 〉 the states of two mutually unbiased bases in d-
dimensional Hilbert space (i = 1, . . . , d, j = 1, 2, d = 2n),
D the dynamical map describing the actual evolution,
and U the desired unitary. Expanding the states ρj,idi ,
ρj,acti in terms of Pauli operators, Eq. (3) becomes
Fj =
d∑
i=1
d2∑
k=1
Pr
j(i, k)
χjD(i, k)
χjU (i, k)
(4)
with characteristic function χjU (i, k) =
Tr[WkU |Ψji 〉〈Ψji |U+] and relevance distribution
Pr
j(i, k) = 1d2 [χ
j
U (i, k)]
2. Note that Tr[WkWk′ ] = dδk,k′ .
We show in the supplementary material that Prj(i, k)
is properly normalized such that we can estimate the
two classical fidelities Fj , and thus an upper and a lower
bound to Fav, by Monte Carlo sampling.
3approach Cclass Ninput Nsetting 〈Nexp〉
A O(n224n) 6n O(6n22n) O(22n)
B O(n224n) 2n(2n + 1) O(24n) O(2n)
C O(n223n) 2 · 2n O(23n) O(2n)
TABLE I: Resources required for determining the average
gate error of a general unitary operation in terms of classi-
cal computational effort Cclass required for the random se-
lection, number Ninput of input states that need to be pre-
pared, the number of experimental settings Nsetting from
which the actual experiments will be randomly chosen, and
the average number 〈Nexp〉 of experiments to be performed.
Nsetting = Ninput ×Nmeas with the number of measurement
operators Nmeas = 2
2n for all cases (A: Monte Carlo sam-
pling based on the channel-state isomorphism [2, 3]; B: Monte
Carlo sampling for two-designs; C: Monte Carlo sampling for
classical fidelities).
The expression for the average fidelity when using
two-designs, given in terms of d + 1 mutually unbiased
bases [11],
F 2desav =
1
d(d+ 1)
d(d+1)∑
i=1
Tr[U |Ψi〉〈Ψi|U+D(|Ψi〉〈Ψi|)],
(5)
is formally similar to Eq. (3), i.e., it can be interpreted
as the sum over d + 1 classical fidelities. Equation (5)
can thus be rewritten
F 2desav =
d(d+1)∑
i=1
d2∑
k=1
Pr
2des(i, k)
χ2desD (i, k)
χ2desU (i, k)
(6)
with characteristic function χ2desU analogous to χ
j
U , and
the relevance distribution differing only in normalization,
Pr
2des(i, k) = 1d2(d+1)
[
χ2desU (i, k)
]2
. We show in the sup-
plementary material that also Pr2des(i, k) is properly nor-
malized such that F 2desav can be estimated by Monte Carlo
sampling.
Resources for estimating the gate error of general uni-
taries Evaluating Eqs. (4) or (6) by Monte Carlo esti-
mation involves randomly selecting L times a pair (il, kl)
of input state/measurement operator. Compared to
Refs. [2, 3], the number of input states is significantly
reduced for the two approaches based on state fidelities
in Hilbert space. This yields a correspondingly smaller
number of settings that an experimentalist needs to be
able to implement, cf. Table I. Moreover, the smaller
number of input states reduces the classical computa-
tional resources required for the random selection by
a factor 2n for the classical fidelities. This is due to
Cclass = Ninput×Csingle with Csingle the classical compu-
tational cost for sampling a single state fidelity in Hilbert
space (Csingle ∼ n222n [3]). It reflects the fact that the
relevance distribution for the classical fidelities depends
on O(d3) parameters whereas the relevance distribution
of Refs. [2, 3] depends on O(d4) parameters. The reduced
number of parameters is sufficient to determine whether
the actual evolution matches the desired unitary [18].
Analogously to Refs. [2, 3], we determine the sample
size L by Chebychev’s inequality. It provides an upper
bound for the probability of a random variable Z with
variance σZ to deviate from its mean,
Pr
[
|Z − 〈Z〉| ≥ σZ/
√
δ
]
≤ δ (7)
with δ > 0. In our case, 〈Z〉 = F with F = F 2desav
or Fj , Z = FL = 1/L
∑L
l=1Xκl , and Xκl ≡ Xl =
χD(il, kl)/χU (il, kl), cf. Eqs. (4), (6). We show in the
supplementary material that the variance of Xl is smaller
than one, and thus var(FL) ≤ 1/L. Then the choice
L = 1/(ǫ2δ) guarantees that the probability for the esti-
mate FL to differ from F by more than ǫ is smaller than
δ. Specifying the experimental inaccuracy and choosing
the confidence level thus determines the sample size.
In order to estimate the number of required experi-
ments, we first determine the number of experiments for
one setting, Nl. For each l, the observable Wkl has to be
measured Nl times to account for the statistical nature
of the measurement. The corresponding approximation
to Xl is given by
X˜l =
1
χU (il, kl)
1
Nl
Nl∑
j=1
wlj (8)
with wlj the measurement result for the jth repetition of
experimental setting l, equal to either +1 or -1 for Pauli
operators. Since X˜l is given as the sum of independent
random variables wlj , Nl can be determined using Hoeff-
ding’s inequality. It provides an upper bound for the
probability of a sum S =
∑n
i=1 Yi of independent vari-
ables Yi with ai ≤ Yi ≤ bi to deviate from its expected
value by more than ǫ,
Pr (|S − 〈S〉| ≥ ǫ) ≤ 2 exp
(
− 2ǫ
2∑n
i=1 (bi − ai)2
)
(9)
∀ǫ > 0. In our case, S = F˜L = 1L
∑L
l=1 X˜l and, using
Eq. (8),
∑n
i=1 (bi − ai)2 =
∑L
l=1 4Nl [LNlχU (il, kl)]
−2.
Inserting this into Eq. (9), it is obvious that the choice
Nl =
2
Lǫ[χU (il, kl)]2
log
(
2
δ
)
= Nl(il, kl) (10)
ensures the right-hand side of Eq. (9) to be ≤ δ. The
setting l is chosen with probability Prj/2des(il, kl). The
average number of times that this specific experiment
(with input state il and measurement operator Wkl) is
4approach Cclass Ninput Nsetting 〈Nexp〉
A O(1) 6n O(6n2n) O(1)
B O(1) 2n(2n + 1) O(23n) O(1)
C O(1) 2 · 2n O(22n) O(1)
TABLE II: Resources required for determining the average
gate error of a Clifford gate (Nsetting = Ninput×2
n). Symbols
as in Table I.
carried out is therefore given by
〈Nl〉 =
d∑
il=1
d2∑
kl=1
Pr
j (il, kl)Nl(il, kl) (11)
=
1
d2
d∑
il=1
d2∑
kl=1
[χjU (il, kl)]
2 4
[χjU (il, kl)]
2Lǫ2
log
(
2
δ
)
≤ 1 + 2d
Lǫ2
log
(
2
δ
)
for the two classical fidelities (j = 1, 2). The same 〈Nl〉
is obtained for the two-designs due to normalization of
Pr
2des (i, k). The total number of experiments that need
to be carried out is then estimated by
〈Nexp〉 =
L∑
l=1
〈Nl〉 ≤ L
[
1 +
2d
Lǫ2
log
(
2
δ
)]
≤ 1 + 1
ǫ2δ
+
2d
ǫ2
log
(
2
δ
)
. (12)
This number is sufficient to account for both the sampling
error due to finite L and statistical experimental errors in
the measurement results. Notably, 〈Nexp〉 ∼ 2n only, i.e.,
the average number of experiments to estimate Fav scales
like that required for characterizing a general pure quan-
tum state [3]. This represents a reduction by a factor 2n
compared to Refs. [2, 3], cf. Table I. These savings come
at the expense of (i) obtaining only bounds on the aver-
age fidelity when using two classical fidelities Fj or (ii)
the necessity to prepare entangled input states when us-
ing two-designs. The latter scales quadratically in n [11].
Even factoring this additional cost in, Monte Carlo esti-
mation of the average fidelity for a general unitary opera-
tion using two-designs is significantly more efficient than
that based on the channel-state isomorphism [2, 3].
Resources for Monte Carlo estimation of Clifford gates
The scaling of 〈Nexp〉 with the number of qubits changes
dramatically for Clifford gates [2, 3]. This is due to
the property of Clifford gates to map eigenstates of a d-
dimensional set of commuting Pauli operators into eigen-
states from the same set. The mutually unbiased bases
in Eqs. (3), (5) can be chosen to be such eigenstates [20].
Given a generic eigenstate |Ψi〉 of a commuting set W of
Pauli operators, the characteristic function of a Clifford
gate, UCl, becomes
χUCl(i, k) = Tr[WkUCl|Ψi〉〈Ψi|U †Cl] (13)
= Tr[Wk|Ψj〉〈Ψj |] =
{
±1 if Wk ∈ W
0 otherwise
.
The relevance distribution for Clifford gates, Pr(i, k) ∼
[χUCl(i, k)]
2, is thus zero for many settings and uniform
otherwise. Since settings with Pr(i, k) = 0 will never be
selected, the sampling complexity becomes independent
of system size. Calculating 〈Nl〉 according to Eq. (11) for
a uniform relevance distribution, and accounting for the
correct normalizations of Pr(i, k), 〈Nl〉 is found to be in-
dependent of d, 〈Nl〉 ≤ 1+ 2 log(2/δ)/(Lǫ2), for all three
approaches. Consequently, also 〈Nexp〉 does not scale
with system size, 〈Nexp〉 ≤ 1+1/(ǫ2δ)+2 log(2/δ)/ǫ2, cf.
Table II. For Clifford gates, the three approaches require
therefore a similar, size-independent number of measure-
ments. A difference is found, however, for the number
of possible experimental settings. For each input state
i, there are only d (instead of d2) measurement opera-
tors Wk with non-zero expectation value. This leads to
Nsetting = Ninput × 2n for Clifford gates, cf. Table II.
The larger Nsetting required for approaches A and B in
Table II comes with a potentially higher accuracy of the
estimate which is, however, limited by the experimental
error of state preparation and measurement.
Conclusions We find the number of measurements re-
quired to estimate the gate error for a general unitary to
scale as 2n for n qubits. Our reduction by a factor of 2n
compared to the best currently available approach [2, 3]
comes at the expense of either determining bounds from
two classical fidelities instead of the average fidelity itself
or allowing for entangled input states. For the classi-
cal fidelities, the number of experimental settings that
one needs to be able to prepare and the classical com-
putational resources required for the sampling are also
reduced by a factor 2n. All three approaches are signifi-
cantly more efficient than traditional process tomography
requiring of the order 24n measurements and a computa-
tional cost scaling as 46n. For the special case of Clifford
gates, we find the number of experiments to be indepen-
dent of system size, just as in Monte Carlo estimation
based on the channel-state isomorphism [2, 3] and ran-
domized benchmarking [6, 7].
We have shown earlier [18] that the minimum number
of pure input states for device characterization is of the
order 2n. This corresponds to the number of states re-
quired by the classical fidelities. Monte Carlo sampling of
two classical fidelities therefore realizes a strategy of min-
imal resources. Our comprehensive classification should
allow an experimentalist to choose the most suitable pro-
cedure to determine the average fidelity, defined in terms
of the number of experimental settings, from which a
Monte Carlo procedure randomly draws realizations, and
the actual number of experiments to be carried out.
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6We provide here detailed proofs of the claims made in
the paper.
The relevance distribution for a classical fidelity,
Pr
j(i, k), Eq. (5) of the main paper, is normalized.
In order to prove normalization of the relevance distri-
bution Prj(i, k), Eq. (5) of the main paper, we first show
that
d2∑
k=1
〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉 = dδimδjn (1)
with {|ϕj〉} the canonical basis. Note that for each
pair |ϕi〉 , |ϕj〉, there are exactly d operators Wk with
〈ϕi |Wk |ϕj〉 6= 0. This is seen easily in the bit represen-
tation (Wk = ω
1
k ⊗ . . . ⊗ ωNk ). For the mth qubit, the
scalar product vanishes if there is a bit flip between the
two states at the mth qubit and ωmk = 1 2 or σz. Analo-
gously, the scalar product vanishes if the mth qubit has
the same value between the two states and ωmk = σx or
σy. There are thus only two choices of Wk for each qubit
that lead to a non-zero scalar product. Repeating the
argument over all n qubits gives exactly 2n = d possible
operators Wk for which 〈ϕi |Wk |ϕj〉 6= 0.
Consider now 〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉 for a certain
Wk with |ϕi〉 6= |ϕm〉 and |ϕj〉, |ϕn〉 fixed. Since |ϕi〉 6=
|ϕm〉 there exists a qubit, l, where the two states differ.
We differentiate two cases for this qubit:
1. |ϕj〉 and |ϕi〉 take the same value on the
lth qubit. Then ωlk must be 1 2 or σz for
〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉 not to vanish. How-
ever, there exists an operator Wk′ such that the
contribution of the two operators to the sum,
Eq. (1),
〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉+〈ϕi |Wk′ |ϕj〉 〈ϕn |Wk′ |ϕm〉 ,
vanishes. This operator is identical to Wk except
that ωlk′ = 1 if ω
l
k = σz and vice versa. Then
〈ϕi|Wk′ = −〈ϕi|Wk and Wk′ |ϕm〉 = Wk |ϕm〉
with the minus sign due to σz on the lth qubit for
either Wk or Wk′ .
2. Alternatively, |ϕj〉 and |ϕi〉 take different values
on the lth qubit. Then ωlk must be σx or σy for
〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉 not to vanish. Again,
there exists an operatorWk′ such that the contribu-
tion of the two operators to the sum, Eq. (1), van-
ishes. This operator is identical to Wk except that
ωlk′ = σx if ω
l
k = σy and vice versa. If
∣∣ϕli〉 = |1〉
(and thus
∣∣ϕlm〉 = |0〉),
〈ϕi|Wk′ = −i 〈ϕi|Wk and Wk′ |ϕm〉 = −iWk |ϕm〉 .
Otherwise, if
∣∣ϕli〉 = |0〉 (and thus ∣∣ϕlm〉 = |1〉),
〈ϕi|Wk′ = i 〈ϕi|Wk and Wk′ |ϕm〉 = iWk |ϕm〉 .
In both cases, the terms in the sum cancel.
Consequently, for each Wk and |ϕi〉 , |ϕj〉 , |ϕm〉 , |ϕn〉
with |ϕi〉 6= |ϕj〉 there exists a “pair operator” Wk′
which cancels the contribution ofWk to Eq. (1) such that∑d2
k=1 〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉 = 0 if |ϕi〉 6= |ϕm〉. Re-
peating the argument for |ϕj〉 6= |ϕn〉 leads to
d2∑
k=1
〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉 = δimδjn
d2∑
k=1
〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉
= δimδjn
d2∑
k=1
|〈ϕi |Wk |ϕj〉|2
using Hermiticity of Wk in the last step. Now validity
of Eq. (1) follows simply from the fact that there exist,
for each pair |ϕi〉 , |ϕj〉, exactly d operatorsWk with non-
vanishing 〈ϕi |Wk |ϕj〉, and, in the canonical basis, these
matrix elements are equal to one.
Expanding a general vector |Φ〉 in the canonical basis
and using Eq. (1), we find our second intermediate result,
7d2∑
k=1
|〈Φ |Wk |Φ〉|2 =
d2∑
k=1
∣∣∣∣∣∣
d∑
i,j=1
c∗i cj 〈ϕi |Wk |ϕj〉
∣∣∣∣∣∣
2
=
d2∑
k=1
d∑
i,j,n,m=1
c∗i cjc
∗
ncm 〈ϕi |Wk |ϕj〉 〈ϕn |Wk |ϕm〉
=
d∑
i,j,n,m=1
c∗i cjc
∗
ncmdδimδjn = d
(
d∑
i=1
|ci|2
)
= d . (2)
It is now straightfoward to prove normalization of
Pr
j(i, k), starting from the definition
Pr
j(i, k) =
1
d2
χjU (i, k)
2 =
1
d2
∣∣∣Tr[ρj,idi Wk]∣∣∣2
and ρj,idi = Uρ
j
iU
+ = U |Ψji 〉〈Ψji |U+. Then
d∑
i=1
d2∑
k=1
Pr
j (i, k) =
1
d2
d∑
i=1
d2∑
k=1
∣∣∣∣Tr [WkU+|Ψji 〉〈Ψji |U]
∣∣∣∣
2
=
1
d2
d∑
i=1
d2∑
k=1
d∑
n,m=1
〈Ψn|UWkU+|Ψji 〉〈Ψji |Ψn〉〈Ψm|Ψji 〉〈Ψji |U+WkU |Ψm〉
=
1
d2
d∑
i=1
d2∑
k=1
〈Ψji |UWkU+|Ψji 〉〈Ψji |U+WkU |Ψji 〉 =
1
d2
d∑
i=1
d = 1 , (3)
where we have used Eq. (2) in the last line with |Φ〉 =
U |Ψji 〉.
The relevance distribution for two-designs,
Pr
2des(i, k) is normalized.
The normalisation of Pr2des(i, k) is verified analo-
gously to the previous subsection,
d(d+1)∑
i=1
d2∑
k=1
1
d2 (d+ 1)
Pr
2des (i, k) =
1
d2 (d+ 1)
d(d+1)∑
i=1
d2∑
k=1
∣∣∣∣Tr [WkU |Ψi〉 〈Ψi|U+]
∣∣∣∣
2
(4)
=
1
d2 (d+ 1)
d(d+1)∑
i=1
d2∑
k=1
〈Ψi|U+WkU |Ψi〉〈Ψi|UWkU+|Ψi〉 = 1
d2 (d+ 1)
d(d+1)∑
i=1
d = 1 ,
using again Eq. (2) with |Φ〉 = U |Ψi〉. The variance of Xl is smaller than one.
Xl, the random variable of the top level of sampling
in the Monte Carlo estimation of the average fidelity,
8has been defined in the main paper as the ratio of the
measurement outcomes for the actual state and the ideal
state,
Xl =
χD(il, kl)
χU (il, kl)
.
We first show that the variance of each Xl in the estima-
tion of the classical fidelities is not too large,
Var (Xl) = E
(
X2l
)− E (Xl)2 = d∑
i=1
d2∑
k=1
Pr
j (i, k)
(
χjD(il, kl)
χjU (il, kl)
)2
−

 d∑
i=1
d2∑
k=1
Pr
j (i, k)
χjD(il, kl)
χjU (il, kl)


2
=
1
d2
d∑
i=1
d2∑
k=1
[χjD(il, kl)]
2 − 1
d2
[
d∑
i=1
Tr
[
U |Ψji 〉〈Ψji |U+D
(
|Ψji 〉〈Ψji |
)]]2
=
1
d2
d∑
i=1
d2∑
k=1
∣∣∣∣Tr [WkD (|Ψji 〉〈Ψji |)]
∣∣∣∣
2
− F 2j (5)
with Fj the classical fidelities (j = 1, 2) defined in Eq. (5)
of the main paper. Since 0 ≤ Fj ≤ 1, 0 ≤ F 2j ≤ 1.
The same is true for the first term. This can be seen
as follows. Each term D (|Ψi〉〈Ψi|) can be written as a
density matrix ρi,
D (|Ψi〉〈Ψi|) = ρi =
d∑
n=1
λ(i)n |φ(i)n 〉〈φ(i)n | ,
with eigenvectors |φ(i)n 〉 and eigenvalues λ(i)n . Evaluating
the trace for each i in the corresponding eigenbasis yields
1
d2
d∑
i=1
d2∑
k=1
∣∣∣∣Tr [WkD (|Ψi〉〈Ψi|)]
∣∣∣∣
2
=
1
d2
d∑
i=1
d2∑
k=1
∣∣∣∣∣
d∑
n,m=1
〈φ(i)m |Wkλ(i)n |φ(i)n 〉〈φ(i)n |φ(i)m 〉
∣∣∣∣∣
2
=
1
d2
d∑
i=1
d2∑
k=1
∣∣∣∣∣
d∑
n=1
〈φ(i)n |Wkλ(i)n |φ(i)n 〉
∣∣∣∣∣
2
≤ 1
d2
d∑
i=1
d∑
n=1
(
λ(i)n
)2 d2∑
k=1
∣∣∣〈φ(i)n |Wk|φ(i)n 〉∣∣∣2 .
Using Eq. (2) with |Φ〉 = |φ(i)n 〉 and Tr[ρ2i ] =
∑d
n
(
λ
(i)
n
)2
≤ 1, we obtain
1
d2
d∑
i=1
d2∑
k=1
|Tr [WkD (|Ψi〉〈Ψi|)]|2 ≤ 1
d
d∑
i=1
d∑
n=1
(
λ(i)n
)2
≤ 1
d
d∑
i=1
1 = 1 . (6)
Hence Var (Xl) is the difference between two numbers in
the interval [0, 1] and therefore smaller than one. Just as
Eq. (4) was derived by replacing in Eq. (3) the summation
limit of d by d(d+1) in the sum over states i and utilizing
the normalization of Pr2des, the proof of Var (Xl) ≤ 1 for
the two-designs proceeds analogously to Eqs. (5) and (6).
