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ON THE LE´VY-KHINCHIN DECOMPOSITION OF
GENERATING FUNCTIONALS
UWE FRANZ, MALTE GERHOLD, AND ANDREAS THOM
Abstract. We study several sufficient conditions for the existence of a Le´vy-
Khinchin decomposition of generating functionals on unital involutive algebras
with a fixed character. We show that none of these conditions are equivalent
and we show that such a decomposition does not always exist.
1. Introduction
Convolution semigroups of probability measures on locally compact abelian groups
have semigroups of positive definite functions on the dual group as Fourier trans-
form and can therefore be classified by conditionally positive definite functions on
the dual group. In these classifications, first obtained for the real line by Khinchin
and Le´vy in the 1930’s, the conditionally positive definite functions are written as
sum of a quadratic or Gaussian part and an integral part which does not contain a
(non-degenerate) Gaussian part. We will call such a decomposition a Le´vy-Khinchin
decomposition, see Definition 2.4. There exist similar classifications and decompo-
sitions on general locally compact abelian groups, cf. [5, 9].
In the characterization of convolution semigroups of probability measures on
possibly noncommutative Lie groups, Hunt [7] replaced conditional positive definite
functions by generating functionals or generators of the associated Markov semi-
group. They are again a sum of a quadratic or Gaussian part and an integral part
that corresponds to the jumps of the associated Le´vy process.
Schu¨rmann [10] [11, Chapter 5] investigated if such a decomposition is also possi-
ble in the still more general setting of Le´vy processes on involutive bialgebras. Here
one would like to characterize generating functionals, i.e., linear functionals on a
unital ∗-algebra that are hermitian, positive on the kernel of a character ε : A→ C,
and vanish on the unit, see Definition 2.1. Schu¨rmann introduced several cohomo-
logical conditions on such pairs (A, ε) that guarantee that any generating functional
on (A, ε) can be decomposed into a Gaussian part and a purely non-Gaussian part.
By Schu¨rmann’s generalization of Schoenberg’s correspondence, generating func-
tionals on involutive bialgebras are in one-to-one correspondence with convolution
semigroups of states and therefore classify Le´vy processes, see [11]. Note that gen-
erating functionals are a generalization of conditionally positive functions on groups
(which are also known— up to the sign — as functions of negative type). If A = CG
is the ∗-algebra of a group G and ε the linear extension of the trivial representation,
then a hermitian functional ψ : CG→ C with normalization ψ(1) = 0 is a generat-
ing functional if and only if ψ|G is conditionally positive (or −ψ|G is a function of
negative type).
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Schu¨rmann showed that the Le´vy-Khinchin decomposition of a generating func-
tional is always possible if A is a commutative ∗-bialgebra, and that it is also possi-
ble for any generating functional on the Brown-Glockner-von Waldenfels ∗-algebra
generated by n2 elements satisfying the unitarity relations.
In this paper we continue Schu¨rmann’s study and show that none of the sufficient
cohomological conditions appearing in his work are equivalent and that none of
them are necessary for the existence of a Le´vy-Khinchin decomposition of arbitrary
generating functionals on a given pair (A, ε). We also show that there exist pairs
(A, ε) with generating functionals that do not admit such a decomposition.
Our approach is based on an exact sequence obtained by Netzer and Thom [8]
for group algebras, which allows to characterize the existence and uniqueness of a
generating functional for a given cocycle in terms of the first and second homology
groups, see Theorem 3.2, Lemma 3.5, and the discussion in Remark 3.6.
The paper is organized as follows. In Section 2 we recall the relevant definitions
of generating functionals, Schu¨rmann triples, Gaussianity and Le´vy-Khinchin de-
compositions. In Section 3 we recall the Hochschild (co-)homology for associative
algebras and state a generalization of the exact sequence from [8, Lemma 5.6], as
well as a dual version. This allows us to give a new answer to the question of ex-
istence and uniquess of a generating functional for a given pair (π, η), where π is
a ∗-representation and η a π-ε-cocycle, see Remark 3.6. Finally, in Section 4, we
give an example of a generating functional that does not admit a Le´vy-Khinchin
decomposition and we provide examples that show that the conditions (LK), (NC),
(GC), (AC), and (H2Z) to be introduced in Section 2 are not equivalent.
The following diagram summarizes the relations between the conditions we study
in this paper:
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(1.1)
None of the converse implications holds in general. Our counter-examples are con-
structed on group algebras, except for Example 4.5, which shows that (H2Z) and
(AC) are not equivalent. We do not know if (H2Z) and (AC) are equivalent under
additional assumptions that are verified by group algebras, such as the existence of
a faithful state.
In this paper we call the decomposition of a conditionally positive function or a
generating functional into a Gaussian part and a purely non-Gaussian part a Le´vy-
Khinchin decomposition. Such a decomposition is related to the decomposition of
the associated Le´vy processes into a Gaussian part and a jump part, which is known
as Le´vy-Itoˆ decomposition in probability theory. While the classification and the
decomposition of conditionally positive functions or generating functionals can be
studied using only the ∗-algebra structure of A and the character ε : A → C, the
reconstruction and decomposition of the associated Le´vy processes depends also on
the coalgebra structure, and will be studied elsewhere.
2. Generating functionals, Schu¨rmann triples, Gaussianity, etc.
Throughout this paper, A will be a unital associative involutive algebra over the
field of complex numbers and ε : A→ C a non-zero ∗-homomorphism (also called a
character).
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Definition 2.1. We say that a linear functional ψ : A→ C is a generating functional
on (A, ε) if
(i) ψ(1) = 0;
(ii) ψ is hermitian, i.e., ψ(a∗) = ψ(a) for a ∈ A;
(iii) ψ is positive on ker(ε), i.e., ψ(a∗a) ≥ 0 for a ∈ ker(ε).
For a pre-Hilbert space D we denote by L(D) the ∗-algebra of adjointable linear
operators on D. See Section 3 for the definition of cocycles and coboundaries.
Definition 2.2. A triple (π : A → L(D), η : A → D,ψ : A → C) of linear maps is
called a Schu¨rmann triple on (A, ε) over D if
(i) π is a unital ∗-representation,
(ii) η is a π-ε-cocycle, i.e., we have
η(ab) = π(a)η(b) + η(a)ε(b), a, b ∈ A,
(iii) ψ is a hermitian linear functional that has
A⊗A ∋ (a⊗ b) 7→ −〈η(a∗), η(b)〉 ∈ C
as coboundary, i.e., we have
ε(a)ψ(b)− ψ(ab) + ψ(a)ε(b) = −〈η(a∗), η(b)〉, a, b ∈ A.
One can show that the hermitian functional ψ in a Schu¨rmann triple is a gener-
ating functional. We call a Schu¨rmann triple surjective, if η : A→ D is surjective.
We will denote the linear map A⊗A ∋ (a⊗ b) 7→ 〈η(a∗), η(b)〉 ∈ C by L(η).
From a given generating functional ψ : A → C one can construct a Schu¨rmann
triple (π, η, ψ) via a GNS-type construction, see [11, Theorem 2.3.4] or [4, Section
4.4].
A central problem in our paper is to determine for a given pair (π, η) of a unital
∗-representation π and a π-ε-cocycle η, if there exists a functional ψ that makes
(π, η, ψ) a Schu¨rmann triple. Note that (π, η) almost determines ψ, if the latter
exists. More precisely, if (π, η, ψ) is a Schu¨rmann triple on (A, ε) and ψ′ is a
Hermitian linear functional, then (π, η, ψ′) is a Schu¨rmann triple if and only if
d := ψ − ψ′ is a derivation, i.e., d(ab) = ε(a)d(b) + d(a)ε(b) for a, b ∈ A.
We use the notation K1 for the kernel of ε and define furthermore
Kn = span{a1 · · · an : a1, . . . , an ∈ K1}
for n ≥ 2. Since ε is a ∗-homomorphism, we get a descending chain of ∗-ideals. In
particular, we have Kn+1 ⊆ Kn for n ∈ N.
Definition 2.3. A π-ε-cocycle on (A, ε) is called Gaussian if it is a derivation, i.e.,
if
η(ab) = ε(a)η(b) + η(b)ε(b)
for a, b ∈ A.
A generating functional ψ on (A, ε) is called Gaussian if ψ|K3 = 0. This termi-
nology is a natural generalization of the classical case. A Le´vy process with values
in Euclidean space or more generally a Lie group is called Gaussian if the measure
in the integral term in Hunt’s formula vanishes, i.e., if its generator is a second order
differential operator. In this case the counit is evaluation of a function at the origin
and K3 therefore consists of functions having a zero of order three at the origin.
Generating functionals of Le´vy processes with values in Euclidean space or a Lie
group are therefore Gaussian if and only if they vanish on K3.
If (π, η, ψ) is a Schu¨rmann triple over (A, ε), then η is Gaussian if and only if ψ
is Gaussian, in which case we call the Schu¨rmann triple Gaussian.
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A surjective Schu¨rmann triple (π, η, ψ) is Gaussian if and only if π = ε idD. See
[10] [11, Chapter 5] for equivalent characterizations.
Let us briefly review Schu¨rmann’s construction [10] [11, Chapter 5] that allows
to extract the Gaussian part of a cocycle:
Assume that η : A→ D is surjective (this can always be achieved by replacing D
by η(A), if necessary). Let H = D be the completion of D and denote by PG, PR
the orthogonal projections onto the closed subspaces
HG =
{(
π(a)− ε(a)
)
v; a ∈ A, v ∈ D}⊥,
HR = span
{(
π(a)− ε(a)
)
v; a ∈ A, v ∈ D},
of H , respectively. We define representations πG and πR on DG = PGD and
DR = PRD by
πG(a)PGη(b) = ε(a)PGη(b),
πR(a)PRη(b) = π(a)η(b) − ε(a)PGη(b) =
(
π(a)− ε(a)
)
η(b) + ε(a)PRη(b),
for a, b ∈ A. Then ηG = PG ◦ η and ηR = PR ◦ η are cocycles on (A, ε) for πG
and πR, respectively, and ηG is furthermore Gaussian. Note that D ⊆ DG ⊕ DR,
η = ηG + ηR, and πG ⊕ πR extends π. We call a generating functional, a cocycle,
or a Schu¨rmann triple (purely) non-Gaussian, if DG = {0}. The cocycle ηR is
non-Gaussian.
Note that a generating functional is both Gaussian and purely non-Gaussian
if and only if it is a derivation. Such generating functionals are trivial from the
stochastic point of view, because they correspond to a deterministic motion. If
a ψ : A → C is a hermitian derivation on an involutive bialgebra, then the asso-
ciated convolution semigroup of states ϕt = exp⋆ tψ : A → C, t ≥ 0 consists of
∗-homomomorphisms, which, in the classical case, means that the ϕt correspond to
Dirac measures.
Definition 2.4. We say that a generating functional ψ or a Schu¨rmann triple
(π, η, ψ) admits a Le´vy-Khinchin decomposition if there exist generating functionals
ψG, ψR : A→ C such that (π|DG , ηG, ψG) and (π|DR , ηR, ψR) are Schu¨rmann triples
and ψ = ψG + ψR.
The decomposition ψ = ψG + ψR or
(π, η, ψ) ⊆
(
πG ⊕ πR, ηG + ηR, ψG + ψR
)
is called a Le´vy-Khinchin decomposition.
Observe that the condition ψ = ψG + ψR is not crucial in the following sense:
If there exist generating functionals ψG, ψR : A → C such that (π|DG , ηG, ψG) and
(π|DR , ηR, ψR) are Schu¨rmann triples, then automatically d := ψ − ψG − ψR is a
derivation. When we replace ψG by ψG+d (or ψR by ψR+d) we get a Le´vy-Khinchin
decomposition of ψ.
The central topic of this paper is the following question.
Question 2.5. Which generating functionals or Schu¨rmann triples admit a Le´vy-
Khinchin decomposition?
We will show later that there exist generating functionals which do not admit a
Le´vy-Khinchin decomposition, cf. Proposition 4.3.
A positive answer is known for the following cases:
(1) on commutative involutive bialgebras, cf. [10] [11, Chapter 5],
(2) on the “Brown-Glockner-vonWaldenfels bialgebra” defined by the unitarity
relations, cf. [10] [11, Chapter 5],
(3) on the Woronowicz quantum group SUq(2), cf. [12, 14],
(4) on the compact quantum groups SUq(N) and Uq(N), cf. [3],
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(5) for generating functionals on involutive Hopf algebras satisfying some sym-
metry condition, cf. [2].
2.1. The five properties: (LK), (GC), (NC), (AC), and (H2Z). Let A be a
∗-algebra and ε : A→ C a character on A.
LK: (Le´vy-Khinchin = Le´vy-Khinchin-decomposition property)
We say that (A, ε) has the (LK)-property if for any generating functional
ψ there exist generating functionals ψG and ψR associated to the Gaussian
part ηG and the “remainder” part ηR of the cocycle η of ψ, i.e., all generating
functionals admit a Le´vy-Khinchin decomposition.
GC: (Gaussians complete = Gaussian cocycles can be completed to a triple)
We say that (A, ε) has the (GC)-property if any Gaussian cocycle η : A→ D
can be completed to a Schu¨rmann triple (ε idD, η, ψ).
NC: (Non-Gaussians complete =Cocycles without Gaussian part can be completed
to a triple)
We say that (A, ε) has the (NC)-property if any pair (π, η) with π a unital
∗-representation and η a π-ε-cocycle with DG = {0} can be completed to a
Schu¨rmann triple (π, η, ψ).
AC: (All complete = All cocycles can be completed to a triple)
We say that (A, ε) has the (AC)-property if any pair (π, η) with π a unital ∗-
representation and η a π-ε-cocycle can be completed to a Schu¨rmann triple
(π, η, ψ).
H2Z: (Second cohomology zero = the second cohomology with trivial coefficients
vanishes)
We say that (A, ε) has the (H2Z)-property if H2(A,C) = {0}. See the next
Section for the definition of the second cohomology H2(A,C).
Remark 2.6. In [10] and [11, Chapter 5] the properties (LK), (GC), and (AC) are
called (C), (C’), and (D), respectively.
It is clear that (AC) implies (GC) and (NC), furthermore (GC)∨(NC) implies
(LK), see [10], [11, Chapter 5]. In the next Section we show that (H2Z) implies
(AC), see Remark 3.6.
3. Hochschild (co-)homology
Let M be an A-bimodule and put
Cn(A,M) := L(A⊗n,M) = {φ : A⊗n →M ;φ linear}.
Together with the coboundary operator ∂ : Cn−1(A,M)→ Cn(A,M),
∂φ(a1⊗· · ·⊗an) := a1.φ(a2⊗· · ·⊗an)+
n−1∑
i=1
(−1)i φ
(
a1⊗· · ·⊗(aiai+1)⊗· · ·⊗an
)
+ (−1)n φ(a1 ⊗ · · · ⊗ an−1).an
this is a cochain complex, it is called the Hochschild complex of M . The elements
of Cn(A,M) are called (n-)cochains. A cochain φ is called a cocycle if ∂φ = 0 and a
coboundary if there exists a cochain ψ with φ = ∂ψ. We denote by Zn(A,M) the set
of all n-cocycles, by Bn(A,M) the set of all n-coboundaries and by Hn(A,M) :=
Zn(A,M)/Bn(A,M) the nth cohomology.
In our context, the bimodule is usually a pre-Hilbert space D with left action
given by a unital ∗-representation π of A and right action given by the character ε,
i.e.,
a.v.b = π(a)vε(b).
In that case, we speak of π-ε-cocycles. An important special case is D = C and
π = ε, because the generating functionals take values in C.
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In this terminology, a derivation is an ε-ε-cocycle.
There is also a notion of Hochschild homology. It will only appear here for the
bimodule C with left and right action implemented by ε. In this case, the chain
complex consists of the spaces Cn = A
⊗n which are the pre-duals of Cn as vector
spaces and the boundary operator d : Cn → Cn−1 is given by
d(a1 ⊗ · · · ⊗ an) = ε(a1)a2 ⊗ · · · ⊗ an +
n−1∑
i=1
a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an
+ (−1)n φ(a1, . . . , an−1)ε(an).
Evidently, ∂ is the transpose of d, i.e., ∂φ = φ ◦ d. The cycles, boundaries and
homology groups are denoted by Zn(A,C), Bn(A,C) and Hn(A,C) respectively.
Proposition 3.1. Let η be a cocycle on (A, ε).
The map L(η) : A⊗A→ C,
(
L(η)
)
(a⊗ b) = 〈η(a∗), η(b)〉 is a ε-ε-2-cocycle.
Proof. This is a special case of the so-called cup-product, a direct proof is as follows:
∂
(
L(η)
)
(a⊗ b⊗ c)
= ε(a)〈η(b∗), η(c)〉 −
〈
η
(
(ab)∗
)
, η(c)
〉
+ 〈η(a∗), η(bc)〉 − 〈η(a∗), η(b)〉ε(c)
= ε(a)〈η(b∗), η(c)〉 −
〈(
π(b)∗η(a∗) + η(b∗)ε(a)
)
, η(c)
〉
+
〈
η(a∗),
(
π(b)η(c) + η(b)ε(c)
)〉
− 〈η(a∗), η(b)〉ε(c)
= 0
for all a, b, c ∈ A. 
If η : A→ D is a coboundary, i.e., if there exists a vector v ∈ D such that
η(a) =
(
π(a)− ε(a)
)
v for a ∈ A,
then L(η) is also a coboundary. In that case we have
L(η) = −∂φv
with
φv(a) =
〈
v,
(
π(a)− ε(a)
)
v
〉
for a ∈ A.
The following theorem gives a new answer to the question of existence and unique-
ness of a generating functional to a given cocycle.
Theorem 3.2. We have the exact sequence
0→ H2(A,C)→ K1 ⊗A K1
µ
→ K1 → H1(A,C)→ 0
Proof. This result is stated for group algebras in [8, Lemma 5.6]. The proof does
not use any group properties, so it is clear that it extends to general algebras.
It can also be verified by direct calculation. The map from H2(A,C) to K1⊗AK1
is induced by the map from Z2(A,C) to K1⊗K1 given by the tensor product of the
projection from A to K1, a 7→ a − ε(a)1, with itself, and the canonical projection
from K1 ⊗K1 to K1 ⊗A K1. I.e., we have the map
pˆ : Z2(A,C) ∋ a⊗ b 7→
(
a− ε(a)1
)
⊗
(
b− ε(b)1
)
∈ K1 ⊗A K1.
It is straight-forward to check that pˆ vanishes on B2(A,C) and induces an injective
map p : H2(A,C)→ K1 ⊗A K1.
The map from µ : K1 ⊗A K1 → K1 is multiplication, µ(a⊗ b) = ab, its kernel is
the image p
(
H2(A,C)
)
and its range is the ideal
K2 = span{ab; a, b ∈ K1}.
Exactness in H1(A,C) follows from H1(A,C) ∼= K2/K1. 
The cohomological version of this result holds as well:
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Theorem 3.3. We have the exact sequence
0→ H1(A,C)→ K ′1
µ′
→ (K1 ⊗A K1)
′ → H2(A,C)→ 0
Proof. Since B1(A,C) = 0, H1(A,C) ∼= Z1(A,C) is the space of all derivations
on A. We can define R : H1(A,C) → K ′1, R([φ]) := φ|K1 . For a derivation φ we
have 0 = ∂φ(1 ⊗ 1) = φ(1). So φ|K1 = 0 together with φ ∈ Z
1 implies φ = 0,
hence R is injective. A linear functional ϕ : K1 → C extends to a derivation on A
if and only if ϕ(ab) = 0 for all a, b ∈ K1. This shows exactness at K
′
1. An element
S ∈ (K1⊗AK1)
′ lifts to a linear map Sˆ : K1⊗K1 → C with Sˆ(ab⊗c) = Sˆ(a⊗bc) for
all a, b, c ∈ K1. Extending Sˆ to A⊗A by Sˆ(a, b) := Sˆ((a− ε(a))⊗ (b− ε(b))) yields
a 2-cocycle. Define the linear map L : (K1 ⊗A K1)
′ → H2(A,C) with L(S) = [Sˆ].
Then L(S) = 0 if and only if Sˆ = ∂ψ for some ψ : A → C. The linear functional
ψ can always be chosen such that ψ(1) = 0. In that case Sˆ = ∂ψ is equivalent
to S = ψ|K1 ◦ µ. So we have exactness at (K1 ⊗A K1)
′. Finally, every T ∈ Z2
fulfills T (ab ⊗ c) = T (a ⊗ bc) for all a, b, c ∈ K1, so its restriction to K1 ⊗ K1
descends to a linear functional T˜ on the quotient space K1⊗AK1. We can subtract
the coboundary T (1 ⊗ 1)∂ε = T (1 ⊗ 1)ε ⊗ ε from T to get a new cocycle T0 with
[T ] = [T0] and T0(1 ⊗ b) = T (a ⊗ 1) = 0 for all a, b ∈ A. Now it is easy to check
that L(T˜0) = [T0] = [T ], so L is surjective. 
Lemma 3.4. For any ε-ε-2-cocycle φ : A⊗A→ C there exists a unique linear map
ϕ : K1 ⊗A K1 → C such that
ϕ(a⊗ b) = φ(a⊗ b)
for all a, b ∈ K1.
Proof. The restriction of φ to K1 ⊗K1 passes to the quotient K1 ⊗A K1, because
0 = ∂φ(a⊗ b⊗ c) = −φ(ab⊗ c) + φ(a⊗ bc)
for all a, b, c ∈ K1. 
Corollary 3.5. For any cocycle η : A → H there exists a unique linear map
K(η) : K1 ⊗A K1 → C such that(
K(η)
)
(a⊗ b) = 〈η(a∗), η(b)〉 (3.1)
for all a, b ∈ K1,
Proof. By Proposition 3.1, L(η) is a cocycle, hence we can apply Lemma 3.4. 
Remark 3.6. Combining Lemma 3.4 and the exact sequence
0→ H2(A,C)→ K1 ⊗A K1 → K1 → H1(A,C)→ 0
from Theorem 3.2, we see that for a given functional ϕ : K1⊗AK1 → C there exists
a functional ψ : A→ C such that ψ(1) = 0 and
ψ(ab) = ϕ(a⊗ b) for a, b ∈ K1
exists if and only if ϕ vanishes on the range of the map from H2(A,C) to K1⊗AK1.
By exactness, the range of this latter map coincides with the kernel of the map
µ : K1 ⊗A K1 → K1. And ψ is determined by ϕ up to a linear functional on
H1(A,C). It follows that H2(A,C) = 0 if and only if H
2(A,C) = 0. For φ = L(η),
ψ can alway be chosen hermitian, so it follows that a cocycle η admits a generating
functional if and only if K(η) vanishes on ker(µ) ∼= H2(A,C).
We will abbreviate the condition H2(A,C) = {0} as (H2Z), the discussion above
shows that this condition implies the property (AC). In Subsection 4.5 we shall
prove that (H2Z) is strictly stronger than (AC).
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4. Examples
In this section we prove the existence of generating functionals that do not admit
a Le´vy-Khinchin decomposition, see Proposition 4.3. We also study explicit exam-
ples that show that none of the other converse implications in Diagram (1.1) holds.
Here is an overview of where the relevant counter-examples can be found:
(AC) 6=⇒ (H2Z) : 4.5
(NC) 6=⇒ (AC) : 4.2
(GC) 6=⇒ (AC) : 4.3
(GC) 6=⇒ (NC) : 4.3
(NC) 6=⇒ (GC) : 4.2
(LK) 6=⇒ (GC)∨(NC) : 4.4
If we want to define cocycles or Schu¨rmann triples on an algebra defined by
generators and relations, then it is enough to choose the values on the generators
and check that all maps vanish on the relations.
4.1. The fundamental groups of a closed oriented surface of genus k ≥ 2.
The fundamental group Γk of an oriented surface of genus k ≥ 1 has a presentation
Γk = 〈ai, . . . , ak, b1, . . . , bk|a1b1a
−1
1 b
−1
1 a2b2a
−1
2 b
−1
2 · · · akbka
−1
k b
−1
k 〉
with 2k generators a1, . . . , ak, b1, . . . , bk. For k = 1 we have Γ1 ∼= Z
2, this case will
be treated in Subsection 4.2. Let now k ≥ 2. We will consider the group ∗-algebra
A = CΓk with the character given by the trivial representation, i.e., ε(aℓ) = ε(bℓ) =
1 for ℓ = 1, . . . , k. Then we have H1(CΓk,C) = C
2k and H2(CΓk,C) = C, cf. [1,
II.4 Example 2].
Proposition 4.1. Let D be a pre-Hilbert space.
(a) For any x1, . . . , xk, y1, . . . , yk ∈ D there exists a unique Gaussian cocycle on
(CΓk, ε) with
η(aj) = xj , η(bj) = yj ,
for j = 1, . . . , k.
(b) A Gaussian cocycle on (CΓk, ε) admits a generating functional if and only if
k∑
j=1
〈η(aj), η(bj)〉 ∈ R.
In particular, (CΓk, ε) does not have (GC).
Proof.
(a) For any x1, . . . , xk, y1, . . . , yk ∈ D we can define a Gaussian cocycle η˜ on the free
group F2k (or its group ∗-algebra CF2k). Because of the universality of the free
group, we can do this simply by defining η˜(aℓ) = xℓ, η(bℓ) = yℓ for ℓ = 1, . . . , k
— we denote the 2k generators of F2k also by a1, . . . , ak, b1, . . . , bk — and ex-
tending η˜ as a derivation. To get a cocycle on CΓk we have to check that this co-
cycle respects the defining relation of Γk, i.e., that η˜(a1b1a
−1
1 b
−1
1 · · · akbka
−1
k b
−1
k ) =
η˜(1) = 0. Since Gaussian cocycles are derivations, we have η˜(g−1) = −η˜(g) for
all g ∈ F2k and
η˜(a1b1a
−1
1 b
−1
1 · · · akbka
−1
k b
−1
k )
= η˜(a1) + η˜(b1)− η˜(a1)− η˜(b1) + · · · − η˜(bk) = 0.
(b) The free group has H1(CF2k,C) = C
2kand H2(CF2k,C) = {0}, cf. [1, II.4
Example 1] or [6, Corollaire I.6.1], therefore (CF2k,C) has the (AC)-property.
Let η be a Gaussian cocycle on (CΓk, ε). Denote by η˜ the cocycle on (CF2k,C)
obtained by composing η with the canonical projection CF2k → CΓk and
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let ψ˜ be a generating functional for η˜. Then η admits a generating func-
tional iff we can choose ψ˜ such that it vanishes on the ideal generated by
a1b1a
−1
1 b
−1
1 · · · akbka
−1
k b
−1
k − 1. This is the case iff
0 = ψ˜(1) = ψ˜(a1b1a
−1
1 b
−1
1 · · · akbka
−1
k b
−1
k )
= ψ˜(a1) + 〈η˜(a
−1
1 )︸ ︷︷ ︸
−η˜(a1)
, η˜(b1a
−1
1 b
−1
1 · · · akbka
−1
k b
−1
k )︸ ︷︷ ︸
−η˜(a1)
〉
+ ψ˜(b1a
−1
1 b
−1
1 · · ·akbka
−1
k b
−1
k )
= ψ˜(a1) + 〈η˜(a1), η˜(a1)〉
+ ψ˜(b1) + 〈η˜(b
−1
1 )︸ ︷︷ ︸
−η˜(b1)
, η˜(a−11 b
−1
1 · · ·akbka
−1
k b
−1
k )︸ ︷︷ ︸
−η˜(a1)−η˜(b1)
〉
+ ψ˜(a−11 b
−1
1 · · · akbka
−1
k b
−1
k )
= ψ˜(a1) + 〈η˜(a1), η˜(a1)〉+ ψ˜(b1) + 〈η˜(b1), η˜(b1)〉+ 〈η˜(b1), η˜(a1)〉
+ ψ˜(a−11 ) + 〈η˜(a1), η˜(b
−1
1 · · · akbka
−1
k b
−1
k )︸ ︷︷ ︸
−η˜(b1)
〉+ 〈ψ˜(b−11 · · · akbka
−1
k b
−1
k )
= · · ·
=
k∑
ℓ=1
(
ψ˜(aℓ) + ψ˜(a
−1
ℓ ) + 〈η˜(aℓ), η˜(aℓ)〉
)
+
k∑
ℓ=1
(
ψ˜(bℓ) + ψ˜(b
−1
ℓ ) + 〈η˜(bℓ), η˜(bℓ)〉
)
+
k∑
ℓ=1
(〈η˜(bℓ), η˜(aℓ)〉 − 〈η˜(aℓ), η˜(bℓ)〉) , (4.1)
where we used repeatedly the fact that −∂ψ˜ is equal to L(η˜), i.e., ψ(g1g2) =
ψ(g1) + 〈η˜(g
−1
1 ), η˜(g2)〉+ ψ(g2) for g1, g2 ∈ F2k. But −∂ψ˜ = L(η˜) implies also
0 = ψ˜(1) = ψ˜(g−1g)
= ψ˜(g) + ψ˜(g−1) + 〈η˜(g), η˜(g)〉
for any g ∈ F2k, and therefore the first two sums in the final expression in
Equation (4.1) vanish. The remaining third sum is equal to
k∑
ℓ=1
Im (〈η˜(bℓ), η˜(aℓ)〉) .
which leads to the desired condition for the existence of ψ. 
Proposition 4.2. (CΓk, ε) does not have (NC) for k ≥ 2.
Proof. It is sufficient to prove this for k = 2. We consider the ∗-represention given
by
π(a1) = π(b1) = π(a2) = idD,
π(b2) = −idD
on some pre-Hilbert space D. There exists a cocycle η : CΓ2 → D with
η(aj) = xj ,
η(bj) = yj ,
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j = 1, 2, if and only if
η(a1b1a
−1
1 b
−1
1 a2b2a
−1
2 b
−1
2 )
= −η(b−12 )− η(a
−1
2 ) + η(b2) + η(a2) + η(b
−1
1 ) + η(a
−1
1 ) + η(b1) + η(a1)
= y2 − x2 + y2 + x2 − y1 − x1 + y1 + x1
= 2y2
!
= 0.
By Remark 3.6, there exists a generating functional for such a cocycle if and only
if L(η) vanishes on
c2 = (a
−1
1 − 1)⊗ (b
−1
1 − 1)b2a2 − (b
−1
1 − 1)⊗ (a
−1
1 − 1)b2a2
+ a−11 b
−1
1 (a2 − 1)⊗ (b2 − 1)− a
−1
1 b
−1
1 (b2 − 1)⊗ (a2 − 1),
since c2 spans ker(µ) ∼= H2(CΓ2,C). After some calculation one finds that this is
equivalent to the condition
〈x1, y1〉 − 〈y1, x1〉
!
= 〈x2, y2〉 − 〈y2 − 2y1 − 2x1, x2〉.
Take, e.g., D = C, x1 = x2 = 1, y1 = y2 = 0, then there exists a cocycle with
η(ai) = xi, η(bi) = yi for i = 1, 2. But there exists no generating functional for this
cocycle. 
Proposition 4.3. (CΓk, ε) does not have (LK) for k ≥ 2.
Proof. Take a direct sum η = η1 ⊕ η2 of a Gaussian cocycle η1 and a non-Gaussian
cocycle η2, which admit no generating functionals, in such a way that L(η) = L(η1)+
L(η2) vanishes on c2. Then this direct sum does admit a generating functional, but
the resulting generating functional does not admit a Le´vy-Khinchin decomposition.
This is possible, because we can choose the values of the Gaussian cocycle η1 on
the generators a1, a2, b1, b2 such that
L(η1)(c2) = Im (〈η(b1), η(a1)〉+ 〈η(b2), η(a2)〉)
takes any real number we want as value. 
4.2. Free abelian groups. For the free abelian groups Zk, k ≥ 1, and the charac-
ter ε : CZk → C coming from the trivial representation, we have H1(CZ
k,C) = Ck
and H2(CZ
k,C) = C
k(k−1)
2 , cf. [1, II.4 Example 4] or [6, Proposition I.6.2]. [10,
Theorem 3.12] by Schu¨rmann implies that (CZk, ε) has property (LK). Actually it
also has property (NC).
Proposition 4.4. Any purely non-Gaussian cocycle on CZk admits a generating
functional.
Proof. This results holds actually for all discrete abelian groups, it can be deduced
from a result by Skeide [13]. The ∗-algebra CΓ of a discrete abelian group Γ is
isomorphic to the ∗-algebra R(Γˆ) generated by the coefficients of a faithful finite-
dimensional representation of its dual group Γˆ. In [13, Section 3.2] it is shown
that any purely non-Gaussian cocycle on the ∗-Hopf algebra R(Γˆ) of representative
functions on a compact group Γˆ admits a generating functional, see in particular
[13, Equation (6)]. 
But for k ≥ 2, (CZk, ε) does not have property (GC). It is sufficient to consider
k = 2. Since ker(µ) ∼= H2(CZ2,C) is spanned by
c1 = (a
−1 − 1)⊗ (b−1 − 1)− (b−1 − 1)⊗ (a−1 − 1),
where a and b denote the two canonical generators of Z2, we can show that a
Gaussian cocycle on (CZk, ε) has a generating functional if and only if
〈η(a), η(b)〉 ∈ R.
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Therefore (CZk, ε) does not have the properties (GC) or (AC) for k ≥ 2.
4.3. The wallpaper group “p2”. Let G be the wallpaper group “p2”, i.e., the
subgroup of Isom(R2) generated by two translations a and b (in two linearly inde-
pendent directions) and a rotation r by 180◦. This group has a presentation
G = 〈a, b, r|aba−1b−1 = r2 = (ra)2 = (rb)2 = 1〉.
Proposition 4.5. There are no non-zero Gaussian cocycles on (CG, ε). Therefore
(CG, ε) has the properties (GC) and (LK).
Proof. Recall that Gaussian cocycles are simply (ε-ε-)derivations. Since we can
view G as generated by the three elements r, ra, and rb, which have order two,
there exist no non-zero derivations on (CG, ε). 
Proposition 4.6. (CG, ε) has non-Gaussian cocycles which do not admit a gener-
ating functional. Therefore (CG, ε) does not have the properties (NC) or (AC).
Proof. We consider the representation given by
π(a) = π(b) = idD,
π(r) = −idD,
on a pre-Hilbert space D. Then there exists a unique cocycle η : A→ D with
η(a) = x,
η(b) = y,
η(r) = z,
for any x, y, z ∈ D, since
η(aba−1b−1) = π(aba−1)η(b−1) + π(ab)η(a−1) + π(a)η(b) + η(a)
= −η(b)− η(a) + η(b) + η(a)
= 0,
π(r2) = π(r)η(r) + η(r) = −η(r) + η(r) = 0,
π
(
(ra)2
)
= π(rar)η(a) + π(ra)η(r) + π(r)η(a) + η(r)
= η(a)− η(r) − η(a) + η(r)
= 0,
π
(
(rb)2
)
= π(rbr)η(b) + π(rb)η(r) + π(r)η(b) + η(r)
= η(b)− η(r) − η(b) + η(r)
= 0.
But such a cocycle can only admit a generating functional if
−〈x, y〉 = 〈η(a∗), η(b)〉
= L(ab)− L(a)− L(b)
= L(ba)− L(a)− L(b)
= 〈η(b∗), η(a)〉
= −〈y, x〉,
i.e., if 〈x, y〉 ∈ R. 
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4.4. The free product of Zk with “p2”. Let G now be the free product of the
wallpaper group “p2” with Zk, k ≥ 2, and consider the character ε : CG → C
obtained by linear extension of the trivial representation.
Proposition 4.7. (CG, ε) does not have properties (GC) or (NC), but it has prop-
erty (LK).
Proof. This is clear because ∗-representations, cocycles, and Schu¨rmann triples on
(CG, ε) are uniquely determined by their restrictions to the group ∗-algebras of “p2”
and Zk. 
4.5. An example to show (AC) 6=⇒ (H2Z). Consider the unital ∗-algebra
A : = C〈x, x∗, y, y∗|x∗ = x, x2y = −y, y∗y = 0〉
with the character ε given on the generators by ε(x) = ε(y) = 0.
We want to show that (AC) holds.
Proposition 4.8. Let π be a ∗-representation of A on a pre-Hilbert space D and
η : A→ D a π-ε-1-cocycle. Then π(y) = π(y∗) = 0 and η(y) = η(y∗) = 0.
Proof. The third relation yields 0 = π(y∗y) = π(y)∗π(y), which implies π(y) =
π(y∗) = 0. From the first and second relation we get
0 ≤ 〈η(y), η(y)〉 = 〈η(y), η(−x2y)〉 = −〈π(x)η(y), π(x)η(y)〉 ≤ 0,
which implies η(y) = 0, and η(y∗) = −η(y∗x2) = π(y∗)η(x2) = 0. 
From this proposition and the cocycle identitity we conclude, with π(x) =: A
and η(x) =: v, that η(xk) = Akv and η(M) = 0 for every monomial which contains
either y or y∗. We define
ψ(M) :=
{
−〈v,Akv〉 for M = xk+2, k ∈ N
0 otherwise
(note that the relations, except x∗ = x, all involve y, so they are clearly respected).
Then we obviously have 〈η(M∗), η(N)〉 = −ψ(MN) for all monomials with ε(M) =
ε(N) = 0. But, since η(1) = 0, ψ(1) = 0 and π(1) = id, that is enough to have
〈η(a∗), η(b)〉 = ∂ψ(ab) for all a, b ∈ A. Thus, we have shown that if η is a π-ε-1-
cocycle for a ∗-representation π on a pre-Hilbert space, then L(η) ia a coboundary,
so (AC) holds.
Next we give a nontrivial 2-cocycle, which shows that H2 6= {0}. On the two-
dimensional complex vector space C2 we define the non-degenerate sesquilinear
hermitian form 〈·, ·〉 → C, given by the matrix
J :=
(
1 0
0 −1
)
,
i.e., 〈v, w〉 = v1w1 − v2w2 = vtJw for v = (v1, v2)
t, w = (w1, w2)
t ∈ C2. Every
linear map from C2 to itself is adjointable, and if A is its representing 2× 2-matrix,
then A† := JA∗J represents its adjoint. Together with the involution †, the matrix
algebra M2(C) becomes a unital ∗-algebra. We define a unital ∗-representation
π : A→ (M2(C), †) on (C
2, 〈·, ·〉) and a π-ε-cocycle η : A→ C2 by assigning
π(x) =
(
0 1
−1 0
)
π(y) = 0 η(y) =
(
1
0
)
η(x) = η(y∗) = 0
to the generators. The corresponding ε-ε-2-cocycle
c(a⊗ b) = L(η)(a⊗ b) = 〈η(a∗), η(b)〉
for a, b ∈ A is nontrivial: The exact sequence of Theorem 3.3 tells us that [c] ∈
H2(A, ε) is the image of the corresponding linear functional c˜ ∈ (K1 ⊗A K1)
′.
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Because c(y∗⊗ y) = 〈η(y), η(y)〉 = 1 and µ(y∗⊗ y) = 0, we conclude that c˜ /∈ imµ′.
By exactness it follows that [c] 6= 0.
Remark 4.9. This is the only counter-example for which we could not find a group
algebra. We do not know if (H2Z) and (AC) might be equivalent under reasonable
additional assumptions that are verified by group algebras, such as the existence of
a faithful state.
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