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Abstract
In this paper, we rst discuss the constructions of three-point nite-dierence approximation and a spline approximation
for a class of singular two-point boundary value problems: x−(xu0)0=f(x; u); u0(0+)=0; u(1)=A; >1. The asymptotic
error expansions of the numerical solutions of these problems are obtained. From these asymptotic error expansions we
nd that the nite-dierence solution and the spline approximation solution approximate the exact solution from two sides.
So we can obtain correct solution of high-order accuracy. Richardson’s extrapolation can also be done and the accuracy
of numerical solution can be improved greatly. We also present numerical examples which show the performance and
eciency of our methods. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider the singular two-point boundary value problems:
x−(xu0)0 = f(x; u); 0<x< 1;
u0(0+) = 0; u(1) = A:
(1.1)
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Here >1 and A is a nite constant. We assume that for (x; u) 2 f[0; 1]Rg; f(x; u) is continuous,
@f=@u exists and continuous and @f=@u>0. Such problems arise in the study of generalized axially
symmetric potentials after separation of variables has been employed.
With these hypotheses, it is well known that (1.1) has a unique solution. For  2 (0; 1), Eq. (1.1)
has been extensively discussed. In the linear case, Jamet [14] considered a standard three-point
nite-dierence scheme with uniform mesh and has shown that the error is O(h1−) in maximum
norm. Schreiber [17] considered the application of splines to the self-adjoint equation; again the
function f was assumed to be linear. Ciarlet et al. [6] considered the application of Rayleigh{
Ritz{Galerkin method and improved Jamet’s result by showing that the error is O(h2−) in uniform
mesh for their Galerkin approximation. Gustafsson [10] gave a numerical method for the linear
problem by representing the solution as a series expansion on a subinterval near the singularity and
using the dierence method for the remaining interval. He constructed a compact second- and a
fourth-order scheme. Reddien [15], Reddien and Schumaker [16] considered the collocation method,
and the project method for singular two-point boundary value problems and studied the existence,
uniqueness and convergence rates of these methods. Doedel and Reddien [7] considered high-order
nite-dierence methods for Eq. (1.1) where f is linear and demonstrated convergence for  2
(0; 1). Chawla and Katti [2,3] constructed three kinds of nite-dierence methods and showed that
these methods are O(h2)-convergent. Using cubic spline, Chawla and Subramanian [5] constructed a
new numerical method for Eq. (1.1) with 0<< 1 and showed this method is O(h4)-convergent.
Iyengar and Jain [13] discussed the construction of spline nite-dierence method for Eq. (1.1) with
0<< 1 or  = 1; 2. They showed that the spline nite-dierence methods are O(h2)-convergent.
Han [11,12] considered Richardson’s extrapolation of spline approximation solution, correction of
nite-dierence solution and spline approximation solution for Eq. (1.1) with  2 (0; 1). In [4],
Chawla et al. obtained a method for the singular two-point boundary value problem (1.1) based
on a uniform mesh. They showed that under quite general condition on f, their method provided
O(h2)-convergent approximation for all >1. El-Gebeily et al. [1,8,9] considered a nite-dierence
method for the solution of a general class of singular two-point boundary value problems, and
obtained the rate of convergence of the method in the uniform norm.
In this paper, we rst discuss the constructions of three-point nite-dierence approximation and a
spline approximation for Eq. (1.1) with >1. The asymptotic error expansions of numerical solutions
of these problems are obtained. From these asymptotic error expansions we nd that nite-dierence
solution and spline approximation solution approximate exact solution from two sides. So we can
obtain correct solution of high-order accuracy. Richardson’s extrapolation can also be done and the
accuracy of numerical solution can be improved greatly. We also present numerical examples which
show the performance and eciency of our methods.
2. The spline approximation method
In the following we shall assume that > 1; the method for =1 can be derived as the limiting
case ! 1+.
Let  be an equidistant partition of [0; 1]: then
: 0 = x0<x1<   <xN = 1;
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where h= xj+1 − xj = 1=N . Set u(xj) = uj and f(xj; uj) = fj. Similar to [12], we write
x−(xu0)0 =
fj−1
h
(xj − x) + fjh (x − xj−1); xj−1<x<xj: (2.1)
Multiplying (2.1) by x, integrating, dividing by x, and then integrating we obtain
u(x) =
fj−1
h
 
− x
3
3(+ 2)
+
xjx2
2(+ 1)
!
+
fj
h
 
x3
3(+ 2)
− xj−1x
2
2(+ 1)
!
+ cjx1− + dj;
where cj and dj can be determined by interpolation conditions u(xj−1) = uj−1; u(xj) = uj. We get
the spline approximation as
u(x) =
1− 
Jj−1
[uj−1x1−j − ujx1−j−1 + (uj − uj−1)x1−]
+
fj−1
6(+ 1)(+ 2)h
"
(−2(+ 1)x + 3(+ 2)xj)x2
− 1− 
Jj−1
((+ 4)x3j − 3(+ 2)xjx2j−1 + 2(+ 1)x3j−1)x1−
+
1− 
Jj−1
((+ 4)x3j x
1−
j−1 − 3(+ 2)x2−j x2j−1 + 2(+ 1)x1−j x3j−1)
#
+
fj
6(+ 1)(+ 2)h
"
(2(+ 1)x − 3(+ 2)xj−1)x2
− 1− 
Jj−1
(2(+ 1)x3j − 3(+ 2)x2j xj−1 + (+ 4)x3j−1)x1−
+
1− 
Jj−1
(2(+ 1)x3j x
1−
j−1 − 3(+ 2)x2j x2−j−1 + (+ 4)x1−j x3j−1)
#
; xj−1<x<xj;
(2.2)
where Jj−1 = (x1−j − x1−j−1 )=(1− ).
Setting j= j+1 in (2.2) we get the spline expression in the interval (xj; xj+1). If we now require
u0(x) be continuous at the node xj we get the spline approximation scheme
− 1
Jj−1
uj−1 +
 
1
Jj−1
+
1
Jj
!
uj − 1Jj uj+1 = Ajfj+1 + Bjfj + Cjfj−1; j = 2; 3; : : : ; N − 1; (2.3)
where
Aj =− 16(+ 1)(+ 2)h
"
6x2+j +
1
Jj
(−6x2j h+ 3xjh2 + 2(+ 1)h3)
#
;
Cj =− 16(+ 1)(+ 2)h
"
6x2+j −
1
Jj−1
(6x2j h+ 3xjh
2 − 2(+ 1)h3)
#
;
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Bj =
1
6(+ 1)(+ 2)h
"
12x2+j −
1
Jj
(6x2j h+ 3(+ 4)xjh
2 + (+ 4)h3)
+
1
Jj−1
(−6x2j h+ 3(+ 4)xjh2 − (+ 4)h3)
#
:
Next, we consider the discretization for j = 1. From [4] we obtain the identity
u2 − u1
J1
=
Z x1
0
tf(t; u(t)) dt +
1
(1− )J1
Z x2
x1
(x1−2 − t1−)f(t; u(t)) dt: (2.4)
Expanding in Taylor series, the following approximation may be used:
− u2 − u1
J1
= B0;1f1 + B1;1
f2 − f1
h
; (2.5)
where
B0;1 =
3(1− )
2(+ 1)(1− 21−)x
−1
1 h
2;
B1;1 =
(5− 4)(1− )
6(+ 1)(+ 2)(1− 21−)x
−1
1 h
3:
The truncation error at j = 1 is
t1(h) = 12B2;1f
00(1) + 12B1;1hf
00(2); 1; 2 2 (0; x2);
where
B2;1 =
(72 + + 30)(1− )
12(+ 1)(+ 2)(+ 3)(1− 21−) x

1h
3:
The spline nite-dierence scheme (2.3), (2.5) can be written in matrix form
DU − BF = R; (2.6)
where
U = [u1; u2; : : : ; uN−2; uN−1]
T; F = [f1; f2; : : : ; fN−2; fN−1]
T;
R= [0; 0; : : : ; 0; AN−1fN + A=JN−1]
T;
D =
2
66666666664
1
J1
− 1
J1
− 1
J1
1
J1
+
1
J2
− 1
J2
. . . . . . . . .
− 1
JN−2
1
JN−2
+
1
JN−1
3
77777777775
;
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B=
2
6666664
B0;1 − B1;1h
B1;1
h
C2 B2 A2
. . . . . . . . .
CN−1 BN−1
3
7777775
:
3. The nite-dierence method
From [4] we can obtain the following identity for j>2:
uj+1 − uj
Jj
− uj − uj−1
Jj−1
=
I+j
Jj
+
I−j
Jj−1
; (3.1)
where we have set
I+j =
1
1− 
Z xj+1
xj
(x1−j+1 − t1−)tf(t; u(t)) dt; (3.2)
I−j =
1
1− 
Z xj
xj−1
(t1− − x1−j−1 )tf(t; u(t)) dt: (3.3)
By Taylor expansion of f we obtain
I+j = A
+
0; jfj + A
+
1; jf
0
j +
1
2A
+
2; jf
00
j +
1
6A
+
3; jf
000(+j ); xj <
+
j < xj+1; (3.4)
I−j = A
−
0; jfj + A
−
1; jf
0
j +
1
2A
−
2; jf
00
j +
1
6A
−
3; jf
000(−j ); xj−1<
−
j < xj; (3.5)
where
A+i; j =
1
1− 
Z xj+1
xj
(x1−j+1 − t1−)t(t − xj)i dt;
A−i; j =
1
1− 
Z xj
xj−1
(t1− − x1−j−1 )t(t − xj)i dt:
Hence, we have
uj+1 − uj
Jj
− uj − uj−1
Jj−1
= B0; jfj + B1; jf0j +
1
2B2; jf
00
j +
1
6B3; jf
000(j); (3.6)
where
Bi; j =
A+i; j
Jj
+
A−i; j
Jj−1
: (3.7)
Note that
f0j =
fj+1 − fj−1
2h
− 1
2
h2f000(j):
Substituting this expression into (3.6) we obtain
uj+1 − uj
Jj
− uj − uj−1
Jj−1
=− B1; j
2h
fj−1 + B0; jfj +
B1; j
2h
fj+1 + tj(h); (3.8)
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where
tj(h) = 12B2; jf
00
j +
1
6B3; jf
000(1j )− 16B1; jh2f000(2j ):
So we obtain the nite-dierence scheme for j>2.
~uj+1 − ~uj
Jj
− ~uj − ~uj−1
Jj−1
=− B1; j
2h
~fj−1 + B0; j ~fj +
B1; j
2h
~fj+1: (3.9)
For j = 1 we use (2.5)
− ~u 2 − ~u 1
J1
= B0;1 ~f 1 + B1;1
~f 2 − ~f 1
h
: (3.10)
The nite-dierence scheme (3.9) and (3.10) can also be written in matrix form
~D ~U − ~B ~F = ~R; (3.11)
where
~U = [ ~u 1; ~u 2; : : : ; ~uN−2; ~uN−1]
T; ~F = [ ~f 1; ~f 2; : : : ; ~f N−2; ~f N−1]
T;
~R= [0; 0; : : : ; 0;−B1;N−1 ~f N=(2h) + A=JN−1]T; ~D = D;
~B=
2
6666666664
−B0;1 + B1;1h −
B1;1
h
B1;2
2h
−B0;2 −B1;22h
. . . . . . . . .
B1;N−1
2h
−B0;N−1
3
7777777775
:
4. Correction and extrapolation
4.1. Asymptotic expression of spline approximation solution
Throughout this section, the symbol C stands for a positive constant taking on dierent values on
dierent occurrences.
Now, we consider the truncation error of the spline approximation scheme (2.3). From (3.6) we
have
uj+1 − uj
Jj
− uj − uj−1
Jj−1
= B0; jfj + B1; jf0j +
1
2B2; jf
00
j +
1
6B3; jf
000(j):
Note that
Aj + Bj + Cj =−B0; j ; (4.1)
h(Aj − Cj) =−B1; j : (4.2)
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Hence,
− 1
Jj−1
uj−1 +
 
1
Jj−1
+
1
Jj
!
uj − 1Jj uj+1 − Ajfj+1 − Bjfj − Cjfj−1
=− 1
Jj−1
uj−1 +
 
1
Jj−1
+
1
Jj
!
uj − 1Jj uj+1 − Aj(fj+1 − fj) + B0; jfj − Cj(fj−1 − fj)
=− [B1; j + h(Aj − Cj)]f0j − 12 [B2; j + h2(Aj + Cj)]f00j − 16 [B3; j + h3(Aj − Cj)]f000(j)
=− 12 [B2; j + h2(Aj + Cj)]f00j − 16 [B3; jf000(j)− h2B1; jf000(j)]: (4.3)
With arguments precisely as given in [4] we can show that the spline approximation method based
on (2.6) is O(h2)-convergent.
We shall show that, under suitable conditions, the asymptotic expression of the spline approxima-
tion solution exists for all >1.
Let
uj = u(xj) + h2v(xj) + j; j = 1; 2; : : : ; N; (4.4)
where u(x) is the exact solution of Eq. (1.1). It is apparent that jjj6Ch2 for all continuous
functions v(x).
Now we choose v(x) to satisfy the following equation:
x−(xv0)0 =
@f(x; u(x))
@u
v(x) +
1
12
f00(x; u(x)); 0<x< 1;
v0(0+) = 0; v(1) = 0
(4.5)
and for 0<x61 assume
jf000j6C1 (4.6)
for suitable positive constant C1.
In the following, we shall see that we have
kk1 = max
16j6N−1
jjj6Ch4: (4.7)
Substituting (4.4) into (2.3), and using Taylor’s formula and (4.3) we have
− 1
Jj−1
j−1 +
 
1
Jj−1
+
1
Jj
!
j − 1Jj j+1 − Cj
@fj−1
@u
j−1 − Bj @fj@u j − Aj
@fj+1
@u
j+1 = tj ; (4.8)
where
tj =
1
2[B2; j + (Aj + Cj)h
2 + 16B0; jh
2]f00j
+ 16[B3; jf
000(1; j)− B1; jh2f000(2; j)] + 112h2B1; jf000(3; j) +Mj;
jMjj6Ch5x−1j :
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Since, for xed xj
lim
h!0
B0; j
h
= xj ; limh!0
B1; j
h3
=

12
x−1j ;
lim
h!0
B2; j
h3
=
1
6
xj ; limh!0
B3; j
h5
=

30
x−1j ;
lim
h!0
Aj
h
=−1
6
xj ; limh!0
Cj
h
=−1
6
xj ;
lim
h!0
B2; j + B0; jh2=6 + (Aj + Cj)h2
h5
= 0;
(4.9)
where R1 is a constant.
With the help of (4.6) and (4.9) we know that for k = 2(1)N − 1,
jtj j6Ch5x−1j : (4.10)
Substituting (4.4) into (2.5), and using Taylor’s formula we obtain
− 2 − 1
J1
− B0;1 @f1@u 1 = t

1 ; (4.11)
where
jt1 j6Ch4x−11 : (4.12)
Eqs. (4.8) and (4.11) can be expressed as
(D − ~B1 ~F1)= T ; (4.13)
where
= (1; 2; : : : ; N−1)T; T  = (t1 ; t

2 ; : : : ; t

N−1)
T;
~B1 =
2
6664
B0;1 0
C2 B2 A2
. . . . . . . . .
CN−1 BN−1
3
7775 ;
~F1 =
2
6666666664
@f1
@u
0
@f1
@u
@f2
@u
@f3
@u
. . . . . . . . .
@fN−2
@u
@fN−1
@u
3
7777777775
:
Since B0;1< 0; Ai < 0; Bi < 0; Ci < 0; i=2(1)N − 1; @fi=@u>0; i=1(1)N , it is easy to verify
that both D and (D − ~B1 ~F1) are irreducible and monotone for suciently small h. Since (D −
~B1 ~F1)>D, it follows that (D − ~B1 ~F1)−16D−1, and from (4.13) we obtain
kk16kD−1T k1; (4.14)
in the uniform norm.
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From [3] we know that if D−1 = (d−1i; j ), then for > 1
d−1i; j =
(
(1− x1−j )=(1− ) i6j;
(1− x1−i )=(1− ) i>j:
(4.15)
Note that in the matrix D−1 the maximum element in each column occurs in the rst row.
Therefore, with the help of (4.10), (4.12) and (4.15) from (4.14) we obtain
kk16
N−1X
j=1
d−11; j jtj j6Ch4 +
Ch5
− 1
N−1X
j=2
(1− x−1j ): (4.16)
Since 1− x−1 is strictly decreasing for x> 0
h
N−1X
j=2
(1− x−1j )<
Z 1
0
(1− x−1) dx = − 1

;
and therefore we obtain
kk16Ch4:
We have thus established the following result.
Theorem 1. Assume that for 0<x61; jf000j6C1. Then; the spline approximation solution can be
expanded as
uj = u(xj) + h2v(xj) + O(h4); j = 1; 2; : : : ; N; (4.17)
where v(x) satises Eq. (4:5).
4.2. Asymptotic expression of nite-dierence solution
Let
~uj = u(xj) + h2w(xj) + j; j = 1; 2; : : : ; N: (4.18)
It is apparent that jjj6Ch2 for all continuous functions w(x).
Now we choose w(x) to satisfy the following equation:
x−(xw0)0 =
@f(x; u(x))
@u
w(x)− 1
12
f00(x; u(x)); 0<x< 1;
w0(0+) = 0; w(1) = 0
(4.19)
and f satises (4.6).
In the following, we shall see that we can obtain
kk1 = max
16j6N
jjj6Ch4: (4.20)
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Substituting (4.18) into (3.9), and using Taylor’s formula and (3.8) we obtain
− 1
Jj−1
j−1 +
 
1
Jj−1
+
1
Jj
!
j − 1Jj j+1 + B0; j
@fj
@u
j +
B1; j
2h

@fj+1
@u
j+1 +
@fj−1
@u
j−1

= t(1)j ;
(4.21)
where
t(1)j = t
(2)
j +
B1; j
h
@fj−1
@u
j−1; t
(2)
j =
1
2[B2; j − 16h2B0; j]f00j +O(h5x−1j )
since
lim
h!0
B2; j − h2B0; j=6
h5
=
(− 2)
360
x−2j :
If we require jx−1f00j6C1; C1 is a constant, we obtain
jt(2)j j6Ch5x−1j :
Note that j =O(h2), and the right-hand term of (4.21)
jt(1)j j6Ch4x−1j :
Now, following arguments precisely as given in spline approximation method we can show
kk16Ch3:
So jt(1)j j6Ch5x−1j , and again following arguments as given in spline approximation method we have
kk16Ch4:
With this, we have the following theorem.
Theorem 2. Assume that for 0<x61; jx−1f00j6C1; jf000j6C2. Then; the nite-dierence solution
can be expanded as
~uj = u(xj) + h2w(xj) + O(h4); j = 1; 2; : : : ; N; (4.22)
where w(x) satises Eq. (4:19).
4.3. Correction and extrapolation
Note that w(x) =−v(x), we immediately obtain
Theorem 3. Suppose the hypotheses of Theorem 2 hold; uj is the spline approximation solution;
and ~uj is the nite-dierence solution. Then the correct solution satises
ucj =
uj + ~uj
2
= u(xj) + O(h4); j = 1; 2; : : : ; N: (4.23)
It is easy to see that Richardson extrapolation can also be performed based on error expansion; and
this will increase the accuracy of numerical solution greatly. The extrapolation solutions approximate
u with accuracy of order O(h4).
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Table 1
Maximum absolute errors of extrapolation and correct solutions
N ENsm sm E
N
fdm fdm E
N
cm cm E
N
esm esm E
N
efdm efdm
 = 10;  = 5:1
4 6.408E−3 1.906 9.636E−3 2.255 5.102E−3 3.680 6.871E−5 2.563 1.041E−4 3.312
8 1.710E−3 1.974 2.018E−3 2.145 3.981E−4 3.931 1.162E−5 3.784 8.271E−5 3.888
16 4.352E−4 1.994 4.564E−4 2.044 2.609E−5 3.984 8.437E−7 3.951 5.588E−6 3.972
32 1.093E−4 1.998 1.106E−4 2.012 1.649E−6 3.994 5.455E−8 3.975 3.560E−7 3.991
64 2.735E−5 2.000 2.744E−5 2.003 1.035E−7 4.004 3.469E−9 2.239E−8
128 6.840E−6 6.845E−6 6.452E−9
 = 7:5;  = 5:1
4 6.821E−3 1.912 9.120E−3 2.172 4.329E−3 3.772 6.273E−5 2.393 3.347E−4 2.447
8 1.813E−3 1.976 2.023E−3 2.090 3.168E−4 3.947 1.194E−5 3.873 6.137E−5 3.884
16 4.608E−4 1.994 4.751E−4 2.027 2.054E−5 3.991 8.148E−7 3.969 4.156E−6 3.965
32 1.157E−4 1.999 1.166E−4 2.007 1.292E−6 3.999 5.203E−8 4.145 2.662E−7 4.017
64 2.895E−5 2.000 2.901E−5 2.002 8.084E−8 3.870 2.942E−9 1.645E−8
128 7.239E−6 7.243E−6 5.530E−9
 = 5;  = 5:1
4 7.754E−3 1.951 8.609E−3 2.027 3.239E−3 3.758 5.143E−6 −1.245 7.418E−4 4.207
8 2.006E−3 1.982 2.112E−3 2.035 2.394E−4 3.974 1.219E−5 3.936 4.016E−5 3.849
16 5.077E−4 1.995 5.156E−4 2.011 1.524E−5 3.996 7.963E−7 3.985 2.788E−6 3.952
32 1.274E−4 1.999 1.279E−4 2.003 9.551E−7 4.001 5.028E−8 3.984 1.801E−7 3.977
64 3.187E−5 2.000 3.190E−5 2.001 5.966E−8 4.042 3.177E−9 1.144E−8
128 7.969E−6 7.971E−6 3.622E−9
 = 3:5;  = 5:1
4 9.087E−3 2.029 8.151E−3 1.860 3.864E−3 4.350 1.770E−4 3.897 1.252E−3 5.319
8 2.227E−3 1.993 2.245E−3 1.996 1.895E−4 3.981 1.188E−5 3.901 3.136E−5 3.998
16 5.593E−4 1.996 5.629E−4 2.003 1.200E−5 3.994 7.950E−7 3.988 1.963E−6 3.931
32 1.402E−4 1.999 1.405E−4 2.000 7.535E−7 4.007 5.011E−8 4.160 1.287E−7 4.040
64 3.507E−5 2.000 3.509E−5 2.000 4.687E−8 3.721 2.802E−9 7.825E−9
128 8.769E−6 8.771E−6 3.554E−9
 = 2:5;  = 5:1
4 1.105E−2 2.153 7.371E−3 1.629 7.418E−3 5.126 5.197E−4 5.492 1.967E−3 4.986
8 2.484E−3 2.013 2.383E−3 1.956 2.125E−4 4.457 1.154E−5 3.888 6.206E−5 5.161
16 6.156E−4 1.999 6.144E−4 1.995 9.675E−6 3.978 7.796E−7 3.963 1.734E−6 4.232
32 1.540E−4 1.999 1.541E−4 2.000 6.139E−7 3.989 5.000E−8 3.817 9.225E−8 3.866
64 3.852E−5 2.000 3.853E−5 2.000 3.866E−8 4.341 3.547E−9 6.328E−9
128 9.632E−6 9.632E−6 1.908E−9
Note: ENsm, Maximum absolute error of spline approximation solution, E
N
fdm, Maximum absolute error of nite dierence
solution, ENcm, Maximum absolute error of correct solution, E
N
esm, Maximum absolute error of extrapolation solution of
spline approximation, ENefdm, Maximum absolute error of extrapolation solution of nite dierence. sm = log2(E
N
sm=E
2N
sm );
fdm = log2(E
N
fdm=E
2N
fdm); cm = log2(E
N
cm=E
2N
cm ); esm = log2(E
N
esm=E
2N
esm); efdm = log2(E
N
efdm=E
2N
efdm).
156 Han Guoqiang et al. / Journal of Computational and Applied Mathematics 126 (2000) 145{157
5. Numerical illustration
Consider the following nonlinear singular two-point boundary value problem:
x−(xu0)0 = x−2[xeu − (+  − 1)]=(4 + x);
u0(0+) = 0; u(1) = ln(0:2):
Its exact solution is u(x) = ln(1=(4 + x)).
We solve this example by using the spline approximation scheme and the nite-dierence scheme
for a set of (; ) = (10; 5:1); (7:5; 5:1); (5; 5:1); (3:5; 5:1); (2:5; 5:1) with h = 2−k ; k = 2(1)7. The
maximum absolute errors of the nite-dierence solution, spline approximation solution, correct
solution, extrapolation solution of nite dierence and extrapolation solution of spline approximation
are given in Table 1. The numerical results also show the fourth-order convergences of the correct
solution, extrapolation solution of spline approximation and extrapolation solution of nite dierence.
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