Abstract We present an efficient vision-based global topological localization approach in which different image features are used in a coarse-to-fine matching framework.
Introduction
Mobile robot localization is essential for robot autonomous navigation and task fulfillments [17] . Visionbased localization using natural landmarks is highly desirable for a wide range of applications. With the development and dissemination of camera-equipped mobile devices, vision-based localization can help a person to determine his position in an unfamiliar environment by using one image [14] . Vision-based localization can be implemented in a two-stage process in which global localization and local tracking are carried out consequentially [20] . We will consider global localization as a place recognition problem by matching a query image with those images in a location database that represents an environment. The image matching process adopts a coarse-to-fine framework in which both improved global and local features are employed. In this paper, we focus on improving the efficiency and reliability of the localization system.
Using image features with desirable properties is the key to an efficient and reliable location recognition system [13] . Since the viewpoints of a camera system (mounted on a mobile robot or mobile device) tend to be different in the training and testing stages, the features taken as natural landmarks should be robust against viewpoint changes. In addition, those features have to deal with partial occlusions and illumination condition changes. Global image features such as color histograms can be computed and matched easily. However, it is well known that color histograms are sensitive to illumination changes. Other global features have been investigated for localization systems and success has been achieved. Despite of these successes, those localization systems that only employ global features cannot do pose recovery because no local feature correspondence is available for the relative position computation.
Local features invariant to different viewpoint changes have proved useful in object recognition [9] and visionbased localization [7, 8] . Using a local feature detector such as the Harris-Laplace interest point detector or DoG detector, a few hundreds interest points can be detected in one image. Thus, the matching of local features of one image to many is slow especially when a large number of images are used to represent a large environment. Moreover, local feature descriptors do not have global context information. Based on the above analysis, we believe that the integration of global and local features can lead to an efficient and reliable localization system. It has been found that image gradient orientation information is not sensitive to light conditions. Thus gradient orientation histogram is a possible choice for location representation. In this work, we extend the traditional gradient orientation histogram to Orientation Adjacency Coherence Histogram (OACH) to improve coarse localization. Traditional gradient orientation histograms do not have any spatial information that is important for reliable image matching. The proposed OACH will capture global image information as well as certain spatial information. The Harris-Laplace detector and SIFT descriptor are adopted here for local feature detection and description. The combination of global and local features makes our system efficient and reliable. In addition, the local features matching results can be used for relative position computation [21] . The computation of OACHs and Harris-Laplace interest points is efficient because they are computed in an integrated process.
According to the representation method of an environment, existing localization approaches can be classified into three categories: metric, topological, and hybrid [19] . The approach proposed in this paper belongs to the second one, in which environments are described by using adjacency graphs. The goal of a topological localization system is to determine the node of the graph that corresponds to the camera system's location.
Overview
The localization system is trained using the images captured in an environment. Global (OACHs) and local (Harris-Lapalce interest points described by the SIFT descriptor) features are computed in these images. These features are indexed into two databases: OACH database for coarse localization and SIFT database for fine localization. A coarse-to-fine strategy is adopted here to do localization using one input image. Global and local features are also computed in the input image. In coarse localization, the global feature is efficiently matched against the OACH database. A set of locations with high similarities is chosen as the input for the fine stage. Local features are matched and the final decision is made according to the number of local features successfully matched. Relative position can be recovered based on the local feature matching results.
The rest of this paper is structured as follows. In the next section, previous work is introduced; Section 3 addresses global feature (OACH) and local feature (Harris-Laplace interest point) detection methods; Section 4 describes coarse localization based on OACHs, while Section 5 presents fine localization in which local feature matching is used. Experimental results, performance evaluation and conclusions are given in the final two sections.
Previous Work
Vision-based localization has been investigated for more than 30 years. DeSouza and Kak [3] gave a comprehensive survey of vision-based methods for indoor and outdoor localization and navigation. Refer their paper for an overview.
In a vision-based topological localization system, a location in an environment can be represented by different kinds of image features. Global image features are employed in many works because they can be computed easily. Ulrich and Nourbakhsh [19] presented an efficient topological localization system using color histograms as representation of environments. Torralba et al. [18] suggested a context-based place recognition system. In their system, each location node is represented by a Gaussian mixture model derived from the integration of responses of bank of wavelet filters. They model the spatial relationships between locations by a Hidden Markov Model, which improves the system's performance. Yagi et al. [23] described a route navigation method using a dual active contour model in omnidirectional images to represent the environment. Their system works well in indoor environments. However, it is difficult to apply their method in a large environment. Katsura et al. [6] developed an outdoor localization system based on segmentation of the images. Their system can obtain the location by matching areas of trees, sky, and buildings. However, occlusions bring trouble to the matching. Those systems solely based on global features cannot recover the relative position for the camera with respect to the scene (except [23] , in which relative pose can be recovered thanks to the property of omni-directional cameras). Wang et al. [30] proposed a topological localization method using local feature matching directly.
In recent years, many local feature detectors are proposed to conquer partial occlusion and viewpoint change problems. Local feature descriptors were also invented to encode appearance in the neighborhood of interest points. Lowe [9] presented the scale invariant feature detector that searches for local scale space maxima of Difference-of-Gaussian (DoG). At the same time, he introduced a novel local feature descriptor using local gradient orientation information. Se et al. [16] adopted the SIFT detector and descriptor in their localization system as 3D landmarks. Trinocular camera system is employed to estimate the 3D position of landmarks and their region of confidence. They update a 3D map by selecting reliable SIFT features by using a Kalman filter. Goedeme et al. [4] tried to detect and match line segments using color-based descriptors. They have shown that those line segments are invariant to small viewpoint changes. Harris-Laplace interest point detector, another scale invariant feature detector, was used in [20] to determine the location of a camera system. Although it seems that affine or perspective invariant features are better choices for a localization system, they have not been used in localization because the computations of those features usually are very expensive.
Noticing that the matching of local features is a challenge especially for localization in large environments, Wang et al. [21, 29] proposed coarse-tofine global localization strategy in which the Location Vector Space Model (LVSM) was proposed to accelerate the localization process. Both the coarse and the fine localization are carried out based on local features. The performance of this algorithm is not satisfying in outdoor environments. In addition, the coarse localization is not efficient enough. Beis and Lowe [1] presented Best Bin First(BBF) algorithm based on the K-D tree for fast approximate nearest neighbor searching. The technique has been used in a panoramic image producing system [11] , in which less than 50 images are processed. In contrast, the proposed approach can deal with a much larger environment. Zhang and Kosecka [24] proposed a hierarchical localization system in which color histograms are computed only on buildings for the coarse localization. Their system is limited to building recognition. In their work, it is assumed that there is only one building in each image, which is not always true in practice. The well-known illumination sensitivity of color histograms is another drawback of their work.
Valgren and Lilienthal [25] introduced spectral clustering techniques into their localization system. The experimental results show that their system works despite of the high computational cost. Tipaldi et al. [26] developed a system to create approximate maps in dynamic environments. Ni et al. [28] proposed epitomic representation of environments. These works tried to assemble local representations into location representation. However, global features are not combined with local interest points.
The proposed approach to vision-based global localization is also related to efforts in wearable computing. Davison [2] presents a real-time 3D SLAM system using reliable features. In his work, a covariance matrix is kept for local feature updating. His system gives good performance in small environments. However, if the environment is large and cannot be covered by a few hundred features, the feature covariance updating is computationally prohibitive.
Feature Computation
OACH is an extension based on traditional gradient orientation histograms. Different from the SIFT descriptor, OACH captures global image properties retaining some spatial information.
Orientation Histogram
The image derivatives in the u and v directions, 
where I is the input image; and u G and v G are the Gaussian filters, respectively. We calculate the orientation of the pixel
The gradient orientation is quantized into m bins a. Gradient orientation histograms should be robust against image rotations; b. These histograms should use a limited amount of memory; c. The orientation histogram should be sufficiently discriminative.
The m is set experimentally to 8 based on the above requirements.
 denote its quantized gradient orientation, the traditional orientation histogram h of image I is defined for i {1,2,...,m}  . Given a pixel in I,
indicates the probability that the gradient orientation of a pixel is i  .
Orientation Adjacency Histogram
In an Orientation Adjacency Histogram (OAH), the distributions of gradient orientations of a pixel's 4-neighbor is counted. It captures spatial correlation between orientations of adjacent pixels. The OAH gives the probability that a pixel x at a city block distance 1 from the center pixel is j  when the orientation of the center pixel is i  :
The orientations of the neighborhood of the center pixel are accumulated and then normalized by the number of the center pixels of orientation i
 . The OAH requires m 2 space for its storage (64 in this work).
Orientation Adjacency Coherence Histogram
The OAH is further extended to OACH based on the Harris detector. In [5] , an image is decomposed into three kinds of regions: smooth areas, edges and corners. Base on this decomposition we calculate two OAHs in the edge and corner regions and stacked together to form an OACH. Since more spatial information is included, the discriminative ability of OACH is better than that of OAH.
The basic idea of the Harris detector is to use the autocorrelation function in order to determine locations where the signal changes in one or two directions. A matrix related to the auto-correlation function is computed:
where e D  is the derivation scale, and I  the integration scale; G the Gaussian filter.
Edges and interest points are computed based on
where k is the coefficient of the Harris function, E T is the threshold of the Harris function ( E T 0  ); C T is the threshold for corner regions ( C T 0  ). We detect edges using Equation (6); and detect corners using Equation (7) .
The edge detection is carried out at the first scale.
Orientations of the pixels in an image are accumulated and put into two OAHs according to the pixel classification results.
Harris-Laplace Interest Point Detection and Characterization
Harris interest points are found at several scales based on the Harris function and Harris-Laplace interest points are detected by searching for the maximum of the Laplacian function [21] . To accelerate the local feature computation, the Harris-Laplace interest point detection in this work follows the method proposed in [21] , in which Harris interest points are detected at four scales with the initial scale 1.2 and the maximum scale is 2.07. Although the detector can deal with smaller scale changes than the original implementation, we can detect reliable local features and the scale change is enough for a feature matching in a localization system. Moreover, the time for feature detection is significantly reduced.
In order to match interest points, the SIFT descriptor [9] is used here to characterize these points. The SIFT descriptor consists of orientation, scale, coordinates and a 128D vector.
Coarse Localization
During the training stage, many images are captured in an environment. Representative images are extracted from these images.
Topological Environnent Model
The topological structure of the environment is extracted based on the images taken during the training stage. The structure extraction needs a definition of similarity measure in the image appearance space. In this work, the Jeffrey divergence distance between the OACHs of two images is used to measure the similarity. If the distance between two adjacent images is below a threshold L G , they are considered as belonging to one distinct place and are clustered based on the similarities between OACHs. The distances are accumulated along the path. A new location is created if the accumulated distance is greater than another threshold H G . In our experiments, L G is set to 1200 and H G is set to 15000.
Coarse Localization
To determine the location of the input image captured for localization, we have to measure the similarity between the OACH of the input image and those of each image in the location database for coarse localization. Similarity measures for histograms can be broadly partitioned into bin-by-bin and cross-bin measures. We have investigated different bin-by-bin measures such as L1 distance, L2 distance, Jeffrey divergence, χ2 distance and histogram intersection. According to our experiments, the Jeffrey divergence provides the best matching results, followed by histogram intersection.
The Jeffrey divergence between the OACH (Q) of an input image captured at an unknown location and those (X l ) in the database is defined as the sum of two Jeffrey divergences between two OAHs computed on edges and corners:
where
. E denotes edges and C denotes corners.
Candidates Selection for Fine Localization
The coarse localization results are taken as inputs for the fine localization. To determine whether a representative image ranked at th i place should be included in the candidate set for the fine localization, a confidence measure i c is defined as:
where m d is the minimum matching distance of all locations in the database, i d is the distance of the location ranked at the th i place. The ambiguity values range between 0 and 1. The location ranked at the first place has confidence value 1, and thus it is always considered as a possible location for the fine localization. The confidence value is high if a candidate location has similar distance that of the location ranked at the first place. A location is put into the candidate set if its confidence value is greater than a threshold h c . The threshold is set to 0.5 in our experiments.
Fine Localization

Feature Selection
These local features detected by Harris-Laplace detector and described by the SIFT descriptor in the training images have different discriminative ability for the localization. Certain local features with similar descriptors occur in most of the training images. They have little contribution to the matching of images. At the same time, those local features appearing in only one or two training images usually are not reliable. We try to select those local features that are appropriate for the matching.
Wang et al. [21] proposed a feature selection method by using the Zipf's law. First, the feature descriptors are clustered by using k-means algorithm. The cluster centers are taken as the terms of a visual vocabulary. The terms with very high frequency and very low frequency are deleted from the visual vocabulary. According to the Zipf's law, the terms whose products of the frequency and the rank are approximately a constant are kept in the vocabulary. Wang et al. discard those terms that are not discriminative enough.
In this work, a visual vocabulary is built and the Zipf's law is applied to the vocabulary. However, we do not delete those terms with low discriminative ability (we will call the set of these terms as stop list) to identify good features from the features in the training images. During the training stage, we assign a term to one feature according to the distance between the features to each term. If the term belongs to the stop list, we will discard this feature. Otherwise the feature will be added to the location database. The feature selection method is effective because those features with low discriminative ability are discarded and an environment can be represented by a smaller feature set. The vocabulary used in this work consists of 1024 terms in which 689 terms are put into the stop list. Although the number of the terms in the stop list is large, the remaining local features after the feature selection are enough for the localization. The matching of local features will be computationally less expensive.
Local Feature Matching
The fine localization is to find the correct location in a small set that has been determined by the coarse localization results. Fine localization is carried out based on local feature matching [20] . The computational complexity of similarity search on very large data sets is high especially the descriptors are in high dimensional spaces. It is necessary to accelerate the fine localization since the SIFT descriptor is a 128D vector. We find a set of candidate feature matches using an approximate nearest neighbor algorithm. A k-d tree is built based on the selected features.
To further improve the efficiently of local feature matching, we index local features according to the orientation information of SIFT descriptors. In the computation of SIFT descriptors, a consistent orientation is assigned to each descriptor based on local gradient orientations in the neighborhood of a interest point. The descriptor is represented relative to this orientation and therefore achieves rotation invariance. Full invariance to rotation is not necessary for local feature matching in a localization system because the rotation of a camera system rarely exceeds 45 degrees. The SIFT descriptors computed from the representative images are indexed into four bins. The indexing is a "soft" assigning process, in which those descriptors with orientations near the boundary is assigned to both neighboring bins.
If the fine localization is ambiguous, the Epipolar geometry constraints can be used here to verify the matching results. Following the approach in [21] , we estimate fundamental matrix by using the RANSAC algorithm. If a match is accepted by the fundamental matrix, it is an inlier. Otherwise it is an outlier. Only inliers are counted for the location determination. This approach is effective in the fine localization. 
Experiments
We test our localization method on an indoor and an outdoor image dataset. The performance of our method is compared with the one proposed in [23] . Since our OACH is a global feature that is used in the first stage of our localization system, we compare our OACH with another widely used global feature -GIST. GIST is defined as the meaningful information that an observer can identify from a glimpse at a scene. Our OACH can be used in image retrieval task without any difficulty. The performance of the OACH is compared with the GIST in two datasets.
We test our approach and other methods on 4 different datasets. The first dataset covers an indoor environment. The images taken on different days include illumination and viewpoint variations. The second dataset is an outdoor dataset consisting of many images captured in a campus. The third dataset is the ZuBuD dataset, which consists of 1005 the images of 201 buildings. There 115 query images that were taken in different days. The last dataset is the Holidays dataset, which is the most difficult one.
In all the experiments, we do not have any assumption of the position of the robot before the coarse-to-fine localization is carried out. The purpose of our system is to find the correct location based on one image. 
Indoor Experiments
We use the dataset which has been tested in [21] . The dataset was captured in the ground floor of a building.
The environment model consists of 127 locations. The representative images are extracted from the training image sequence. These representative images are indexed into two databases: OACH database and local feature database. Two image sequences are captured for testing of our approach. The first one (Sequence-I) contains 315 images captured roughly along the path of the first exploration by a camcorder. The second one (Sequence-II) contains 482 images captured along a path deviating from the first exploration (about 0.5 meters from the first exploration paths).
To compare the performance of our system with that of related work, the computational power of the computer used in this work is same to the one used in [21] . In addition, localization is conducted using the same training images and the same testing images by using the approach in [21] . The comparison criteria here are the The proposed
The method in [21] percentage (correct ratio) of test images that are correctly localized from the location database. Two comparison tests are conducted using the test image sequences: Figure 1(a) shows the experimental results on Sequence-I and Figure 1(b) shows the results on Sequence-II. Based on Equation (9), the coarse localization determines the candidate locations for the fine localization. The proposed approach provides better performance in these tests than that in [21] . In Figure 4(a) , the correct location is found in the fine localization stage although the illumination condition of the test image is different from that of the image in the database.
The proposed approach provides much better results than the method described in [21] . Our global features is useful in this environment. 
Outdoor Experiments
We carried out the outdoor experiments on a campus. We captured 320 images at different locations (roughly 2 meters between the positions where two adjacent images are taken) along the paths around the buildings. The total distance is about 800 meters. Among them, 124 representative images are extracted to represent the outdoor environment and 12 locations are created. The test set consists of 215 images, which are different from the training images. These images are taken randomly along the path within 2 meters deviation from the first exploration route under different weather conditions and in different seasons. Our system demonstrates good performance in the outdoor environment. In Figure 3(a) , the color distribution in the input image is different from the images from the training stage due to the different illumination conditions. Thus coarse localization by using color information is not reliable. We find the correct location by matching the OACHs during the coarse localization stage. We find the correct location in the fine localization by using local feature matching. In Figure  3(b) , the location is correctly found although there are many people in the test image. The local feature matching results are shown in Figure 4 .
We compare the proposed approach with the one in [21] . The overall performance of the proposed approach is shown in Fig. 1 . The proposed approach demonstrates better performance than that in [21] . 
Experiments on the ZuBuD Building Dataset
Our OACH is a global feature that is used in the first stage of our localization system. This dataset contains 201 buildings, each of which is represented by 5 images. Therefore, the dataset has 1005 images in the training set. The query set includes 115 images that were taken under different dates and weather conditions. We test our global feature OACH and the GIST feature in [13] . The GIST has been widely used as a global feature description of scenes. We compare the performance of our OACH and the GIST feature on this building dataset. The GIST feature is a good at describing an image with low dimensionality. It has been widely applied in many works. The performance comparison is illustrated in Figure 5 . The proposed OACH outperforms the GIST feature a little. Although the GIST has similar OACH GIST performance as our OACH feature, the detection process in our method is an integrated process. We can apply our local features smoothly after the OACH filtering process.
Experiments on the Holidays Dataset
The Holidays dataset is composed of a set of holiday images and other images taken under different viewpoints and illumination conditions. A large variety of scene types can be found in this dataset. The images of a distinct scene or object are collected in one group. There are 500 image groups in the dataset. The query image set is composed of the first images of each image group.
The Holidays dataset is more difficult than the ZuBuD dataset. The viewpoint variations are large in many image groups. The illumination conditions in many images of the same group are very different. We compare the performance of our method and the GIST descriptor on this dataset. Our method gives a little performance gain. It is better than the GIST in the first, third, fourth, and fifth places. However, our correct ratio ranked in the second place is 0.2% lower than the GIST.
Although our global descriptor only has slight performance gain than the GIST, it has an important advantage: the feature detection process is done in an integrated way. Therefore, we do not need to detect local features for the fine localization. We compare the performance of our global feature OACH and the GIST feature [13] on this dataset.
Time Complexity
Computation of OACHs: The time complexity of the OACH is 1 2 O(n n ) ( 1 n is the width of the images and 2 n the height). Since the gradient orientations of 4-neighbor pixels have to be counted, the complexity of the proposed method is slightly higher than that of the traditional orientation histograms. However, its performance was significantly improved even with small number of bins. The small number of bins is important for the robustness against rotations. It takes about 0.02 seconds to compute an OACH in a 640 × 480 image.
Time for Localization:
In [21] , the computation in the localization includes term assignment, coarse localization from the LVSM and fine localization from the database. There is no term assignment in our approach. Table 1 shows the time comparison between the proposed approach and the approaches in [21] and in [8] . It is clear that the proposed approach is more efficient.
Methods/Stage
Term Coarse Fine Total The Method [24] 0.4 The method [21] 0.018 0.002 0.024 0.044 Our Approach 0 0.001 0.02 0.02 Table 1 . The comparison of the average times used in the localization (seconds).
Conclusions and Future Work
We present an efficient and reliable vision-based topological localization approach by combining global and local features. The merit of the features used in this work is that they are detected simultaneously. The novel global feature, OACH, is successfully used in coarse localization and the performance has been improved. OACH can deal with viewpoint and illumination changes that bring difficulties to topological localization. It is also possible to use OACH in other applications such as content-based image retrieval.
