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Abstract
We present some general properties of the field of constants of monomial derivations of k(x1, . . . , xn),
where k is a field of characteristic zero. The main result of this paper is a description of all monomial
derivations of k(x, y, z) with trivial field of constants. In this description a crucial role plays the classifi-
cation result of Moulin Ollagnier for Lotka–Volterra derivations with strict Darboux polynomials. Several
applications of our description are also given in this paper.
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1. Introduction
Let k(X) = k(x1, . . . , xn) be a field of rational functions over a field k of characteristic zero,
and let d : k(X) → k(X) be a derivation of k(X). We say that d is monomial if
d(xi) = xβi11 · · ·xβinn
for i = 1, . . . , n, where each βij is an integer.
In this paper we study monomial derivations of k(X). The object of principal interest is k(X)d ,
the field of constants of a monomial derivation d of k(X), that is,
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We say that this field is trivial if k(X)d = k. We are interested in a description of all monomial
derivations of k(X) with trivial field of constants. However we know that, in general, such a de-
scription is a very difficult problem. Fields of constants appear in various classical problems (for
details we refer to [3,8]). In these problems monomial derivations have also a special position.
It is not as difficult to characterize all monomial derivations with trivial field of constants in
two variables. Section 5 contains such a characterization.
The main result of this paper is a full description of all monomial derivations of k(x, y, z) with
trivial field of constants (Sections 6–8). Jean Moulin Ollagnier presented in [13,14] a characteri-
zation of the Lotka–Volterra derivations with strict Darboux polynomials. His deep classification
result is very important in our description.
If D is a derivation of k(X), then the field of constants of every derivation of the form w · D,
where 0 = w ∈ k(X), is equal to k(X)D . This implies that, for our aim, we may consider only
normal monomial derivations of k(X). We say that a monomial derivation d of k(X) is normal
if all its exponents β11, β22, . . . , βnn are equal to 1.
In the preparatory Sections 3 and 4 we present some general properties of the field of constants
of monomial derivations for an arbitrary number of variables. The final result of these sections is
Corollary 4.9 with some equivalent conditions for the existence of a nontrivial rational constant
of a monomial derivation. We use this corollary and other results from these sections in many
places of our description for three variables.
Let D : k(x, y, z) → k(x, y, z) be a monomial derivation defined by D(x) = ys , D(y) = zs
and D(z) = xs . Such D is called a Jouanolou derivation. It is well known (see Section 9) that
if s  2, then the field of constants of D is trivial. This fact has several different long proofs. In
Section 9 we present a generalization of this fact. We prove (Proposition 9.2) that k(x, y, z)D = k
if and only if s ∈ {−2,0,1}. We prove also (Proposition 9.3) that if d : k(x, y, z) → k(x, y, z) is
a derivation such that d(x) = yp , d(y) = zq , d(z) = xr , where p,q, r ∈ N, then k(x, y, z)d = k
if and only if pqr  2. Some similar questions are studied in the interesting paper [18]. (The
authors wish to thank the referee for pointing out this paper.)
It is not difficult to check, using our description for three variables, that for k(x, y, z) there
exist exactly 40 homogeneous monomial derivations of degree 2, with nonnegative exponents
and trivial field of constants. In Section 10 we present a list of all such derivations. Similar lists
we present also for degrees 3 and 4.
2. Notations and preliminary facts
Throughout this paper k is a field of characteristic zero, k[X] = k[x1, . . . , xn] is the polyno-
mial ring in n variables over k, and k(X) = k(x1, . . . , xn) is the field of quotients of k[X]. We
denote by k∗ and k(X)∗ the sets k \ {0} and k(X) \ {0}, respectively.
If R is a commutative k-algebra, then a k-linear mapping d :R → R is said to be a k-derivation
(or simply a derivation) of R if d(ab) = ad(b) + bd(a) for all a, b ∈ R. In this case we denote
by Rd the k-algebra of constants of R with respect to d , that is, Rd = {r ∈ R; d(r) = 0}. Note
that if R is a field, then Rd is a subfield of R containing k.
If f1, . . . , fn ∈ k(X), then there exists exactly one derivation d : k(X) → k(X) such that
d(x1) = f1, . . . , d(xn) = fn. This derivation is of the form d = f1 ∂∂x1 + · · · + fn ∂∂xn . We say
that a derivation d : k(X) → k(X) has a nontrivial rational constant if k(X)d = k.
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that d¯|k[X] = d . We denote by k(X)d the field k(X)d¯ , and if k(X)d = k, then we say that the
derivation d has a nontrivial rational constant.
Note the following well-known propositions.
Proposition 2.1. [16] Let k ⊆ k′ be an extension of fields. Let d be a k-derivation of k(X), and d ′
be the k′-derivation of k′(X) = k′(x1, . . . , xn) such that d ′(xi) = d(xi) for all i = 1, . . . , n. Then
k(X)d = k if and only if k′(X)d ′ = k′.
Proposition 2.2. [6] Let f1, . . . , fp ∈ k(X). The following conditions are equivalent:
(1) The elements f1, . . . , fp are algebraically independent over k.
(2) The rank of the matrix [ ∂fi
∂xj
] equals p.
A derivation d of k[X] is said to be homogeneous if all the polynomials d(x1), . . . , d(xn)
are homogeneous of the same degree. It is obvious that if d : k[X] → k[X] is a homogeneous
derivation and a polynomial F belongs to k[X]d , then every homogeneous component of F also
belongs to k[X]d .
Let d : k[X] → k[X] be a derivation. A polynomial F ∈ k[X] \ {0} is said to be a Darboux
polynomial of d if there exists a polynomial Λ ∈ k[X] such that d(F ) = ΛF . In this case such
a polynomial Λ is uniquely determined and we say that Λ is the cofactor of F . Every nonzero
constant of d is a Darboux polynomial of d with the cofactor 0. In particular, every nonzero
element from k is a Darboux polynomial of d . We say that a Darboux polynomial F is nontrivial
if F /∈ k. Note the following well-known propositions (see, for example, [15] or [17]).
Proposition 2.3. Let d : k[X] → k[X] be a homogeneous derivation and let F ∈ k[X] be a
Darboux polynomial of d with the cofactor Λ ∈ k[X]. Then Λ is homogeneous and each ho-
mogeneous component of F is also a Darboux polynomial of d with the cofactor Λ.
Proposition 2.4. Let d be a derivation of k[X] and F1,F2 ∈ k[X]. Then F1F2 is a Darboux
polynomial of d if and only if F1 and F2 are Darboux polynomials of d .
Proposition 2.5. Let d : k[X] → k[X] be a derivation and let F and G be nonzero relatively
prime polynomials from k[X]. Then d(F
G
) = 0 if and only if F and G are Darboux polynomials
of d with the same cofactor.
It follows from Proposition 2.3 that for finding Darboux polynomials of homogeneous deriva-
tions it is enough to find homogeneous Darboux polynomials.
A derivation δ : k[X] → k[X] is called factorisable if δ(xi) = xiLi for i = 1, . . . , n, where
L1, . . . ,Ln are homogeneous linear forms belonging to k[X]. Examples of factorisable deriva-
tions are the famous Lotka–Volterra derivations (for n = 3).
A Lotka–Volterra derivation is a derivation D : k[x, y, z] → k[x, y, z] such that
D(x) = x(Cy + z), D(y) = y(Az + x), D(z) = z(Bx + y),
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intensively studied for a long time. See, for example, [4,5,13], where many references of this
subject can be found.
If μ = (μ1, . . . ,μn) ∈ Zn, then we denote by Xμ the rational monomial xμ11 · · ·xμnn belonging
to k(X). In particular, if μ ∈ Nn (where N denote the set of nonnegative integers), then Xμ is an
ordinary monomial of k[X].
Lemma 2.6. Let α1 = (α11, . . . , α1n), . . . , αn = (αn1, . . . , αnn) be elements belonging to Zn, and
let α denote the n × n matrix [αij ]. If detα = 0, then the rational monomials Xα1, . . . ,Xαn are
algebraically independent over k.
Proof. Since ∂Xαi
∂xj
= αij Xαixj for all i, j ∈ {1, . . . , n}, the Jacobian J (Xα1, . . . ,Xαn) is equal
to X
α1 ···Xαn
x1···xn detα. Hence, this Jacobian is nonzero and so, by Proposition 2.2, the elements
Xα1, . . . ,Xαn are algebraically independent over k. 
Let d : k(X) → k(X) be a derivation. By the logarithmic derivative of d we mean the mapping
L : k(X)∗ → k(X) defined by L(a) = d(a)
a
for all a ∈ k(X)∗. Observe that L(ab) = L(a)+L(b)
for all a, b ∈ k(X)∗. In particular, if μ = (μ1, . . . ,μn) ∈ Zn, then L(Xμ) = μ1L(x1) + · · · +
μnL(xn).
Assume now that β1, . . . , βn ∈ Zn and consider a derivation d : k(X) → k(X) of the form
d(x1) = Xβ1, . . . , d(xn) = Xβn.
Put β1 = (β11, . . . , β1n), . . . , βn = (βn1, . . . , βnn), where each βij is an integer, and let β denote
the n × n matrix [βij ]. Moreover, let α = [αij ] denote the matrix β − I , where I is the n × n
identity matrix. In this case we say that d is a monomial derivation of k(X), and we denote by
ωd the determinant of the matrix α, that is,
ωd =
∣∣∣∣∣∣∣∣∣
β11 − 1 β12 . . . β1n
β21 β22 − 1 . . . β2n
...
...
. . .
...
βn1 βn2 . . . βnn − 1
∣∣∣∣∣∣∣∣∣
.
Put y1 = d(x1)x1 , . . . , yn =
d(xn)
xn
. Then y1 = Xα1, . . . , yn = Xαn , where each αi , for i =
1, . . . , n, is equal to (αi1, . . . , αin). Using the above mentioned properties of the logarithmic
derivative of d we obtain the equalities
d(yi) = yi(αi1y1 + · · · + αinyn),
for all i = 1, . . . , n. This implies, in particular, that d(R) ⊆ R, where R is the smallest k-
subalgebra of k(X) containing y1, . . . , yn. Observe that if ωd = 0, then (by Lemma 2.6) the
elements y1, . . . , yn are algebraically independent over k. Thus, if ωd = 0, then R is a polyno-
mial ring over k in n variables, and we have a new derivation δ : k[X] → k[X] such that
δ(x1) = x1(α11x1 + · · · + α1nxn), . . . , δ(xn) = xn(αn1x1 + · · · + αnnxn).
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factorisable derivation δ for any monomial derivation d . But we will use this notion only in the
case when the determinant ωd is nonzero. The concept of factorisable derivation associated with
a derivation was introduced by Lagutinskii in [9] and this concept was intensively studied in [11]
for Jouanolou derivations.
As a consequence of the above facts we obtain the following useful proposition.
Proposition 2.7. Let d : k(X) → k(X) be a monomial derivation such that ωd = 0, and let
δ : k[X] → k[X] be the factorisable derivation associated with d . If δ has a nontrivial rational
constant, then d has also a nontrivial rational constant.
More precisely, with the above notations, if ϕ(x1, . . . , xn) is a nontrivial rational constant
of δ, then ϕ(Xα1, . . . ,Xαn) is a nontrivial rational constant of d .
We will show (see Theorem 4.8) that the converse of the above fact is also true.
Let d : k(X) → k(X) be a monomial derivation. Put d(x1) = Xβ1, . . . , d(xn) = Xβn , where
β1, . . . , βn ∈ Zn. We will say that this derivation is normal, if βii = 1 for all i = 1, . . . , n.
Observe that if d is an arbitrary monomial derivation of k(X), then the monomial derivation
d1 := x1−β111 · · ·x1−βnnn d is normal, and k(X)d = k(X)d1 . We are interested in a description of
such monomial derivations which have nontrivial rational constants. Hence, for this aim we may
consider only normal monomial derivations.
3. Darboux polynomials of factorisable derivations
In this section we present some preparatory properties of Darboux polynomials of a factoris-
able derivation δ : k[X] → k[X] of the form
δ(x1) = x1L1, . . . , δ(xn) = xnLn, (∗)
where each αij belongs to k, and Li =∑nj=1 αij xj , for i = 1, . . . , n.
Observe that in this case all the polynomials δ(x1), . . . , δ(xn) are homogeneous of the same
degree equal to 2. So, the derivation δ is homogeneous. Observe also that the variables x1, . . . , xn
are Darboux polynomials of δ with the cofactors L1, . . . ,Ln, respectively. This implies, by
Proposition 2.4, that every monomial Xμ, where μ = (μ1, . . . ,μn) ∈ Nn, is a homogeneous
Darboux polynomial of δ with the cofactor μ1L1 + · · · +μnLn.
Lemma 3.1. Let δ : k[X] → k[X] be a factorisable derivation of the form (∗). Assume that
det[αij ] = 0 and let μ,ν ∈ Nn. Then the monomials Xμ and Xν have equal cofactors if and
only if μ = ν.
Proof. Put μ = (μ1, . . . ,μn) and ν = (ν1, . . . , νn). Assume that there exists Λ ∈ k[X] such that
δ(Xμ) = ΛXμ and δ(Xν) = ΛXν . Then μ1L1 + · · · + μnLn = Λ = ν1L1 + · · · + νnLn, so
(μ1 − ν1)L1 + · · · + (μn − νn)Ln = 0. Since det[αij ] = 0, the forms L1, . . . ,Ln are linearly
independent over k. Hence μ = ν. 
As a consequence of this lemma and Proposition 2.5 we obtain:
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det[αij ] = 0. Then any rational monomial xp11 · · ·xpnn , where (p1, . . . , pn) ∈ Zn \ {(0, . . . ,0)},
does not belong to k(X)δ .
Corollary 3.3. Let δ : k[X] → k[X] be a factorisable derivation of the form (∗) such that
det[αij ] = 0. If the only Darboux polynomials of δ are monomials, then k(X)δ = k.
Let δ be a factorisable derivation of the form (∗). We will say (as in [12,13]) that a Darboux
polynomial F ∈ k[X] \ k of δ is strict if F is homogeneous and F is not divisible by any of the
variables x1, . . . , xn. It allows us to reformulate Corollary 3.3.
Corollary 3.4. Let δ : k[X] → k[X] be a factorisable derivation of the form (∗) such that
det[αij ] = 0. If δ has no strict Darboux polynomial, then k(X)δ = k.
Now we will prove the following proposition.
Proposition 3.5. Let k ⊆ k′ be an extension of fields. Let δ : k[X] → k[X] be a factorisable
derivation of the form (∗) and let δ′ : k′[X] → k′[X] be the k′-derivation such that δ′(xi) = δ(xi)
for i = 1, . . . , n. Let F ∈ k′[X] \ k′ be a Darboux polynomial of δ′ with the cofactor Λ ∈ k′[X].
Then Λ ∈ k[X].
Proof. In view of Proposition 2.3 (since the derivation δ′ is homogeneous) we may assume
that the polynomial F is homogeneous. By Proposition 2.3 the cofactor of F is of the form
Λ = b1x1 + · · · + bnxn, where b1, . . . , bn ∈ k′. We need to show that b1, . . . , bn ∈ k.
We will show that b1 ∈ k. For this aim consider the standard lexicographical order on the
set Nn, and let F =∑β FβXβ , where each Fβ belongs to k′. Let γ be the maximal element in Nn
such that Fγ = 0. Define ε := (1,0, . . . ,0) ∈ Nn and equate the coefficients of Xγ+ε in both sides
of the equality δ′(F ) = ΛF . Observe that δ′(Xβ) = (β,L)Xβ for every β = (β1, . . . , βn) ∈ Nn,
where L = (L1, . . . ,Ln) and (β,L) denote the form β1L1 + · · · + βnLn. Hence, the equality
δ′(F ) = ΛF is equivalent to the equality
∑
β
(β,FβL)X
β =
∑
β
(b1x1 + · · · + bnxn)FβXβ.
On the right-hand side of the above equality the coefficient of Xγ+ε is equal to b1Fγ , while on
the left-hand side of the equality this coefficient equals (γ1α11 + · · · + γnαn1)Fγ . Since Fγ = 0,
it follows that b1 = γ1α11 + · · · + γnαn1 ∈ k. Therefore, b1 ∈ k. Repeating the same procedure
for all the elements b1, . . . , bn, we see that Λ ∈ k[X]. 
As a consequence of the above facts we obtain the following theorem.
Theorem 3.6. Let δ : k[X] → k[X] be a factorisable derivation such that
δ(x1) = x1(α11x1 + · · · + α1nxn), . . . , δ(xn) = xn(αn1x1 + · · · + αnnxn),
where all the coefficients αij belong to Q and det[αij ] = 0. Then the derivation δ has a strict
Darboux polynomial if and only if k(X)δ = k.
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(⇒): Assume that F ∈ k[X]\k is a strict Darboux polynomial of δ with the cofactor Λ ∈ k[X].
Since all the coefficients αij are rational, we have a factorisable Q-derivation d :Q[X] → Q[X]
such that d(xi) = δ(xi) for i = 1, . . . , n. Hence, by Proposition 3.5, the cofactor Λ belongs
to Q[X]. Therefore, Λ is a linear form over Q. Since det[αij ] = 0, there exist rational numbers
p1, . . . , pn such that Λ = p1L1 + · · · +pnLn, where Li = αi1x1 + · · · +αinxn, for i = 1, . . . , n.
Let q be the common denominator of the numbers p1, . . . , pn. Then qΛ = m1L1 + · · · + mnLn
for some integers m1, . . . ,mn. Now consider the rational function
ϕ := x−m11 · · ·x−mnn F q.
It is clear that δ(ϕ) = 0. Since F is strict, this function does not belong to k. Hence,
k(X)δ = k. 
4. Monomial derivations and groups of invariants
In this section we study a monomial derivation d : k(X) → k(X) satisfying the condition
ωd = 0. We use the same notations as in Section 2. Let us recall that
d(x1) = Xβ1, . . . , d(xn) = Xβn,
β1, . . . , βn ∈ Zn, β = [βij ], α = [αij ] = β − I , and α1, . . . , αn are the rows of the matrix α.
Moreover, we denote by N the absolute value of ωd , that is, N = |detα| is a positive integer.
Our purpose is to determine when a derivation d of the above form has a nontrivial rational
constant. For this aim we may assume (by Proposition 2.1) that the field k is algebraically closed.
If u = (u1, . . . , un) is a sequence of elements from k∗, then we denote by σu the diagonal k-
automorphism of k(X) defined by the equalities σu(x1) = u1x1, . . . , σu(xn) = unxn. We are inter-
ested in such an automorphism of the form σu which satisfies the equality σudσ−1u = d . Observe
that σudσ−1u (xi) = u−1i σu(Xβi ) = uβi11 · · ·uβii−1i · · ·uβinn Xβi . Hence, the condition σudσ−1u = d
is equivalent to the condition u ∈ G(α), where G(α) is an abelian group defined by
G(α) := {(u1, . . . , un) ∈ (k∗)n; uαi11 · · ·uαinn = 1, i = 1, . . . , n}.
Lemma 4.1. If (u1, . . . , un) ∈ G(α), then the elements u1, . . . , un are N th roots of 1. In particu-
lar, the group G(α) is finite.
Proof. Put α−1 = [wij ], where wij ∈ Q for i, j ∈ {1, . . . , n}. Each wij is of the form bijN
for some bij ∈ Z. Then [bij ][αij ] = N · I , and this implies that Nei = [mi1, . . . ,min], for
i = 1, . . . , n, where mij = ∑ns=1 bisαsj (for i, j ∈ {1, . . . , n}), and where each ei is the ith
vector of the standard basis. Thus, we have: uNi = u01 · · ·uNi · · ·u0n = umi11 · · ·umiii · · ·uminn =
(u
α11
1 · · ·uα1nn )bi1 · · · (uαn11 · · ·uαnnn )bin = 1bi1 · · ·1bin = 1. 
If u = (u1, . . . , un) ∈ (k∗)n and p = (p1, . . . , pn) ∈ Zn, then we denote by up the element
u
p1
1 · · ·upnn . For every u ∈ G(α) we have the automorphism σu such that σudσ−1u = d . Hence, we
have an action of the group G(α) on the field k(X). We say that a rational function ϕ ∈ k(X) is
G(α)-invariant, if σu(ϕ) = ϕ for every u ∈ G(α).
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and only if up = 1 for all u ∈ G(α).
Proof. This is a consequence of the equality σu(Xp) = up11 · · ·upnn Xp . 
Lemma 4.3. Let ϕ = f
g
∈ k(X), where f and g are nonzero relatively prime polynomials
from k[X]. Let f = f1 + · · · + fr and g = g1 + · · · + gs be the decompositions of f and g,
respectively, into nonzero pairwise nonassociated monomials. If ϕ is G(α)-invariant, then every
element of the form fi
gj
(and of the form gj
fi
), for i = 1, . . . , r and j = 1, . . . , s, is G(α)-invariant.
Proof. Assume that ϕ is G(α)-invariant, u ∈ G(α) and σ = σu. Then gσ(f ) = f σ(g). Since f
and g are relatively prime, there exists a ∈ k[X] \ {0} such that σ(f ) = af and σ(g) = ag. This
implies that a ∈ k∗, σ(fi) = afi and σ(gj ) = agj , for i ∈ {1, . . . , r} and j ∈ {1, . . . , s} (because
σ is diagonal). Hence, σ( fi
gj
) = afi
agj
= fi
gj
. 
Consider now the new set H(α) of the all columns
M =
⎡
⎢⎣
m1
...
mn
⎤
⎥⎦ , with m1, . . . ,mn ∈ ZN
(where ZN is the ring of integers modulo N ), such that α ·M = 0, that is, [m1, . . . ,mn]T ∈ H(α)
if every integer αi1m1 + · · · + αinmn, for i = 1, . . . , n, is divisible by N . This set is of course an
abelian group.
Lemma 4.4. The groups H(α) and G(α) are isomorphic.
Proof. Let ε be a primitive N th root of 1, and let ϕ :H(α) → G(α) be the mapping de-
fined by ϕ([m1, . . . ,mn]T ) = (εm1, . . . , εmn). This mapping is well defined, because for any
[m1, . . . ,mn]T ∈ H(α) and any i = 1, . . . , n, we have (εm1)αi1 · · · (εmn)αin = εαi1m1+···+αinmn =
1. It is easy to check that ϕ is an isomorphism. 
Lemma 4.5. If p = (p1, . . . , pn) ∈ Zn, then the following conditions are equivalent:
(1) up = 1 for all u ∈ G(α).
(2) For each [m1, . . . ,mn]T ∈ H(α) the integer p1m1 + · · · + pnmn is divisible by N .
(3) There exist integers r1, . . . , rn such that p = r1α1 + · · · + rnαn.
Proof. (1) ⇒ (2): Assume that [m1, . . . ,mn]T ∈ H(α). Let ε be a primitive N th root of
1 and let u = (εm1, . . . , εmn). Since uαi = (εm1)αi1 · · · (εmn)αin = εαi1m1+···+αinmn = 1 (for
i = 1, . . . , n), the sequence u belongs to G(α). Hence, by (1), up = 1 and this means that
1 = (εm1)p1 · · · (εmn)pn = εp1m1+···+pnmn . Thus p1m1 + · · · + pnmn is divisible by N .
(2) ⇒ (3): Put α−1 = [wij ], where wij ∈ Q for all i, j ∈ {1, . . . , n}. Each number wij is
of the form mij
N
for some mij ∈ Z, and it is clear that [αij ][mij ] = NI . Hence, every integer
αi1m1j + · · · + αinmnj , for i, j ∈ {1, . . . , n}, is divisible by N . This implies that, modulo N ,
every matrix [m1j , . . . ,mnj ]T , for j = 1, . . . , n, belongs to H(α). Hence, by (2), every integer
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matrix equalities
N [p1, . . . , pn]α−1 = [p1, . . . , pn]Nα−1 = [p1, . . . , pn][mij ] = N [r1, . . . , rn],
which imply that [p1, . . . , pn] = [r1, . . . , rn]α (because N = detα = 0). So, there exist
r1, . . . , rn ∈ Z such that p = (p1, . . . , pn) = r1α1 + · · · + rnαn.
(3) ⇒ (1): Assume that u ∈ G(α). Then up = ur1α1+···+rnαn = (uα1)r1 · · · (uαn)rn =
1r1 · · ·1rn = 1. 
Using the above lemmas we may prove the following two propositions.
Proposition 4.6. If p ∈ Zn, then the following conditions are equivalent:
(a) The monomial Xp is G(α)-invariant.
(b) There exist integers r1, . . . , rn such that Xp = yr11 · · ·yrnn , where yi = Xαi for i = 1, . . . , n.
Proof. The condition (a) is, by Lemma 4.2, equivalent to the condition (1) of Lemma 4.5. Since
the elements Xα1, . . . ,Xαn are algebraically independent (Lemma 2.6), it is clear that the condi-
tion (3) of Lemma 4.5 is equivalent to the condition (b). 
Proposition 4.7. If a rational function ϕ ∈ k(X) is G(α)-invariant, then ϕ ∈ k(Y ) = k(y1, . . . ,
yn), where yi = Xαi for i = 1, . . . , n.
Proof. If ϕ = 0, then of course ϕ ∈ k(Y ). Assume that ϕ = 0 and put ϕ = f
g
, where f,g are
nonzero relatively prime polynomials from k[X]. Let f = f1 + · · · + fr and g = g1 + · · · + gs
be the decompositions of f and g, respectively, into nonzero pairwise nonassociated monomials.
Observe that
ϕ = f1
g
+ · · · + fr
g
= 1g1
f1
+ · · · + gs
f1
+ · · · + 1g1
fr
+ · · · + gs
fr
.
By Lemma 4.3 all fractions of the form gi
fj
are G(α)-invariant. Thus, by Proposition 4.6, they
belong to the field k(Y ). Hence ϕ ∈ k(Y ). 
Now we may prove the following theorem which is the main result of this section.
Theorem 4.8. Let d : k(X) → k(X) be a monomial derivation such that ωd = 0, and let
δ : k[X] → k[X] be the factorisable derivation associated with d . Then d has a nontrivial ra-
tional constant if and only if δ has a nontrivial rational constant.
Proof. We already know (by Proposition 2.7) that if δ has a nontrivial rational constant, then d
has also a nontrivial rational constant.
Assume that ϕ = f
g
∈ k(X) \ k, where f,g ∈ k[X] \ {0}, is a rational constant of d . Consider
a lexicographical order of the set of all monomials from k[X], and denote by Ldeg the degree
function with respect to this order. Since the rational function ϕ−1 also belongs to k(X)d \ k, we
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g
is also a rational constant of d belonging to k(X) \ k, we may assume that Ldeg(f ) > Ldeg(g).
We use the same notations as before. Let u ∈ G(α). Then σudσ−1u = d , so σ−1u (ϕ) is also a
rational constant of d . Consider the rational function
H =
∏
u∈G(α)
σ−1u (ϕ).
It is a well-defined element from k(X), because we know, by Lemma 4.1, that the group G(α) is
finite. Note that H is G(α)-invariant and it is a constant of d . Put H = a
b
, where a, b ∈ k[X].
Every diagonal automorphism does not change the degree Ldeg of any polynomial. Hence, the
assumption Ldeg(f ) > Ldeg(g) implies that Ldeg(a) > Ldeg(b) which means, in particular, that
H /∈ k. So H is a G(α)-invariant nontrivial rational constant of d . It follows from Proposition 4.7
that H ∈ k(y1, . . . , yn) \ k, where y1 = Xα1, . . . , yn = Xαn . So, there exists ψ = ψ(T1, . . . , Tn)
belonging to a field k(T1, . . . , Tn), of rational functions over k in n variables, such that H =
ψ(y1, . . . , yn) and ψ /∈ k.
Put k(Y ) = k(y1, . . . , yn). Recall that (by Lemma 2.6) the elements y1, . . . , yn are alge-
braically independent over k. Recall also (see Section 2) that d(k(Y )) ⊆ k(Y ) and that the
derivation δ¯ coincides with the restriction of the derivation d to the field k(Y ). So ψ(x1, . . . , xn)
is a nontrivial rational constant of δ. 
Note that the factorisable derivation associated with a monomial derivation has rational coef-
ficients. Hence, by Theorems 4.8 and 3.6, we obtain the following corollary.
Corollary 4.9. Let d : k(X) → k(X) be a monomial derivation such that ωd = 0, and let
δ : k[X] → k[X] be the factorisable derivation associated with d . Then the following conditions
are equivalent:
(1) k(X)d = k.
(2) k(X)δ = k.
(3) The derivation δ has a strict Darboux polynomial.
5. Monomial derivations in two variables
In this section we study the field of constants of a derivation d : k(x, y) → k(x, y) such that
d(x) = xp1yp2 and d(y) = xq1yq2 , where p1,p2, q1, q2 ∈ Z. If d is a derivation of such form
and d1 = x−p1y−q2d , then k(x, y)d = k(x, y)d1 . So, we may assume that p1 = q2 = 0. Hence,
consider a derivation d : k(x, y) → k(x, y) such that
d(x) = yp, d(y) = xq,
where p,q ∈ Z. If p = −1 and q = −1, then the rational function
ϕ = (q + 1)yp+1 − (p + 1)xq+1
does not belong to k and d(ϕ) = 0. Hence, if p = −1 and q = −1, then k(x, y)d = k. The same
is true when p = q = −1. In this case x ∈ k(x, y)d \ k. We will show that in the remaining casesy
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two propositions.
Proposition 5.1. Let δ : k[x, y] → k[x, y] be a derivation such that
δ(x) = 1, δ(y) = xny,
where n ∈ N. Then k(x, y)δ = k and every Darboux polynomial of δ is of the form ays , where
s ∈ N and a ∈ k∗.
Proof. (1) First we prove that k[x, y]δ = k. Let 0 = F ∈ k[x, y], δ(F ) = 0. Put F = asys +
· · · + a1y + a0, where s  0, a0, . . . , as ∈ k[x] and as = 0. Comparing in the equality δ(F ) = 0
the coefficients with respect to ys , we obtain the equality a′s = −sxnas (where a′s means the
derivative of as ) which implies that s = 0 and as = a0 ∈ k. So, F = a0 ∈ k, that is, k[x, y]δ = k.
(2) Let 0 = F ∈ k[x, y] be a Darboux polynomial of δ such that y  F . We will show
that F ∈ k. Let δ(F ) = ΛF , Λ ∈ k[x, y], and put F = asys + · · · + a1y + a0, where s  0,
a0, . . . , as ∈ k[x] and as = 0. Since y  F , we have a0 = 0. Assume that F /∈ k. Then, by (1),
Λ = 0. Moreover, degy Λ + degy F = degy(ΛF) = degy δ(F )  degy F , so 0 = Λ ∈ k[x].
Comparing in the equality δ(F ) = ΛF the constant terms, we have a′0 = Λa0, but this is a
contradiction.
(3) Let 0 = F ∈ k[x, y] be an arbitrary Darboux polynomial of δ. Let F = F1ys , where s  0,
F1 ∈ k[x, y], y  F1. Then F1 is (by Proposition 2.4) also a Darboux polynomial of δ and so,
by (2), this polynomial belongs to k∗. Hence, F = ays for some a ∈ k∗, s  0, and this implies,
by Proposition 2.5, that k(x, y)δ = k. 
Proposition 5.2. Let δ1 : k[x, y] → k[x, y] be a derivation such that
δ1(x) = xn, δ1(y) = y,
where n 2. Then k(x, y)δ1 = k and every Darboux polynomial of δ1 is of the form axiyj , where
a ∈ k∗, i, j ∈ N.
Proof. Let δ : k[x, y] → k[x, y] be the derivation ∂
∂x
+ xn−2y ∂
∂y
, and let σ : k(x, y) → k(x, y)
be the k-automorphism x 
→ 1
x
, y 
→ 1
y
. Observe that δ¯1 = −xn−2σ δ¯σ−1. Since k(x, y)δ = k (by
Proposition 5.1), we have: k(x, y)δ1 = k(x, y)δ¯1 = k(x, y)δ¯ = k(x, y)δ = k.
Repeating the same arguments as in the parts (2) and (3) of the proof of Proposition 5.1, we
easily deduce that every Darboux polynomial of δ1 is of a form axiyj . 
As a consequence of the above facts we obtain
Proposition 5.3. Let d : k(x, y) → k(x, y) be a derivation such that
d(x) = yp, d(y) = xq,
where p,q ∈ Z. Then k(x, y)d = k if and only if the numbers p, q satisfy one of the following
two conditions:
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(ii) p = −1, q = −1.
If we multiply the above derivation d by a rational monomial, then we have the following,
more general, proposition.
Proposition 5.4. Let d : k(x, y) → k(x, y) be a derivation such that
d(x) = xp1yp2, d(y) = xq1yq2,
where p1,p2, q1, q2 ∈ Z. Then k(x, y)d = k if and only if the numbers p1,p2, q1, q2, satisfy one
of the following two conditions:
(i) p1 = 1 + q1, p2 + 1 = q2;
(ii) p1 = 1 + q1, p2 + 1 = q2.
Note also the same proposition for normal monomial derivations in two variables.
Proposition 5.5. Let d : k(x, y) → k(x, y) be a derivation such that
d(x) = xyp, d(y) = xqy,
where p,q ∈ Z. Then k(x, y)d = k if and only if the numbers p,q , satisfy one of the following
two conditions:
(i) p = 0, q = 0;
(ii) p = 0, q = 0.
6. Monomial derivations in three variables
We know from Section 2 that the problem of a description of all monomial derivations with
nontrivial field of constants reduces to the same problem for normal monomial derivations. In
this section we start to study this problem for three variables. Let d : k(x, y, z) → k(x, y, z) be a
normal monomial derivation such that
d(x) = xyp2zp3 , d(y) = xq1yzq3 , d(z) = xr1yr2z, (∗∗)
where p2,p3, q1, q3, r1, r2 ∈ Z. Then
ωd =
∣∣∣∣∣∣
0 p2 p3
q1 0 q3
r r 0
∣∣∣∣∣∣= p2q3r1 + p3q1r2.1 2
A. Nowicki, J. Zielin´ski / Journal of Algebra 302 (2006) 387–418 399In Section 7 we study the case ωd = 0, and Section 8 is devoted to the opposite case ωd = 0. Note
a condition (W1), which do not depend on ωd . We will say that the above derivation d satisfies
(W1) if the numbers p2,p3, q1, q3, r1, r2 satisfy one of the following three conditions:⎧⎨
⎩
p3 = q3 and either p2 = q1 = 0 or both p2 and q1 are nonzero;
q1 = r1 and either q3 = r2 = 0 or both q3 and r2 are nonzero;
r2 = p2 and either r1 = p3 = 0 or both r1 and p3 are nonzero.
(W1)
Proposition 6.1. Let d : k(x, y, z) → k(x, y, z) be a monomial derivation of the form (∗∗). If d
satisfies (W1), then k(x, y, z)d = k.
Proof. Assume that p3 = q3. If p2 = q1 = 0, then xy is a nontrivial rational constant of d . If
p2 = 0 and q1 = 0, then p2xq1 − q1yp2 is a nontrivial rational constant of d . Similar constants
we have in the case when q1 = r1 or r2 = p2. 
Let σ : k(x, y, z) → k(x, y, z) be a k-automorphism induced by a permutation of the set
{x, y, z}, and let dσ := σdσ−1, where d is a derivation of the form (∗∗). Then dσ : k(x, y, z) →
k(x, y, z) is a new derivation of the form (∗∗). Starting with a fixed sequence (p2,p3, q1, q3,
r1, r2) of integers we have derivations dσ of the form (∗∗) such that [dσ (x), dσ (y), dσ (z)] is one
of the following triples
[
xyp2zp3 , xq1yzq3 , xr1yr2z
]
,
[
xyp3zp2 , xr1yzr2 , xq1yq3z
]
,
[
xyq1zq3 , xp2yzp3 , xr2yr1z
]
,[
xyr1zr2 , xp3yzp2 , xq3yq1z
]
,
[
xyq3zq1 , xr2yzr1 , xp2yp3z
]
,
[
xyr2zr1 , xq3yzq1 , xp3yp2z
]
.
They correspond to the permutations (x, y, z), (x, z, y), (y, x, z), (y, z, x), (z, x, y) and
(z, y, x), respectively. Note that if dσ is one of the above derivations, then k(x, y, z)d = k ⇔
k(x, y, z)dσ = k, and moreover, ωd = ωdσ .
7. Derivations of k(x,y, z) with zero determinants
In this section we consider a normal monomial derivation d : k(x, y, z) → k(x, y, z) of the
form (∗∗) satisfying the condition ωd = 0, that is, p2q3r1 + p3q1r2 = 0. The first proposition
describes the case in which all the numbers p2,p3, q1, q3, r1 and r2 are nonzero.
Proposition 7.1. Let d : k(x, y, z) → k(x, y, z) be a derivation such that
d(x) = xyp2zp3 , d(y) = xq1yzq3 , d(z) = xr1yr2z,
where p2,p3, q1, q3, r1, r2 ∈ Z. Assume that p2q3r1 + p3q1r2 = 0, p2q3r1 = 0 and p3q1r2 = 0.
Then k(x, y, z)d = k.
Proof. Consider the following system of linear equations
⎧⎨
⎩
p2a + q1b = 0,
p3a + r1c = 0,
q b + r c = 0,3 2
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−(p2q3r1 + p3q1r2) so, this determinant is equal to zero. This means that the above system has
a nonzero solution (a, b, c) ∈ Q3. Let
ϕ = ayp2zp3 + bxq1zq3 + cxr1yr2 .
Then ϕ ∈ k(x, y, z) \ k and it is easy to check that d(ϕ) = 0. Hence, k(x, y, z)d = k. 
Now we assume that among p2,p3, q1, q3, r1, r2 there exists the zero number. First consider
the following two easy cases (Z1) and (Z2).
At least two of the monomials
d(x)
x
,
d(y)
y
,
d(z)
z
are equal to 1. (Z1)
We will say that the derivation d satisfies (Z2) if the numbers p2,p3, q1, q3, r1, r2 satisfy one of
the following three conditions:
⎧⎨
⎩
p2 = q1 = 0 and p3, q3, r1, r2 are nonzero;
q3 = r2 = 0 and p2,p3, q1, r1 are nonzero;
r1 = p3 = 0 and p2, q1, q3, r2 are nonzero.
(Z2)
Proposition 7.2. Let d : k(x, y, z) → k(x, y, z) be a monomial derivation of the form (∗∗). If d
satisfies either (Z1) or (Z2), then k(x, y, z)d = k.
Proof. If d satisfies (Z1), then one of the rational functions xy ,
y
z
,
z
x
is a nontrivial constant of d .
Assume that p2 = q1 = 0 and p3q3r1r2 = 0. Then it is easy to check that
q3r1z
p3 + p3r2zq3 − p3q3xr1yr2
is a nontrivial rational constant of d . In the remaining cases of (Z2) we have similar rational
constants. 
Assume that among p2,p3, q1, q3, r1, r2 there exists the zero number. If, for instance, p2 = 0,
then p2q3r1 = 0 and, since p2q3r1 + p3q1r2 = 0, we have also p3q1r2 = 0. So, if p2 = 0, then
one of the numbers p3, q1, r2 is also equal to zero. Therefore, we have the following 9 cases:
(p2,p3), (p2, q1), (p2, r2),
(q3,p3), (q3, q1), (q3, r2),
(r1,p3), (r1, q1), (r1, r2),
where each case (u, v) means the case u = 0, v = 0. The most difficult is the case (p2,p3). The
following lemma says that this case is the most important.
Lemma 7.3. If we know a solution of the investigated problem in the case (p2,p3), then we know
a solution of this problem in every of the above cases.
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tion d : k(x, y, z) → k(x, y, z), of the form
d(x) = x, d(y) = xq1yzq3 , d(z) = xr1yr2z
(with q1, q3, r1, r2 ∈ Z), has a nontrivial rational constant. Using a permutation of variables also
we know the same in the cases (q3, q1) and (r1, r2).
Consider the case (q3,p3). In this case we have
d(x) = xyp2, d(y) = xq1y, d(z) = xr1yr2z.
If p2 = 0, then we have the case (p2,p3), which is known. Analogously, if q1 = 0, then we have
the known case (q3, q1). So, let p2 = 0 and q1 = 0. Then p2xq1 − q1yp2 is a nontrivial rational
constant of d . Hence, we may assume that the case (q3,p3) is also known. This implies, by
permutations of variables, that the cases (r1, q1) and (p2, r2) are also known.
In the case (p2, q1) we have
d(x) = xzp3 , d(y) = yzq3 , d(z) = xr1yr2z.
If p3 = 0 or q3 = 0, then we have the previous known cases. If r1 = 0, then we have the known
case (r1, q1). If r2 = 0, then we have the known case (p2, r2). So, in the case (p2, q1) we may
assume that all the numbers p3, q3, r1, r2 are nonzero. Then d satisfies (Z2) and (by Proposi-
tion 7.2) k(x, y, z)d = k. Hence, the case (p2, q1) is known and, by permutations of variables,
the remaining cases (q3, r2) and (r1,p3) are also known. 
Now we start to study the case (p2,p3). We divide this case into two separable parts:
(1) q3 = 0, and (2) q3 = 0.
Proposition 7.4. Let d : k(x, y, z) → k(x, y, z) be a derivation such that
d(x) = x, d(y) = xay, d(z) = xbycz,
where a, b, c ∈ Z. Then k(x, y, z)d = k if and only if the numbers a, b, c satisfy one of the fol-
lowing three conditions:
(1) a = 0;
(2) b = c = 0;
(3) a = b and c = 0.
Proof. The elements x
y
,
x
z
,
y
z
are nontrivial rational constants of d in the cases (1), (2) and (3),
respectively.
Let n and m be nonnegative integers such that a + m 0, a + m 0 and r + n 0. Let d1
be the restriction to k[x, y, z] of the derivation xmynd . Then d1 is a derivation of k[x, y, z] such
that
d1(x) = xm+1yn, d1(y) = xm+ayn+1, d1(z) = xm+byn+cz,
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(3) is satisfied, then k(x, y, z)d1 = k. For this aim consider the derivation δ : k[x, y] → k[x, y]
defined by δ(x) = d1(x) = xm+1yn and δ(y) = d1(y) = xm+ayn+1.
(i) It follows from Propositions 5.4, 5.1 and 5.2, that if a = 0, then k(x, y)δ = k and every
Darboux polynomial of δ is of the form αxiyj , where α ∈ k∗ and i, j ∈ N. Hence, if a = 0, then
every cofactor with respect to δ is of the form ixmyn + jxm+ayn, where i, j ∈ N.
(ii) We show that if a = 0, then k[x, y, z]d1 = k. Let F = uszs + · · · + u1z + u0 (where
u0, . . . , us ∈ k[x, y], s  0 and us = 0) be a nonzero polynomial from k[x, y, z] such that
d1(F ) = 0.
Suppose that s > 0. Comparing in the equality d1(F ) = 0 the coefficients with respect to zs ,
we obtain the equality δ(us) = (−sxm+byn+c)us . So, us is a Darboux polynomial of δ and so,
by (i), we have an equality of the form −sxm+byn+c = ixmyn + jxm+ayn for some i, j ∈ N.
But −s < 0, so we have a contradiction. Therefore, s = 0, that is F = u0 ∈ k[x, y]. Moreover,
δ(u0) = d1(u0) = d1(F ) = 0 so, by (i), F = u0 ∈ k. Hence, k[x, y, z]d1 = k.
Now assume that none of the conditions (1)–(3) is satisfied, and let F ∈ k[x, y, z] \ k be a
Darboux polynomial of d1 with the cofactor Λ ∈ k[x, y, z]. We already know, by (ii), that Λ = 0.
Comparing in the equality d1(F ) = ΛF the degrees with respect to z, we deduce that Λ ∈ k[x, y].
(iii) Assume that z  F . We will prove that then F = αxiyj for some α ∈ k∗ and some i, j ∈ N.
Let, as before, F = uszs + · · · + u1z + u0, u0, . . . , us ∈ k[x, y], s  0 and us = 0. Since z  F ,
we have u0 = 0. Putting z = 0, in the equality d1(F ) = ΛF , we get δ(u0) = Λu0. This and (i)
imply that Λ = ixmyn + jxm+ayn for some i, j ∈ N.
Suppose that s > 0. Then, comparing in the equality d1(F ) = ΛF the coefficients with respect
to zs , we obtain the equality δ(us) = (Λ− sxm+byn+c)us . Now, again by (i), Λ− sxm+byn+c =
i′xmyn + j ′xm+ayn for some i′, j ′ ∈ N. Hence,
(i − i′)xmyn + (j − j ′)xm+ayn = sxm+byn+c.
Using all the assumptions we see that if s > 0, then the above equality is impossible. So, s = 0,
that is, F = u0 ∈ k[x, y] \ k. Since δ(u0) = Λu0, we have δ(F ) = ΛF and, by (i), F is of the
form αxiyj for some α ∈ k∗, i, j ∈ N.
(iv) Let F = zlF1, l  0, F1 ∈ k[x, y, z], z  F1. Then F1 is, by Proposition 2.4, also a Darboux
polynomial of d1 and hence, by (iii), F1 = αxiyj for some α ∈ k∗, i, j ∈ N. Hence, F = F1zl =
αxiyj zl . Thus we proved, that every Darboux polynomial F of d1 is of the form αxiyj zl with
α ∈ k∗, i, j, l ∈ N. Consequently, every cofactor with respect to d1 is of the form
ixmyn + jxm+ayn + lxm+byn+c, i, j, l ∈ N.
Now, using all the assumptions, we deduce that if two Darboux polynomials F,G of d1 have the
same cofactor, then F = αG for some α ∈ k∗. This implies, by Proposition 2.5, that k(x, y, z)d =
k(x, y, z)d1 = k. This completes the proof. 
Putting in the above proposition a = q1, b = r1 and c = r2, we have a solution of the con-
sidered problem in the case (p2,p3) with q3 = 0. Now we concentrate in the case (p2,p3) with
q3 = 0. Using the permutation (x, y, z) 
→ (x, z, y), we obtain the same case (p2,p3) with r2
instead of q3. So we may assume that r2 is also nonzero.
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d(x) = x, d(y) = xq1yzq3 , d(z) = xr1yr2z,
where q1, q3, r1, r2 ∈ Z, q3 = 0 and r2 = 0. Then k(x, y, z)d = k if and only if q1 = r1.
A proof of the above theorem will be given in Section 11. Note that if q1 = r1, then q3yr2 −
r2zq3 is a nontrivial rational constant of d . We will prove, in Section 11, that if q1 = r1, then
k(x, y, z)d = k.
Using all the above facts and the proof of Lemma 7.3, it is easy to deduce the following final
solution of the considered problem in the case when the determinant ωd is equal to zero.
Theorem 7.6. Let d : k(x, y, z) → k(x, y, z) be a monomial derivation such that
d(x) = xyp2zp3 , d(y) = xq1yzq3 , d(z) = xr1yr2z,
where p2,p3, q1, q3, r1, r2 ∈ Z. Assume that ωd = 0. Then d has a nontrivial rational constant
if and only if one of the following four conditions holds:
(1) all the numbers p2,p3, q1, q3, r1, r2 are nonzero;
(2) d satisfies (W1);
(3) d satisfies (Z1);
(4) d satisfies (Z2).
8. Derivations of k(x,y, z) with nonzero determinants
In this section we consider a normal monomial derivation d : k(x, y, z) → k(x, y, z) of the
form (∗∗) satisfying the condition ωd = 0, that is, p2q3r1 +p3q1r2 = 0. In this case, as we know
from Section 2, we have the factorisable derivation δ : k[x, y, z] → k[x, y, z] associated with d .
The derivation δ is of the form:
δ(x) = x(p2y + p3z), δ(y) = y(q1x + q3z), δ(z) = z(r1x + r2y).
We are interested in a description of all derivations d of the above form which have nontrivial
rational constants, that is, which satisfy the condition k(x, y, z)d = k. Recall (see Corollary 4.9)
that k(x, y, z)d = k ⇔ k(x, y, z)δ = k ⇔ δ has a strict Darboux polynomial. Hence, we should
study Darboux polynomials of δ.
Since ωd = p2q3r1 + p3q1r2 = 0, we have either p3q1r2 = 0 or p2q3r1 = 0.
Assume first that p3q1r2 = 0. Let σ : k[x, y, z] → k[x, y, z] be the diagonal k-automorphism
defined by
σ(x) = q−11 x, σ (y) = r−12 y, σ (z) = p−13 z,
and let D : k[x, y, z] → k[x, y, z] be the derivation σδσ−1. Then we have:
D(x) = x(Cy + z), D(y) = y(Az + x), D(z) = z(Bx + y),
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p3
, B = r1
q1
and C = p2
r2
. Thus, D is the Lotka–Volterra derivation LV(A,B,C). It is
clear, by Theorem 3.6 and Corollary 4.9, that k(x, y, z)d = k ⇔ k(x, y, z)δ = k ⇔ k(x, y, z)D =
k ⇔ D has a strict Darboux polynomial. Hence, our problem of a description of all derivations
of the form (∗∗) with nontrivial rational constants, reduces to the problem of a characterization
of all Lotka–Volterra derivations with strict Darboux polynomials. But this reduced problem is
already solved. Moulin Ollagnier, in [13], described all Lotka–Volterra derivations with strict
Darboux polynomials.
Such situation is in the case when p3q1r2 = 0. Quite similar situation is in the second case
p2q3r1 = 0. In this case let us consider the k-automorphism τ : k[x, y, z] → k[x, y, z] defined by
τ(x) = r−11 y, τ (y) = p−12 x, τ (z) = q−13 z,
and let D1 = τδτ−1. Then D1 : k[x, y, z] → k[x, y, z] is a derivation such that
D1(x) = x(C1y + z), D1(y) = y(A1z + x), D1(z) = z(B1x + y),
where A1 = p3q3 , B1 = r2p2 and C1 =
q1
r1
. Hence, D1 is the Lotka–Volterra derivation LV(A1,B1,
C1). Thus, also in this case, the investigated problem reduces to the solved problem of a charac-
terization of all Lotka–Volterra derivations with strict Darboux polynomials.
Now we will transfer the mentioned result of Moulin Ollagnier in terms of the monomial
derivation d . First we consider a situation when among p2,p3, q1, q3, r1, r3 are zero numbers.
Look at the following three examples.
Example 8.1. Let d1 : k(x, y, z) → k(x, y, z) be a derivation such that
d1(x) = xyp, d1(y) = xqyzr , d1(z) = xqysz,
where p,q, r, s are nonzero integers. Then ωd1 = pqr = 0, the number p3 equals zero, and
szr − rys is a nontrivial rational constant of d1 so, k(x, y, z)d1 = k. This case we already know
from Section 6. The derivation d1 satisfies (W1).
Example 8.2. Let d2 : k(x, y, z) → k(x, y, z) be a derivation such that
d2(x) = xza, d2(y) = xbyz−a, d2(z) = x2bycz,
where a, b, c are nonzero integers. Then ωd2 = abc = 0, the number p2 equals zero, and
c2z−2a + a2x2by2c + 2acxbycz−a − 2abycza
is a nontrivial rational constant of d2 so, k(x, y, z)d2 = k.
Example 8.3. Let d3 : k(x, y, z) → k(x, y, z) be a derivation such that
d3(x) = xza, d3(y) = xbyza, d3(z) = xmbycz,
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check that
cza − ayc
m−1∑
i=0
i!
(
m − 1
i
)(
−b
c
)i
x(m−1−i)b
is a nontrivial rational constant of d3 so, k(x, y, z)d3 = k.
In the case when 0 ∈ {p2,p3, q1, q3, r1, r3} we have a Lotka–Volterra derivation LV(A,B,C)
such that ABC = 0 so, at least one of the numbers A,B,C is zero. Note the following proposition
from [13, Propositions 10, 11 and 47] and [14].
Proposition 8.4. [13,14]
(a) LV(0,0,0) has no strict Darboux polynomial.
(b) LV(A,0,0), where A = 0, has no strict Darboux polynomial.
(c) LV(A,B,0), where A = 0 and B = 0, has no strict Darboux polynomial except in the fol-
lowing three cases: [A,B] = [A,1] with A = 0, [A,B] = [−1,2] and [A,B] = [1,m] with
m ∈ N \ {0}.
Consider the case [A = −1,B = 2,C = 0]. Assume that p3q1r2 = 0. Then A = q3p3 , B =
r1
q1
and C = p2
r2
so, q3 = −p3, r1 = 2q1, p2 = 0 and r2 = 0. Put a = p3, b = q1 and c = r2.
Then a, b, c are nonzero integers and the derivation d coincides with the derivation d2 from
Example 8.2. We know from the proof of the above proposition [13, p. 351] that, in this case, F =
(y + z)2 − 2xz is a strict Darboux polynomial of the derivation D with the cofactor 2x. Observe
that x2y2 is also a Darboux polynomial of D with the same cofactor 2x. Hence ϕ := Fx−2y−2
is a nontrivial rational constant of D and hence, ψ(x, y, z) := σ−1(ϕ) is a nontrivial rational
constant of the factorisable derivation δ. Consequently (see Proposition 2.7), ψ(d(x)
x
,
d(y)
y
,
d(z)
z
)
is a nontrivial rational constant of d . Note that this constant is exactly the same as the constant
from Example 8.2.
If the derivation d corresponds (up to permutations) to the case [A = −1,B = 2,C = 0], then
we say that d satisfies (N1). More precisely, we say that d satisfies (N1) if [d(x), d(y), d(z)] is
one of the following triples
{
[xza, xbyz−a, x2bycz], [xya, x2byzc, xby−az], [xybz−a, yza, xcy2bz],
[xy2bzc, xay, x−aybz], [xy−azb, xcyz2b, yaz], [xycz2b, x−ayzb, xaz], (N1)
where a, b, c are nonzero integers. It follows from Example 8.2 that if d satisfies (N1), then
k(x, y, z)d = k.
Consider now the case [A = 1,B = m,C = 0], where 0 = m ∈ N. Assume that p3q1r2 = 0.
Then A = q3
p3
, B = r1
q1
and C = p2
r2
so, q3 = p3, r1 = mq1, p2 = 0 and r2 = 0. Put a = p3, b = q1
and c = r2. Then a, b, c are nonzero integers and the derivation d coincides with the derivation d3
from Example 8.3. We know from the proof of the above proposition (see [14]) that, in this case,
the Lotka–Volterra derivation D = LV(1,m,0) has a strict Darboux polynomial F of degree m
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m − 1 satisfying the equation
x
∂G
∂y
= ym−1 −G.
By an easy calculation we obtain that mx + (m − 1)z is the cofactor of F , and
F = ym − zym−1
m−1∑
i=0
i!
(
m − 1
i
)(
−x
y
)i
.
The monomial x−1ym is also a Darboux polynomial of D with the same cofactor mx+ (m−1)z.
Hence ϕ := xy−mF is a nontrivial rational constant of D and hence, ψ(x, y, z) := σ−1(ϕ)
is a nontrivial rational constant of the factorisable derivation δ (in this case σ−1(x) = bx,
σ−1(y) = cy and σ−1(z) = az). Consequently (see Proposition 2.7), ψ(d(x)
x
,
d(y)
y
,
d(z)
z
) is a non-
trivial rational constant of d . Note that this constant is (up to a nonzero factor from k) exactly the
same as the constant from Example 8.3.
If the derivation d corresponds (up to permutations) to the case [A = 1,B = m,C = 0], then
we say that d satisfies (N2). More precisely, we say that d satisfies (N2) if [d(x), d(y), d(z)] is
one of the following triples
{
[xza, xbyza, xmbycz], [xya, xmbyzc, xbyaz], [xybza, yza, xcymbz],
[xymbzc, xay, xaybz], [xyazb, xcyzmb, yaz], [xyczmb, xayzb, xaz], (N2)
where a, b, c,m are nonzero integers and m  1. It follows from Example 8.3 that if d satis-
fies (N2), then k(x, y, z)d = k.
Using a similar process we see that starting from the case [A = 0,B = 1,C = 0] we obtain a
nontrivial rational constant of the derivation d1 from Example 8.1. This constant is the same as
the constant given in this example.
As an immediate consequence of the above facts (mainly of Proposition 8.4) we obtain the
following theorem.
Theorem 8.5. Let d : k(x, y, z) → k(x, y, z) be a monomial derivation such that
d(x) = xyp2zp3 , d(y) = xq1yzq3 , d(z) = xr1yr2z,
where p2,p3, q1, q3, r1, r2 ∈ Z. Assume that ωd = 0 and 0 ∈ {p2,p3, q1, q3, r1, r2}. Then d has a
nontrivial rational constant if and only if d satisfies one of the following three conditions: (W1),
(N1), (N2).
Now we assume that d is a derivation of the form (∗∗) with ωd = 0 and all the numbers
p2,p3, q1, q3, r1, r2 are nonzero. In this case we have three nonzero fractions
A = q3 , B = r1 , C = p2 ,
p3 q1 r2
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q1
r1
. Observe, that A1 = A−1,
B1 = C−1 and C1 = B−1.
Let D = LV(A,B,C). If σ : k(x, y, z) → k(x, y, z) is the k-automorphism induced by
the even permutation (x, y, z) 
→ (y, z, x), then σDσ−1 is the Lotka–Volterra derivation
LV(C,A,B). The same process for the even permutation (x, y, z) 
→ (z, x, y) gives the deriva-
tion LV(B,C,A). Analogously, starting from the Lotka–Volterra derivation D1 =
LV(A1,B1,C1) and using even permutations, we obtain the derivations LV(C1,A1,B1) and
LV(B1,C1,A1). Hence, if all the numbers p2,p3, q1, q3, r1, r2 are nonzero, then we have
six Lotka–Volterra derivations LV(A,B,C), LV(C,A,B), LV(B,C,A), LV(C−1,B−1,A−1),
LV(A−1,C−1,B−1) and LV(B−1,A−1,C−1). If one of these derivations has a strict Darboux
polynomial then of course all the derivations have strict Darboux polynomials. This means, that
in the considered case, for a decision, if the monomial derivation d has a nontrivial rational
constant, we may use an arbitrary Lotka–Volterra derivation from the above list.
In the considered case the classification result of Moulin Ollagnier [13, Theorems 12 and 28]
has the following form.
Theorem 8.6. Let d : k(x, y, z) → k(x, y, z) be a monomial derivation such that
d(x) = xyp2zp3 , d(y) = xq1yzq3 , d(z) = xr1yr2z,
where p2,p3, q1, q3, r1, r2 ∈ Z. Assume that ωd = 0 and all the numbers p2,p3, q1, q3, r1, r2 are
nonzero. Put A := q3
p3
, B := r1
q1
and C := p2
r2
. Then d has a nontrivial rational constant if and only
if at least one of the triples (A,B,C), (C,A,B), (B,C,A), (C−1,B−1,A−1), (A−1,C−1,B−1),
and (B−1,A−1,C−1) can be found in the following list.
In the first three cases the triples have rational parameters.
(1) (1, u, v), where u,v are arbitrary nonzero rational numbers.
(2) (u,− 11+u ,−u+1u ), where u ∈ Q \ {−2,−1,− 12 ,0,1}.
(3) (2, u,− 11+u ), where u ∈ Q \ {−2,−1,0,1}.
In the next case the triple has a positive parameter belonging to N.
(4) (− 2m+12m−1 , 12 ,2), where m ∈ N \ {0}.
In the last case there are 16 triples without parameters.
(5) (− 73 ,3,− 47 ), (− 32 ,2,− 43 ), (2,4,− 16 ), (2,− 87 , 13 ), (6, 12 ,− 23 ), (−6, 12 , 12 ), (3, 15 ,− 56 ),
(2,− 137 , 13 ), (2,2,2), (2,3,− 32 ), (2,2,− 52 ), (− 43 ,3,− 54 ), (− 94 ,4,− 59 ), (− 32 ,2,− 73 ),
(− 52 ,2,− 85 ), (− 103 ,3,− 710 ).
For every triple from the list of the above theorem can be found in [13] either examples
of strict Darboux polynomials of the corresponding Lotka–Volterra derivation LV(A,B,C)
or the way for their constructions. The case (1) we already discussed (see Proposition 6.1).
In the case (2), when (A,B,C) = (u,− 11+u ,−u+1u ), the polynomial u2x2 + 2u(u + 1)xy +
2u2(u + 1)xz + (u + 1)2y2 − 2u(u + 1)2yz + u2(u + 1)2z2 is a constant of D. If (A,B,C) =
(2, u,− 1 ), as in (3), (x − Cy)2 − 2C2yz is a strict Darboux polynomial.1+u
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strict Darboux polynomial in a closed form. There exists an elementary proof (see [13, Propo-
sition 16]) that D has an irreducible strict Darboux polynomial of degree 2m and cofactor
(m − 1)y + 2mz.
All the strict Darboux polynomials, presented in [13], for the 16 sporadic triples of the
case (5), have degrees smaller or equal 6. Some of them have long integer coefficients and many
summands.
Starting from such strict Darboux polynomial, and using the same process as we described
in the case [A = −1,B = 2,C = 0] (see the sentences after Proposition 8.4), we are ready to
present, in every case, an example of a nontrivial rational constant of the considered monomial
derivation.
Look, for instance, at the case (A,B,C) = (2,2,2). In this case q3 = 2p3, r1 = 2q1, p2 = 2r2.
Put a := q1, b := r2, c := p3. The derivation d has the form
d(x) = xy2bzc, d(y) = xayz2c, d(z) = x2aybz,
where a, b, c are nonzero integers. The factorisable derivation δ associated with d is such that
δ(x) = x(2by + cz), δ(y) = y(2cz+ ax), δ(z) = z(2ax + by), and the Lotka–Volterra derivation
D is of the form D(x) = x(2y + z), D(y) = y(2z + x), D(z) = z(2x + y). We know, from the
paper [13, p. 327], that
F = x2z + y2x + z2y − 3xyz
is a strict Darboux polynomial of D. It is easy to check, that D(F) = 2(x + y + z)F . Hence,
2(x + y + z) is the cofactor of F . Then 6(x + y + z) is the cofactor for the Darboux polyno-
mial F 3. But 6(x + y + z) is also the cofactor of x2y2z2. This means (see the proof of Theo-
rem 3.6) that γ := F 3(xyz)−2 is a nontrivial rational constant of D. Hence, ψ(x, y, z) := σ−1(γ )
(where, in this case, σ(x) = a−1x, σ(y) = b−1y and σ(z) = c−1z) is a nontrivial rational
constant of δ. Consequently (see Proposition 2.7), ϕ := ψ(y2bzc, xaz2c, x2ayb) is a nontrivial
rational constant of d . By an easy calculation we obtain that (up to a nonzero rational number)
ϕ is of the form H 3, where H = c2bx3a + a2cy3b + b2az3c − 3abcxaybzc . Thus, H is also a
nontrivial rational constant of d . Therefore, we proved the following corollary.
Corollary 8.7. If d : k(x, y, z) → k(x, y, z) is a derivation of the form
d(x) = xy2bzc, d(y) = xayz2c, d(z) = x2aybz,
where a, b, c are nonzero integers, then k(x, y, z)d = k. Then c2bx3a + a2cy3b + b2az3c −
3abcxaybzc is a nontrivial rational constant of d .
9. Jouanolou derivations and their generalizations
By the Jouanolou derivation with integer parameters n  2 and s  1 we mean a homoge-
neous derivation d : k[X] → k[X] such that
d(x1) = xs2, d(x2) = xs3, . . . , d(xn−1) = xsn, d(xn) = xs1.
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constant (see, for example, [15] or [11]).
In 1979 Jouanolou, in [7], proved that the derivation J (3, s), for every s  2, has no nontrivial
Darboux polynomial. Today we know several different proofs of this fact [1,10,15,20]. There
exists a proof [11] that the same is true for s  2 and for every prime number n 3. There are
also separable such proofs for n = 4 and s  2 [12,21]. In 2003 ˙Zoła¸dek [21] proved the same
for all n 3 and s  2. Thus, we have:
Theorem 9.1. [21] If n  3 and s  2, then the derivation J (n, s) does not admit a nontrivial
Darboux polynomial.
This theorem implies that k(X)J(n,s) = k for n  3 and s  2. We know (see [11]) that
the condition k(X)J(n,s) = k and Theorem 9.1 are equivalent. Now we show that the equality
k(X)J(n,s) = k, with n = 3 and s  2, is an immediate consequence of Theorem 8.6. For n = 3
we have the following, more general, fact.
Proposition 9.2. Let D : k(x, y, z) → k(x, y, z) be a derivation such that
D(x) = ys, D(y) = zs, D(z) = xs,
where s ∈ Z. Then k(x, y, z)D = k if and only if s ∈ {−2,0,1}.
If s = −2,0,1, then z
y
+ x
z
+ y
x
, x − y, x3 + y3 + z3 − 3xyz are nontrivial rational constants
of D, respectively.
Proof. Let d = xyzD. Then k(x, y, z)D = k(x, y, z)d , d(x) = xys+1z, d(y) = xyzs+1, d(z) =
xs+1yz, and ωd = (s + 1)3 + 1.
If s = −2, then ωd = 0 and the derivation d satisfies the all conditions of Proposition 7.1. It
follows from the proof of this proposition that z
y
+ x
z
+ y
x
is a nonzero constant.
Let s = −1. Then d(x) = xz, d(y) = yx, d(z) = zx, and ωd = 1. It follows from Theorem 8.5
that in this case k(x, y, z)D = k(x, y, z)d = k.
Assume that s = −2 and s = −1. Then ωd = 0 and the derivation d satisfies the all assump-
tions of Theorem 8.6, and in this case A = B = C = s + 1. If s = 0 and s = 1, then neither
(s + 1, s + 1, s + 1) nor ( 1
s+1 ,
1
s+1 ,
1
s+1 ) is in the list of this theorem. So, if s /∈ {−2,0,1}, then
k(x, y, z)D = k(x, y, z)d = k.
If s = 0, then x − y is a constant of D. If s = 1, then x3 + y3 + z3 − 3xyz is a constant
of D. 
Note also the following proposition.
Proposition 9.3. The derivation d : k[x, y, z] → k[x, y, z] defined by
d(x) = yp, d(y) = zq, d(z) = xr ,
where p,q, r ∈ N, has no nontrivial rational constants if and only if pqr  2.
Proof. If p = 0, then xr+1 − (r + 1)z is a constant of d . Similarly for q = 0 or r = 0. Let then
p  1, q  1 and r  1. If p = q = r = 1, then x3 + y3 + z3 − 3xyz ∈ k[x, y, z]d .
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tion d1 satisfies all the assumptions of Theorem 8.6; with ωd1 = (p + 1)(q + 1)(r + 1) + 1 = 0,
and A = q + 1, B = r + 1, C = p+ 1. If pqr  2, then we see that none of the triples (A,B,C),
(C,A,B), (B,C,A), (C−1,B−1,A−1), (A−1,C−1,B−1) and (B−1,A−1,C−1) is in the list of
Theorem 8.6. Hence, k(x, y, z)d = k. 
By a similar way we may prove
Proposition 9.4. The derivation d : k[x, y, z] → k[x, y, z] defined by
d(x) = xyp, d(y) = yzq, d(z) = zxr ,
where p,q, r ∈ N \ {0}, has no nontrivial rational constants.
Let D : k(x, y, z) → k(x, y, z) be the derivation from Proposition 9.2 and let σ be the k-
automorphism of k(x, y, z) such that σ(x) = x−1, σ(y) = y−1 and σ(z) = z−1. Then the deriva-
tion −σDσ−1 is of the form [x2y−s , y2z−s , z2x−s]. Hence, as a consequence of Proposition 9.2
we obtain the following proposition.
Proposition 9.5. Let d : k(x, y, z) → k(x, y, z) be a derivation such that
d(x) = x2ys, d(y) = y2zs, d(z) = z2xs,
where s ∈ Z. Then k(x, y, z)d = k if and only if s ∈ {−1,0,2}.
If s = −1,0,2, then x−3 + y−3 + z−3 − 3x−1y−1z−1, x−1 − y−1, y
z
+ z
x
+ x
y
, are nontrivial
rational constants of d , respectively.
This proposition is a special case of the following more general proposition, which we may
easily prove using facts from the previous sections.
Proposition 9.6. Let d : k(x, y, z) → k(x, y, z) be a derivation such that
d(x) = xayb, d(y) = yazb, d(z) = zaxb,
where a, b ∈ Z. Then k(x, y, z)d = k if and only if the integers a, b satisfy one of the following
three conditions (in every case ϕ means a nontrivial rational constant of d).
(1) b = 0; ϕ = x1−a − y1−a when a = 1, and ϕ = x
y
when a = 1.
(2) a + b = 1; ϕ = x−3a + y−3a + z−3a − 3(xyz)−a .
(3) 2a = b + 2; ϕ = ( y
z
)a−1 + ( z
x
)a−1 + ( x
y
)a−1 when a = 1, and ϕ = x
y
when a = 1.
10. Homogeneous monomial derivations of k[x,y, z]
Let m 1 be a fixed integer. In this section we consider derivations of the form d : k[x, y, z] →
k[x, y, z], where d(x), d(y), d(z) are monic monomials of the same degree m. We denote such
a derivation by [d(x), d(y), d(z)], and we say that d is irreducible if gcd(d(x), d(y), d(z)) = 1.
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case there is only one (up to permutations of variables) interesting example, namely d = [z, x, y]
with the constant x3 + y3 + z3 − 3xyz.
For a given m, using Theorems 7.6, 8.5, 8.6 (and a computer), we may describe in a very easy
way, all derivations of the above forms without nontrivial rational constants. Now we present
such descriptions for m = 2,3 and 4.
Proposition 10.1. Let d : k[x, y, z] → k[x, y, z] be an irreducible derivation such that d(x),
d(y), d(z) are monic monomials of the same degree 2. Then k(x, y, z)d = k if and only if d can
be found in the following list of 40 derivations divided into 8 parts. The derivations in each part
are the same, up to permutations of variables.
(1) [yz, x2, xz], [xz, z2, xy], [z2, yz, xy], [xy, xz, y2], [yz, xy, x2], [y2, xz, yz];
(2) [z2, y2, xy], [y2, xz, z2], [x2, z2, xy], [x2, xz, y2], [yz, x2, z2], [yz, y2, x2];
(3) [y2, z2, xy], [z2, xz, y2], [z2, x2, xy], [yz, z2, x2], [y2, xz, x2], [yz, x2, y2];
(4) [z2, xy, yz], [xz, x2, yz], [xy, z2, xz], [y2, yz, xz], [xy, yz, x2], [xz, xy, y2];
(5) [z2, xy, y2], [y2, z2, xz], [xz, x2, y2], [z2, x2, yz], [xy, z2, x2], [y2, yz, x2];
(6) [yz, xy, z2], [yz, y2, xz], [xz, y2, xy], [x2, yz, xy], [x2, xz, yz], [xy, xz, z2];
(7) [y2, z2, x2], [z2, x2, y2];
(8) [xy, yz, xz], [xz, xy, yz].
Proposition 10.2. Let d : k[x, y, z] → k[x, y, z] be an irreducible derivation such that d(x),
d(y), d(z) are monic monomials of the same degree 3. Then k(x, y, z)d = k if and only if d can
be found in the following list of 188 derivations divided into 34 parts. The derivations in each
part are the same, up to permutations of variables.
(01) [yz2, x3, x2z], [y3, xz2, y2z], [xz2, z3, x2y], [z3, yz2, xy2], [y2z, x2y, x3], [xy2, x2z, y3];
(02) [z3, yz2, x2y], [y2z, x3, x2z], [xy2, xz2, y3], [yz2, x2y, x3], [y3, x2z, y2z], [xz2, z3, xy2];
(03) [x2y, xz2, y3], [yz2, xy2, x3], [y3, x2z, yz2], [x2z, z3, xy2], [z3, y2z, x2y], [y2z, x3, xz2];
(04) [x3, xyz, y3], [z3, y3, xyz], [y3, xyz, z3], [x3, z3, xyz], [xyz, x3, z3], [xyz, y3, x3];
(05) [x3, x2z, y3], [y3, xz2, z3], [z3, y3, xy2], [y2z, y3, x3], [x3, z3, x2y], [yz2, x3, z3];
(06) [x3, xz2, y3], [z3, y3, x2y], [y3, x2z, z3], [x3, z3, xy2], [yz2, y3, x3], [y2z, x3, z3];
(07) [z3, xz2, y3], [y3, x2z, x3], [yz2, z3, x3], [z3, x3, x2y], [y2z, x3, y3], [y3, z3, xy2];
(08) [y3, x2z, xy2], [y2z, xz2, y3], [yz2, x2z, x3], [yz2, z3, xy2], [y2z, x3, x2y], [z3, xz2, x2y];
(09) [y3, z3, xyz], [xyz, x3, y3], [y3, xyz, x3], [xyz, z3, x3], [z3, x3, xyz], [z3, xyz, y3];
(10) [z3, xyz, x2y], [y3, x2z, xyz], [xyz, z3, xy2], [y2z, x3, xyz], [xyz, xz2, y3], [yz2, xyz, x3];
(11) [z3, xy2, yz2], [y3, y2z, xz2], [x2y, z3, xz2], [x2z, x3, yz2], [x2z, xy2, y3], [x2y, y2z, x3];
(12) [xy2, y2z, x3], [z3, xy2, y2z], [y3, yz2, xz2], [x2y, z3, x2z], [xz2, x3, yz2], [x2z, x2y, y3];
(13) [z3, xy2, y3], [x2y, z3, x3], [y3, z3, xz2], [x2z, x3, y3], [z3, x3, yz2], [y3, y2z, x3];
(14) [z3, xy2, x2y], [x2y, z3, xy2], [y3, x2z, xz2], [x2z, xz2, y3], [y2z, x3, yz2], [yz2, y2z, x3];
(15) [y2z, z3, x3], [y3, z3, x2y], [z3, x3, xy2], [y3, xz2, x3], [yz2, x3, y3], [z3, x2z, y3];
(16) [yz2, x3, xy2], [y2z, z3, x2y], [y3, xz2, x2y], [y2z, xz2, x3], [yz2, x2z, y3], [z3, x2z, xy2];
(17) [x2y, yz2, x3], [xz2, xy2, y3], [x2z, x3, y2z], [z3, x2y, yz2], [y3, y2z, x2z], [xy2, z3, xz2];
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(19) [xz2, x3, y3], [z3, x3, y2z], [xy2, z3, x3], [y3, z3, x2z], [y3, yz2, x3], [z3, x2y, y3];
(20) [z3, x2y, xyz], [xz2, xyz, y3], [xyz, x3, y2z], [xy2, z3, xyz], [y3, xyz, x2z], [xyz, yz2, x3];
(21) [y2z, yz2, x3], [xy2, z3, x2y], [z3, x2y, xy2], [y3, xz2, x2z], [yz2, x3, y2z], [xz2, x2z, y3];
(22) [z3, x3, y3], [y3, z3, x3];
(23) [yz2, y3, x2z], [x3, yz2, xy2], [xz2, y3, x2y], [y2z, x2y, z3], [x3, xz2, y2z], [xy2, x2z, z3];
(24) [y2z, y3, xz2], [x2y, xz2, z3], [x3, x2z, yz2], [x2z, y3, xy2], [x3, y2z, x2y], [yz2, xy2, z3];
(25) [xy2, x2z, yz2], [x2z, yz2, xy2], [xz2, y2z, x2y], [yz2, xy2, x2z], [y2z, x2y, xz2],
[x2y, xz2, y2z];
(26) [yz2, x2z, xy2], [y2z, xz2, x2y];
(27) [xy2, xz2, z3], [y2z, y3, x2z], [xz2, y3, xy2], [x3, x2z, y2z], [x3, yz2, x2y], [yz2, x2y, z3];
(28) [yz2, x2y, xz2], [xz2, y2z, xy2], [x2y, x2z, y2z], [xy2, xz2, yz2], [y2z, xy2, x2z],
[x2z, yz2, x2y];
(29) [x3, yz2, xyz], [xyz, x2y, z3], [xy2, xyz, z3], [xz2, y3, xyz], [xyz, y3, x2z], [x3, xyz, y2z];
(30) [x2y, y2z, x2z], [xy2, y2z, xz2], [x2y, yz2, xz2], [x2z, x2y, yz2], [x2z, xy2, y2z],
[xz2, xy2, yz2];
(31) [xy2, yz2, xz2], [x2y, yz2, x2z], [xz2, x2y, yz2], [x2z, x2y, y2z], [xy2, y2z, x2z],
[xz2, xy2, y2z];
(32) [xy2, yz2, x2z], [xz2, x2y, y2z];
(33) [x2y, xyz, z3], [x3, y2z, xyz], [x2z, y3, xyz], [xyz, xy2, z3], [x3, xyz, yz2], [xyz, y3, xz2];
(34) [x2z, xy2, yz2], [x2y, y2z, xz2].
A similar list for m = 4 has 538 derivations divided into 91 parts. We present only represen-
tations of every part.
Proposition 10.3. Let d : k[x, y, z] → k[x, y, z] be an irreducible derivation such that d(x), d(y),
d(z) are monic monomials of the same degree 4. Then k(x, y, z)d = k if and only if, up to per-
mutations of variables, d can be found in the following list:
[
xz3, xy3, y2z2
]
,
[
xz3, y4, xy2z
]
,
[
xz3, y4, x2yz
]
,
[
yz3, x2y2, z4
]
,
[
xz3, x2y2, yz3
]
,[
z4, x3y, xyz2
]
,
[
z4, xy3, x2yz
]
,
[
z4, x3y, y2z2
]
,
[
z4, xyz2, y4
]
,
[
z4, xy3, x2y2
]
,[
yz3, xy3, x3z
]
,
[
z4, yz3, xy3
]
,
[
z4, x3y, yz3
]
,
[
yz3, x2y2, xz3
]
,
[
xyz2, x2y2, z4
]
,[
z4, x3y, xy2z
]
,
[
z4, xy3, y2z2
]
,
[
z4, yz3, x2y2
]
,
[
xz3, x3y, y3z
]
,
[
y2z2, y4, x3z
]
,[
xz3, y4, xyz2
]
,
[
x2yz, y4, xz3
]
,
[
z4, yz3, x3y
]
,
[
yz3, x2y2, x3z
]
,
[
x2z2, y4, xyz2
]
,[
y2z2, xy3, x2z2
]
,
[
xyz2, xy3, z4
]
,
[
z4, x2yz, y4
]
,
[
z4, x3y, y3z
]
,
[
z4, y2z2, x3y
]
,[
y2z2, xy3, x3z
]
,
[
z4, x2yz, xy3
]
,
[
z4, xy3, y3z
]
,
[
yz3, x3y, z4
]
,
[
z4, x2z2, y4
]
,
[
z4, x2yz, x3y
]
,[
z4, x3y, xy3
]
,
[
z4, x3y, y4
]
,
[
z4, y3z, x2y2
]
,
[
yz3, xy3, z4
]
,
[
xyz2, y4, xz3
]
,
[
xyz2, y4, x2z2
]
,[
yz3, x3y, xz3
]
,
[
z4, x2y2, yz3
]
,
[
y2z2, y4, xz3
]
,
[
z4, x3y, x2yz
]
,
[
z4, x2y2, y3z
]
,[
yz3, x3y, x2z2
]
,
[
z4, x3y, x2y2
]
,
[
z4, xy2z, x3y
]
,
[
z4, y4, xy3
]
,
[
x2z2, xy3, yz3
]
,
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z4, x2y2, xyz2
]
,
[
z4, y4, xy2z
]
,
[
z4, y4, x2yz
]
,
[
z4, x2y2, xy2z
]
,
[
xz3, xy3, yz3
]
,[
x2z2, xy3, y2z2
]
,
[
y2z2, x2y2, x3z
]
,
[
yz3, y4, x3z
]
,
[
xz3, x2y2, y2z2
]
,
[
xz3, x2y2, y3z
]
,[
xz3, xy3, y3z
]
,
[
z4, x2y2, x3y
]
,
[
z4, xyz2, x3y
]
,
[
z4, xyz2, x2y2
]
,
[
z4, x2y2, y4
]
,[
z4, x2y2, xy3
]
,
[
z4, y4, x2y2
]
,
[
z4, y4, x3y
]
,
[
z4, y3z, xy3
]
,
[
z4, xy3, x3y
]
,
[
z4, y2z2, xy3
]
,[
z4, xz3, y4
]
,
[
z4, x3z, y4
]
,
[
z4, x2z2, xy3
]
,
[
z4, y2z2, x2y2
]
,
[
z4, x3z, xy3
]
,
[
yz3, xy3, x2z2
]
,[
z4, xz3, x2y2
]
,
[
z4, x3z, x2y2
]
,
[
z4, xz3, x3y
]
,
[
yz3, x2z2, xy3
]
,
[
z4, x2z2, x3y
]
,
[
z4, y3z, x3y
]
,[
z4, xy2z, y4
]
,
[
yz3, y4, xz3
]
,
[
z4, x2y2, y2z2
]
,
[
z4, xy2z, x2y2
]
,
[
z4, x4, y4
]
,
[
z4, xy3, y4
]
.
11. The proof of Theorem 7.5
If H is a polynomial from k[x, y, z], then we denote by Hx,Hy and Hz the partial derivatives
∂H
∂x
,
∂H
∂y
and ∂H
∂z
, respectively.
For the proof of Theorem 7.5 we need the following lemma and two propositions.
Lemma 11.1. Let H,w ∈ k[x, y], H = 0, n,m ∈ N. Assume that xnymHy = wH . Then:
(1) if m = 0, then w = 0 and H ∈ k[x];
(2) if w = 0, then m  1, H = r(x)yp and w = pxnym−1 for some p  1, where 0 = r(x) ∈
k[x].
Proof. (1) If m = 0 and w = 0, then we have a contradiction with degrees with respect to y.
(2) Assume that w = 0. Then (1) implies that m  1, and it is clear that degw <
n + m = deg(xnym). Let H = xqypG, G ∈ k[x, y] \ {0}, x  G, y  G, p  0 and q  0. Then
xnym(pxqyp−1G+xqypGy) = wxqypG, that is, xnym(pyp−1G+ypGy) = wypG. But x  G,
so w = xnw1 for some w1 ∈ k[x, y] \ {0} with degw1 < m, and we have the equality
pym−1 + ymGy = w1G.
If p = 0, then we have a contradiction: ym | w1, w1 = 0, degw1 < m. Hence, p  1, w1 = λym−1
for some λ ∈ k∗, and yGy = (λ − p)G. But y  G and λ − p ∈ k, so λ = p and G ∈ k[x]. Put
r(x) = xqG. Then 0 = r(x) ∈ k[x], w = pxnym−1 and H = r(x)yp , where p  1. 
Proposition 11.2. Let D : k[x, y, z] → k[x, y, z] be a derivation such that
D(x) = αx, D(y) = βxayzm, D(z) = γ xbynz,
where α,β, γ ∈ k∗, a, b,m,n ∈ N, n 1, m 1. If a = b, then k(x, y, z)D = k.
Proof. Using a permutation of variables we may assume that a > b.
(I) First we prove that k[x, y, z]D = k. Let F ∈ k[x, y, z]D \ {0}. Put F = Asxs +· · ·+A1x +
A0, where s  0, A0,A1, . . . ,As ∈ k[y, z] and As = 0.
Suppose that s  1. Then D(F) = βyzm(As)yxs+a + M , where M is a polynomial from
k[x, y, z] with degx M < s + a. This implies that (As)y = 0, that is, As ∈ k[z]. Observe that,
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particular, y | As . But As ∈ k[z], so As = 0, and we have a contradiction.
Hence s = 0, that is, F = A0 ∈ k[y, z]. Now the equality D(F) = 0 implies that
βxayzmFy + γ xbynzFz = 0
with Fy,Fz ∈ k[y, z]. But a > b, so Fy = Fz = 0, that is, F ∈ k. Therefore, k[x, y, z]D = k.
Now assume that F ∈ k[x, y, z] \ k is a Darboux polynomial of D, not divisible by any of
the variables x, y and z. Let Λ ∈ k[x, y, z] be the cofactor of F . We already know, by (I), that
Λ = 0. Comparing in the equality D(F) = ΛF the degrees with respect to x, we deduce that
degx Λ a. Put
F = Asxs + · · · +A1x +A0, Λ = waxa + · · · +w1x +w0,
where s  0, A0, . . . ,As ∈ k[y, z], w0, . . . ,wa ∈ k[y, z] and As = 0. Then A0 = 0 because x  F .
(II) We will prove that w0 = 0. If b > 0, then it is clear that w0 = 0. Assume that b = 0
and suppose that w0 = 0. Then comparing in the equality D(F) = ΛF the constant terms with
respect to x we have
ynz(A0)z = γ−1w0A0.
Hence, by Lemma 11.1, A0 = r(y)zp , w0 = pγyn for some p  1 and 0 = r(y) ∈ k[y]. This
means that z | A0 and z  w0. Look at the coefficients in D(F) = ΛF with respect to x1. We have
(w0 −α)A1 ≡ 0 (mod (z)). But z  (w0 −α) (because n 1 and α ∈ k∗), so z | A1. Now looking
at the coefficients with respect to x2 we obtain the congruence (w0 − 2α)A2 ≡ 0 (mod (z))
which implies that z | A2. Repeating this process we deduce that all the coefficients A0, . . . ,As
are divisible by z. Hence, z | F , but it is a contradiction. Therefore, w0 = 0.
(III) We will prove that wa = 0. Suppose that wa = 0. Comparing in the equality D(F) = ΛF
the coefficients with respect to xs+a we have
yzm(As)y = β−1waAs.
Hence, by Lemma 11.1, As = r(z)yp , wa = pβzm for some p  1 and 0 = r(z) ∈ k[z]. In
particular, y | As and y  wa . Look at the coefficients in D(F) = ΛF with respect to xs+a−1.
We have waAs−1 ≡ 0 (mod (y)). But y  wa , so y | As−1. Now looking at the coefficients with
respect to xs+a−2 we obtain the congruence waAs−2 ≡ 0 (mod (y)) which implies that y | As−2.
Repeating this process we deduce that all the coefficients As,As−1, . . . ,A0 are divisible by y.
Hence, y | F , but it is a contradiction. Therefore, wa = 0 and moreover, (As)y = 0, that is,
As ∈ k[z].
(IV) Now we will prove that s = 0. Suppose that s  1. We already know that As ∈ k[z] \
{0}, w0 = 0 and wa = 0. This means that a  2 (because Λ = 0) and y  As . Look again at
the coefficients in D(F) = ΛF with respect to xs+a−1. We have wa−1As ≡ 0 (mod (y)). But
y  As , so y | wa−1. Looking at the coefficients with respect to xs+a−2 we obtain the congruence
wa−2As ≡ 0 (mod (y)) which implies that y | wa−2. Repeating this process we deduce that all
the coefficients wa−1,wa−2, . . . ,w1 are divisible by y. Comparing in the equality D(F) = ΛF
the coefficients with respect to xs we obtain
sαAs + yzM = wa−1As−a+1 +wa−2As−a+2 + · · · + w1As−1,
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that y | As . But As ∈ k[z], so As = 0 and we have a contradiction. Therefore, s = 0, that is,
F = A0 ∈ k[y, z].
(V) Now we may finish this proof. The fact that F ∈ k[y, z] implies an evident contradiction.
This means, by Proposition 2.4, that every Darboux polynomial of D is a monomial. Hence, by
Proposition 2.5, k(x, y, z)D = k. 
Proposition 11.3. Let D : k[x, y, z] → k[x, y, z] be a derivation such that
D(x) = αxc, D(y) = βxayzm, D(z) = γynz,
where α,β, γ ∈ k∗, b, c,m,n ∈ N \ {0}. Then k(x, y, z)D = k.
Proof. We use similar arguments as in the proof of Proposition 11.2. In the first step we easily
prove that k[x, y, z]D = k. In the next steps we analyze Darboux polynomials of D.
Assume that F ∈ k[x, y, z] \ k is a Darboux polynomial of D, not divisible by any of
the variables x, y and z. Let Λ ∈ k[x, y, z] be the cofactor of F . We already know that
Λ = 0. Comparing in the equality D(F) = ΛF the degrees with respect to z, we deduce that
degz Λm. Put
F = Aszs + · · · +A1z +A0, Λ = wmzm + · · · +w1z + w0,
where s  0, A0, . . . ,As ∈ k[x, y], w0, . . . ,wm ∈ k[x, y] and As = 0. Then A0 = 0 because
z  F . Repeating the same arguments as in the steps (II) and (III) of the mentioned proof we
obtain that w0 = 0, wm = 0 and As ∈ k[x]. In particular y  As . Moreover, if m = 1 then we have
a contradiction (because Λ = 0). Assume that m 2.
Now we will prove that s = 0. Suppose that s  1. Look at the coefficients in D(F) = ΛF
with respect to zs+m−1. We have wm−1As ≡ 0 (mod (y)). But y  As , so y | wm−1. Looking
at the coefficients with respect to xs+m−2 we obtain the congruence wm−2As ≡ 0 (mod (y))
which implies that y | wm−2. Repeating this process we deduce that all the coefficients
wm−1,wm−2, . . . ,w1 are divisible by y. Comparing in the equality D(F) = ΛF the coefficients
with respect to zs we obtain
αxc(As)x + sγynAs + xayM = wm−1As−m+1 +wm−2As−m+2 + · · · +w1As−1, (1)
where M is a polynomial from k[x, y] and Aj = 0 for j < 0. This equality implies that y | (As)x .
But As ∈ k[x], so (As)x = 0. Hence, As ∈ k∗. In particular, x  As .
Look again at the coefficients in D(F) = ΛF with respect to zs+m−1. We have wm−1As ≡
0 (mod (x)). But x  As , so x | wm−1. Looking at the coefficients with respect to xs+m−2 we ob-
tain the congruence wm−2As ≡ 0 (mod (x)) which implies that x | wm−2. Repeating this process
we deduce that all the coefficients wm−1,wm−2, . . . ,w1 are divisible by x. This fact and the
equality (1) imply that sγynAs is divisible by x. But As ∈ k∗ and s  1, so we have a con-
tradiction. Therefore, s = 0, that is, F = A0 ∈ k[x, y]. Now, as in the step (V) of the proof of
Proposition 11.2, we easily deduce that k(x, y, z)D = k. 
Now we are ready to prove Theorem 7.5.
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d(y) = xq1yzq3 , d(z) = xr1yr2z, where q1, q3, r1, r2 ∈ Z, q3 = 0 and r2 = 0. Assume that
q1 = r1. We will prove that k(x, y, z)d = k.
For this aim consider more general case. Let δ : k(x, y, z) → k(x, y, z) be a derivation such
that
δ(x) = αx, δ(y) = βxq1yzq3 , δ(z) = γ xr1yr2z, (∗∗∗)
where α,β, γ ∈ k∗ and the numbers q1, q3, r1, r2 are the same as before. We will prove that
k(x, y, z)δ = k. This of course will imply that k(x, y, z)d = k.
Let σ : k(x, y, z) → k(x, y, z) be the k-automorphism defined by x 
→ x, y 
→ y, z 
→ 1
z
,
and let δ1 = σδσ−1. Then δ1(x) = αx, δ1(y) = βxq1yz−q3 and δ1(z) = −γ xr1yr2z. It is clear
that k(x, y, z)δ = k ⇔ k(x, y, z)δ1 = k. Hence, we may assume that q3  1. Similarly, using
eventually the automorphism x 
→ x, y 
→ 1
y
, z 
→ z, we may also assume that r2  1. Moreover,
using a permutation of variables, we may also assume that q1 > r1. Hence, it is enough to prove
that k(x, y, z)δ = k, where δ is a derivation of the form (∗∗∗) such that q3, r2 ∈ N \ {0} and
q1 > r1.
If r1  0, then we know, by Proposition 11.2, that k(x, y, z)d = k. The same we know when
0 q1. In this case we use the automorphism x 
→ 1x , y 
→ y, z 
→ z and we obtain a derivation
as in the previous case.
Consider the last case: q1  0 and r1 < 0. Let δ1 = x−r1δ. Then δ1 is a derivation D as in
Proposition 11.3. Hence, k(x, y, z)δ = k(x, y, z)δ1 = k. This completes the proof. 
12. Comments and remarks
12.1. Consider a monomial derivation d of k(X) = k(x1, . . . , xn) such that d(xi) = Xβi for
i = 1, . . . , n, where β1, . . . , βn belong to Zn. Let D : k(X) → k(X) be a derivation such that
D(x1) = λ1d(x1) = λ1Xβ1, . . . , D(xn) = λnd(xn) = λnXβn,
where λ1, . . . , λn are nonzero elements from k.
Assume that ωd = 0. Then we have the factorisable derivation δ : k[X] → k[X] associated
with d (see Section 2). Using the same construction, as in Section 2, we have also the factoris-
able derivation associated with D. It is obvious that these two factorisable derivations are equal.
Hence, applying facts which we proved in this paper, we obtain the following proposition.
Proposition 12.1. Let d,D : k(X) → k(X) be the derivations as above. If ωd = 0, then k(X)d =
k ⇔ k(X)D = k.
The assumption ωd = 0 is here important. Let, for instance, d,D : k(x, y) → k(x, y) be
the derivations defined by d(x) = x, d(y) = y, D(x) = x and D(y) = √2y. Then ωd = 0,
k(x, y)d = k and k(x, y)D = k.
12.2. Let k〈X〉 = k〈x1, . . . , xn〉 denote the k-algebra of fractions of k[X] = k[x1, . . . , xn]
with respect to the multiplicative set {Xα; α ∈ Nn}. Every element of k〈X〉 is a finite sum of
rational monomials with coefficients from k. If d : k(X) → k(X) is a monomial derivation, then
it is clear that d(k〈X〉) ⊆ k〈X〉 so, in this case, the restriction of d to k〈X〉 is a derivation of k〈X〉.
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following proposition.
Proposition 12.2. Let d : k(X) → k(X) be a monomial derivation such that ωd = 0. If k(X)d = k,
then there exists a nontrivial rational constants of d belonging to k〈X〉.
It follows from the facts of this paper that if the number of variables is smaller or equal 3, then
the assumptions ωd = 0 is not needed. Is it true for arbitrary number of variables? More exactly,
Question 12.3. Is the assertion of Proposition 12.2 also true in the case when ωd = 0?
12.3. Let D : k[x, y, z] → k[x, y, z] be the Lotka–Volterra derivation LV(0,0,0). This is a
normal monomial derivation such that D(x) = xz, D(y) = yx and D(z) = zy. We know, by
Proposition 8.4(a) and Theorem 3.6, that D has no nontrivial rational constant. Using a per-
mutation of variables we obtain the derivation d : k[x, y, z] → k[x, y, z] defined by d(x) = xy,
d(y) = yz, d(z) = zx, which is also without nontrivial rational constants. This fact is a special
case of the following known proposition (see [15, Theorem 5.1], [17, Theorem 12.3.1]).
Proposition 12.4. Let d be a derivation of k[X] = k[x1, . . . , xn], where n 3, such that
d(x1) = x1x2, d(x2) = x2x3, . . . , d(xn−1) = xn−1xn, d(xn) = xnx1.
Then k(X)d = k.
12.4. Note some known examples of monomial derivations with trivial field of constants.
Proposition 12.5. [2,19] Let d1, d2, d3 be derivations of k(X) = k(x1, . . . , xn), where n  3,
defined as follows
d1 = ∂
∂x1
+ 1
x1
∂
∂x2
+ 1
x2
∂
∂x3
+ · · · + 1
xn−1
∂
∂xn
,
d2 = ∂
∂x1
+ 1
x1
∂
∂x2
+ 1
x1x2
∂
∂x3
+ · · · + 1
x1 · · ·xn−1
∂
∂xn
,
d3 = ∂
∂x1
+ x2 ∂
∂x2
+ x2x3 ∂
∂x3
+ · · · + x2 · · ·xn ∂
∂xn
.
Then k(X)di = k, for i = 1,2,3.
Using the same arguments as in the proof of Proposition 7.4 we obtain:
Proposition 12.6. Let d be a derivation of k[X] = k[x1, . . . , xn] such that
d(x1) = x1, d(x2) = u1x2, d(x3) = u2x3, . . . , d(xn) = un−1xn,
where each ui , for i = 1, . . . , n − 1, belongs to k[x1, . . . , xi] \ k[x1, . . . , xi−1]. The derivation d
has no nontrivial rational constant.
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