ABSTRACT Low-latency data access is becoming an upcoming and increasingly important challenge. The proper placement of data blocks can reduce data travel among distributed storage systems, which contributes significantly to the latency reduction. However, the dominant data placement optimization has primarily relied on prior known data requests or static initial data distribution, which ignores the dynamics of clients' data access requests and networks. The learning technology can help the data center networks (DCNs) learn from historical access information and make optimal data storage decision. Consider a more practical DCNs with fat-tree topology, we utilize a deep-learning technology k-means to help store data blocks and then improve the read and write latency of the DCN, where k is the number of cores in the fat-tree. The evaluation results demonstrate that the average write and read latency of the whole system can be lowered by 33% and 45%, respectively. And the best set of parameter k is analyzed and recommended to provide guidance to the real application, which is equal to the number of cores in the DCNs.
I. INTRODUCTION
Data collected from either Wireless Sensor Networks [1] , [2] or Mobile Internet Networks [3] , [4] have great potential value, which contributes to the increased importance of data analysis and transfers in the cloud data center networks, more and more companies in the world rely on data service as part of their core business that affect the performance of that system, such as Amanson, Google, Baidu and Alibaba. But they must battle daily with data latency: slow data-transfer rates can reduce their ability to deliver new digital products and services, and thus harm their profitability, customer relationships and any operational efficiency. It is reported that one second page load delay lost Amanson $1.6 billion in sales each year. By four tenths of a second result searching delay, Google could lose 8 million searches per day which means that they would serve up millions fewer online adverts [5] .
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Most of existing research efforts tends to reduce latency by setting up models and designing optimal algorithms [6] - [9] . However, latency are diverse sourced and time-variant. The sources include network latency, disk latency and other types of latency (RAM, CPU, etc.) [10] . Some of them are even with different proportions in different application scenarios. In the inter data center (DC), although some latency are usually only a few milliseconds, but they can add up to create noticeable slowdowns in performance. Hence, static model cannot reflect the dynamic nature of the latency, and the traditional solutions based on these models cannot fully address the latency problem if some hidden factors are missed in consideration, such as unreliable links, variable users' request patterns or system configurations [11] . Many researches have pointed out that well designed data placement in data centers can highly improve the latency by reducing data migrations [12] , [13] and improving memory accesses [14] , [15] , which then releases the network bandwidth and disk latency. However, these static models can neither describe the multiple causes of delay, nor be adapt to dynamics. How to take full account of the dynamics of data center to optimize data placement is still an open challenge.
In this work, considering a more practical data center networks (DCN) with Fat-Tree topology, we utilizes a deep learning (DL) technology k-means to help store data blocks, and then improve the read and write latency of the DCN, where k is the number of cores in the Fat-Tree. Evaluation results demonstrate that the average write and read latency of the whole system can be lowered by 15% and 12%, respectively. And the best setting of parameter k is analyzed for real application consideration, which is equal to the number of cores in the DCNs.
The remainder of this paper is outlined as follows. Section II surveys the related work. Section III presents the system description and problem statement. Section IV proposes the k-means based data storage scheme. We evaluate the scheme in Section V. Section VI gives the conclusion and future work.
II. RELATED WORK
Resource management in large-scale systems is an effective measure to lower the system cost and improve the system performance. Given the limited resources in distributed systems, researchers have tried to make optimizations from different perspectives, such as, task scheduling [13] , VM consolidations [14] , and resource allocation [15] . To reduce latency, a mobile edge computing (MEC) model was proposed with edge servers as access points via wireless networks to cach services [16] . Among the methods, data placement improves the data locality to ensure a better data read/write performance in data-intensive systems.
Different from existing methods for data placement, we use machine deep learning to dynamically obtain a model that automatically learns and adjusts the strategy. In the literature, using characteristics of future workloads, Jalaparti et al. [20] presented a offline scheduling scheme that jointly places data and tasks to significantly improve the network locality. Agarwal et al. [8] presented an automated data placement scheme for geo-distributed services where the geographical distribution of requests would determine the final data locations. Baev et al. [21] provided some approximation algorithms with provable performance bounds. Besides, our scheme makes data placement decisions on the time of write which is similar to the copy-on-write in [22] .
Kaelbling et al. [12] surveyed the methods in RL extensively. Mirhoseini et al. [24] utilized the application execution time as the reward signal of RL to optimize the device placement problem. Decentralized reinforcement learning in [25] was utilized to learn optimal interference control strategies in multi-agent system. The neural network techniques have been used to approximate the Q-function in many literatures, e.g., [23] and [25] . For neural network method, the huge input of the data center network becomes the new necklace of the training. Unguaranteed convergency makes the data access latency even higher.
Zeng et al. [17] used a two layers fully-connected neural network as the generator and the Piecewise Convolutional Neural Networks (PCNNs) as the discriminator. Tu et al. [18] proposed a semi-supervised learning to exploit unlabeled data effectively to reduce over-fitting in deep learning model.
Wang et al. [26] proposed a k-means algorithm based initial data placement strategy that places the most related initial data sets into the same data center at workflow preparation stage by considering data size and data dependency. However, existed work did not consider real data with real network topology. We adopt the techniques of k-means in addressing the formulated problems in real distributed storage systems, real trace input with practical network topology, and the setting of k is carefully analyzed and tested. In order to optimize good effect on resource allocation in cloud computing, Zhang et al. [19] used the classification of machine learning to and proposed two resource allocation prediction algorithms based on linear and logistic regressions. It can be seen that the learning technology has been applied to big data optimization problems. In this paper, we utilizes the deep learning technology k-means to help store data blocks, and then improve the read and write latency of the DCN, which can alleviate the problem that the traditional static model method cannot reflect the dynamics of the data center networks.
III. SYSTEM DESCRIPTION AND PROBLEM STATEMENT
In this section, we present the system of the distributed storage system, and discuss how to dynamically optimize the storage locations of data items with intensive data flows.
A. SYSTEM DESCRIPTION
We consider a distributed storage system consisting of a set of machines or servers N (with size N = |N |). Each server in the system has both the computation and storage functions. For the storage function, data items are stored at various servers in a distributed way. For the computation function, distributed applications run on multiple servers and may require the movement of data among servers. All servers are connected through a data center network. Fig. 1 illustrates the Fat-Tree topology of the sample distributed storage system. As our design is only based on the measurement of the end-to-end network performance, it is worth noting that our scheme can support any other data center network topologies, e.g., the tree based Clos, the recursive DCell, BCube, or the flexible Helios, cThrough architectures [26] .
A centralized metadata server is deployed to manage the storage locations of data items. Let M denotes the set of data items stored in the system (with size M = |M|). According to the actual type of data storage, the data items could be files, tables or blocks in practice. Each data item is assigned with a unique hash tag, i.e., the hash output using the index of data item as the input. When a data item is written into the system, the metadata server maintains the mapping between the hash tag and its storage server. When an application needs to retrieve a data item, it first asks the metadata server where the storage server is by using the hash tag. Under this addressing scheme, the storage location of a data item is flexible to be changed, whenever the data item is to be written or updated.
Fat-Tree Topology is a switch-only topology proposed by Al-Fares of MIT and others on the basis of improving the performance of traditional tree structure. The whole topology network is divided into three layers (as shown in Fig. 1 ): Edge, Aggregate and Core, respectively, from bottom to top. The convergence layer switch and the edge layer switch form a Pod, and the switching devices are all commercial switching devices. The topology rules for Fat-Tree are as follows:
1.The number of Pod contained in the 1. Fat-Tree topology is k.
2. the number of server connected to each Pod is (k/2) 2 .
3. the number of edge switches and aggregated switches in each Pod is k/2.
4. The number of ports per switch in the network is k, and the total number of servers that the network can support is N = (k 3 )/4 (the number of pods above is k*the number of servers per pod connection (k/2) 2 . Assuming that the number of ports of edge switches is d, the total number of servers that the network can support is N = (k/2) * d * k 5. the number of core switches is (k/2) 2 . Fig. 1 shows an example of a data center network with 4 cores switchers (white diamonds) and 32 edge nodes (blue PCs) are distributed of Fat-Tree topology. When data come, they will be cut, copy and stored randomly on the 32 edge nodes, and when jobs occur, requests will generated and transferred on links. Data access mainly consists of read and write access from clients. Latency are mainly caused by two factors, (1) network transfer, and (2) workload of the edge itself. In this work, the workload is first assumed to be ignored (in the simulation the latency is under 10ms, so it is also ignored.)
B. PROBLEM STATEMENT
Currently, data management systems need to serve a variety of workloads, e.g., the mostly read-only analytical workloads and the high-throughput transactional workloads that both need low latencies [27] . As mentioned before, the data storage locations can affect the finish time of distributed workloads. This is mainly due to the network becomes a bottleneck when data are intensively moved between computation servers for fulfilling a job, and a higher network oversubscription ratio would exacerbate the situation.
Therefore, we design a storage location optimization scheme that takes both the read and write latency into account. This means we try to improve the time delay taken to read/write a data item from/into the storage location. Then the optimization problem is defined as follows: when a data item is to be written or updated, how to choose the optimal storage location among all available servers?
IV. SOLUTIONS
Because high data access latency is resulted by queries among which require a lot of network traffic.The main idea and also an intuitive solution is to make the most frequent contact data items become the closest ''neighbor''. That is make the high related data blocks live in the same or the nearest ''community'', which inspires us of clustering, shown as Fig. 2 . In order to achieve the above goal, we adopt k-means clustering to group the most the high related data blocks and try to place them close.
In the classical HDFS read/write process, the data placement decision is made by the NameNode. After collecting read/write latency from DataNodes, combined with the data block query list, k-means clustering is run on the NameNode to help divide virtual cluster of data blocks. Data blocks that contact with each other frequently will be relocate under the same switchers, if the current switcher is full, the data block will be stored in the nears DataNodes [34] .
K-means clustering is a method of vector quantization, originally from signal processing, that is popular for cluster analysis in data mining. k-means clustering aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster. This results in a partitioning of the data space into Voronoi cells. The problem is computationally difficult (NP-hard); however, there are efficient heuristic algorithms that are commonly employed and converge quickly to a local optimum. Hence, the basic idea of our solution is, according to the historical data access record, data blocks will be divided into k clusters, and data blocks with large correlation degree is placed in one cluster, and the data of the same cluster is placed in the same rack or adjacent rack in the data center networks. Fig. 3 gives an overview of our solution. Detailed steps for writing data (for writing data): 1) The client actively communicates with the NameNode to upload files. The NameNode checks whether the target file exists and whether the parent directory exists. 2) The NameNode responds to the request of the first step and returns whether it can be uploaded. 3) After receiving the response from the NameNode, the client will first segment the files to be written, such as a data block 128MB, and a 300 MB file will be divided into three blocks, one 128MB, one 128MB, and one 44MB. Then start requesting the storage location of the first Block, that is, which DataNodes should the first Block be transferred and copied to. 4) The NameNode decides the data node information that can be stored according to the storage space size and idle state of the current recorded DataNode, and sends it to the client. 5) The client receives DataNodes' information that can be accept its data, requesting a DataNode to upload the first block. After the first DataNode receives the request, it continues to call the second DataNode, and then the second DataNode calls the third DataNode, completes the establishment of the entire DataNode pipeline and returns to Client step by step. 6) The client begins to upload the first Block to the first DataNode (first read data from disk into a local memory cache). The first DataNode receives one and passes it to the second and the second to the third. 7) When a data block transmission is completed, the client requests another NameNode list from the NameNode to upload the second data block. Our solution will improves at Step 4, which is the step to decide the data writing location: when NameNode is initially started, it will randomly decide to DataNode according to Client's request. Then, according to the recorded NameNode in the system, the master node carries out k-means training on the delayed feedback of each write request and the frequency of write request. After training, the current optimal NameNode selection scheme is obtained and returned to the client.
V. SIMULATION EXPERIMENTS AND RESULTS

A. EXPERIMENT SETTINGS
We implemented the client program which initiates data read and write requests at each server. MSR Cambridge Traces [39] are adopted as the I/O traces, which is published by an enterprise data center at Microsoft Research Cambridge. Data read/write requests are captured from 36 storage volumes for one week. The read/write request rates from a server to each data item are randomly generated following the Zipf distribution. To emulate the dynamics of the changing environment, the requests are not uniformly generated along the time. The average read-write ratio is set to 4 : 1. The inter-request time to the same data item follows the Exponential distribution, whose mean value is inversely proportional to the generated request rate. Memcached is used as the end of a data flow and functions as the data store [35] - [37] . Simply speaking, each node has a client being the source of requests and a Memcached process being the destination of requests in running. Fig. 4 shows the network of the simulated data center networks on Ubuntu 16.0, with Fat-Tree topology. And the protocol openflow+floodlight are adopted which is widely used for network simulation. It has 4 cores, 16 switchers (white diamonds) and 32 edge nodes (blue PCs). When data come, they will be cut, copy and stored randomly on the 32 edge nodes, and when jobs occur, requests will generated and transfer on links show as the edges in Fig. 4 . We show the experiment results of data placement in the 3,000 s running time of the system. Note that the time of 3,000s is long enough to reach a steady performance improvement ratio, as shown in the later experiment results.
B. EXPERIMENT RESULTS
As shown in Fig. 5 , the average write or read latency is compared with the default HDFS HASH scheme (marked as Random in the results). As mentioned above, the average read and write latency is in the trend of decrease with the clustering process of k-means. Moreover, the performance also shows some variance in the figure, which is because the requests are not uniformly generated along the time. When the overall request rate in a short period is high in the system, the latency tends to increase. The reason that the curve shows some periodicity is that the congestion periodically appears and disappears due to the workload.
The network congestion maybe exacerbated with Random as data items are randomly replaced. Random yields an average read and write latency of about 625 ms and 900 ms, respectively. As shown in Fig. 5(b) , K-means mechanism can reduce the read and write latency by 33% and 45%, respectively. There are two reasons why K-means mechanism does not achieve a high performance gain at the beginning. On the one hand, due to the dynamics of request patterns, the server with historical largest request rates may not be the server with highest request rates currently. On the other hand, K-means mechanism also overlooks the changing of network conditions. More read or write latencies may be caused if the data item is arbitrarily moved to the server with highest request rates.
However, Fig. 5 also tells that, when the k-means method takes different values, the effect on delay is different. When k is taken as 4, the average read and write latency is significantly lower than the value when k is 8. This is because, in the experiment, the number of switches in the network center is set to four. When the value of k is appropriate, the data distribution will not be too scattered, resulting in an increase in read and write data delay.
In order to verify and confirm the influence of k in k-means method, extended experiments are carried out and the results are shown in Fig. 6 . The value of k is set to a value that has a multiple relationship with the number of switches (that is, the number of cores, in our experiments, there are 4 cores in the fat-tree topology), which are 2, 4, 8, and 16 (2 1 , 2 2 , 2 3 , 2 4 ). The observation results show that when k is 2 or 16, the data access delay does not achieve the expected optimization effect. That is to say, the preferred number of k is not too smaller or too larger, but is the value similar to the number of switches in the topology of the actual network center.
VI. CONCLUSION
We introduced deep learning technology k-means clustering into the data placement problem in this paper. The formulated problem is to dynamically determine the storage location when a data item in the storage system is to be written or updated. Due to the uncertainty of factors that affect the data placement performance such as network conditions and user request patterns, we proposed a generic solution based on k-means to help decide data storage. The experiment results show that the proposed scheme can reduce the average write and read latency by up to 33% and 45%, respectively. In the future, we would attempt to apply different types of learning technology into the system and try to further improve the optimization performance. HYE-JIN KIM received the B.A. degree in child welfare and the M.E. degree in child education from Woosuk University, South Korea, and the Ph.D. degree in computer science from the University of Bristol, U.K. She was with the Science and Engineering Research Support Society, for two years, as the Managing Director, she is currently with Sungshin Women's University, South Korea. She is an Adjunct Professor with the Vision University of Jeonju, South Korea. She has published over 20 papers in 2015. Most of her publications are indexed by SSCI, SCI(E), and SCOPUS. Her current research interests include E-learning and U-learning. She is a member of ACM, KIIT, and SERSC.
