Similarity measure, as a tool to measure the similarity degree between two objects, is an important research content in fuzzy set theory. Pythagorean fuzzy set, as a new extension of fuzzy set theory, has been widely used in various fields. It is very necessary to study the similarity measure of the Pythagorean Fuzzy set. Considering that the existing similarity measures cannot distinguish the highly similar but inconsistent Pythagorean fuzzy sets and the calculation results are error-prone in application, this paper introduces the exponential function to propose several new similarity measures of the Pythagorean fuzzy set. Firstly, on the premise of introducing the existing similarity measures, several new similarity measures are defined and their properties are discussed, and then the weighted similarity measures are defined. Then, the new similarity measures and the existing similarity measures are compared by an example, and it is verified that the new similarity measures can effectively distinguish highly similar but inconsistent Pythagorean fuzzy sets. Finally, through three simulation cases, it is verified that the new similarity measures can deal with different practical application problems more accurately and reliable than the existing similarity measures.
I. INTRODUCTION
As an extension of the fuzzy set (FS), the intuitionistic fuzzy set (IFS) has been widely studied after Atanassov [1] proposed it. The IFS uses membership function and nonmembership function to characterize fuzzy set, and the sum of membership degree (MD) and non-membership degree (ND) is less than or equal to 1. On the basis of the IFS, Yager and Abbasov [2] , [3] relaxed the relationship between the MD and the ND, and specified that the square sum of the MD and the ND is less than or equal to 1, thus proposed the Pythagorean fuzzy set (PFS).
The PFS expands the application range of the IFS and attracts great attention of researchers. Ejegwa [4] explored the concept of the PFS and deduced some theorems in connection to the score function and the accuracy function, and then presented a decision making (DM) approach of the career placements by using the Pythagorean fuzzy relation. Peng and The associate editor coordinating the review of this manuscript and approving it for publication was Alba Amato.
Yang [5] proposed two operations of the Pythagorean fuzzy numbers (PFNs) and discussed some desirable properties of the Pythagorean fuzzy aggregation operators, and then initiated a Pythagorean fuzzy superiority and inferiority ranking method to deal with Internet stock investment problem. Peng and Yuan [6] proposed several point operators for the PFNs which can reduce the indeterminacy degree of the PFNs, and introduced some generalized Pythagorean fuzzy aggregation operators. Garg [7] developed the correlation coefficient based on the PFNs to solve the multiple criteria decision making (MCDM) problem. Yager [8] proposed four kinds of aggregation operators of the PFSs and applied them to handle MCDM problems. Peng and Selvachandran [9] provided two novel algorithms in DM problems under the Pythagorean fuzzy environment. Peng [10] initiated some new operators for the PFS and discussed their properties in detail, and then presented an algorithm for solving the MCDM problem based on the weighted distance-based approximation. In the research process of the PFS, some improvements have been made. Peng and Li [11] presented two interval-valued Pythagorean fuzzy DM methods and applied them in emergency DM issues. Lu et al. [12] utilized hamacher operations to develop some hesitant Pythagorean fuzzy aggregation operators, and then used these operators to develop some methods to solve the hesitant Pythagorean fuzzy MCDM problems. Grag [13] presented a new linguistic PFS by combining the concepts of the PFS and the linguistic fuzzy set. Zhang and Li [14] developed the Pythagorean fuzzy rough set by combining the classical rough set and the Pythagorean fuzzy relation.
The similarity measure is an important research content in the FS theory and can be used to determine the similarity degree between two objects. The similarity measures of the IFS and the PFS are widely used in many fields, such as the pattern recognition [15] - [21] , the medical diagnosis [22] - [27] and the DM [28] - [34] .
At present, there are many studies on the similarity measures of the IFS. Hung and Yang [35] reviewed several popular similarity measures between the FS and then extend those similarity measures to the IFS, and then proposed two new similarity measures between the IFSs. Li and Cheng [20] proposed several new similarity measures of the IFS and applied them to the pattern recognition. Liu [36] considered Li and Cheng's similarity measures are not reasonable in some cases, thus presented several new modified similarity measures between the IFSs. Szmidt and Kacprzyk [37] proposed a new similarity measure of the IFS, and used it to analyze the agreement extent in a group of experts. Hung and Yang [38] presented a new method to calculate the similarity measures between the IFSs based on the Hausdorff distance concept. Hung and Yang [39] proposed several reasonable measures induced by L p metric to calculate the similarity measure between the IFSs. Xia and Xu [40] proposed a series of similarity measures of the IFS based on the intuitionistic fuzzy operators. Xu [33] developed some similarity measures of the IFS and applied them to the MCDM under intuitionistic fuzzy environment. Ye [41] proposed two new cosine similarity measures and weighted cosine similarity measures between the IFSs based on the cosine function and the information carried by the MD, the ND and the hesitation degree (HD) in the IFS. Tian [26] presented a new fuzzy cotangent similarity measure of the IFS, and then applied it to solve the medical diagnosis problem. Muthukumar and Krishnan [22] proposed a new similarity measure and a weighted similarity measure of the intuitionistic fuzzy soft set and discussed their basic properties. Hwang et al. [42] proposed a new similarity measure of the IFS induced by the Jaccard index, and applied it to the clustering problem. Based on the centroid points of transformed right-angled triangular fuzzy numbers, Chen et al. [43] proposed a new similarity measure between the intuitionistic fuzzy values.
It can be seen from the above that the similarity measures of the IFS have been successfully applied to different fields, but there are some cases in practical application which cannot be solved by the IFS. For example, in DM problems, if the decision maker gives the MD and the ND as 0.7 and 0.5, respectively, the IFS cannot be used. The PFS is an extension of the IFS, which can deal with some cases where the IFS cannot be used. Therefore, the application of the similarity measures of the PFS will be more extensive. The study of the similarity measures of the IFS can provide ideas and methods for the study of the similarity measures of the PFS.
The studies on the similarity measures of the PFS are relatively rare. Ejegwa [44] introduced the axiomatic definition of the similarity measure of the PFS. Zeng et al. [45] presented some similarity measures of the PFS based on several distance measures. Peng et al. [21] constructed the definitions of the Pythagorean fuzzy information measures, and then applied the similarity measures to the pattern recognition, the clustering analysis and the medical diagnosis. In order to calculating the similarity measure of two PFSs, Firozja et al. [46] presented a formula by using an S-norm. Zhang [34] developed a new DM method based on the similarity measures to address MCDM problems within Pythagorean fuzzy environment based on the PFNs. Wei and Wei [27] presented ten similarity measures between the PFSs based on the cosine function by considering the MD, the ND and the HD. Then, they applied these similarity measures and weighted similarity measures between the PFSs to the pattern recognition and the medical diagnosis.
The existing similarity measures generally have the following two problems: (1) The existing similarity measures are difficult to distinguish the highly similar PFSs, which largely limits the application range of the similarity measures; (2) In practical applications, the existing similarity measures calculation results are prone to errors, so it is hard to obtain good application benefits. In order to solve the above two problems, this paper proposes several new similarity measures based on the exponential function, and verifies that the new similarity measures can effectively solve the above two problems by the comparative example and the simulation cases.
The rest of this paper is organized as follows: Section 2 introduces the definitions of the IFS and the PFS. Section 3 first introduces six existing similarity measures of the PFS, then proposes four new similarity measures of the PFS and discusses their properties, and further defines the weighted similarity measures. Section 4 compares the new similarity measures with the existing similarity measure by an example. Section 5 applies the similarity measures and the weighted similarity measures to the pattern recognition, the medical diagnosis and the MCDM, respectively. Section 6 summarizes the paper.
II. PRELIMINARIES
In this section, the related definitions of the IFS and the PFS are introduced.
A. INTUITIONISTIC FUZZY SET
Definition 1 [47] : An IFS on the domain X is a combination of the following form [47] : For any IFS on the domain X , π I (x) is called the HD of x to I . π I (x) can be calculated as
In addition, the intuitionistic fuzzy number (IFN) is represented by i = (µ i , ν i ) [48] .
B. PYTHAGOREAN FUZZY SET
Definition 3 [49] : A PFS on the domain X is a combination of the following form
where µ P (x) : X → [0, 1] and ν P (x) : X → [0, 1]. If it is satisfy for any x ∈ X , (µ P (x)) 2 + (ν P (x)) 2 ≤ 1, then µ P (x) and ν P (x) are respectively referred to as the MD and the ND of x to P. Definition 4 [49] : For any PFS on the domain X , π P (x) is called the HD of x to P. π P (x) can be calculated as
In addition, the PFN is represented by p = (µ p , ν p ) [49] . The comparison between the IFN and the PFN is shown in Figure 1 .
It can be seen from Figure 1 that the IFN must be a PFN, but the PFN is not necessarily an IFN.
Definition 5 [49] : Let p = (µ p , ν p ), p 1 = (µ p 1 , ν p 1 ) and p 2 = (µ p 2 , ν p 2 ) be three PFNs, then they have the following operations
Definition 6 [49] : Let p 1 , p 2 , · · · , p n be n PFNs, where p i = (µ p i , ν p i ) (i = 1, 2, · · · , n). w 1 , w 2 , · · · , w n are the weights corresponding to the PFNs, satisfying 0 ≤ w i ≤ 1 and n i=1 w i = 1, then the Pythagorean fuzzy weighted average (PFWA) operator is
Definition 7 [34] : Let p 1 = (µ p 1 , ν p 1 ) and p 2 = (µ p 2 , ν p 2 ) be two PFNs, then we can get the following ranking rules
, when µ p 1 > µ p 2 and ν p 1 > ν p 2 (or µ p 1 < µ p 2 and ν p 1 < ν p 2 ), the above ranking rules cannot rank the PFNs. Thus, we need to define another reliable ranking method.
Before defining another ranking method, we need to extend the definition of the PFS. If µ P (x) and ν P (x) are regarded as vectors on the horizontal axis and the vertical axis in the two-dimensional Cartesian coordinate system, r P (x) = (µ P (x)) 2 + (ν P (x)) 2 can be regarded as the modulus of the sum of µ P (x) and ν P (x). Let the angle between r P (x) and µ P (x) be θ P (x), then µ P (x) = r P (x) cos(θ P (x)) and ν P (x) = r P (x) sin(θ P (x)) can be obtained. Yager and Abbasov [2] defines a vector d P (x) that depicts the direction of r P (x), and gets d P (x) = 1 − 2θ p (x) π and d P (x) ∈ [0, 1].
Definition 8 [2] : Let p = (r p , d p ) be a PFN, the rank function of p can be defined as
For two PFNs p 1 and p 2 , we get can the following ranking rules
This method first calculates the ranking function value, and then completes the ranking of the PFNs according to the ranking rules.
III. SIMILARITY MEASURES
In this section, first, the existing similarity measures of the PFS are introduced. Then, the new similarity measures of the PFS are proposed. Finally, the weighted similarity measures are defined.
A. EXISTING SIMILARITY MEASURES
In [27] , several cosine similarity measures of the PFS are proposed. These similarity measures can well describe the similarity degree between the PFSs. In this paper, six typical cosine similarity measures are selected from [27] , which are defined as follows Definition 9 [27] :
the domain X , then the six cosine similarity measures between A and B can be calculated as follows
where the symbol ''∨'' represents the maximum operation.
B. NEW SIMILARITY MEASURES
In this paper, several new similarity measures based on the exponential function are proposed, which are defined as follows Definition 10: 2 , then the four similarity measures between A and B can be calculated as follows
The calculation processes of the first two new similarity measures are relatively simple. The latter two new similarity measures take into account the HD factor in the calculation formula, so the calculation processes are slightly more complicated than the first two, but the calculation results are more reliable.
The above similarity measures of the PFS are uniformly represented by sm α ( )(α = 1, 2, · · · , 10), where the first six are the existing similarity measures, and the last four are the new similarity measures.
The main difference between the new similarity measures and the existing similarity measures is that the function used in the calculation formula is different. The existing similarity measures are based on the cosine function, and the new similarity measures are based on the exponential function. The different functions will have a direct impact on the calculation results of the similarity measures.
For the two PFSs A and B on the domain X , their similarity measures should satisfy the following properties.
B (x j ) and y = 2 1−t − 1, the function curve of y is shown in Figure 2 . It can be seen from Figure 2 
Proof (Take sm 9 (A, B) as an Example): Prove that sm 9 (A, B) = sm 9 (B, A) needs to prove µ 2 
Obviously, this is true, so it is proven.
Proof (Take sm 10 (A, B) as an Example):
So sm 10 (A, C) ≤ sm 10 (A, B) and sm 10 (A, C) ≤ sm 10 (B, C).
Considering that in the MCDM, decision criteria will be given different weights depending on the importance degree. Therefore, the criteria weights need to be considered when calculating the similarity measures of the PFS. Next, the criteria weights are introduced into the similarity measures to obtain the weighted similarity measures, which are defined as follows
x j ∈ X be two PFS on the domain X , w = (w 1 , w 2 , · · · , w n ) T be the weights corresponding to the decision criteria. Then the weighted similarity measures between A and B can be calculated as follows
The above weighted similarity measures of the PFS are uniformly represented by sm β w ( )(β = 1, 2, · · · , 10), where the first six are the existing weighted similarity measures, and the last four are the new weighted similarity measures.
IV. COMPARATIVE EXAMPLE
In this section, the new similarity measures are compared with the existing similarity measures by an example, and the advantages of the new similarity measures are verified by comparison with the existing similarity measures, and the weighted similarity measures are also compared.
It is generally believed that the excellent similarity measures must have good distinguishability. Next, for the highly similar but inconsistent PFSs, the similarity measures and the weighted similarity measures are used to distinguish them, respectively.
Let the feature space be X = {x 1 , x 2 , x 3 }, there are three PFSs on X , where There is a PFS A = {(x 1 , 0.5, 0.3), (x 2 , 0.6, 0.2), (x 3 , 0.8, 0.1)} that is highly similar but not exactly the same as A 1 , A 2 and A 3 . How to distinguish A from A 1 , A 2 and A 3 is the next step to be studied. Thus, the existing similarity measures and the new similarity measures between A and A 1 , A 2 , A 3 are calculated. The calculation results of the similarity measures are shown in Table 1 .
From the Table 1 , it can be seen that the existing similarity measures between A and A 1 , A 2 , A 3 all are 1.0000 (except sm 1 ( )), which cannot distinguish A from A 1 , A 2 , A 3 . In this case, the existing similarity measures are unreasonable, but the new similarity measures can effectively distinguish them.
When the weight of the feature space X is w = (0.2, 0.4, 0.4), the existing weighted similarity measures and the new weighted similarity measures between A and A 1 , A 2 , A 3 are calculated. The calculation results of the similarity measures are shown in Table 2 .
From the Table 2 , it can be seen that the existing weighted similarity measures also cannot distinguish A from 
V. SIMULATION CASE
In this section, the similarity measures and the weighted similarity measures are applied in three cases. These three cases are about the pattern recognition, the medical diagnosis and the MCDM, respectively. We can test the performance of the similarity measures in dealing with different practical application problems, and then can verify the superiority of the new similarity measures compared with the existing similarity measures, and verify the superiority of the new weighted similarity measures.
A. A CASE OF PATTERN RECOGNITION
Suppose there are m patterns represented by the PFSs, In order to determine which pattern B is, the existing similarity measures and the new similarity measures between B and A 1 , A 2 , A 3 are calculated, respectively. The calculation results of the similarity measures are shown in Table 3 .
Next, the similarity measures between the three known patterns and the unknown pattern are ranked, and the ranking results are shown in Table 4 .
It can be seen from Table 4 that the new similarity measures and the existing similarity measures between B and A 3 are the largest, so B and A 3 belong to the same pattern. Moreover, the ranking results obtained by the new similarity measures all are A 3 > A 1 > A 2 , and the ranking results obtained by the existing similarity measures all are A 3 > A 2 > A 1 .
The ranking results obtained by the new similarity measures and the existing similarity measures are different. In order to verify the accuracy of the new similarity measures, the PFWA operator in Definition 6 and the ranking method in Definition 8 (hereinafter referred to as the verification method) are used to rank the known patterns.
Considering that the weight of the three features in the feature space is not given, that is, the importance of the three features is the same, thus the weight is w = (1 3, 1 3, 1 3) . First, the comprehensive assessment value of each pattern is calculated by (5) . Then, the ranking function value of the comprehensive assessment value of each pattern is calculated by (6) .
According to the size of the ranking function value, R(B) and R(A 3 ) are the closest, so B and A 3 belong to the same pattern. The known patterns can be ranked according to the difference between the rank function value of the known patterns and the unknown pattern.
which is completely consistent with the ranking results obtained by the new similarity measures. Compared with the existing similarity measures, the new similarity measures are more accurate, thus the application process is more reliable.
B. A CASE OF MEDICAL DIAGNOSIS
There are many diseases, different diseases show different symptoms. The medical diagnosis is based on the patient's symptoms to determine what kind of disease the patient has suffered. The patient's multiple symptoms can constitute a symptom set, and different diseases can constitute a diagnostic set.
Let the symptom set be S = {s 1 (Temperature), If the weight of the symptom set is w = (0.20, 0.25, 0.15, 0.15, 0.25), then the weighted similarity measures between P and D i (i = 1, 2, · · · , 5) are calculated. The calculation results are shown in Table 5 .
Next, the weighted similarity measures between P and D i (i = 1, 2, · · · , 5) are ranked, and the ranking results are shown in Table 6 .
It can be seen from Table 6 that the ranking results obtained by the weighted similarity measures are D 2 > D 1 > D 3 > D 4 > D 5 (except sm 1 w ( ) and sm 4 w ( )). The new weighted similarity measures and the existing weighted similarity measures between P and D 2 is the largest, so the patient's disease is diagnosed as malaria. Considering that the ranking results of the existing weighted similarity measures are not completely consistent with those of the new weighted similarity measures, the diseases D i are ranked by the verification method.
First, the comprehensive assessment value of P and D i is calculated by (5) . Then, the ranking function value of the comprehensive assessment value of each pattern is calculated by (6) . According to the size of the ranking function value, R(P) and R(D 2 ) are the closest, so P and D 2 belong to the same disease, namely malaria. The diseases can be ranked according to the difference between the rank function value of P and D i . 5 , which is completely consistent with the ranking results obtained by the new weighted similarity measures. The ranking results obtained by the two existing weighted similarity measures (sm 1 w ( ) and sm 4 w ( )) are not accurate, which show that the new weighted similarity measures are more accurate and reliable.
C. A CASE OF MULTIPLE CRITERIA DECISION MAKING
The MCDM problem can be described as follows: let A = {A 1 , A 2 , · · · , A m }(i = 1, 2, · · · , m) be m decision schemes, C = {C 1 , C 2 , · · · , C n }(j = 1, 2, · · · , n) be n decision criteria, E = {e 1 , e 2 , · · · , e l }(k = 1, 2, · · · , l) be l decision makers. Each decision maker judges each scheme according to n criteria, so as to rank all schemes optimally.
An organization plans to implement enterprise resource planning (ERP) system. There are five potential ERP systems as candidates, and the scheme set is
The organization employs three experts as decision makers, and the expert set is E = {e 1 , e 2 , e 3 }. The organization selects four criteria to assess candidate schemes: functional and technical C 1 , strategic adaptability C 2 , supplier capability C 3 , supplier reputation C 4 , then the criterion set is C = {C 1 , C 2 , C 3 , C 4 }. The three experts e k (k = 1, 2, 3) assess the five potential ERP systems A i (i = 1, 2, 3, 4, 5) under the four criteria C j (j = 1, 2, 3, 4) .The weight of the expert set is v = (0.25, 0.45, 0.30), the weight of the criterion set is w = (0.15, 0.20, 0.35, 0.30).
Next, each expert's Pythagorean fuzzy decision matrix
ij ) 5×4 is constructed, as shown in Table 7 - Table 9 , respectively.
By using (5) to aggregate the Pythagorean fuzzy decision matrix P (k) = (p (k) ij ) 5×4 of each decision maker to obtain the comprehensive Pythagorean fuzzy decision matrix P = (p ij ) 5×4 , as shown in Table 10 .
Considering that four criteria all are benefit index, then the positive ideal solution p + can be defined as Table 11 .
Next, the weighted similarity measures between p A i and p + are ranked, and the ranking results are shown in Table 12 .
It can be seen from Table 12 that the ranking results obtained by the weighted similarity measures are
The new weighted similarity measures and the existing weighted similarity measures between p A 2 and p + is the largest, so the best ERP system is A 2 .
Considering that the ranking results obtained by the existing weighted similarity measures are not completely consistent with those obtained by the new weighted similarity measures, the five potential ERP systems A i are ranked by the verification method.
First, the comprehensive assessment value of A i is calculated by (5) . Then, the ranking function value of the comprehensive assessment value of each pattern is calculated by (6) .
According to the ranking rules in Definition 8, the ranking result of all schemes is A 2 > A 3 > A 4 > A 1 > A 5 , which is completely consistent with the ranking results obtained by the new weighted similarity measures. Thus, the accuracy and reliability of the new weighted similarity measures are verified.
VI. CONCLUSION
In this paper, four new similarity measures of the PFS are proposed, and the new weighted similarity measures are obtained. By a comparative example and three simulation cases, it is verified that the new similarity measures can effectively overcome the limitations of the existing similarity measures. The main conclusions are as follows:
(1) The comparative example verifies that the new similarity measures and the new weighted similarity measures can effectively distinguish the highly similar PFSs, so the new similarity measures and the new weighted similarity measures have better distinguishability.
(2) The simulation cases verify that the new similarity measures and the new weighted similarity measures can effectively solve the application problems of the pattern recognition, the medical diagnosis and the MCDM, so the new similarity measures and the new weighted similarity measures can achieve good application benefits.
(3) The simulation case of the pattern recognition verifies that the new similarity measures are more accurate and reliable than the existing similarity measures.
(4) The simulation cases of the medical diagnosis and the MCDM verify that the new weighted similarity measures are more accurate and reliable than the existing weighted similarity measures.
The PFS has been extended, such as the Pythagorean fuzzy linguistic set. The next step of our work is to study the similarity measures of the extended PFS.
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