variation of a system's trajectory x(t) due to a first-order variation Sp(t) of a system's parameter p. A sufficient condition is derived for a nonlinear closed-loop system to be less sensitive than the nominally equivalent open-loop system, according to a particular integral-square measure of 6x(t). It is shown that for this sufficient condition to be satisfied the weighting matrix must be of a specific form; this form is also shown to be necessary when one considers the closed-loop sensitivity reduction of arbitrary members of broad classes of linear and nonlinear systems.
INTRODUCTION AN~ SumY
The potential benefits of sensitivity reduction by use of feedback are well known and the sensitivity comparison of open-loop and closed-loop systems is a fundamental problem of feedback theory. We consider here the concept of differential trajectory sensitivity, the first-order variation h(t) of the system's trajectory (or motion) x(t) due to first-order continuous variations Sp(t) of an internal parameter or external disturbance p(t). The closed-loop system (denoted by subscript c) will be considered less sensitive than the nominally equivalent open-loop system (denoted by subscript o) if In this paper, Theorem 3.1 gives a sufficient condtion, the sensitivity inequality (3.7), for closed-loop sensitivity reduction in the sense of (1.1); this result is similar to those in [2-lo]. The main results are Theorem 4.1, which shows that the sensitivity inequality can be satisfied only if 2 has a particular form, and Theorem 4.2, which shows that this form, slightly strengthened, is mandatory when considering broad classes of linear and nonlinear systems, such as the class of optimal systems considered in [l l-141.
1' SxoT(t) Z(t) Sx,(t) dt > St' Sx,T(t) Z(t) h,(t) dt

PRELIMINARIES
Consider a plant described by the differential equation where the scalar t is the time, x is the state, an n-vector, u is the control, an r-vector, r < n, and p is a vector of continuously time-varying internal parameters and external disturbances. The control function u is derived from a state-feedback control law
The functions f and k are assumed to be continuously differentiable in t, X, and p. It is further assumed that the set (2.1, 2.2) has a unique solution x(t), t 3 to , for all initial points (to , x0) in some (n + 1)-dimensional connected region of (t, x)-space and for all p(t) in a neighborhood of a nominal parameter denoted by p*(t).
Next, consider a small, continuously time-varying variation and let
where E is a nonzero scalar and 6~ is a vector of arbitrary fixed finite length.
The trajectory x(t) is, in general, a function of p and we define the trajectory sensitivity 6x as the (weak and, in this case, equal to the strong) differential
Suppose that in (2.1) p = p.+ and u(t) is a particular function u*(t) yielding a solution x*(t) that starts at some nominal initial point (to , x0). where the matrices of partial derivativesf, , fu , and f, are understood to be evaluated along {x*(t), u*(t), p*(t)}. If u is given by (2.2) then we readily find that Su = -k,Sx.
(2.5)
CONDITIONS FOR CLOSED-LOOP SENSITIVITY REDUCTION
Consider the closed-loop system (2.1, 2.2) with parameters at nominal value, p = TV.+ , generating the nominal trajectory x.+(t) and control u*(t) = -k(t, x*(t)
). An open-loop system (2.1) with p = pcL* and forced by u.+(t) is clearly nominally equivalent to the closed-loop system (2.1, 2.2) under nominal deterministic conditions. Our objective is to compare the trajectory sensitivity, for an arbitrary nominal trajectory and with respect to the criterion ( From (3.1) and (3.2) we have in terms of the transition matrix @(t, r), i.e., v is given by
Further, squaring each side of (3.3) with respect to a weighting matrix Z(t) we find that (1.1) holds if and only if
If one wishes (1.1) to hold for all continuous &L(t) and for all initial errors E, then (3.6) is not a useful condition since it must be tested for the &x,(t) due to all S,(t) and 5. In theoretical work it is convenient to replace &x,(t), which is continuously differentiable, by an arbitrary member z(t) of the space D, of continuously differentiable functions. We then have THEOREM 3.1. A s@ic-ient condition for a closed-loop system (2.1, 2.2) to be less sensitive than the nominally equivalent open-loop system, in the sense of (1. l), with respect to all continuous parameter variations S,(t) and initial errors 5, is that for every continuously dajferentiable x(t) the sensitivity inequality Remark 3.1. The satisfaction of the sensitivity inequalities (2.7), (3.10), and (3.13) is in general not necessary for closed-loop sensitivity reduction in the sense of (1.1) b ecause &cc(t), being the solution of (3.2), is in general not an arbitrary member of D, . On the other hand, whenever a system is capable of generating every 8x,.(t) in D, , the above sufficient conditions are also necessary. Considering Eq. (3.2) for SxJt), it is evident that if has rank n and (1.1) is to hold for all continuous &(t), then for every 6x,(t) in DI there is a continuous 8p(t) given by W> = f;'P% -(fi -fukd %I, (3.14)
such that (3.2) is satisfied. Similarly, if the system (2.1) is forced by white noise, every continuous x(t) can be realized, and if in addition f, can be solved for X, then every continuously differentiable 8x,(t) can be generated.
RESULTS ON THE FORM OF 2
Henceforth we make the mild and unrestrictive assumption that the pair of matrices [ fz , fu} is completely controllable on every interval [t,, , t] where t, is an arbitrary fixed initial time and t is variable, and the rows of k,(t) are linearly independent on every such interval. Together these assumptions imply [15]:
Along the nominal solution {x.+(t), u*(t), p*(t)}, W) = 1' @(t, dfu(4 444 k,*(4fuT(4 @*(ts T) dr
is nonsingular for all t > to . I THEOREM 4.1. For systems (2.1, 2.2) satisfring assumption (4.1), the weighting matrix Z(t) in the sensitivity inequality (3.7) of Theorem 3.1 must be of the form z(t) = kf(t> M(t) k,(t), where M is some constant nonnegative definite and symmetric matrix.
Proof. We show that unless 2 has the form prescribed by the theorem, there exists a continuously differentiable z(t) which violates the sensitivity inequality (3.7). Let x(t) in (3.7) and (3.5) be chosen as x = 5 + PII where p is a scalar and 77 is any finite nonzero vector such that W) q(t) = 0.
(4.4)
In (4.4) we assumed that k, is singular; when k,(t) is nonsingular, the form (4.2) poses no restriction on Z(t) because we can always set M(t) = (k,T)-lZ( t) k;l . Let
4) = CT@) Z(t) j" W, T)fukAT)
dT, to and bV) = vT(t) Z(t) jlo @(t, 4fuJEz5(4 dT, Y(t) = [ j J, @,(t, T> fukd(7) dT] T z(t) j :,, @(t, 4 fug' d7.
(45)
Then, in view of (4.4), (3.7) becomes I t' t, a(t) dt + 2 jt' p(t) P(t) dt + jt' y(t) dt 3 0. Since r(t) is nonsingular and X is an arbitrary nonzero vector, for every nonzero vector Z(t) q(t) th ere exists a nonorthogonal nonzero vector r(t) X such that p(t) # 0. Thus for /3(t) = 0 it is necessary that Z(t) q(t) = 0.
This implies, in view of (4.4), that the rows of Z(t) must be in the subspace spanned by the rows of k,(t). Hence for some continuously differentiable matrix L(t). Because of the symmetry of
and it must be possible therefore to factor 2 in the form of (4.2). When Z and k, are constant, then from (4.7) 0 = i(t) K, , and since the rows of K, The theorem shows that the weighting matrix Z in the sensitivity inequalities (3.79, (3.10), and (3.13) cannot be arbitrarily chosen, as is often implied in the literature; these inequalities are in fact meaningless unless Z is of the proper form given by (4.2) and (4.3), i.e., s " (2z=k,=Mk,v + vTkzTMkzv) dt > 0 to (4.8) must replace our main sensitivity inequality (3.7). We remark that since the sensitivity inequality (3.7) is only a sufficient condition for the criterion (1 .l), Z in (I. 1) may be of a different form then that prescribed by Theorem 4.1. For systems of the type noted in Remark 3.1, however, for which the sensitivity inequality (3.7) is necessary, the theorem applies to Z also in (1.1). Another application of Theorem 4.1 is in general investigations where one wishes to examine the properties of arbitrary members of an entire class of systems. Clearly, whenever such a class contains one member for which Z is necessarily of the form (4.2), this form is also necessary for the class as a whole. Moreover, we can then strengthen M to be necessarily positive definite. We have THEOREM 4.2. Consider the class of closed-loop linear systems (3.11, 3.12) or any class generalized from it up to and including the class of nonlinear systems (2.1, 2.2), all sati.$ying assumption (4.1). For every member of such a class to exhibit closed-loop sensitivity reduction in the sense of ( I. 1) with a Z given by the same formula ,for all members, for all continuous parameter variations BP(t) and all initial errors 5, it is necessary that the weighting matrix Z(t) have the form (4.2) with M(t) a positive definite symmetric matrix.
Proof.
Consider Remark 3.1. In the linear case f, is MP) -B(P) Gaul, + c and it is easy to construct an example where this matrix has rank n. The class of systems (2.1, 2.2) includes this example as a special case and hence the form (4.2) for Z is mandatory as stated. We prove that M has to be positivedefinite by contradiction of (1.1) in at least one example. Let M be nonnegative-definite. We construct an example so that K&x,(t) is in the nullspace of M and K&,(t)
is not in this space for some t. Then the left side of (1.1) is zero and the right side is positive-a contradiction. Consider a second order linear system (3.11, 3.12) with two inputs (i.e., B and K are square), where C = 0, satisfying assumption (4. We construct our example so that the matrix [Ax + Bu], is nonsingular. Assume M is singular and let h be a real vector such that KA + 0 is in the null space of M, and let t and &CL(t) be such that &x,(t) = X for all t > 0; then from (4.9), S,(t) is given by &u(t) = -[Ax + Bu];' AX. We construct our example so that B and K are of full rank and BK has complex eigenvectors. Then A is not an eigenvector of BK and BKA # 0. Thus S&(O) is not in the one dimensional null-space of MK and therefore on some interval MKGx,(t) # 0. Thus for every singular -n/l there exists in this example a S,(t) and [ such that the left side of (1.1) is zero while the right side is positive. Q.E.D. The fact that generally speaking the weighting matrix 2 in (1.1) must be of the form (4.2) is not surprising because it is the quantity K&v, = 77 that is being fed back. Theorem 4.1 thus states that, in general, the criterion for closed-loop sensitivity reduction should be s " ~,~~~q, dt 3 It' Q~MQ dt, M > 0, all t' > t,, (4.12) 5 5
rather than (1.1).
It is again remarked that particular members of one of the classes of systems covered by the theorem, or entire subclasses, may satisfy (1.1) also with a 2 different from that prescribed. For the classes of linear and nonlinear optimal systems considered in [l l-141, 2 turned out to be of the form (4.2) with M a positive definite matrix related to the specific prob1em.i In view of the proof of Theorem 4.2, it is evident that the theorem applies to these broad classes of optimal systems and therefore the form of 2 which emerged in [I l-141 in an ad hoc fashion is actually mandatory. Nevertheless, certain subclasses of optimal systems and a numerical example are shown in [l 1, 13, 161 to satisfy (1.1) with a 2 not of the form (4.2). Th is is, of course, no contradiction: The more restricted the class of systems under consideration, the more general the weighting matrix 2 in (1.1) can be.
In conclusion we observe that only nondynamic state-feedback [see (2.2) and (3.12)] has been considered. Does dynamic state-feedback remove the restriction on the form of 2 ? This question and also evidence in the case of the minimum trajectory sensitivity problem [17] suggest that when sensitivity is taken into account the consideration of dynamic state-feedback is legitimate and potentially fruitful.
M was I&,
where H is the Hamiltonian of the problem. H,, > 0 is the strengthened Legendre-Clebsch condition and is necessary for the existence of k, . In the hnear case, H,, = R, the matrix weighting the control in the quadratic performance index.
