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When considering large-scale plants, such as factories, water irrigation
channels or solar fields, the problem of state estimation is more difficult to
solve than in small-scale systems. It should be noted that information from
these systems is frequently collected by many individual agents widespread
across geographically remote locations, which complicates estimators’ de-
signs. Furthermore, these agents are required to communicate with others
to achieve system-wide goals, triggering problems derived from the network
topology and communication drawbacks such as delays, quantization, limited
bandwidth, etc. This thesis aims to provide new solutions for the problem
of distributed estimation of the state of a linear time-invariant (LTI) plant
with a network of agents. To achieve this goal, several novel structures for
agent-based estimators are presented, based on an orthogonal decomposition
of the local observable/unobservable subspaces of each agent.
First, a novel observer is introduced based on a structure that incorpo-
rates consensus among the agents and that can be designed in a distributed
fashion, achieving a robust solution with good estimation performance. Fur-
thermore, the structure includes the ability to set the convergence rate of the
estimator arbitrarily.
Concerning perturbed models, an LQ-based design method for the
observer structure is presented, stating stability and optimality conditions and
showing in simulation the performance of the algorithm for the unperturbed
and perturbed scenarios. The design method presented allows the user,
through the use of one scalar parameter, to modify the observer according to
their experience with the plant.
Finally, a second observer structure is presented based on the same
principle of subspace decomposition, but this time, the scenario is a little
different. Each of the agents involved in the network must perform real-time
monitoring of the plant’s state, counting on local measurements of the state
taken by the agents and measurements taken by the rest of the network. This
interagent communication takes place within a multihop network.Therefore,
the transmitted information suffers delay depending on the position of the
sender and receiver in a communication graph. A novel data-fusion-based
observer structure is presented, and two main subproblems are addressed: the
observer design for stabilizing the estimation error and an optimal observer
design to minimize the estimation uncertainties when plant disturbances
and measurement noise come into play.
All contributions of this thesis are theoretical in nature. However, the
solutions adopted could be applied to a wide variety of distributed systems.

Acknowledgments
May the reader forgive me, for my desire is to write the acknowledgments in my
mother tongue.
En primer lugar,me gustaría agradecer a mis supervisores, PabloMillán y Luis
Orihuela. Sin sus sabios consejos y supervisión esta tesis no habría sido posible.
De igual forma, me gustaría dar las gracias a Alexandre Seuret y Luca Zaccarian
por la gran acogida que me dieron en Toulouse y el tiempo dedicado que, sin duda,
fue el pistoletazo de salida a la producción científica que en esta tesis se refleja.
También me gustaría hacer una mención especial a mis compañeros/amigos
del departamento de Ingeniería: Fabio, Manolo, Isa, Juanma, María, Juanfra,
Carmelina, Jorge, Carlos, Lázaro, Dani G. y Dani R. Especial agradecimiento a
Dani por la profunda revisión que ha hecho del manuscrito. Sin duda merece
también un especial agradecimiento Alex. Empezamos juntos en la empresa y
continuamos en la Universidad. A mis amigos del “Parquecito”, de “Martes de
Servesitas” y consortes.
Por supuesto, agradecer el apoyo brindado en todo momento por mi familia.
A mis padres. Sin la buena educación que he recibido y su apoyo no habría llegado
a ningún lado. A mi hermana Irene, que la echo mucho de menos aunque me
alegro que haya encontrado un lugar donde es feliz. A mi abuela Carmen y a mis
tías Marito, Choni y Pepi. A mi segunda madre Loli. Por último y no menos
importante a Sol, por aguantar mi mal carácter durante todos estos años y los años
que nos quedan. Os quiero.





List of Figures xi
List ofTables xiii
List of Acronyms xv
1 Introduction and Objectives 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Thesis conceptual framework and motivation . . . . . . . . . . . 1
1.2.1 Networked Control Systems . . . . . . . . . . . . . . . 1
1.2.2 Distributed systems . . . . . . . . . . . . . . . . . . . . 2
1.2.3 Cyberphysical Systems of Systems (CPSoS) . . . . . . . 5
1.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Related literature . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Thesis overview and contributions . . . . . . . . . . . . . . . . 12
1.7 List of publications supporting this thesis . . . . . . . . . . . . 14
2 Notation and preliminaries 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Multi-hop subspace decomposition . . . . . . . . . . . . . . . . 18
2.4 System transformation . . . . . . . . . . . . . . . . . . . . . . 23
3 Distributed estimation based on multi-hop subspace decomposition 27
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Observer structure and design goal . . . . . . . . . . . . . . . . 28
3.4 Design and stability of the distributed observer . . . . . . . . . 29
3.5 Continuous-time construction . . . . . . . . . . . . . . . . . . 33
3.6 Distributed design and operation . . . . . . . . . . . . . . . . . 33
3.7 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
ix
4 An LQ-based design method for distributed estimation 37
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Observer Structure . . . . . . . . . . . . . . . . . . . . . . . . 38
4.4 LQ based observer design . . . . . . . . . . . . . . . . . . . . . 40
4.4.1 Design of the distributed observer . . . . . . . . . . . . 40
4.4.2 Design feasibility . . . . . . . . . . . . . . . . . . . . . 43
4.4.3 Stability analysis for the perturbed scenario . . . . . . . 44
4.4.4 Tuning procedure proposed . . . . . . . . . . . . . . . . 46
4.5 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5 A data-fusion-based approach for state estimation 51
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 Observer structure and design goal . . . . . . . . . . . . . . . . 52
5.3.1 Distributed observer setup . . . . . . . . . . . . . . . . 54
5.4 Estimation error dynamics . . . . . . . . . . . . . . . . . . . . 55
5.5 Distributed data fusion . . . . . . . . . . . . . . . . . . . . . . 58
5.6 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6 Data-fusion optimal filtering 65
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . 65
6.3 Observer structure and design goal . . . . . . . . . . . . . . . . 66
6.4 Estimation error dynamics . . . . . . . . . . . . . . . . . . . . 66
6.5 Distributed optimal filtering . . . . . . . . . . . . . . . . . . . 68
6.6 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7 Conclusions 77
7.1 Main achievements . . . . . . . . . . . . . . . . . . . . . . . . 77
7.2 Potential weakness and limitations . . . . . . . . . . . . . . . . 79
7.2.1 Reliable communication networks . . . . . . . . . . . . 79
7.2.2 System dynamics . . . . . . . . . . . . . . . . . . . . . 80
7.3 Further work . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Bibliography 83
List of Figures
1.1 Classical control scheme . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Networked control systems scheme . . . . . . . . . . . . . . . . . . 3
1.3 Distributed control scheme . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Example of a set of agents sparsely deployed in an industrial plant . . 6
1.5 Distributed control scheme . . . . . . . . . . . . . . . . . . . . . . 8
1.6 Distributed estimation procedure . . . . . . . . . . . . . . . . . . . 10
2.1 Subspace decomposition modification example . . . . . . . . . . . . 21
2.2 Agents connectivity assumption example . . . . . . . . . . . . . . . 23
3.1 Plant state and agent 1 estimation for Example 3.7.1 . . . . . . . . 35
3.2 Estimation error comparision for Example 3.7.1 . . . . . . . . . . . 36
4.1 Network topology considered for the simulations . . . . . . . . . . 47
4.2 Estimation error evolution for Example 4.5.1 . . . . . . . . . . . . 48
4.3 Estimation error infinity-norm for Example 4.5.1 . . . . . . . . . . 49
4.4 Estimation error infinity-norm for Example 4.5.2 . . . . . . . . . . 49
5.1 Evolution of the system state and agent 1 estimates . . . . . . . . . 63
6.1 Network topology considered for the simulation examples . . . . . . 73
6.2 Estimation error evolution for Example 6.6.1 . . . . . . . . . . . . 73




5.1 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.1 Iterative algorithm for the observer design method presented . . . . 72




DKF Distributed Kalman Filter
LMI Linear Matrix Inequality
LQR Linear Quadratic Regulator
LTI LinearTime Invariant
NCS Networked Control Systems
SM Set-Membership
CPS Cyber-Physical System
CPSoS Cyber-Physical System of Systems
GUUB Globally Uniformly Ultimately Bounded






This thesis is devoted to the research and development of new algorithms for the
problem of distributed estimation of the state of a plant by a network of agents. The
focus of the thesis is not only on the distributed implementation of the estimation
algorithms but also on the distributed design of the observer.
The approaches presented in the thesis take into account different reasoning
in terms of the presence of noise and perturbations. Under those scenarios, the
methods proposed intend to minimize the uncertainties in the estimation.
1.2 Thesis conceptual framework and motivation
This thesis lays at the intersection of NCS, distributed systems and CPSoS.A sum-
mary of these three concepts together with their limitations and main challenges
are introduced in the following points.
1.2.1 Networked Control Systems
Traditionally, classical control (or estimation) systems consisted of a controller
(or estimator) that collected all the measurements of a process and carried out
computations to control (or estimate) a plant (see Figure 1.1). To accomplish
this goal, it was of crucial importance to place the controller close to the system
of interest, located near the sensors and actuators. Another alternative was to
introduce point-to-point communication dedicated exclusively to the control loop.
Similarly, it was considered a perfect communication channel approach with the
following features:
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• Constant sampling time;
• Absence of transmission delays and dropouts; and
• Unlimited bandwidth and resolution in the signals.
Figure 1.1: Classical control scheme.
These assumptions facilitated the development of control and estimation
strategies implemented in the controller or estimator. However, typical centralized
systems emerged in the industry and engineering applications.
In contrast with the aforementioned framework, the concept of “Networked
Control Systems”arised at the end of the last century. NCSs are spatially distributed
systems for which the communication between sensors, actuators and controllers
is supported by a shared communication network, as shown in Figure 1.2 [29].
The communication channel comprises a variety of technological solutions such as
Bluetooth, ZigBee or Wi-Fi, to mention some of them [39].
The use of a multipurpose shared network to connect spatially distributed
elements results in flexible architectures and generally reduces both installation
and maintenance costs. Consequently, in the last decades, NCSs have been finding
applications in a broad range of areas such as mobile sensors [51], remote surgery
[43], haptics collaboration over the Internet [28], automated highway systems and
unmanned aerial vehicles [72] (for a more detailed information reader is referred
to [29]). However, new challenges are introduced to the scientific community. The
occurrence of failures in communications and the devices, lack of instantaneous
access to the information of the plant by the controllers and similar issues present
a problem for control and estimation design which must be studied.
1.2.2 Distributed systems
The decrease in the production costs of electronic devices has led to the evolution
of control systems to distributed architectures in which there are several intelligent
“agents” that exchange information with the rest of the agents in the network to
control and estimate the state of a system.
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Figure 1.2: Networked Control Systems Scheme.
Thus, a distributed system can be defined as a collection of independent agents
that appears to the users of the system as a single device. In order to illustrate this
concept, it is probably more helpful to give several examples of distributed systems
[75]. Let us consider a network of workstations in a company where, in addition to
each user’s personal workstation, there might be a pool of processors in the machine
room that are not assigned to specific users but are allocated dynamically as needed.
Another interesting example is a factory full of robots. Consider that one robot is
in charge of the assembly line and it detects that a part it is supposed to install is
defective. Then, it communicates with another robot in the parts department to
bring a replacement. This is a distributed system.
In this new paradigm, the different agents are geographically sparse and
communicate through a communication network (Figure 1.3). Thus, the tasks of
monitoring, estimating and controlling the plant are no longer carried out by a
single device, as in the centralized case, but require the coordination of all the
agents involved in the network.
This architecture has many advantages with respect to the traditional central-
ized schemes [70]:
• Scalability: sometimes, the plant to be controlled has large dimensions,which
make it difficult to implement a centralized structure since the controller
must receive signals from very distant locations. Distributed architecture
offers the possibility of introducing a network of easily expandable sensors.
3




Figure 1.3: Distributed control scheme.
• Flexibility: distributed architecture adapts to any type of plant, allowing
the interconnection of different intelligent devices that share a common
communication protocol.
• Fault tolerance: while in centralized control schemes the failure of the main
controller supposes the loss of control over the plant, in distributed control
systems, the loss of a device in the network may not suppose a determining
failure and can partially operate the plant in the absence of such a device.
• Machine learning: distributed networks are particularly suitable for learning
from large datasets, as they take advantage of the potential collaboration
between different devices.
However, although distributed systems have the aforementioned strengths,
they also have their weaknesses. One of the main potential problems is related to
the communication channel. It can present problems such as failures in communi-
cations, delays in the sending of packets, etc. Another problem is caused by the
lack of global information in all the devices involved in the problem. Each device
in a distributed system has local information about a process but, in contrast with
centralized schemes, there is some global information that is not accessible by all
of the devices. Finally, the implementation of distributed algorithms is a challenge
that has been studied in the last decades and it is still a research focus.
4
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1.2.3 Cyberphysical Systems of Systems (CPSoS)
A SoS is an integration of a finite number of constituent systems. The elements of
a SoS are independent, operable and networked together for a period of time to
achieve a certain higher goal [30].Thus, in an SoS, there is a group of systems where
most of the components have some managerial and operational independence,
but the purpose of the system is to provide a function or service that cannot be
provided by the individual systems independently or cannot be provided in an as
efficient manner as with the overall system [19].
On the other hand, CPS are physical and engineered systems whose opera-
tions are monitored, coordinated, controlled and integrated by a computing and
communication core [63]. In [19], CPS are defined as large complex physical sys-
tems that interact with a considerable number of distributed computing elements
for monitoring, control and management, which can exchange information among
themselves and with human users.
Thus, CPSoS are cyberphysical systems that exhibit the features of systems of
systems. That is, they are large, are spatially distributed, have complex dynamics
and partial autonomy in their subsystems among other features.
The concept of CPSoS has emerged as an active domain of research in recent
years in the light of various disciplines, such as computer science, systems control
and systems engineering. This new paradigm is of crucial importance for solving
societal challenges around the world. For this reason, the European Commission
has supported this line of research under the FP7 program [20]. It aims to build
constituencies for a European R&I agenda on SoS.Therefore, CPSoS provide a
forum and an exchange platform for systems of systems-related communities and
ongoing projects, focusing on the challenges posed by the engineering and the
operation of technical systems in which computing and communication systems
interact with large complex physical systems.
The complexity of all the subsystems considered, together with the commu-
nication problems of a real network and the coordination of the systems studied,
increase the challenges and difficulties in the development of CPSoS.
1.3 Applications
The last three sections have introduced three different paradigms where the problem
of distributed estimation becomes of crucial importance. This section describes
some systems at the intersection of these three paradigms where the distributed
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estimation algorithms can be applied. These applications are enumerated next:
Figure 1.4: Example of a set of agents sparsely deployed in an industrial plant.
• Control of water distribution networks: the water distribution network
is often composed of thousands of nodes and pipes and it has a length of
hundreds of kilometers. This is the main reason for management that is
incapable of preventing water leakage and planning optimization actions [4].
Many approaches can be found in the literature dealing with this problem
(see for instance [50, 41]) and most of them propose a distributed approach
for the problem. In these distributed approaches, the geographically sparse
sensors and actuators communicate among them and make decisions about
the control actions to accomplish in the plant. To do that, a reconstruction
of the state of the system is needed in some of the agents, being crucial the
correct implementation of a distributed estimation algorithm.
• Formation control of autonomous vehicles: in the maturing field of mo-
bile robot control, a natural extension to the traditional trajectory tracking
problem is that of coordinated tracking in its most general formulation. The
challenge which that problem addresses consists in finding a coordinated
control scheme for multiple robots that make them maintain some given,
possibly time-varying, formation at the same time that the robots, viewed as
a group, execute a given task [17]. This problem needs the implementation
of distributed estimation and control algorithms to prevent coordination
problems [65, 22].
• Transportation and logistics: transport is a CPS of systems that depends
on multiple factors, including the pattern of human settlements, the orga-
nization of production and the availability of infrastructure [77]. In this
framework, much research and numerous initiatives are being carried out
[83, 69].The interaction between transport, the human necessities and traffic
regulators will be of extreme relevance in the future. This approach will also
6
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entail the problem of distributed estimation appearing in a multitude of
applications. For instance, consider [68], where a novel CPS framework for
aircraft and airspace system design and performance assurance is presented.
Another interesting article is [6], which summarizes the results of the re-
search carried out in the international competition, DARPA, in November
2007 for the promotion of research and development on autonomously
driving vehicles in urban environments.
• Electric power grids: to ensure reliable and quality power supply for all
consumers distributed throughout the grid, the operational goals of the grid
relate first to maintaining grid stability while adhering to the grid codes, i.e.,
the network specifications for the operation of the grid, such as voltage level
references at different transmission (high-voltage,HV) and distribution (low-
voltage,LV) lines, power transfer levels for transmission and distribution and
frequency references in the system, the provision of a connection to the grid,
the performance of electricity transmission across the grid, and cross-border
transmission [77]. One of the main problems arises with the inclusion
of distributed renewable generators in low-voltage distribution grids that
creates important local imbalances between generation and consumption.
The distribution system operators in current practice acts conservatively and
prohibit the connections of units with production capacity at certain grid
points in situations when worst-case static simulations show that grid code
violations might occur. These facts are forcing the evolution of classical
electric power grid schemes to distributed architecture with a liberalized
market in which each bus or agent is capable of making real-time decisions
according to economic and technical factors. In this framework, introducing
a well-distributed estimation algorithm will be the key to guarantee the
stability of the overall power system. Several challenges in this framework
where defined in [74].
• Smart buildings: smart grids and smart buildings are related scenarios. In
smart buildings, several technologies are combined together to establish
reliable and sustainable technology. Thus, this technology deploys green
and zero-energy buildings that use all available sources of energy efficiently.
In that way, there exist several intelligent devices that control renewable
resources, electrical energy storage, combined heat and power plants, etc.
These elements work together to optimize the efficiency of the overall system
[82].
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1.4 Problem statement
The problem of distributed estimation addressed in this thesis is described as
follows: consider a group of agents interconnected in a communication network.
Each of the agents has access to some plant outputs. The objective of each of
them is to reconstruct the complete state of the system in real-time based on
the information obtained locally through measurements and the information
exchanged within their neighborhood, that is, with those agents with whom they





Figure 1.5: Distributed estimation problem scheme, where a set of agents take
measurements of system Σ and exchange information among them through a
communication network (in dashed lines).
The problem to solve is not only estimating the state of the system operating
in a distributed way but also that the design of the estimators must be carried
out in a distributed fashion, adding to the algorithm properties of flexibility and
scalability.
This problemmay present additional hurdles according to given considerations,




• The system dynamics are known and are modeled as a discrete-time linear
time-invariant system.
• The system dynamics and the measurements taken by every agent can be
unperturbed, affected by upper-bounded norm perturbations or affected by
Gaussian noises.
• The communication network can be modeled as a graph G = (V, E), where
V is the set of agents and E is the set of links or edges. We consider a robust
communication network in which the information exchange between agents
is not delayed or lost.
• The system is assumed to be collectively detectable by the network of agents.
That is, every agent is able to detect the entire system with the information
collected by local measurement of the state and that provided by the network.
It is important to point out that the implementation of a distributed estimation
solution consists of three main steps that are described next (an overview of this
process is depicted in Figure 1.6):
• First, an exchange of information must be accomplished which allows for
the different agents to collect the needed information to design the observer.
• Second, the design of the observer must be carried out. Depending on the
observer structure and the solution adopted, this phase can be repeated at
each sample time. This design must guarantee the stability in the estimation
and, depending on the case, achieve good performance in the presence of
noises and disturbances.
• Once the observers have been designed, the running phase is started, in which
the observers work toward reconstructing the state by taking measurements
and exchanging the adequate information with their neighbors.
All the solution presented in the following chapters relays in a subspace
decomposition named “Observability Staircase Form” [67]. This form allows to
each agent to identify its observable and unobservable subspace.
1.5 Related literature
Concerning distributed estimation, the literature is broad, and many approaches
can be found. Perhaps the most well-known approach to this problem is the
9









Figure 1.6: Distributed estimation procedure.
DKF, presented for the first time in [52]. The DKF is a distributed estimation
strategy that is applicable when the evolution of the system dynamics and the
measurements taken by the agents are affected by Gaussian noise. Thus, based
on the measurements taken by each agent and the information exchanged with
their neighbors, the DKF allows for every agent to minimize the uncertainties in
the estimation. Recall that since there are several agents, it is possible that two or
more agents measure the same state, which results in a more correct estimation
when the measurements are affected by disturbances. This estimation strategy
has attracted the attention of many researchers, and numerous approaches can be
found in the literature. For example, in [8], the DKF was combined with consensus
algorithms to achieve better performance. A different approach can be found in [5],
where the DKF was extended to nonlinear systems. Other methods consider the
introduction of weights based on the covariance matrices of the estimation error
(see, for instance, [31]). On the other hand, the application of diffusion strategies
for the distributed Kalman filter has also been studied; a relevant article in this
area is [10]. Additionally, there are works that study the convergence time of the
distributed Kalman filter with respect to the centralized case [76]. It is worth
pointing out that when introducing a communication network in the distributed
case, the amount of information exchanged between agents is high, and therefore,
its complexity setting a fast convergence rate is also high. A thorough examination
of this issue can be found in [76]. Finally, a new approximation based on the
decomposition of the state vector in the observable/unobservable subspaces of each
agent is presented in [14]. This idea has been extended and developed in [66],
where an estimation algorithm based on data fusion is presented. This last paper
corresponds to Chapter 4 of the present thesis.
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The DKF has many positive features, among which two stand out: it mini-
mizes the uncertainty in estimation when the system andmeasurements are affected
by noise, and it has the ability to be designed in a completely distributed way. This
second feature is crucial since it gives flexibility and scalability to the distributed sys-
tem. DKF techniques provide optimal solutions under the assumption of Gaussian
perturbations. However, this assumption is not always reasonable when considering
real systems.
Following the same motivation as that for this thesis, new approaches have
come out in recent years, which present an observation structure with the capability
of being designed in a distributed manner. Most of these new approaches consider
noise-free systems and measurements. In that way, the problem is addressed
by focusing on finding a design strategy that guarantees stability in estimation,
minimizing the exchange of information between agents. Three relevant articles on
this subject are [59], [60] and [79]. These three approaches base their strategy on
state augmentation. Although they are valid methods, state augmentation increases
the dimension of the state, which has repercussions for computational costs of
the algorithm and for the exchange of information. Another relevant work in
this field is [36], where the authors make use of an orthogonal transformation
of the state space in the observable and unobservable subspace for each agent.
This technique is similar to that used in the observers presented in this thesis.
However, as will be seen in subsequent chapters, the strategy presented here has
additional positive aspects. Furthermore, in [36], agents need global information
about the communications graph, and the observer design does not allow one
to set an arbitrary convergence rate. Another alternative to this same problem
can be found in [25], where the distributed observer design is made through the
resolution of a LMI problem. This design allows to set a prefixed convergence rate
for the estimator. Finally, in [48], the authors present a distributed observer based
on the decomposition of the state space in orthogonal subspaces. Although the
observer design is innovative, it has some shortcomings, similar to those of similar
strategies, such as the lack of possibility to set an arbitrary convergence rate and
the large amount of information that needs to be exchanged between agents under
moderate assumptions.
A different approach is the set-membership estimation [44]. This approach is
based on the construction of a compact set, that includes, with guarantee, the states
of the systems that are consistent with the measured output and the bounded noise
[2]. In contrast with the aforementioned probabilistic approaches that usually make
assumptions about the statistical properties of the uncertainties, often difficult
to validate, SM approaches consider a norm-bounded uncertainty. The bound of
the state of the system dynamics has been considered from different perspectives
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amongwhich two stand out: classical SM strategies considered ellipsoidal bounding
[71, 38, 18], meanwhile in the last decades the study of zonotopes as a tool for
bounding the state of a dynamical system has increased its popularity. Zonotopes
were proposed to build a state bounding observer in [62] and they have been deeply
studied due to their suitability. On the one hand, the fact that these sets can be
represented in terms of vectors and matrices eases transmission of information
between agents. On the other hand, basic operations with zonotopes are reduced
to matrix calculations, simple enough to be carried out in distributed embedded
systems with limited computation capabilities [55].
1.6 Thesis overview and contributions
In this section, a brief summary of the contributions of each chapter is presented.
Chapter 2 introduces some notation and preliminaries that are not the main
focus of the thesis but are crucial to understand the rest of the developments. The
chapter presents a decomposition of the state space in orthogonal subspaces that
captures the locally observable modes of each agent involved in the network and
the modes that are accessible with the information provided by the neighborhood.
In Chapter 3, an observer structure based on the subspace decomposition
aforementioned is presented. Based on that decomposition, the observers use local
information measured from the plant to correct the locally observable subspace,
whereas the locally unobservable subspace is divided according to the “innovations”
introduced by the neighboring agents, which are incorporated in the observers’
dynamics through a consensus term.The design of the observer structure is tackled
and it is demonstrated that the proposed design is always feasible under the given
assumptions.
The proposed method introduced in Chapter 3 not only guarantees stability in
the estimation for every system considered but also provides flexibility in adjusting
the convergence rate of the estimation dynamics. Additionally, the approach has
other positive features such as not requiring state augmentation or the resolution
of linear matrix inequalities, which reduces the computational cost of the problem.
Furthermore, the observer structure design is carried out in a distributed way.
This feature is essential when working with large-scale networks or time-varying
topologies. Lastly, the distributed design can be carried out with reasonably low
information exchange, and once the estimators have been designed, the commu-
nication requirements are even lower, as the agents only need to communicate a
certain portion of the state, reducing congestion of the network.
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Chapter 4 discusses the same problem of Chapter 3, but in this case, it deals
with perturbed systems. Based on the same observer structure as in Chapter 3,
the design of the observer gains, namely, local Luenberger gain and consensus
matrices, is tackled byminimizing a local quadratic cost function.This cost function,
analogous with the classical LQR controller design, considers two terms: the former
is inspired by the term x>Qx that weights the deviation of the system state from
the reference. In the estimation scheme considered, the first term weights the
estimation error of the observer. The latter corresponds to u>Ru in the classical
control scheme.The purpose of this term is to weight the influence of the measured
information in the estimation structure with respect to the system model of the
plant.
This chapter demonstrates, by using linear programming, the optimality and
stability of the observer in a distributed framework. Finally, the chapter presents a
way to choose the weighting matrices of the cost function based on the experience
of the control engineer. In particular, a scalar parameter must be chosen to tradeoff
between the reliability of the model and the accuracy of the measurements.
In Chapter 5, the problem considered is somewhat different. The network of
agents is intended to undertake the distributed estimation of the state of a plant by
executing a distributed data-fusion-based algorithm. Data fusion is the process of
integrating multiple data sources to produce more consistent, accurate, and useful
information than that provided by any singular data source. Thus, every agent
collects the necessary information to reconstruct the entire state.
Different from the previous chapters, this chapter considers that the agents
communicate through a multihop network,where data transmitted may take several
sampling instants to reach its final destination. In other words, communications
are affected by graph-induced delays. Thus, the observer gains are designed to
guarantee the stability of the distributed observer in spite of the presence of delays.
This data-fusion-based structure has several positive features, many of which
are the same as in the observer structure of Chapters 3 and 4, such as the ability
to design the observer in a distributed fashion or the reduction in the exchange
of information in the network; however, additionally, this structure accounts for
other contributions. First, unlike the conventional data-fusion approaches, the
information is not required to be spread through the network in a single sample
time, thereby relaxing the network requirements. Furthermore, the observer design
reduces the exchange of information with respect to other data fusion algorithms
due to the fact that the agents are not required to collect the information of every
agent to reconstruct the entire state. Finally, in the case of duplicated information,
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the proposed subspace decomposition allows the observer to be selective when
deciding which agents will be the source of the required data, thus allowing for the
rejection of highly noisy information or information sent from an agent damaged
by cyberattacks or malfunctioning.
Chapter 6 proposes a design method for the data-fusion-based structure
introduced in the previous chapter. This design deals with the same distributed
estimation problem than in Chapter 5 but, this time, considering Gaussian per-
turbations in the system model and agents’measurements. For this scenario, the
design proposed minimizes the expected value of the estimation error norm.
Finally, Chapter 7 includes the conclusion of the thesis, where the main
achievements are drawn together with potential weaknesses, limitations, and the
potential future work.
1.7 List of publications supporting this thesis
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decomposition. Automatica.
2. Álvaro Rodríguez del Nozal, Pablo Millán and Luis Orihuela. Data Fusion
Based on Subspace Decomposition for Distributed State Estimation in Multi-
Hop Networks. Sensors.
3. Álvaro Rodríguez del Nozal, Luis Orihuela and Pablo Millán. Distributed Es-
timation Design for LTI systems: A Linear Quadratic Approach. International
Journal of Systems Science.
International Conference papers:
1. Pablo Millán, Álvaro Rodríguez del Nozal, Luca Zaccarian, Luis Orihuela and
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This chapter sums up important notation, definitions, assumptions and key lemmas
that are not the main focus of the thesis but are crucial to understand the rest of
the developments.
2.2 Notation
The following notation is used through the thesis:
System model:
• This thesis considers a discrete-time LTI system observed by a set of agents
with the following state-space representation:
x+ = Ax+ w,
yi = Cix+ ni
where x ∈ Rn is the state vector, yi ∈ Rmi is the output locally measured
by each agent i,A ∈ Rn×n is the system matrix,Ci ∈ Rmi×n is the output
matrix of agent i and w ∈ Rn and ni ∈ Rmi are state and measurement
noises, respectively.
• Let x̂i ∈ Rn be the estimation of state x by agent i.
GraphTheory:
• A graph is a pair G = (V, E) comprising a set V = {1, 2, . . . , p} of vertices
or agents, and a set E ⊂ V × V of edges or links.
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• A directed graph is a graph in which edges have orientations, so that if
(j, i) ∈ E , then agent i obtains information from agent j.
• A directed path from node i1 to node ik is a sequence of edges such as
(i1, i2), (i2, i3), . . . , (ik−1, ik) in a directed graph.
• The neighborhood of i,Ni , {j : (j, i) ∈ E} is defined as the set of nodes
with edges incoming to node i.
• Given ρ ∈ Z > 0, the ρ-hop reachable set of i, Ni,ρ, is defined as the set
of nodes with a direct path to i involving ρ edges. Note that the 1-hop
reachable set of i corresponds to the neighborhood of i.
Linear Algebra:
• The operator col(·, ·) stacks subsequent matrices into a column vector, e.g. for
A ∈ Rm1×n and B ∈ Rm2×n, col(A,B) = [A> B>]> ∈ R(m1+m2)×n.
• Im(A) denotes the image of matrix A, i.e., the subspace generated by the
columns of matrix A. σ(A) denotes the set of eigenvalues of matrix A.
• A collection of subspaces {Im(W1), . . . , Im(Wn)} is independent if no
nonzero column of Wi is a linear combination of some columns of the rest
of matrices Wj , for all j 6= i.
• The sum of two subspaces Im(W1) and Im(W2) is denoted by Im(W1) +
Im(W2) = {w1 + w2|w1 ∈ Im(W1), w2 ∈ Im(W2)}.
• The sum of Im(W1) and Im(W2) is direct if Im(W1) ∩ Im(W2) = {0}
and is denoted by Im(W1)⊕ Im(W2).
• Let ||x||∞ = max{|x1|, . . . , |xp|} be the infinity norm of vector x =
[x1, . . . , xp].
• Let In denotes the identity matrix of dimension n.
2.3 Multi-hop subspace decomposition
Consider a set of agents V = {1, 2, ..., p} connected according to a given directed
graph G = (V, E), and intended to distributedly estimate the state of the following
discrete-time LTI system:
x+ = Ax, (2.1)
yi = Cix ∀i ∈ V, (2.2)
where x is the state vector,A is the system matrix, yi ∈ Rmi is the output locally
measured by each agent i and Ci ∈ Rmi×n is the output matrix of agent i.
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The observation structures proposed in the next chapters rely on system
transformations to the observability staircase form (see for instanceTheorem 16.2
in [26]). Prior to that, the following definitions are needed.
Definition 2.3.1 The ρ-hop output matrix of agent i, Ci,ρ, is a matrix that stacks







, ∀ρ ≥ 1,
where Ci,0 := Ci.
Intuitively speaking, the ρ-hop output matrix of agent i,Ci,ρ, is composed by
its output matrix Ci and the output matrices of all the agents j with a direct path
to i involving ρ or less edges.





∈ Rn×n, according to pair (Ci,ρ, A) such




x ∈ Rn transforms the original











Note that V̄i,ρ ∈ Rn×n
ō
i,ρ is composed by nōi,ρ column vectors in Rn that form
an orthogonal basis of the unobservable subspace of pair (Ci,ρ, A). Correspond-
ingly, Vi,ρ ∈ Rn×n
o
i,ρ is an orthogonal basis of its orthogonal complement.
Definition 2.3.2 The ρ-hop unobservable subspace from agent i, denoted Ōi,ρ, is com-
posed of all system modes that cannot be observed from the output locally measured by
agent i and those measured by all the agents belonging to the s-hop reachable set of i,
∀s ∈ {0, . . . , ρ}. Equivalently, the ρ-hop unobservable subspace from agent i is the
unobservable subspace related to pair (Ci,ρ, A) using the above coordinate transforma-
tion:
Ōi,ρ := Im(V̄i,ρ).
The orthogonal complement of Ōi,ρ, with some abuse of notation, is denoted ρ-hop
observable subspace from agent i,Oi,ρ := Im(Vi,ρ). We denote noi,ρ = dim(Oi,ρ).
According to Definition 2.3.2, it is clear that:
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Oi,ρ−1 ⊆ Oi,ρ, ∀i ∈ V, ρ ≥ 0. (2.3)
where we consider Oi,−1 = ∅. Then, the vectors of the “innovation” basis that
generates Oi,ρ ∩ (Oi,ρ−1)⊥ can be stacked into a matrix Wi,ρ ∈ Rn×ni,ρ , where
ni,ρ = n
o
i,ρ − noi,ρ−1, in such a way that:
Im(Wi,ρ) := Oi,ρ ∩ (Oi,ρ−1)⊥, ρ ≥ 0, (2.4)
Let us, to be selected later, define `i ∈ Z>0 as an arbitrary number of hops. From











with V̄i,−1 := In.
It is worth pointing out that Im(Wi,ρ) corresponds to the innovation intro-
duced by the ρ-hop reachable set Ni,ρ of agent i, that is, the observable modes for
agent i at hop ρ that are not observable at hop ρ− 1. Accordingly, the transforma-





V̄i,`i Wi,`i · · · Wi,ρ+1 ︸ ︷︷ ︸
Vi,ρ
Wi,ρ · · · Wi,0
]
∈ Rn×n, (2.7)
for all ρ ∈ {0, . . . , `i}, where it is easy to identify the observable and unob-
servable subspaces of the system by agent i at hop ρ.
It is worth pointing out that the subspace decomposition presented in this
section can be altered willfully in the case that one agent does not want to consider
some measurements (see for instance the example in Figure 2.1).
The following lemma introduces some important properties that are central
for the subsequent derivations.
Lemma 2.3.1 For any agent i ∈ V , the next properties hold, ∀ρ, ρ′ ∈ {1, . . . , `i}
such that ρ 6= ρ′:
(i) W>i,ρWi,ρ′ = 0,






2.3. Multi-hop subspace decomposition
Figure 2.1: Assume that agent 1 does not want to consider y3. Then, it can design
W1,1 to only include the basis vector of y2 and W1,2 to include the corresponding
basis of y3.
Proof of (i): Take any ρ 6= ρ′ and assume without loss of generality ρ > ρ′.
From (2.4) we have Im(Wi,ρ) ⊆ (Oi,ρ−1)⊥ and Im(Wi,ρ−1) ⊆ Oi,ρ−1 and
then, W>i,ρWi,ρ−1 = 0. Applying (2.3) recursively we obtain that Im(Wi,ρ) is
orthogonal to Im(Wi,ρ′) for all ρ′ > ρ, which proves item (i).
Proof of (ii): From Definition 2.3.2, we have that pairs (Ci,ρ, A) and (Cj,ρ−1, A)
generate subspaces Oi,ρ and Oj,ρ−1 respectively. Then, Definition 2.3.1 ensures
that matrix Cj,ρ−1 is one of the stacked matrices in Ci,ρ, which clearly implies
Oj,ρ−1 ⊆ Oi,ρ. Finally, from (2.4) we have Im(Wj,ρ−1) ⊆ Oj,ρ−1 and, conse-
quently, Im(Wj,ρ−1) ⊆ Oi,ρ establishing item (ii).
Proof of (iii): We follow the same reasoning as for (ii). From Definition 2.3.1,
we know that matrix Ci,ρ is composed by matrix Ci,ρ−1 and matrices Cj,ρ−1




(Im(Vj,ρ−1)). Moreover, (2.4) implies that Im(Wi,ρ) ⊆




which are the subspaces generated by output matrices Cj,ρ−1. Note that matri-
ces Cj,ρ−2 are a part of Ci,ρ−1 so that Oj,ρ−2 ⊆ Oi,ρ−1. This implies, using
Im(Wi,ρ) ⊆ (Oi,ρ−1)⊥ again, that Im(Wi,ρ) ⊆ (Oj,ρ−2)⊥ for every neighbor
j of i. Using (2.6), (Oj,ρ−2)⊥ = Im([Wj,ρ−1 V̄j,ρ−1]) and then Im(Wi,ρ) ⊆⊕
j∈Ni
Im([Wj,ρ−1 V̄j,ρ−1]). Since Im(Vj,ρ−1) ∩ Im(V̄jρ−1) = ∅ by definition,
then item (iii) is proven. 
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Additionally, the sequel condition is established:
Lemma 2.3.2 For any i ∈ V and any j ∈ Ni,ρ, it holds CjWi,r = 0, with ρ, r ∈
{0, . . . , `i} and r > ρ.
Proof 2.3.1 From Definition 2.3.1 it is easy to see that Im(C>j ) ⊆ Im(C>i,ρ) for
all j ∈ Ni,ρ. By using Definition 2.3.2, we have that pair (Ci,ρ, A) generates the
subspaceOi,ρwhich directly implies that Im(C>i,ρ) belongs to Im(Vi,ρ) and consequently
Im(C>j ) ⊆ Im(Vi,ρ). Finally, considering the orthogonality between Vi,ρ andWi,r
for every r > ρ the Lemma is proved. 
Next, we include a definition and a necessary assumption for the solvability
of the distributed estimation problem.
Definition 2.3.3 Given α ∈ (0, 1), pair (C,A) is α-detectable if pair (C,A/α) is
detectable (in the sense of [26, Def 16.1]). Moreover, system (2.1)-(2.2) is collectively
α-detectable if for each agent i ∈ V , there exists a finite number of hops `i ∈ Z > 0
such that pair (Ci,`i , A) is α-detectable.
In other words, pair (C,A) is α-detectable if the unobservable modes have
exponential convergence at least equal to α.
By definition, we see that a pair (C,A) is α-detectable if and only if the unob-
servable modes of the observable decomposition have convergence rate of at least α,
namely if and only if there exists an observer ensuring the exponential stabilization
of the estimation error with convergence rate α. Similarly, system (2.1)-(2.2) is
collectively detectable if for each agent, the complete information provided by
the network (that is, the ρ-hop output matrix with ρ arbitrarily large) is sufficient
to build such an observation law. Due to this fact, collective α-detectability is a
necessary assumption to solve the distributed estimation problem introduced in
Section 1.4 and whose resolution is tackled in the next chapters.
Assumption 2.3.3 Given α ∈ (0, 1), we assume that system (2.1)-(2.2) is collectively
α-detectable. 
When the converge rate of the estimates is not a required objective to take in
mind during the observer design procedure, we can refer to collective detectability.
System (2.1)-(2.2) is collectively detectable if for each agent i ∈ V , there exists
a finite number of hops `i ∈ Z > 0 such that pair (Ci,`i , A) is detectable, i.e.
the system is collectively α-detectable with any α < 1. This fact implies that the
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unobservable modes decrease asymptotically with time with any convergence rate.
For this scenario, Assumption 2.3.3 can be reformulated as follows:
Assumption 2.3.4 We assume that system (2.1)-(2.2) is collectively detectable. 
Remark 2.3.1 If the communication graph is connected and pair ([C>1 , . . . , C>p ]>, A)
is α-detectable (as, for instance, in [25] and [80]), then Assumption 2.3.3 holds true.
However, Assumption 2.3.3 is in general less restrictive, as it does not enforce connectivity
of the network (see for instance the example in Figure 2.2).
Figure 2.2: Assume that pair (C̃, A) with C̃ = [C>1 , C>2 , C>3 ]> is α-detectable.
Although strong connectivity does not hold, Assumption 2.3.3 is still met.
2.4 System transformation
This section applies the linear transformation introduced in the previous section to
the system considered. Prior to that, the following result that is based on Lemma
5.49 in [58] (whose straightforward proof is omitted) is presented:
Lemma 2.4.1 If Im(V̄i,ρ) ⊆ Ōi,ρ, then Im(AV̄i,ρ) ⊆ Ōi,ρ, i.e., the unobservable
subspace Ōi,ρ is an A-invariant subspace.
Next, considering Lemma 2.4.1 and the concepts introduced in Section 2.3,
the transformation of the system matrix can be obtained:
Proposition 2.4.1 For each agent i, the orthogonal similarity transformation given by
Ti in (2.7) transforms the system matrix A into a block upper-triangular matrix in the
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... . . .
...
...
0 0 · · · W>i,1AWi,1 W>i,1AWi,0
0 0 · · · 0 W>i,0AWi,0
 . (2.8)
Proof 2.4.1 The transformation matrix defined in (2.7) is composed of the vectors that
form a basis of the innovationsWi,ρ, introduced by the neighbors of agent i at each hop ρ,
and of those that form the basis of the unobservable subspace at hop `i, which, according
to Assumption 2.3.3, must be α-detectable by the network. Note that from Lemma 2.3.1
(i), all the innovation terms are mutually orthogonal and therefore Ti is a full rank
transformation matrix.
Applying transformation Ti to the dynamics matrix of the system focusing on the











Then, according to Lemma 2.4.1, Im(AV̄i,ρ) ⊆ Im(V̄i,ρ) which clearly implies
Vi,ρ









which is valid for every considered hop ρ. Applying this procedure recursively from ρ = 0
to ρ = `i, it is clear that the diagonal elements correspond toW>i,ρAWi,ρ whereas each
term below the diagonal is zero, which establishes (2.8). 
Note that the first block row of matrix (2.8) corresponds to those modes that
are unobservable but α-detectable.
Let us define the estimation error of any agent i as:
ei := x− x̂i, i ∈ V, (2.9)
where x̂i ∈ Rn is the estimation of the system state x made by agent i. Similarly,
it is possible to define the transformed estimation error as εi := T>i ei, which can
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Thus, due to the fact that Ti is an orthogonal matrix (and therefore T>i Ti =
In), the expression of the estimator error in εi,ρ coordinates yields:




Finally, the sequel lemma introduces an important relation that will be useful
later on.
Lemma 2.4.2 Under Assumption 2.3.4, the next equation holds for any i ∈ V , any
j ∈ Ni, and any ρ ∈ {0, . . . , `i}







Proof 2.4.1 First, let us rewrite expression (2.12) in terms of the estimation error
defined in (2.9):
W>j,ρ−1(x̂j − x̂i) = W>j,ρ−1(x̂j − x+ x− x̂i)
= W>j,ρ−1(ei − ej).
Now, consider the transformed estimation error defined in (2.10) and let us write the
estimation error of agents i and j in the εi,ρ, εj,ρ coordinates, which yields that:








According to Lemma 2.3.1 (i), we haveW>j,ρ−1Wj,r = 0, ∀r ≥ 0, r 6= ρ− 1, and
from Lemma 2.3.1 (ii) we know that Im(Wj,ρ−1) ⊆ Im(Vi,ρ) which clearly implies




Distributed estimation based on
multi-hop subspace decomposition
3.1 Introduction
This chapter proposes a novel approach to the distributed estimation problem based
on the subspace decomposition presented in Chapter 2. This method decomposes
the state-space in orthogonal subspaces that capture the locally unobservable
modes of each agent involved in the network. This work extends our preliminary
result in [45], where the number of agents was limited to two. The observers
use local information measured from the plant to correct the locally observable
subspace, whereas the locally unobservable subspace is divided according to the
innovations introduced by neighboring agents, which are incorporated in the
observers’ dynamics through a consensus term. The measurements and network
connectivity requirements are encapsulated in a single assumption, which makes it
possible to relax the common assumptions of strongly connected graphs, included
for instance in [25], or strongly connected graph components, in [48] or [80].
Unlike the state augmentation approach in [59], [61] and [80], the proposed
method does not require state augmentation or the resolution of linear matrix
inequalities, which reduces the computational costs. More importantly, and dif-
ferently from [36], [46] and [47], the design of the observers are carried out in a
distributed way,which is crucial for large scale networks or time-varying topologies.
Differently from [36] or [48], the presented design method provides flexibility to
adjust the convergence rate of the estimation dynamics. Other positive features are
that the distributed design can be carried out with a reasonably low information
exchange, and that, once the estimators have been designed, the communication
requirements are even lower, as the agents only need to communicate certain sub-
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spaces. Finally, the chapter demonstrates that the proposed design is always feasible
under necessary assumptions.
3.2 Problem formulation
Consider a set of agents V = {1, 2, ..., p} connected according to a given directed
graph G = (V, E), and intended to distributedly estimate the state of the following
discrete-time LTI system:
x+ = Ax, (3.1)
yi = Cix ∀i ∈ V. (3.2)
In this chapter we consider an scenario free of noises and perturbations. Con-
sider also Assumption 2.3.3, i.e. we assume that system (3.1)-(3.2) is collectively
α-detectable.
3.3 Observer structure and design goal
This section presents a novel observer structure that makes use of the notions
previously introduced. In particular, the proposed observer structure is as follows:
x̂+i = Ax̂i︸︷︷︸
(a)









j,ρ−1(x̂j − x̂i)︸ ︷︷ ︸
(c)
(3.3)
where x̂i is the estimation of plant state x by agent i and Li and Ni,j,ρ are, respec-
tively, a local observer gain and consensus gains to be designed. The observation
structure proposed in (3.3) decomposes the observer dynamics in three different
terms:
(a) The first one,Ax̂i, is the classical model-based open-loop prediction.
(b) The second term, containingLi(yi− ŷi), is a local Luenberger-like output
injection term, intended to correct the previous prediction with the differ-
ence between the local measures and its predicted outputs ŷi := Cix̂i. It is
worth noting that this term is pre-multiplied by Wi,0, which implies that the
elements in the correction vector Li(yi − ŷi) are actually used as weights to
perform linear combinations of the column vectors formingWi,0. Thus, these
corrections only affect the observable subspace of agent i. This makes full
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sense, as the locally available output yi only contains information about this
subspace.
(c) This last term aims at adjusting the estimates x̂i with the information
received by the neighboring agents. Thus, the differences between the esti-
mates of i and j are multiplied by matrix W>j,ρ−1. The result is multiplied
by gain matrix Ni,j,ρ and is used as weights to perform linear combinations
of Wi,ρ. It is worth mentioning that each neighbor j can compute and ex-
change Wj,ρ−1x̂j , whose dimension is smaller than x̂j , reducing in this way
the exchange of information through the network.
The goal of this chapter is to design the gain matrices Li and Ni,j,ρ to solve
the following problem:
Problem 3.3.1 (Distributed α-estimation) Given α ∈ (0, 1), plant (3.1)-(3.2), and
the interconnection graph G = (V, E), design the gains Li andNi,j,ρ in (3.3) such that
all estimates x̂i converge to x exponentially fast with exponential rate α.
3.4 Design and stability of the distributed observer
This section presents a design method for the distributed observers that guarantees
stability with prescribed convergence rate.
The following property introduces the method to design the distributed ob-
server gains. After that, it will be shown that this design guarantees exponential
convergence of the estimation errors, as well as it is feasible as long as Assump-
tion 2.3.3 is satisfied.
Property 3.4.1 (Design of the distributed observer) For every agent i, the local obser-
vation gain Li and the consensus gains Ni,j,ρ are designed in such a way that for all
ρ ∈ {1, . . . , `i} matrices:
Di,(0,0) = W
>









have spectral radius smaller than α.
Based on this property, we can now state the main result of this chapter.
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Theorem 3.4.1 Consider plant (3.1) observed by a set of agents that can measure
the local outputs (3.2), and that implement the observer structure defined in (3.3).
If the observer gains satisfy Property 3.4.1, then the estimates of all the agents tend
exponentially to the actual plant state with convergence rate α.










Thus, since gain Li is designed in such a way that matrix (3.4) has spectral radius
smaller than α, then the estimation error of the locally observable modes of agent i tends
exponentially to zero with the decay rate α. Note that the locally observable states of each
agent are completely decoupled from the unobservable ones.
The second part of the proof consists in proving that, if (3.5) have spectral radius
smaller than α, then also the estimation error of the rest of the modes converges to zero
exponentially fast with rate α. Let us write the transformed estimation error dynamics


















j,ρ−1 (x̂j − x̂i) ,
whereW>i,ρWi,ρ = I andLemma2.4.1 has been used to obtainW>i,ρA
∑`i+1
r=ρ+1Wi,r =

















which extends and completes the equations (3.4) and (3.5). From (3.6), it can be seen
that the evolution of the estimation error of agent i at hop ρ depends on the estimation
error of that agent at the previous hops and the estimation error of the neighbors at hop
ρ− 1, thus revealing a cascade structure.
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3.4. Design and stability of the distributed observer
We are now in the position to create a vector that stacks the estimation errors of all
the agents involved in the network at each hop ρ:
ερ := col(εi,ρ)i∈V:`i+1≥ρ, ∀ρ ∈ {0, . . . , ¯̀}, (3.8)
where ¯̀= 1 +max
i∈V
`i.
Combining (3.6) and (3.8), we generate an expression of the estimation error









4¯̀ · · · ? ?
... . . .
...
...
0 · · · 41 ?








where ? represents some possibly nonzero terms given by (3.6). It is worth pointing out
that according to (3.6) the diagonal terms of (3.9) for ρ ≥ 0 are block diagonal terms
with the next structure:
4ρ =
D1,(ρ,ρ) · · · 0... . . . ...
0 · · · Dp,(ρ,ρ)
 , (3.10)
where {1, . . . , p} ∈ V , and Di,(ρ,ρ) for ρ = {1, . . . , `i} are defined in (3.4)-(3.5)
(see also (3.7)), that is,Di,(`i+1,`i+1) = V̄ >i,`iAV̄i,`i andDi,(ρ,ρ) is the empty matrix
for all ρ ∈ {`i + 2, . . . , ¯̀}.
Thus, the eigenvalues of the upper triangular matrix in (3.9) are the eigenvalues of
the corresponding matrices placed in its diagonal, which are defined in (3.10). Finally,
it is clear that, if matrices (3.4) and (3.5) have spectral radius smaller than α for every
agent and hop considered, then the matrix exposed in (3.9) also has a spectral radius
smaller than α, and consequently the estimation error of every agent tends exponentially
to zero with speed of convergence α. 
Remark 3.4.1 The distributed observer design presented has the advantage of inducing
linear error dynamics for which we may obtain quadratic Lyapunov certificates. Then
we may consider robust extensions of the nominal exponential stability established in
Theorem 3.4.1 by relying on the intrinsic robustness of Lyapunov-based results. Among
other things, this may comprise taking into account sufficiently rare packet losses and their
Lyapunov characterization as in [27], which would clearly not destroy the established
exponential convergence. Additionally, we may consider partially desynchronized nodes
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or sufficiently small delays in a sampled-data context where plant (3.1) is the sampled
version of a continuous-time dynamics. Such extensions are left as future work.
Other non-immediate extensions concern the resilience of the observer to time-
varying graphs [81] or switching networks [78], and cyber-attacks on sensors [49].
It is important to note that, according to the transformation made to the
system, the proposed structure for the estimators decomposes the influence of the
observation gains, Li, which only affects the locally observable subspace, from
the influence of the consensus gains, Ni,j,ρ, which has an effect on the locally
unobservable subspace.





with arbitrary spectral radius. However, it is necessary to
prove the existence of matrices Ni,j,ρ that induce the same properties on matrices
(3.5). This is proved below.
Theorem 3.4.2 (Design feasibility) It is always possible, under Assumption 2.3.3, to
find a set of matrices Li andNi,j,ρ that satisfy Property 3.4.1.
Proof 3.4.2 The existence of Li is a well-known consequence of observability of pair
(CiWi,0,W
>
i,0AWi,0) (see, e.g., the dual statement in [26,Th 12.7]). In what regards
(3.5), let us fix an arbitrary i and ρ ≤ `i and rewrite the matrix in (3.5) in the following
compact form:
W>i,ρAWi,ρ − N̄i,ρΛi,ρ, (3.11)
where
N̄i,ρ = col(N>i,j,ρ)>j∈Ni ,
Λi,ρ = col(W>j,ρ−1)j∈NiWi,ρ.







and apply the same reasoning used for (3.4).
From the Popov-Belevitch-Hautus test (see, e.g., [26,Th15.9]) pair (Λi,ρ, Aoi,ρ) :=
(Λi,ρ,W
>






= ni,ρ, ∀λ ∈ σ(Aoi,ρ). (3.12)
This condition can be guaranteed if:
rank [Λi,ρ] = ni,ρ, (3.13)
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3.5. Continuous-time construction





which implies that rank(Wi,ρ) ≤ rank(col(W>j,ρ−1)j∈Ni). Finally, using the fact
thatWi,ρ is a full rank matrix with rank(Wi,ρ) = ni,ρ it is a simple matter to check
that rank(col(W>j,ρ−1)j∈NiWi,ρ) = rank(Λi,ρ) = rank(Wi,ρ) = ni,p, which
establishes (3.13) and completes the proof. 
3.5 Continuous-time construction
The design technique proposed in this chapter can be easily extended to the
continuous-time case. This section summarizes its adaptation to this case.
The state-space representation for the continuous-time linear time invariant
system is defined as follows:
ẋ = Ax,
yi = Cix ∀i ∈ V.
The subspaces definition as well as Assumption 2.3.3 in Section 2.3 are valid
also for the continuous-time case. Regarding the observer structure described in
Section 3.3, the continuous-time expression is given by:








The lemmas and propositions introduced in Section 3.4 also apply to this
case. Nevertheless, Property 3.4.1 must be redefined to design local and consensus
gains ensuring convergence abscissa equal to α for the matrices (3.4) and (3.5)
with α ∈ (−∞, 0). Finally,Theorems 3.4.1 and 3.4.2 apply in both cases.
3.6 Distributed design and operation
This section presents an algorithm to build the estimation structure of each agent
i. This structure depends on integer and matrices Wi,ρ, ρ = 1, . . . , `i, which
should be determined before designing the observer gains (Li, Ni,j,ρ) according
to the previous section. Finally, in the running phase, the agents estimate online
(distributedly) the plant state x. These three phases are clarified below.
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Distributed observer setup. In this phase, we design `i and matrices Wi,ρ. First,
each agent identifies its locally observable subspace through its output matrix and
the plant dynamics, and constructs matrices Vi,0 = Wi,0. Secondly, each agent
exchange its Wi,0 matrix with its neighbors. These matrices are used to define
the 1-hop observable subspace and to construct matrices Wi,1. The algorithm
is repeated until hop ρ = `i is reached. Note that whenever `i is not known, it
can be assessed locally by computing an observable decomposition and checking
whether the ρ-hop unobservable modes have speed of convergence faster than α.
The pseudocode of the design algorithm is given next:
• For every agent i do:
a. Compute Oi,0 and construct matrix Wi,0. Set ρ = 0.
b. Perform the two steps:
* Exchange Wi,ρ with the neighbors.
* Construct Oi,ρ+1 and construct matrix Wi,ρ+1.
c. If the ρ-hop unobservable modes have speed α, then stop and set
`i = ρ. Otherwise increment ρ and go to (b).
d. Exchange `i with the neighborhood Ni.
Summarizing, in the first phase each agent i exchanges with its neighbors
matrices Wi,ρ for ρ = {0, . . . , `i}. Due to the fact that, from (2.7), the set of all
these matrices, together with V̄i,`i forms the transformation matrix Ti, it is clear
that the exchange of information, in terms of transmitted scalars, is at most n2.
Gain selection phase. In this phase each agent selects gains (Li, Ni,j,ρ) in such
a way that Property 3.4.1 holds. This selection does not require any information
exchange because for each agent i, matrices Wi,ρ and matrices Wj,ρ of all the
neighbors j ∈ Ni have been selected and stored in the previous phase.
Running phase. This is the online phase where the distributed observer estimates
state x. Here, according to the observer structure (3.3), each agent i exchanges
with all its neighbors j ∈ Ni a portion of the state defined by W>i,ρ−1x̂i for every
ρ ∈ {1, . . . , `j}, whose size, according to (2.7), is at most equal to n.
3.7 Simulation results
In this section a simulation example is presented in order to show the effectiveness
of the proposed observer.
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3.7. Simulation results
Example 3.7.1 The algorithm presented will be compared with the observer structure
introduced in [36]. Consider the following continuous-time system:
ẋ =

0 1 0 0
−1 0 0 0
0 0 0 2
0 0 −2 0
x,
which is being observed by four agents in such a way that y1 = x1, y2 = x2, y3 = x3
and y4 = x4. A cyclic topology for the connection of the agents is considered, namely the
graph is composed by edges (1, 2), (2, 3), (3, 4), (4, 1).To carry out the observer design,
the system has been discretized with a sampling time of 1s.
Figure 3.1 shows the evolution of the plant state modes and the agent 1 estimates
for the proposed distributed observer. Note that for this agent, a local design is made to
estimate x1 while the rest of the states are estimated thought the information provided
by its neighborhood. The design has been carried out placing the local and consensus poles
around−3.








Figure 3.1: State of the plant in solid lines and estimates of agent 1 in dashed lines.
To provide a comparison between the estimation performance of the proposed
observer and that corresponding to [36], the simulation parameters are set as in the
simulation examples provided in that work. Figure 3.2 shows the evolution of the total
error for both structures, which is defined as the average of the 2-norm of the estimation






‖x(t)− x̂i(t)‖2 . (3.14)
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Different simulations have been provided regarding the convergence rate fixed by α. The
observer parameters for the other algorithm has been selected from the simulation example
in [36]. Finally, the initial value for the estimations of every state and agent is zero.





Figure 3.2: Evolution of the total error defined in (3.14) for the algorithm presented
in this paper and the observer presented in [36].
It is worth pointing out that the design method proposed in Property 3.4.1 makes it
easy to place conveniently the estimation error dynamics eigenvalues, taking into account
the observable modes at its corresponding hops, in such a way that the convergence can be
accelerated, as shown in Figure 3.2.
3.8 Conclusions
The observer structure presented in this chapter introduces a novel method to
design and analyze the distributed estimation problem. By decomposing the
state-space of each agent in locally observable and unobservable subspaces, the
last one composed by the innovation introduced by each neighbor at each hop, a
distributed design method for the observers has been developed. This design can
be carried out through using simple pole placement algorithms, and allows one to
adjust the convergence rate. Stability of the presented observer structure has been




An LQ-based design method for
distributed estimation
4.1 Introduction
This chapter deals with the problem of estimating the state of a plant by a network
of agents executing a cooperative algorithm. Each distributed device knows the
model of the plant and can access to some information of the system state. The
portion of the state not accessible by itself is obtained through the exchange of
information with the rest of the agents involved in the network. To do that, this
chapter relays in the observer structure presented in the previous chapter. This
structure allows identifying the observable modes of each agent i considering the
information provided by the agents located a number of hops ρ from itself.
Thus, the chapter contributes to the problem of distributed estimation of LTI
perturbed systems by proposing a novel design method for the observer structure
presented in Chapter 3 (3.3).Themain contributions of the chapter are enumerated
next:
1. The design of the observer gains,namely local Luenberger gain and consensus
matrices, is tackled by minimizing a local quadratic cost function.
2. By using linear programming, the optimality and stability of the observer is
proven for a distributed framework.
3. The chapter presents a way to choose the weighting matrices of the cost
function based on the experience of the control engineer. In particular, a
scalar parameter must be chosen to trade off the reliability of the model and
the accuracy of the measurements.
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4.2 Problem formulation
Consider a set of agents V = {1, 2, ..., p} connected through a communication net-
work characterized by a directed graph G = (V, E), and intended to distributedly
estimate the state x ∈ Rn of the following LTI system:
x+ = Ax+ w, (4.1)
yi = Cix+ ni, ∀i ∈ V, (4.2)
where w ∈ Rn and ni ∈ Rmi are state and measurement noises at time k, respec-
tively.
Assumption 4.2.1 The norms of the noises w(k) and ni(k) are upper-bounded as
follows:
||w(k)|| < δw, ||ni(k)|| < δni , ∀k, i ∈ V,
where || · || is a consistent norm and δw, δni ∈ R+ are the bounds.
Additionally, Assumption 2.3.4 is a necessary assumption, i.e. we assume that
system (4.1)-(4.2) is collectively detectable.
4.3 Observer Structure
Consider the observer structure presented in Chapter 3:







j,ρ−1(x̂j − x̂i). (4.3)
The goal of this chapter is to design the gain matrices Li and Ni,j,ρ to solve
the following problem:
Problem 4.3.1 (Distributed LQ-design) Given plant (4.1)-(4.2), and the intercon-
nection graph G = (V, E), design the gainsLi andNi,j,ρ in (4.3) such that all estimates
x̂i converge to x asymptotically achieving a compromise between fast convergence rate
and good noise rejection.
Prior to that, the sequel proposition, that will be useful later on, defines the
estimation error dynamics for the system and observer considered:
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4.3. Observer Structure
Proposition 4.3.1 Consider the network of agents described by the graph G = (V, E),
where every agent i implements the observer structure (4.3) to estimate the state of the


















for all ρ = {1, . . . , `i}.
Proof 4.3.1 Let us write first the evolution of the estimation error dynamics for system
(4.1) under the observation structure in (4.3):
e+i = x















i,0Aei − LiCiei +W>i,0w − Lini,
whereW>i,0Wi,0 = Ini,0 and Lemma 2.3.1 (i) has been used. Next, thanks to equation











i,0AWi,0εi,0 − LiCiWi,0εi,0 +W>i,0w − Lini,
which is the desired equation exposed in (4.4).
The second part of the proof consists in obtaining expression (4.5). Let us write
the transformed estimation error dynamics for agent i at hop ρ, with ρ ≥ 0. Using the
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where we have appliedW>i,ρWi,ρ = Ini,ρ . Next, anagolously as with ρ = 0, thanks to






















Finally, applying Lemma 2.4.2, equation (4.5) is obtained, thus completing the
proof. 
4.4 LQ based observer design
This section presents an LQ-based design for the observers in (4.3). It is first
shown that the proposed design guarantees optimality and asymptotic convergence
in the absence of plant and measurement noises. Then, it is demonstrated that
Assumption 2.3.4 suffices to ensure the feasibility of the proposed design. After
that, it is shown that the dynamics of the estimation error is GUUB in the presence
of noises. Finally, a tuning method is proposed to choose the weights of the cost
functions associated to the LQ-design.
The evolution of a dynamical system x+ = Ax is GUUB with ultimate bound
b if it exists positive constants b and c, independent of t0 ≥ 0, such that for every
0 < a < c arbitrarily large, there exist a T = T (a, b) > 0, independent of t0, such
that ||x(t0)|| ≤ a⇒ ||x(t)|| ≤ b, for all t ≥ t0 + T .
4.4.1 Design of the distributed observer


















>Wi,ρεi,ρ(t), ρ = {1, . . . , `i}, (4.8)
and Ui,ρ ∈ Rni,ρ×ni,ρ and Si,ρ ∈ Rni,ρ×ni,ρ are diagonal positive definite weight-
ing matrices.
40
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The term εi,ρ(t)>Ui,ρεi,ρ(t) in (4.6) is the stabilization cost of the estimation
error, computed for every hop ρ. By analogy with the classical cost functions in
LQ control problems, this term is inspired by the term x>Qx that weights the
deviation of the system state/estimation error from the reference. The purpose of
term ui,ρ(t)>Si,ρui,ρ(t) is to weight, on the one hand, the information feedback at
hop 0, which involves only the local measured plant output and the corresponding
gain Li, and on the other hand, the information feedback at further hops, involving
neighbors estimates and consensus matrices Ni,j,ρ. Using the same analogy, it
weights the influence of the feedback signal as the term u>Ru, typically used in
LQ control.
Property 4.4.1 For every agent i ∈ V , the estimation gainsLi andNi,j,ρ are designed













for all ρ ∈ {0, . . . , `i}, where Pi,ρ ∈ Rni,ρ×ni,ρ are positive definite matrices solution




i,ρAWi,ρ − Pi,ρ + Ui,ρ
= W>i,ρA




for all ρ ∈ {0, . . . , `i}.
Based on this property, we can now state the main result of the chapter.
Theorem 4.4.2 Consider system (4.1) in the absence of plant and measurements noises,
and the observation structure defined in (4.3). Then,
1. If all the estimation errors εi,r converge to zero for 0 ≤ r < ρ, ∀i ∈ V , the gain
matrices Li andNi,j,ρ that minimize the cost function (4.6) at hop ρ are given
by Property 4.4.1.
2. If the estimations gains Li and Ni,j,ρ for every ρ ∈ {0, . . . , `i} are designed
satisfying Property 4.4.1, then the estimates of all the agents tend asymptotically
to the actual plant state.
Proof 4.4.1 First, it will be shown that, provided that all the estimation errors εi,r
converge to zero for 0 ≤ r < ρ, ∀i ∈ V , the optimal design of the estimation gains are
given by (4.9)-(4.11). After that, the asymptotic stability will be proven by induction.
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For the first part, let us write the dynamics of εi,ρ according to (4.5) in the absence












where (4.8) has been used.
Now, let us write the cost function in (4.6) as Ji(k) =
`i∑
ρ=0









Given the quadratic dependence of εi,ρ(k), it is clear that the values ui,ρ(t) that
minimize Ji,ρ(k) are linear functions of εi,ρ(k), and therefore it is possible to write the




for some Pi,ρ ∈ Rni,ρ×ni,ρ > 0. Furthermore:




= κi,ρ(εi,ρ, ui,ρ, k) + Ji,ρ(k + 1), (4.14)
where κi,ρ(εi,ρ, ui,ρ, k) := εi,ρ(k)>Ui,ρεi,ρ(k) + ui,ρ(k)>Si,ρui,ρ(k).
To compute the optimal u∗i,ρ(k) for which the minimum cost J∗i,ρ(k) is attained,













× (W>i,ρAWi,ρεi,ρ(k) + ui,ρ(k)). (4.15)
Thus u∗i,ρ(k) = arg min
ui,ρ(k)
Ji,ρ(k) = ui,ρ(k) :
∂Ji,ρ(k)
∂ui,ρ(k)
= 0, which yields to:





4.4. LQ based observer design
Substituting (4.16) in (4.15), it is straightforward to obtain (4.11), from which
Pi,ρ can be computed. Then, by comparing (4.16) and (4.8), it is clear that the observer
gains must be designed according to equation (4.10).
Now let us move to the second claim of the theorem. First of all, we assume that all
the estimation errors εi,r converge to zero for 0 ≤ r < ρ, ∀i ∈ V , and this lead us to
prove the stability of εi,ρ. Later, it will be proven the convergence of εi,0.
To show the stabilization of the error εi,ρ, consider that from (4.14) it is directly
obtained that Ji,ρ(k+1)−Ji,ρ(k) = −κi,ρ(εi,ρ, ui,ρ, k). Thus, taking as a Lyapunov
function Vi,ρ(k) = J∗i,ρ(k) = εi,ρ(k)>Pi,ρεi,ρ(k), it holds that∆Vi,ρ(k) = Vi,ρ(k+
1)− Vi,ρ(k) = −κi,ρ(εi,ρ, ui,ρ, k) < 0, which ensures the asymptotic convergence of
εi,ρ to the origin in absence of noise.
Finally, it suffices to show that in the absence of noises the proposed design guarantees
the stabilization of εi,ρ for ρ = 0. From (4.4), it yields that ε+i,0 = (W>i,0AWi,0 −
LiCiWi,0)εi,0. Repeating the same procedure above, it is easily obtained that u∗i,0(k) =
− (Si,0 + Pi,0)−1 Pi,0W>i,0AWi,0εi,0(k),wherePi,0 can be also computed from (4.11).
Then, comparing previous equation and (4.7), it is clear that the gains Li must
be obtained according to (4.9), and the Lyapunov function Vi,0(k) = J∗i,0(k) =
εi,0(k)
>Pi,0εi,0(k) ensures the asymptotic convergence of εi,0. 
Note that matrices Ui,ρ weight the knowledge on the dynamics of the system
whereas matrices Si,ρ weight the accuracy of the information provided by the local
measurements of the system (when ρ = 0) and the information provided by the
neighborhood (when ρ > 0). Thus, if the measurements are highly affected by
noise, it will be reflected in ui,0 and the weighting matrix Si,ρ must be designed
consequently in order to not amplify the effect of the noises.
It is worth pointing out that the conditions established in Theorem 4.4.2
are completely local. That is, since matrices Wj,ρ−1 must be computed once in a
initialization phase, no more information is required from the neighboring agents
in order to design the observer gains.
4.4.2 Design feasibility
The existence of a matrix Pi,ρ solution of the Algebraic Riccati equation stated in
(4.11) is straightforward from the controllability of pair (Ini,ρ ,W>i,ρAWi,ρ) (see
for instance [3]). It is a simple matter to check that regarding Popov-Belevitch-
Hautus test (see, e.g., [26,Th.15.9]) the controllability is guaranteed due to the
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full rank of In matrix. Nevertheless, it left to prove the existence of gain matrices
Li and Ni,j,ρ that fulfill expressions (4.9)-(4.10).
Theorem 4.4.3 It is always possible, under Assumption ??, to find a set of matrices Li
andNi,j,ρ satisfying equations (4.9)-(4.10).
Proof 4.4.2 The existence of Li that fulfills (4.9) is a well-known consequence of ob-
servability of pair (CiWi,0,W>i,0AWi,0) that is equivalent to the observability of pair
(CiWi,0, (Si,0 + Pi,0)
−1Pi,0W
>
i,0AWi,0) since matrix (Si,0 + Pi,0)−1Pi,0 is a full





where Λi,ρ = col(W>j,ρ−1)j∈Ni and N̄i,ρ = col(N>i,j,ρ)>j∈Ni .
Hence, since matrix (Si,ρ + Pi,ρ)−1Pi,ρ is a full rank matrix we only need to
show that pair (Λi,ρWi,ρ,W>i,ρAWi,ρ) is observable. From Popov-Belevitch-Hautus






= ni,ρ, ∀λ ∈ σ(W>i,ρAWi,ρ).
This condition can be guaranteed by only proving that rank[Λi,ρWi,ρ] = ni,ρ.
Please note that according to Definition 2.3.2 and expression (2.4), the innovation
obtained by agent i at hop ρ comes from the output matrices Ck,ρ where k ∈ Ni,ρ
and consequently, k ∈ Nj,ρ−1 with j ∈ Ni. Thus, it is easy to see that Im(Wi,ρ) ⊆
Im(col(W>j,ρ−1)>j∈Ni) and consequently rank[Λi,ρWi,ρ] = rank[Wi,ρ] = ni,ρ com-
pleting the proof. 
4.4.3 Stability analysis for the perturbed scenario
When norm-bounded disturbances noises are affecting the system and measure-
ments, it is well-known that exponential stability can no longer be guaranteed. In
the following result, it is stated that when the perturbed scenario is considered, the
estimation error is globally uniformly ultimately bounded and, additionally, the
bound is directly modulated with the energy of the exogenous signals.
Theorem 4.4.4 Consider plant (4.1) observed by a set of agents that implements ob-
servation structure in (4.3). Then, under Assumption 4.2.1, if the observer gains are
designed following Property 4.4.1, then the estimation error of the system is GUUB, i.e.,
the estimates are attracted and restricted to lay within a small region around the plant
state.
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Proof 4.4.3 Consider the following Lyapunov function for the transformed estimation
error of agent i at hop ρ:
Vi,ρ(k) = εi,ρ(k)
>Pi,ρεi,ρ(k),
with Pi,ρ obtained fromTheorem 1. The increment of the function is given by
∆Vi,ρ(k) = εi,ρ(k + 1)
>Pi,ρεi,ρ(k + 1)− εi,ρ(k)>Pi,ρεi,ρ(k). (4.17)
Using the dynamics of the transformed observation error when ρ = 0 given in
(4.4), it turns out:
∆Vi,0(k) = εi,0(k)
>(E>i,0Pi,0Ei,0 − Pi,0)εi,0(k) + w(k)>Wi,0Pi,0W>i,0w(k)
+ n>i (k)L
>











where for simplicity in the notation we have denoted Ei,0 , W>i,0AWi,0 − LiCiWi,0.
FromTheorem 4.4.2 we know that
εi,0(k)
>(E>i,0Pi,0Ei,0−Pi,0)εi,0(k) = εi,0(k)>κ̃i,0εi,0(k) = −κi,0(εi,0, ui,0, k).
Using a consistent norm, equation (4.18) can be bounded as
∆Vi,0(k) ≤ −λmin(κ̃i,0)||εi,0(k)||2 + ||Wi,0Pi,0Wi,0||||w(k)||2
+ ||L>i Pi,0Li||||ni(k)||2 + 2||E>i,0Pi,0W>i,0||||εi,0(k)||||w(k)||
+ 2||E>i,0Pi,0Li||||εi,0(k)||||ni(k)||+ 2||L>i Pi,0W>i,0||||ni(k)||||w(k)||.
The right side of this equation is an algebraic second-order equation in ||εi,ρ(k)||.
This is, if we impose that the right side of the equation is equal to zero, then∆Vi,ρ(k) < 0:
a||εi,0(k)||2 + b||εi,0(k)||+ c = 0, (4.19)
where
a = −λmin(κ̃i,0),
b = 2||E>i,0Pi,0W>i,0||||w(k)||+ 2||E>i,0Pi,0Li||||ni(k)||,
c = ||Wi,0Pi,0W>i,0||||w(k)||2 + ||L>i Pi,0Li||||ni(k)||2
+2||L>i Pi,0W>i,0||||ni(k)||||w(k)||,
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and then, the unique positive root of the equation is given by
||εi,0(k)|| = fi,0(||w(k)||, ||ni(k)||),
where fi,0 is a function that solves the second-order equation (4.19). Thus, if we con-
sider the extreme values of noise parameters, under Assumption 4.2.1, it is clear that
||εi,0(k)|| = fi,0(δw, δni) takes a finite value.
Suppose any initial condition for the estimation error, in such away that ||εi,0(k0)||
< ∞. Let us denote αi,0 := fi,0(δw, δni). Assume that ||εi,0(0)|| > αi,0. In this
case the Lyapunov function decreases and this will imply ||εi,0(k)|| < αi,0 for some
k > k0. Since the one step evolution of the estimation error εi,0(k + 1) in (4.4) is
bounded provided that ||εi,0(k)|| < αi,0, this finally proves that there exist a finite
bound independent of time and initial conditions for ||εi,0(k)|| for all k > k0.
From (4.5), it can be seen that the evolution of the estimation error of agent i at hop
ρ depends on the estimation error of that agent at the previous hops and the estimation
error of the neighborhoods at hop ρ − 1, thus revealing a cascade structure. Hence, if
we apply the same procedure recursively from ρ = 0 to ρ = `i, we can reach to an
algebraic second-order equation in ||εi,ρ(k)|| whose coefficients depend on the solution
of the second-order equations in the transformed estimation error of agent i and its
neighborhood j ∈ Ni at the previous hop. It is clear that the solution of this equation is
finite completing the proof. 
Corollary 4.4.5 If the measurements of the agents are not affected by noise, the infinity










Proof 4.4.4 The proof is based on solving (4.19) when ||ni(k)|| = 0. 
4.4.4 Tuning procedure proposed
In this section, a general method to design the weighting matrices Ui,ρ and Si,ρ is
presented.The aim of the method is to design the weighting matrices to each agent
i ∈ V according to the distance between agent i and the agent which constitutes
the source of the information used by i to reconstruct the unobservable subspace.
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Additionally, a scalar parameter γi is introduced in order to allow the user to change
the proportionality between matrices Ui,ρ and Si,ρ regarding their experience with
the process. Thus, this chapter proposes the following values for the weighting
matrices:
Ui,ρ = γiIni,ρ , (4.20)
Si,ρ = 10
ρ+1Ini,ρ , (4.21)
where γi ∈ R. Thus, the design of the observer has been reduced to a problem in
which it is only necessary to fix the value of one scalar.
If weighting matrices Ui,ρ and Si,ρ are designed following equations (4.20),
(4.21) and γi = 1 for all i ∈ V , the matrices are chosen in order to weight the
relative distance to the agent. Note that the design proposed in (4.20)-(4.21) gives
a higher value to matrix Si,ρ as long as the distance between agent i and the agent
which constitutes the source of the information increments. In this way, a more
aggressive feedback signal is imposed to the local corrections and it is becoming
softer as ρ arises.
4.5 Simulation results
In order to show the robustness of the distributed design of the observer some
simulation examples are driven in this section. Consider the following system
where there is one state with a stable dynamics, a pair of conjugated imaginary









0.95 0 0 0
0 0.8606 −1.3368 0
0 0.0941 0.9315 0








and is observed by a set of four agents (y1 = x1, y2 = x2, y3 = x3, y4 = x4)
with the network topology defined in Figure 4.1.
Figure 4.1: Network topology considered.
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Note that agents 2 and 3 have the same observable subspace and, therefore,
they will estimate states x2 and x3 based only on their local measurements.
Example 4.5.1 In this example the performance of the estimation is shown. According
to Assumption 4.2.1, consider that the infinity norm of the noise terms w(k) and ni(k)
for all i ∈ V and for all time k are upper-bounded and the bounds are given by:
δw = 0, δn1 = 0.8, δn2 = 0.9, δn3 = 0.7, δn4 = 0.6.
Consider a value of γi = 1 for all i ∈ V . In Figure 4.2 the evolution of the
estimation error for agent 4, e4, is shown. It is worth pointing out that the estimation
error of state x4, which belongs to the observable subspace of the agent, decreases drastically
achieving a short convergence time. Errors e4(2) and e4(3), that according to the graph
correspond to the innovation introduced at hop ρ = 1, start decreasing when e4(1)
reaches the steady state. Lastly, state x4, has a convergence rate slower than the others
due to the fact that this state belongs to the innovation at ρ = 2. Thus, it is easy to see
the cascade structure of the observer.







Figure 4.2: Estimation error evolution for agent 4.
Figure 4.3 depicts the evolution of maximum value of the ||ei(k)||∞ for every
agent i ∈ V and for the different observers modifying the value of γi. Note that, for
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high values of γi for all i ∈ V , the feedback action is more aggressive achieving a lower
settling time than when the value of γi increases. However, the noise rejection for low
values of γi work better in the steady state. Recall that, for γi = 10, the observers trade
off between a good convergence rate and a good noise rejection in steady state, achieving
a good performance according to both parameters.









Figure 4.3: Evolution of the maximum value of the ||ei(k)||∞ for every agent
i ∈ V according to γi.









Figure 4.4: Evolution of the maximum value of the ||ei(k)||∞ for every agent
i ∈ V according to γi.
49
. A LQ-     
Example 4.5.2 In this example we will consider the same system and network topology
than in Example 4.5.1 but this time, let us consider the sequel noise bounds:
δw = 0.6, δni = 0, ∀i ∈ V.
Figure 4.4 depicts the evolution of the maximum value of ||ei(k)||∞ for every
agent i ∈ V for different values of γi. Note that, in this second example, the noises are
only introduced in the system dynamics. This, yields to a situation in which if Ui,ρ is
greater than Si,ρ, the cost function (4.6) is weighting higher the estimation error, relying
more on the measurements taken by the agents than on the system model. Thus, for higher
values of γi a better performance in steady state is obtained.
4.6 Conclusions
By using a novel observer structure, a distributed LQ-based design has been
introduced in which, adjusting some weighting matrices, the performance of
the estimation can be tuned. A method to tune these weighting matrices has
been presented in such a way that it is only necessary to adjust the value of a
parameter γi. The stability of the presented observer structure has been proven
under the unperturbed and perturbed scenario. Some simulation examples have
been introduced in order to show the effectiveness of the algorithm.
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Chapter 5
A data-fusion-based approach for state
estimation
5.1 Introduction
This chapter deals with the problem of estimating the state of a perturbed plant by
a network of agents executing a distributed data-fusion-based algorithm. Each
agent knows the model of the plant and can measure some system outputs. The
rest of the necessary outputs are obtained through the exchange of information
with neighboring agents. This chapter considers that the agents communicate
through a multi-hop network, where data transmitted may take several sampling
instants to reach its final destination. In other words, the communications are
affected by graph-induced delays. Conversely to other approaches such as [73],
we are not considering signal transmission delays or signal processing delays in
the agents. The proposed observer structure decouples the state-space into several
subspaces according to the observable modes considering the information received
at each sample time. This exploits the idea that was previously presented by the
authors in [45], where the number of agents was limited to two, and in [13], where
a generalization to an arbitrary number of agents was adopted. However, neither of
those chapters considered the data-fusion scheme. The observer gains are designed
in order to guarantee the stability of the distributed observer in spite of the presence
of delays. The main contributions of the chapter are listed next:
• The introduction of a novel data-fusion-based observer structure able to be
designed in a distributed fashion.
• Unlike the conventional data fusion approaches [35] or [9], the information
is not required to spread through the network in a single sample time, thereby
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relaxing the requirements of the network.
• The observer design reduces the exchange of information with respect to
other data fusion algorithms, due to the fact that the agents are not required
to collect the information of every agent to reconstruct the whole state.
• In case of duplicated information, the proposed subspace decomposition
allows the observer to be selective when deciding the agents who will be the
source of the required data.
5.2 Problem formulation
Consider a set of agents V = {1, 2, . . . , p} connected according to a given directed
graph G = (V, E), and intended to distributedly estimate the state of the following
discrete-time LTI system:
x(k + 1) = Ax(k), (5.1)
yi(k) = Cix(k). (5.2)
We assume that the information flows slowly through the network, consuming
one sample time to get from any agent to its neighbors.This is the case, for instance,
of networks set up based on Zigbee [40].
According to the network connectivity of the agents, Assumption 2.3.4 is a
necessary assumption.
5.3 Observer structure and design goal
This section presents the observer structure that makes use of the notions previously
introduced in Chapter 2:










C>j (yj(k − ρ)− Cj x̂i(k − ρ))︸ ︷︷ ︸
(b)
, (5.3)
where ρ is the distance from agent i to the agent that constitutes the source of
information, and Ni,ρ ∈ Rni,ρ×ni,ρ are a set of gains to be designed. Recall that,
since we are assuming slow communication networks in which the information
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consumes one sample time to get from one agent to its neighbors, this information
reaches the destination agent with a fixed delay of ρ sample times (The fixed delay
for the communication from agent j to agent i depends on their relative position
in the graph. Therefore we could have written ρi,j instead of ρ. For the sake of
simplicity on the notation, we have kept the second option.). In other words,
there exists a match between the total delay the packet suffers between sender and
receiver, and the hop at which the information affects (It is trivially easy to modify
the delay for the communications to other values higher than one. However, this
would make the notation harder.).
The observer structure proposed in (5.3) decomposes the observer dynamics
in two different terms:
(a) The first term is the classical model-based open-loop prediction term.
(b) The second one is a correction term.The agents belonging to the ρ− hop
reachable set of i,Ni,ρ, communicate the measurements made to agent i.
Since transmitted measurements flow through the graph at a rate of 1 hop
per sampling time, any agent i receives the measurements from its ρ-hop
reachable set with a constant delay of ρ sampling times. The correction
made with these measurements is projected into Im(Wi,ρ) and multiplied
by the gain matrix Ni,ρ(k). The result is used as weights to perform linear
combinations of Wi,ρ. Thus, these corrections only affect the observable
subspace generated by the innovations of the neighborhood of agent i at
hop ρ.
Remark 5.3.1 It is worth pointing out that if `i = 0, pair (Ci, A) is observable and
consequentlyWi,0 is a full rank matrix. Thus, Equation (5.3) can be rewritten as:
x̂i(k + 1) = Ax̂i(k) + Li(k)(yi(k)− Cix̂i(k)),
where Li(k) = Wi,0Ni,0(k)W>i,0C>i . Note that above expression is clearly the well-
known Luenberger observer structure.
The goal of this chapter is to design the gain matricesNi,ρ(k) in structure (5.3)
for every agent i and every hop ρ ∈ {0, . . . , `i} to solve the following problem:
Problem 5.3.1 (Distributed data fusion) Given plant (5.1) and (5.2), and the inter-
connection graph G = (V, E), design gainsNi,ρ(k) in (5.3) such that all the estimates
x̂i asymptotically converge to the actual plant state x.
The solution for Problem 5.3.1 is introduced in Section 5.5. However, prior to
that, it is necessary to introduce some properties on which subsequent developments
are supported.
53
. A --    
5.3.1 Distributed observer setup
It is worth mentioning that observer structure (5.3) needs some neighboring
information before starting the estimation phase. That is, the construction of
matrices Wi,ρ for every ρ ∈ {0, . . . , `i} and the value of `i for every agent i ∈ V
it is needed before starting the estimation procedure.
This section presents an algorithm to design the matrices and parameters
aforementioned. Note that although gain matrices Ni,ρ(k) are also required be-
fore the estimation phase, this design is tackled in the following sections. The
pseudocode of the setup algorithm is given next:
• For every agent i do:
– Set ρ = 0.
– Perform the two steps:
* Exchange matrices Ci,ρ with the neighborhood Ni.
* Compute Ci,ρ+1 and matrixWi,ρ. Include the path in the routing
tables of the interconnection nodes.
– If pair (Ci,ρ+1, A) is detectable, then stop and fix `i = ρ+1. Otherwise
increment ρ and perform the two above steps again.
The routing tables of the interconnection nodes includes the information that
the agents must know in order to route the information from one source agent to
the destination agent in a direct path.
After this initialization phase, that finishes after a finite number of steps, the
agents are ready to execute their estimation of the state in a distributed way.
Remark 5.3.2 By letting this algorithm be executed successive times, and not just at
the initialization phase, the agents can detect changes in the topology and, then, redesign
their observer gains. Hence, the proposed observer can be made resilient to time-varying
topologies.
Remark 5.3.3 Consider a situation in which the destination agent i is selective with
the agent who will act as a source of information to reconstruct some part of the state.
In this situation, agent i must take this fact under consideration in the setup algorithm,
modifying matrices Ci,ρ and consequently matricesWi,ρ (which denote the innovation
basis of agent i of the observable subspace at hop ρ).
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5.4 Estimation error dynamics
This section presents the evolution of the transformed estimation error, εi,ρ(k).
After introducing these dynamics, it will become clear that new delayed versions
of this error will need to be defined, together with their associate dynamics.
Proposition 5.4.1 Consider the network of agents described by the graph G = (V, E),
where every agent i implements the observer structure (5.3) to estimate the state of the
system (5.1). Then, the transformed estimation error dynamics at every hop ρ is given by
the following equation:












Wi,rεi,r(k − ρ), (5.4)
for all ρ = {0, . . . , `i}.
Proof 5.4.1 Let us write first the evolution of the estimation error dynamics for system
(5.1) under the observation structure in (5.3):









C>j Cjei(k − ρ).
Using (2.10), we can write the transformed estimation error dynamics for agent i
at hop ρ:
εi,ρ(k + 1) = W
>






C>j Cjei(k − ρ),
whereW>i,ρWi,ρ = Ini,ρ and Lemma 2.3.1 (i) has been used. Next, relying on Equation
(2.11), we know the expression of ei in εi,ρ coordinates, so previous equation can be
accordingly modified:
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so we can rewrite the above equation as:

















Next, from Lemma 2.3.2 we know that CjWi,ρ′ = 0 for all j ∈ Ni,ρ with
ρ′ > ρ and therefore













which is the desired expression. 
Now, let us define the delayed transformed estimation error of agent i at hop
ρ, ε̄i,ρ, as the vector that stacks the transformed estimation error of agent i at hop








and let us define ε̄i as the vector that stacks the delayed transformation error of








Observe that εi,ρ(k) = Si,ρε̄i,ρ(k), with
Si,ρ =
[




5.4. Estimation error dynamics
Analogously, εi,ρ(k) = S̄i,ρε̄i(k), with
S̄i,ρ = Si,ρ
[





Based on these error vectors, we can obtain an expression for the dynamics of
the delayed transformed estimation error, ε̄i,ρ, that will be useful later.
Proposition 5.4.2 Consider the network of agents described by the graph G = (V, E),
where every agent i implements the observer structure (5.3) to estimate the state of the
system (5.1). Then, the delayed transformed estimation error dynamics at hop ρ is given
by the following equation:




being4i,(ρ,ρ)(k) ∈ R(`i+1)(ni,ρ×ni,ρ) :
4i,(ρ,ρ)(k) = (5.8)
W>i,ρAWi,ρ 0 · · · −Ni,ρ(k)W>i,ρ
∑
j∈Ni,ρ
C>j CjWi,ρ · · · 0 0
Ini,ρ 0 · · · 0 · · · 0 0






0 0 · · · 0 · · · Ini,ρ 0

,
and4i,(ρ,r)(k) ∈ R(`i+1)(ni,ρ×ni,r) :
4i,(ρ,r)(k) = (5.9)
W>i,ρAWi,r 0 · · · −Ni,ρ(k)W>i,ρ
∑
j∈Ni,ρ
C>j CjWi,r · · · 0 0
0 0 · · · 0 · · · 0 0






0 0 · · · 0 · · · 0 0

,







C>j CjWi,r are placed in the block component (1, ρ+ 1) of the matrices
4i,(ρ,ρ) and4i,(ρ,r), respectively.
The proof is immediate by substituting Equation (5.4) into Equation (5.5).
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5.5 Distributed data fusion
This section tackles Problem 5.3.1. In particular, the section presents necessary
and sufficient stability conditions for the observer structure (5.3) in absence of
perturbations. Moreover, an LMI method (see [7] for details) for the design of gain
matricesNi,ρ(k) that guarantees stability is introduced.This design is independent
of time and then, for simplicity in the notation we will use Ni,ρ = Ni,ρ(k).
Theorem 5.5.1 Consider the network of agents described by the graph G = (V, E),
where every agent i implements the observer structure (5.3) to estimate the state of the
system (5.1). Then, the estimates of all the agents tend asymptotically to the actual plant
state if and only if matrices4i,(ρ,ρ) are Schur for every ρ ∈ {0, . . . , `i}.
Proof 5.5.1 The dynamics of the delayed transformed estimation error of agent i at hop
ρ is given in Proposition 5.4.2. By stacking the transformed estimation error of agent i










4i,(`i,`i) 4i,(`i,`i−1) · · · 4i,(`i,0)
0 4i,(`i−1,`i−1) · · · 4i,(`i−1,0)
...
... . . .
...












Please note that (5.10) reveals a cascade structure in which the delayed transformed
estimation error at each hop ρ depends on the errors at previous hops. Thus, the eigenval-
ues of the block upper triangular matrix in (5.10) are given by the eigenvalues of the
corresponding matrices placed in its diagonal, which are the matrices defined in (5.8)
establishing the proof. 
It is worth pointing out that the stability of the distributed observer can be
seen as the stability of several constant time-delay discrete-time systems. Next, a
design method for gain matrices Ni,ρ that metTheorem 5.5.1 is presented.




Y(1,1)i,ρ · · · Y
(1,`i)
i,ρ
... . . .
...
Y(`i,1)i,ρ · · · Y
(`i,`i)
i,ρ
 ∈ R`i(ni,ρ×ni,ρ) such that the LMI
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0 Y(`i,1)i,ρ · · · Y
(`i,ρ)
i,ρ




· · · −Y(1,`i)i,ρ 0 W>i,ρA>Wi,ρX i,ρ


























· · · Y(`i,`i−1)i,ρ Y
(`i,`i)
i,ρ 0




is satisfied, then gain Ni,ρ = Ri,ρX−1i,ρ stabilizes matrices (5.8), and therefore the
estimates of every agent tends asymptotically to the actual plant state.
Proof 5.5.2 From Lyapunov theory [7],Theorem 5.5.1 is fulfilled if and only if there
exists a positive definite matrix Pi,ρ ∈ R(`i+1)(ni,ρ×ni,ρ) such that:
Pi,ρ > 0,
Pi,ρ −4>i,(ρ,ρ)Pi,ρ4i,(ρ,ρ) > 0.





with X i,ρ ∈ Rni,ρ×ni,ρ and Y i,ρ ∈
R`i(ni,ρ×ni,ρ).
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With some mathematical manipulations, previous conditions can be rewritten as
0 <

X i,ρ 0 · · · 0













>Wi,ρ Ini,ρ · · · 0









0 0 · · · Ini,ρ




X i,ρ 0 · · · 0













W>i,ρAWi,ρ 0 · · · −Ni,ρW>i,ρMi,ρWi,ρ · · · 0 0
Ini,ρ 0 · · · 0 · · · 0 0






0 0 · · · 0 · · · Ini,ρ 0
 .
Then, after some manipulations, the following inequality is obtained:
0 <

X i,ρ 0 · · · 0


















Y(`i,1)i,ρ · · · Y
(`i,`i)
i,ρ 0




















W>i,ρAWi,ρ 0 · · · −Ni,ρW>i,ρ
∑
j∈Ni,ρ
C>j CjWi,ρ · · · 0
]
.
Adding the first two matrices and applying the Schur complement [7], previous
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0 Y(`i,1)i,ρ · · · Y
(`i,ρ)
i,ρ




· · · −Y(1,`i)i,ρ 0 W>i,ρA>Wi,ρ


























· · · Y(`i,`i−1)i,ρ Y
(`i,`i)
i,ρ 0
· · · 0 0 X−1i,ρ

> 0.
Note that the obtained matrix inequality is not an LMI because there are terms
on X i,ρ and X−1i,ρ . If the matrix inequality is pre-multiplied and post-multiplied by





, and by using the change of
variables Ri,ρ = Ni,ρX i,ρ, LMI (5.11) is obtained, establishing the proof. 
Recall that LMI (5.11) can be solved locally by every agent, requiring just
the information available after the setup described in Section 5.3.1. The choice of
a block-diagonal Lyapunov matrix introduces conservatism, but it is required to
transform the matrix inequality into an LMI.Otherwise, the previous condition
would be necessary and sufficient for stabilization.
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5.6 Simulation results
In order to show the stability of the distributed observer some simulations are
driven in this section. Consider the following system matrix:
A =

0.95 0 0 0
0 0.8606 −1.3368 0
0 0.0941 0.9315 0
0 0 0 1.015
 . (5.12)
Note that in this example we are considering four states (one stable, one
unstable and two conjugated imaginary poles).
The system is observed by a set of three agents (y1 = x1, y2 = x3, y3 = x4)
with the network topology: 1←→ 2←→ 3.
If we run the LMI presented inTheorem 5.5.2, the gain matricesNi,ρ exposed
in Table 5.1 are obtained.
















2 0.4180 - 0.3405
Table 5.1: Gain matrices Ni,ρ obtained after solving LMI (5.11).
Figure 5.1 depicts the evolution of the system state and agent 1 estimates (in
dashed lines). We have used Matlab to solve the LMI (5.11) obtaining a feasible
solution. It is worth pointing out that the solution provided by the solver does not
optimize a specific cost function, so then, we are not actuating over the estimation
performance.
5.7 Conclusions
This chapter has presented a novel observer structure based on data fusion. Relaying
in the multi-hop subspace decomposition presented in Chapter 2, it is possible to
decouple the modes according to the observability of pair (Ci,ρ, A) for the different
hops ρ. This fact makes possible to introduce an observer design that only requires
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Figure 5.1: Evolution of the system state and agent 1 estimates (in dashed lines).
local information (and information exchanged in the distributed observer setup
procedure) and that guarantees the stability of the distributed observer.
In the next chapter, a perturbed scenario of system dynamics and agents’
measurements is considered. In this framework, a deign method that optimizes






This chapter makes use of the data-fusion-based observer structure presented in
(5.3). Remember that this structure is used to solve the distributed estimation
problem relaying in the concept of data fusion. Data fusion is the process of
integrating multiple data sources to produce more consistent, accurate, and useful
information than that provided by any singular data source [24]. In this framework,
each agent knows the model of the plant and can measure some system outputs
affected by noise. The rest of the necessary outputs are obtained through the
exchange of information with neighboring agents.
The objective of the chapter is to present a design method for the observer
structure that minimizes the expected value of the norm of the estimation error. For
this purpose, some assumptions are made. The solution is tested under simulation
in order to show the robustness and effectiveness of the method.
6.2 Problem formulation
Consider a set of agents V = {1, 2, . . . , p} connected according to a given directed
graph G = (V, E), and intended to distributedly estimate the state of the following
discrete-time linear time-invariant system:
x(k + 1) = Ax(k) + w(k), (6.1)
yi(k) = Cix(k) + ni(k), (6.2)
where w ∈ Rn and ni ∈ Rmi are mutually independent Gaussian state and
measurements noises, respectively, with covariance matrices M ∈ Rn×n and
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Ri ∈ Rmi×mi .
Note that, on the contrary to the approach in Chapter 4, the system and mea-
surements perturbations are considered Gaussian with mean zero and covariance
known.
As it was done in the previous chapters, the Assumption 2.3.4 for the network
connectivity is required.
6.3 Observer structure and design goal
The observer considered in the further developments is the one first presented in
Chapter 5 and whose structure is exposed next:









C>j (yj(k − ρ)− Cj x̂i(k − ρ)).
The goal of this paper is to design the gain matrices Ni,ρ(k) in structure (6.3)
for every agent i and every hop ρ ∈ {0, . . . , `i} to solve the following problem:
Problem 6.3.1 (Distributed optimal filtering) Given plant (6.1)-(6.2) and the inter-
connection graph G = (V, E), design gainsNi,ρ(k) in (6.3) in order to minimize the
value of E{||εi,ρ(k + 1)||2}.
Please, consider in all the chapter the same distributed observer setup proce-
dure than the one defined in Section 5.3.1.
6.4 Estimation error dynamics
This section presents the evolution of the transformed estimation error, εi,ρ(k).
The expression obtained will be similar to the one described in the previous chapter
but, this time, perturbations are taken into consideration.
Proposition 6.4.1 Consider the network of agents described by the graph G = (V, E),
where every agent i implements the observer structure (6.3) to estimate the state of the
system (6.1). Then, the transformed estimation error dynamics at every hop ρ is given by
the following equation:
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Wi,rεi,r(k − ρ) + nj(k − ρ)
)
,
for all ρ = {0, . . . , `i}.
Proof 6.4.1 Let us write first the evolution of the estimation error dynamics for system
(6.1) under the observation structure in (6.3):









C>j (Cjei(k − ρ) + nj(k − ρ)) + w(k).
Using (2.10), we can write the transformed estimation error dynamics for agent i
at hop ρ:
εi,ρ(k + 1) = W
>






C>j (Cjei(k − ρ) + nj(k − ρ)) +W>i,ρw(k),
whereW>i,ρWi,ρ = Ini,ρ and Lemma 2.3.1 (i) has been used. Next, relying on Equation
(2.11), we know the expression of ei in εi,ρ coordinates, so previous equation can be
accordingly modified:























+ nj(k − ρ)
)
.
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so we can rewrite the above equation as:













Cj V̄i,`iεi,`i+1(k − ρ) + Cj
`i∑
r=0
Wi,rεi,r(k − ρ) + nj(k − ρ)
)
.
Next, from Lemma 2.3.2 we know that CjWi,ρ′ = 0 for all j ∈ Ni,ρ with
ρ′ > ρ and therefore
















Wi,rεi,r(k − ρ) + nj(k − ρ)
)
,
which is the desired expression. 
Finally, note that Proposition 5.4.2 in Chapter 5, can be reformulated for the
perturbed scenario considered as:
Proposition 6.4.2 Consider the network of agents described by the graph G = (V, E),
where every agent i implements the observer structure (6.3) to estimate the state of the
system (6.1). Then, the delayed transformed estimation error dynamics at hop ρ is given
by the following equation:
ε̄i,ρ(k + 1) =
ρ∑
r=0




C>j nj(k − ρ).
The proof of this proposition comes straightforward from the proof of Propo-
sition 5.4.2 but considering the perturbed system (6.1)-(6.2).
6.5 Distributed optimal filtering
This section deals with Problem 6.3.1, that is, gains Ni,ρ(k) must be designed in
such a way that the expected value of the norm of the delayed transformed estima-
tion error of agent i at hop ρ, that is,E{||εi,ρ(k + 1)||2}, is minimized. Note that
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E{||εi,ρ(k+1)||2} = E{ε>i,ρ(k+1)εi,ρ(k+1)} = tr(E{εi,ρ(k+1)ε>i,ρ(k+1)}) =
tr(E{Qi,ρ(k + 1)}), where Qi,ρ is the covariance matrix of the transformed esti-
mation error of agent i at hop ρ. The dynamics of the covariance matrix will be
studied and, then, it will be possible to present a method to find the gains Ni,ρ(k)
to minimize tr(E{Qi,ρ(k + 1)}).
Let Q̄i,(ρ,r)(k) = E{ε̄i,ρ(k)ε̄>i,r(k)} be the cross covariance matrix of the
delayed transformed estimation error of agent i between hops ρ and r. Thus, it is
possible to conform the covariance matrix of the delayed transformed estimation







> · · · ε̄i,`i(k)ε̄i,0(k)>
ε̄i,`i−1(k)ε̄i,`i(k)
> ε̄i,`i−1(k)ε̄i,`i−1(k)
> · · · ε̄i,`i−1(k)ε̄i,0(k)>
...









Q̄i,(`i,`i−1)(k) Q̄i,(`i,`i)(k) · · · Q̄i,(`i,0)(k)
Q̄i,(`i−1,`i−1)(k) Q̄i,(`i−1,`i)(k) · · · Q̄i,(`i−1,0)(k)
...
... . . .
...
Q̄i,(0,`i−1)(k) Q̄i,(0,`i)(k) · · · Q̄i,(0,0)(k)
 .
It is worth pointing out that it is possible to relate the diagonal terms of
the covariance matrix Q̄i(k) through the use of the selection matrices defined in
Section 5.4. Therefore,Qi,ρ(k) = Si,ρQ̄i,(ρ,ρ)(k)S>i,ρ = S̄i,ρQ̄i(k)S̄>i,ρ.
Note thatmatrices4i,(ρ,r) and4i,(ρ,ρ) in (5.8) and (5.9) for r, ρ ∈ {0, . . . , `i}
can be rewritten as:
4i,(ρ,r)(k) = 4̃i,(ρ,r) − S>i,ρNi,ρ(k)Fi,(ρ,r),
where Fi,(ρ,r) =
[
0 0 · · · W>i,ρ
∑
j∈Ni,ρ






W>i,ρAWi,ρ 0 · · · 0 0
Ini,ρ 0 · · · 0 0
... . . .
...
0 0 · · · Ini,ρ 0
 ,
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4̃i,(ρ,r) =

W>i,ρAWi,r 0 · · · 0
0 0 · · · 0
...
... . . .
...
0 0 · · · 0
 ,
for every r, ρ ∈ {0, . . . , `i} with r 6= ρ. Using this decomposition, the next
proposition studies the dynamics of the complete covariance matrix Q̄i. Its proof
requires just some simple mathematical manipulations and, hence, it is omitted.
Proposition 6.5.1 The evolution of covariance matrix Q̄i is given by:
Q̄i(k + 1) =
(





























4̃i,(`i,`i) 4̃i,(`i,`i−1) · · · 4̃i,(`i,0)
0 4̃i,(`i−1,`i−1) · · · 4̃i,(`i−1,0)
...
... . . .
...
0 0 · · · 4̃i,(0,0)









Fi,(`i,`i) Fi,(`i,`i−1) · · · Fi,(`i,0)
0 Fi,(`i−1,`i−1) · · · Fi,(`i−1,0)
...
... . . .
...
0 0 · · · Fi,(0,0)
 ,
Based on this proposition we present a design method for gains Ni,ρ(k) that
solves the Problem 6.3.1.
Theorem 6.5.1 The set of matrices Ni,ρ(k) that minimize tr (Qi,ρ(k + 1)) are the
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for every ρ ∈ {0, . . . , `i}, where Fi,(ρ,:) = [0 · · · Fi,(ρ,ρ) · · · Fi,(ρ,0)] denotes the
row block `i − ρ+ 1 of matrix Fi.
Proof 6.5.1 The proof is divided into several steps. Firstly, the dynamics of matrixQi,ρ
will be obtained derived from results in Proposition 6.5.1. Then, its trace will be derived
with respect toNi,ρ(k) in order to find the value of the gain that minimizes the trace of
Qi,ρ(k).
Observe thatQi,ρ(k) = S̄i,ρQ̄i(k)S̄>i,ρ. Then, it holds:
Qi,ρ(k + 1) =
(













i,ρ − S̄i,ρS>i Ni(k)DiN>i (k)SiS̄>i,ρ.
It is a simple matter to check that S̄i,ρS>i V >i,`i = W
>
i,ρ and S̄i,ρS>i Ni(k)Fi =
Ni,ρ(k)Fi,(ρ,:), and, consequently, we can rewrite the above expression as:














Now,with the purpose of minimizing the trace of the covariancematrix, tr(Qi,ρ(k+
1)) is partially derived with respect to the gain matrixNi,ρ(k):
∂tr(Qi,ρ(k + 1))
∂Ni,ρ(k)







Then, equaling the above expression to zero, we can find that the gainNi,ρ(k) that










After some manipulations, expression (6.7) is found. .
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This theorem has proposed a design method for gain matrices Ni,ρ(k) that
minimize the expected value of the estimation error. Additionally, the design
method only requires solving a system of linear equations that depends only on
local information of the agent, allowing its resolution in a distributed way.
The algorithm that every agent i ∈ V must follow to initialize the distributed
estimation procedure and run the estimation phase is summarized in Table 6.1.
Table 6.1: Iterative algorithm.
Algorithm.
1: Initialization:
2: Run the Distributed observer setup algorithm exposed in Section 5.3.1.
3: Initialize covariance matrix Q̄i,ρ.
4: Iterative update:
5: While (1):
6: Obtain Ni,ρ(k) fromTheorem 6.5.1 for every ρ ∈ {0, . . . , `i}.
7: Obtain Q̄i(k + 1) from Proposition 6.5.1.
8: Exchange the corresponding information with the neighborhood.
9: Obtain x̂i(k + 1) from Equation (5.3).
10: End while
6.6 Simulation results
In order to show the effectiveness and optimality of the distributed observer some
simulations are driven in this section. Consider the following system where there
is one state with a stable dynamics, a pair of conjugated imaginary poles and a state







0.95 0 0 0
0 0.8606 −1.3368 0
0 0.0941 0.9315 0








The system is being observed by a set of three agents with the network topology
depicted in Figure 6.1.
Example 6.6.1 In this example the performance of the observer is tested under the
perturbed scenario in which the system model and the agents measurements are affected
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Figure 6.1: Network topology considered.












Figure 6.2: Evolution of the system state and agent 1 estimates (in dashed lines).
by Gaussian noises. Consider the sequel covariance matrices of the noises terms:
M =

0.02 0 0 0
0 0.05 0 0
0 0 0.06 0
0 0 0 0.01
 , R1 = 0.01, R2 = 0.02, R3 = 0.01.
Figure 6.3 depicts the evolution of the system state and agent 1 estimates
(in dashed lines). It is shown that the estimate of the stable pole that is locally
measured by agent 1 converges the first to the real value. After it, the estimates
of the states 2 and 3, measured by agent 2, reach the actual value. Finally, the
estimator converges to the values of the unstable pole, measured by agent 3 (that
belongs to Ni,2). This simple example makes it clear that the decay rate of the
estimator error decreases with ρ. In Figure 6.2 the evolution of tr(Qi,ρ) for every
i ∈ V are shown.
To conclude this section, it is shown that the gain matrices obtained in this
example in steady state (through the use ofTheorem 6.5.1), fulfill the LMI stated
in Theorem 5.5.2 and, consequently, meet the stability conditions required in
Theorem 5.5.1. Considering for example agent 1 with the gain matrices N1,ρ
73
. D-  












Figure 6.3: Evolution of tr(Qi,ρ) for every agent.
obtained through Theorem 6.5.1, it is possible to find a solution for the LMI
(5.11) on the variables X1,ρ and Y1,ρ, and therefore to guarantee the stability of
the estimation errors. The values obtained for N1,ρ, Xi,ρ, and Y1,ρ are given in
Table 6.2.
Table 6.2: Values of X1,ρ,Y1,ρ and N1,ρ obtained inTheorem 6.5.1 for agent 1.
Agent 1
X1,ρ Y1,ρ










2.165 0.435 0.671 −0.033
0.435 2.472 −0.289 −0.002
0.671 −0.289 2.405 0.075
−0.033 −0.002 0.075 2.909











, N1,2 = 0.418
6.7 Conclusions
In this chapter, we have presented a design method to the data-fusion-based
observer strcture presented previously. The design guarantees the stability of the
observer and ensures the minimization of the expected value of the estimation
error norm when the perturbations considered are uncorrelated and follow normal
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distributions with mean zero and known covariance.
The design is tested under simulation and the results obtained are related with






This thesis has been focused on solving the distributed estimation problem defined
in Section 1.4. In particular, the thesis has proposed four methods for solving the
problem under necessary and sufficient conditions in terms of agents connectivity
and system and agents detectability.
The main contributions can be divided into four different areas according to
the main chapters (Chapters 3, 4, 5 and 6). All of them are based on solving the
problem through the use of a state space transformation that is formally defined
in Chapter 2. This form allows each agent involved in the network to identify its
observable modes at each hop ρ; that is, by using this transformation, it is possible
to identify the observable modes accessible by the agent with local information
and the information provided by those agents with a direct path to it, involving ρ
or less edges. The contributions are detailed below:
• Chapter 2
1. A multi-hop subspace decomposition has been presented. In this
decomposition, the state space is divided according to the modes de-
tectable by each agent counting with the information provided by its
neighborhood at different hops.
2. The decomposition presented allows to transform the system dynamics
into an upper block triangular matrix revealing a cascade structure.
3. It has been shown that, contrary to most of the approaches found in





1. This chapter presented a novel observer structure that makes use of a
subspace decomposition. Based on that transformation, it is proven that
the observer can be designed in a distributed manner, only requiring
the necessary exchange of information in a distributed observer set-up
phase.
2. A theoretical proof is provided, showing that it is always possible to
find, under necessary and sufficient assumptions, a set of observer gains
that stabilizes the estimation.
3. The observer structure presented reduces the exchange of information
during the running phase, i.e., after the observer gains have been
designed. This result is due to the fact that, relaying in the subspace
decomposition, the neighboring agents only need to send to each agent
the part of the state not observable by itself.
4. The developed design method is computationally simple. It can be
carried out through the use of a simple pole placement algorithm.
5. An arbitrary convergence rate can be fixed for each agent.
• Chapter 4
1. An observer LQ-based design has been introduced in the context of
distributed estimation problems.
2. The design proposed guarantees the stability of the observer under
bounded disturbances.
3. The observer design can be simplified to tune just one scalar parameter
that trades off between a fast convergence rate and good noise rejection.
This parameter can be tuned by a control engineer based on their
experience of the process.
• Chapter 5
1. This last chapter presented a data-fusion-based algorithm to solve
the problem of distributed estimation of the state of a plant. This
algorithm also makes use of a observer structure based on the subspace
decomposition presented in the thesis.
2. The agents involved in the network can conveniently modify the con-
struction of the transformation matrix, which allows one to perform
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subspace decomposition to be selective with the agents that act as a
source of information.
3. Unlike the conventional data fusion approaches, the information is
not required to be spread through the network in a single sample time,
thereby relaxing the requirements of the network.
4. The exchange of information required to implement the algorithm
is less than other data-fusion-based approaches, lowering the cost by
considering a lower amount of redundant information.
• Chapter 6
1. A data-fusion-based observer design has been introduced in the context
of distributed estimation problems.
2. The proposed design minimizes the expected value of the estimation
error norm when the perturbations are considered Gaussian with mean
zero and covariance known.
7.2 Potential weakness and limitations
The previous section described the achievements and potential advantages of the
distributed observer structures introduced in the thesis. However, it is important
to note that a preliminary study of the system and the interconnected network
of agents has to be previously undertaken to implement the proposed distributed
observer. This is crucial due to the fact that the estimation structure presented
cannot be the most suitable approach for all the cases.
7.2.1 Reliable communication networks
The subspace decomposition used allows the observer to be selective with the source
of information considered for reconstructing the state. This feature is important
when working with slow networks in which the minimization of the information
exchange is crucial or when working with information highly perturbed by noise
or cyberattacks. However, there are some scenarios under which this feature can
be a drawback.
Let us consider the case in which we want to implement a distributed algo-
rithm to estimate the state of a perturbed system. Consider also that the mea-
surement taken by the agents is highly affected by noise and that the agents’
interconnected network is not limited, i.e. it has not limitation in terms of volume
of information and transmission rate. In this framework, being selective with the
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information used by each agent to reconstruct the state is not useful. A data fusion
algorithm considering the measurements taken by all agents will result in better
performance in estimation due to the fact that better filtering can be achieved by
considering redundant information on the system state.
On the other hand, the distributed observer setup procedure allows one to
select the agents that act as a source of information. This selection is carried out
according to the number of hops from the source to the target agent. This criterion
does not have to be the most optimal in relation to the measurements and the
dynamics of the system.
7.2.2 System dynamics
The examples presented in the simulations of Chapters 2, 3 and 4 have shown
the performance of the proposed algorithms. The system matrices have been
selected for the particular purpose of showing a clarifying example. Nevertheless,
when modeling a system’s dynamics, it is common to encounter relations among
every state considered. In this sense, most of the relations are weak and almost
zero. However, this fact must be taken into account to accomplish the subspace
decomposition.















Consider also that both agents have a communication link between them. As
it is shown, both pairs (A,C1) and (A,C2) are observables. However, if the state
is reconstructed in each agent based only on local measurements, the convergence
rate for the estimation of the state with a “weak connection” will be too slow.
Additionally, if the evolution of the system or the measurements taken are affected
by noise, the amplitude of this noise can be greater than the relation established by
the system dynamics, which makes it impossible to estimate that portion of the
state.
In this situation, it is important to consider the weak links in the system





This thesis has proven the potential of the state space decomposition presented for
the problem of distributed estimation. Some extensions of this initial idea have
been shown in Chapters 3 and 4, where the consideration of noise has been taken
into account. Hence, based on this estimator, some further developments of the
work are possible:
• Study the observer structure behavior dealing with random events, specifi-
cally considering that node neighborhoods can change randomly as a result
of random link dropouts and recovery.
• Develop new algorithms to face situations in which agents can receive false
data from their neighbors due to the fact that some agents can become faulty
or under the control of non-authorized entities.
• Explore the possibility of finding an observer structure that only decouples
the state space in the observable and unobservable subspace for each agent.
Thus, the observable modes are reconstructed only based on local measure-
ment of the state, and the unobservable modes are obtained by consensus
with the rest of the network.
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