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Résumé
Dans le cadre de l’aide à l’analyse de dialogues, un corpus de dialogues peut être représenté
par un ensemble de tableaux d’annotations encodant les différents énoncés des dialogues. Afin
d’identifier des schémas dialogiques mis en œuvre fréquemment, nous définissons une métho-
dologie en deux étapes : extraction de motifs récurrents, puis partitionnement de ces motifs en
classes homogènes constituant ces régularités.
Deux méthodes sont développées afin de réaliser l’extraction de motifs récurrents : LPCA-
DC et SABRE. La première est une adaptation d’un algorithme de programmation dynamique
tandis que la seconde est issue d’une modélisation formelle du problème d’extraction d’aligne-
ments locaux dans un couple de tableaux d’annotations.
Le partitionnement de motifs récurrents est réalisé par diverses heuristiques de la littéra-
ture ainsi que deux formulations originales du problème de K-partitionnement sous la forme
de programmes linéaires en nombres entiers. Lors d’une étude polyèdrale, nous caractérisons
des facettes d’un polyèdre associé à ces formulations (notamment les inégalités de 2-partitions,
les inégalités 2-chorded cycles et les inégalités de clique généralisées). Ces résultats théoriques
permettent la mise en place d’un algorithme de plans coupants résolvant efficacement le pro-
blème.
Nous développons le logiciel d’aide à la décision VIESA, mettant en œuvre ces différentes
méthodes et permettant leur évaluation au cours de deux expérimentations réalisées par un
expert psychologue. Des régularités correspondant à des stratégies dialogiques que des extrac-
tions manuelles n’avaient pas permis d’obtenir sont ainsi identifiées.
Mots-clefs : optimisation combinatoire, fouille de données, extraction de régularités, K-
partitionnement, approche polyèdrale, analyse de dialogues.
Extraction and partitioning for regularity extraction: application to
dialogue analysis
Abstract
In the context of dialogue analysis, a corpus of dialogues can be represented as a set of
arrays of annotations encoding the dialogue utterances. In order to identify the frequently
used dialogue schemes, we design a two-step methodology in which recurrent patterns are first
extracted and then partitioned into homogenous classes constituting the regularities.
Two methods are developed to extract recurrent patterns: LPCA-DC and SABRE. The
former is an adaptation of a dynamic programming algorithm whereas the latter is obtained
from a formal modeling of the extraction of local alignment problem in annotations arrays.
The partitioning of recurrent patterns is realised using various heuristics from the litera-
ture as well as two original formulations of the K-partitioning problem in the form of mixed
integer linear programs. Throughout a polyhedral study of a polyhedron associated to these
formulations, facets are characterized (in particular: 2-chorded cycle inequalities, 2-partition
inequalities and general clique inequalities). These theoretical results allow the establishment
of an efficient cutting plane algorithm.
We developed a decision support software called VIESA which implements these different
methods and allows their evaluation during two experiments realised by a psychologist. Thus,
regularities corresponding to dialogical strategies that previous manual extractions failed to
identify are obtained.
Keywords : combinatorial optimization, data mining, regularity extraction, K-partitioning,
polyhedral approach, dialogue analysis.
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Introduction
Contexte applicatif
Le langage est un moyen de communication complexe dont l’origine remonte à plus
de deux millions d’années. Au cours du temps, il n’a cessé d’évoluer et de s’aﬃner, en-
traînant ainsi la création des milliers de dialectes existant de nos jours. Dans le cadre de
dialogues face à face, divers éléments communicatifs – tels que les expressions faciales,
les gestes ou le ton – viennent enrichir le discours aﬁn d’en faciliter la compréhension. En
eﬀet, diﬀérentes études [91, 40] ont montré que plus de la moitié des informations trans-
mises dans une interaction interpersonnelle sont exprimées au travers de comportements
non verbaux.
Ces diﬀérents aspects entraînent une grande diﬃculté à modéliser et comprendre les
schémas dialogiques naturellement mis en œuvre par des interlocuteurs dans des situa-
tions données (e.g. : débat politique, dialogue entre un vendeur et un client, etc). Il
existe, néanmoins, divers domaines applicatifs dans lesquels l’identiﬁcation de tels sché-
mas permettrait des progrès signiﬁcatifs. Par exemple, l’étude de dialogues en contexte
d’apprentissage serait susceptible de fournir des schémas récurrents eﬃcaces permettant
de guider la structuration des interactions entre un enseignant et ses élèves. Dans un
cadre similaire, D’mello et al. [32] ont étudié des sessions de tutorat individuel qui leur
ont, notamment, permis de constater que l’augmentation du nombre d’actions de nature
collaborative entre le tuteur et l’étudiant permettait d’inﬂuencer positivement l’appren-
tissage. Un second exemple d’application qui pourrait bénéﬁcier de l’identiﬁcation de
schémas dialogiques est la conception d’ACA (Agents Conversationnels Animés). Nous
sommes de plus en plus amenés à communiquer avec des agents (e.g. : sites internet,
jeux vidéos). Cependant, il est rare que ces interactions soient riches et naturelles pour
l’humain [121]. Bien souvent, les réactions de l’agent – tant du point de vue verbal que
non verbal – sont très limitées. La découverte de schémas dialogiques usuels pour les
utilisateurs et eﬃcaces pour un agent conversationnel donné est une piste sérieuse pour
l’amélioration de ses capacités interactives.
Dans le cadre de cette thèse, nous cherchons à faciliter le travail d’identiﬁcation des
schémas dialogiques les plus couramment utilisés au sein d’un corpus de dialogues. Les
schémas dialogiques les plus fréquents feront nécessairement apparaître des régularités
dans le corpus. En d’autres termes, notre objectif est de fournir un outil d’aide à la
décision paramétrable et simple d’utilisation permettant à un expert d’extraire et de
visualiser des régularités susceptibles d’être généralisées en schémas dialogiques perti-
nents.
9
10
Modélisation de dialogues
L’extraction de régularités dans des données sous forme de texte en langage naturel
n’est pas une tâche aisée. De nombreux travaux y ont été consacrés [109, 120, 128] et
comme nous le voyons dans le chapitre suivant, les méthodes mises en place nécessitent
généralement d’importants pré-traitements et ne permettent pas d’identiﬁer des régu-
larités s’étendant sur plusieurs phrases. De plus, nous avons mentionné que le dialogue
est une activité dans laquelle de nombreux éléments non verbaux contribuent active-
ment à la compréhension mutuelle des interlocuteurs. Ainsi, se pose la question de la
représentation de ces éléments par rapport au texte et de leur prise en compte dans
l’identiﬁcation de régularités.
Pour représenter les dialogues, nous nous appuyons sur la notion de schéma de co-
dage couramment employée dans le cadre de l’analyse de dialogue (e.g. : le codage
DIT++ [20]). Un schéma de codage consiste, en premier lieu, à segmenter un dialogue
en énoncés ordonnés chronologiquement. Un exemple de segmentation de ce type est
présentée dans la seconde colonne de la table 1. Un dialogue est alors représenté en
encodant chaque énoncé par un nombre ﬁxé d’annotations. Le nombre d’annotations
associées à un énoncé est appelé la dimension du schéma de codage. L’exemple repré-
senté en table 1, correspond à un schéma de codage de dimension 3, tel que pour chaque
énoncé :
– la première annotation représente le type de l’acte de dialogue (‘E’ : engageant,
‘A’ : assertif, ‘D’ : directif) ;
– la seconde annotation encode les émotions contenues dans l’énoncé (‘J’ : joie, ‘T’ :
tristesse, ‘S’ : surprise, ‘-’ : absence d’émotion) ;
– la dernière annotation décrit le regard des participants (‘M’ : contact visuel mutuel,
‘U’ : regard unilatéral du locuteur, ‘I’ : regard vers un objet identiﬁé, ‘-’ : absence
de regard).
Locuteur Dialogue Annotations
M Bonjour monsieur, que puis-je faire pour vous ? <sou-
rit><regarde le client>
E J U
C Je souhaiterais acheter du thé noir. <contact visuel mu-
tuel>
A - M
C Avez-vous des thés spéciaux pour Noël ? D - -
M Oui nous en avons un, laissez-moi regarder... <regarde la
vitrine>
E - I
M J’ai bien peur que nous n’en ayons plus en stock. <air
désolé>
A T I
C Quoi ? E S -
M Cependant, nous devrions être fourni cet après-
midi<regarde le client>
A - U
C C’est parfait. <pause> Je repasserai demain. A J -
Table 1 – Dialogue fictif entre un marchand et un client, annoté selon un schéma de
codage associant trois annotations à chaque énoncé.
Le choix du schéma de codage dépend du type de schémas dialogiques que l’on
souhaite extraire du corpus. Par exemple, dans le cas du dialogue représenté en table 1,
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si nous souhaitions obtenir des régularités comportant des structures interrogatives,
il serait envisageable d’ajouter une colonne encodant le type d’énoncé (‘Q’ pour une
question ou ‘A’ pour une aﬃrmation).
L’extraction manuelle de régularités dans un corpus ainsi annoté est fastidieuse et
atteint rapidement ses limites lorsque la taille du corpus et de ses dialogues augmente.
Par exemple, dans le cas du corpus considéré durant nos expérimentations, seules des
régularités identiques apparaissant sur une unique ligne d’annotations avaient pu être
identiﬁées manuellement. L’automatisation du processus d’extraction permettrait donc
un gain de temps signiﬁcatif à un expert tout en lui oﬀrant la possibilité d’obtenir des
régularités plus variées (i.e. : s’étendant sur plusieurs lignes et pouvant apparaître de
manière approchée à diﬀérents emplacements du corpus).
La présentation de la méthodologie que nous mettons en œuvre dans cette optique
nécessite la déﬁnition de plusieurs notions et notations.
Formalisation du problème d’extraction de régularités
Dans le cadre de nos travaux, nous choisissons de représenter un dialogue annoté par
un tableau d’annotations dont chaque colonne correspond à une dimension du schéma
de codage considéré. Plus précisément, étant donné un dialogue d comportant l énoncés
et encodé selon un schéma de codage comportant c dimensions, nous considérons un
tableau d’annotations t de taille l × c (représenté t[1..l][1..c]) tel que pour tout i, j ∈
{1, . . . , l} × {1, . . . , c}, t[i][j] corresponde à la jème annotation du ième énoncé de d. A
chaque colonne d’un tableau d’annotations est associé un alphabet Ω (i.e. : un ensemble
de caractères) contenant l’ensemble des annotations susceptibles d’apparaître dans la
dimension correspondante du schéma de codage. Par exemple, l’alphabet associé à la
première colonne du schéma de codage utilisé en table 1 est {E,A,D}.
En vue d’obtenir les régularités contenues dans un corpus de tableaux d’annotations,
nous cherchons à identiﬁer des sous-parties de tableaux d’annotations apparaissant plu-
sieurs fois, de manière exacte ou approchée. Pour ce faire, nous souhaitons identiﬁer des
motifs fréquents. Un motif est déﬁni comme un tableau d’annotations pouvant conte-
nir une ou plusieurs fois le caractère ‘*’, appelé joker ou caractère don’t care. Un joker
peut être remplacé par n’importe quel autre caractère et permet simplement l’obtention
de motifs dont la forme n’est pas nécessairement rectangulaire. Par exemple, le motif
m1 en ﬁgure 1a ne comporte que trois caractères, mais il est représenté par un tableau
d’annotations de taille 3× 2 grâce à l’ajout de trois jokers.
Un motif m apparaît exactement dans un tableau d’annotations t s’il est possible
de remplaçer les caractères joker de m de telle sorte que m soit une sous-partie de t.
Par exemple, le motif m1 en ﬁgure 1a apparaît exactement dans le tableau en ﬁgure 1c
(il suﬃt de remplacer les trois jokers de m1 par B2, C2 et B4). Un motif apparaît de
manière approchée dans un tableau t s’il est similaire à un motif apparaissant exactement
dans t (la notion de similarité entre deux motifs est précisée par la suite). Le motif m2
(ﬁgure 1b) est similaire au motif en ﬁgure 1d (la diﬀérence se résume à l’insertion d’une
ligne) qui apparaît de manière exacte dans t, m2 apparaît donc de manière approchée
dans t.
En vue d’obtenir les régularités les plus pertinentes pour un contexte dialogique
donné, nous cherchons à identiﬁer les sous-parties de tableaux d’annotations du corpus
considéré qui apparaissent fréquemment. C’est la raison pour laquelle nous déﬁnissons la
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notion de motifs récurrents. Un motif est dit récurrent dans un corpus C, s’il y apparaît,
de manière exacte ou approchée, au moins deux fois (que ce soit dans deux tableaux
d’annotations diﬀérents ou dans le même tableau à deux endroits diﬀérents). Chaque
apparition d’un motif m dans un corpus est appelée une occurrence de m. Un motif m
est donc récurrent si le corpus en comporte au moins deux occurrences o1 et o2. Ces
deux occurrences sont nécessairement similaires puisqu’elles correspondent toutes deux
à une apparition exacte ou approchée du même motif. Ainsi, pour détecter des motifs
récurrents, nous identiﬁons leurs occurrences (i.e. : les sous-parties similaires du corpus).
Comme l’illustre la ﬁgure 1d, nous représentons une occurrence o d’un motif m dans un
tableau d’annotations t par la sous-partie de t contenant les annotations de o et dans
laquelle les autres annotations sont remplacées par des jokers.
*
B1 C1
*
B3 *
(a) Représentation d’un motif m1.
A1
* B2
* *
*
* * C4
(b) Représentation d’un motif m2.
A1
A2 B2
B1 C1
C2
A3 B3 C3
A4 B4 C4
(c) Tableau d’annotations t dans le-
quel apparaît, de manière exacte, le
motif m1 et de manière approchée le
motif m2.
A1
* B2
* *
*
* * *
* * C4
(d) Représentation de l’occurrence ap-
prochée du motif m2 apparaissant
dans le tableau t.
Figure 1 – Exemple de motif et d’occurrence de motif.
Dans la suite, aﬁn de simpliﬁer la compréhension et d’utiliser des termes en cohérence
avec les notations des domaines mentionnés, le terme “occurrence de motif récurrent”
pourra simplement être remplacé – lorsque cela ne soulève aucune ambiguïté – par le
terme “motif”.
Nous déﬁnissons maintenant les deux formes que peut prendre l’approximation entre
un motif et son occurrence dans le corpus :
– (Vcar) variabilité des caractères ;
– (Vag) variabilité de l’agencement des annotations.
L’approximation causée par (Vcar) peut être illustrée par le motif m représenté en
ﬁgure 2a. Les annotations en rouge dans le tableau tA en ﬁgure 2b représentent une occur-
rence de m qui est approchée car les caractères E et I ont respectivement été substitués
par les caractères F et J . La première raison pour laquelle ce type de variabilité doit
être prise en compte est que plusieurs annotations d’un même alphabet d’une colonne
d’annotations peuvent avoir des signiﬁcations similaires et qu’il est donc intéressant de
pouvoir les rapprocher (e.g. : des annotations correspondant à la présence d’émotions
similaires mais non identiques). Le deuxième argument est que plusieurs facteurs sont
susceptibles d’inﬂuencer la phase d’acquisition des tableaux d’annotations (e.g. : préci-
sion des outils d’annotations, accords inter-annotateurs, ...). La phase d’annotation ne
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peut donc être supposée parfaite. Ainsi, se restreindre aux rapprochements de motifs
dont les caractères sont identiques serait trop restrictif et empêcherait d’identiﬁer des
régularités intéressantes.
A
A *
E *
I
(a) Motif m.
FA
A -
-
J
(b) Tableau tA.
--
A -
-
I
A E -
(c) Tableau tB.
-A
A -
-
I
- E -
(d) Tableau tC .
Figure 2 – Exemples d’occurrences approchées d’un motif m dans trois tableaux d’an-
notations tA, tB et tC. Les annotations des trois tableaux correspondant au motif sont
représentées en rouge.
La variabilité (Vag) concerne l’agencement (i.e. : la disposition) des annotations du
motif et de l’occurrence. Nous souhaitons autoriser que des annotations puissent être
décalées d’une ou plusieurs lignes. Par exemple, les tableaux tB et tC (ﬁgures 2c et 2d)
représentent deux occurrences approchées du motif m en ﬁgure 2a. Dans tB, les deux
annotations de la seconde ligne de m sont décalées tandis que dans tC , seule l’annotation
E est déplacée. Les variations peuvent s’interpréter en rappelant que les lignes d’un ta-
bleau d’annotations sont ordonnées chronologiquement. Un décalage d’une ligne vers le
bas d’une partie d’un motif signiﬁe donc qu’une partie de l’évènement récurrent dénoté
par ce motif a été retardée. Divers évènements peuvent causer ce type de retard, comme
par exemple le fait que les interlocuteurs ne se connaissent pas ou qu’un orateur déve-
loppe plus précisément qu’un autre un argument. Il est donc primordial de permettre
la prise en compte de cette variabilité lors de la détection de motifs récurrents. Nous ne
considérons pas dans ce contexte les décalages le long des colonnes car ils ne sont pas
envisageables dans les tableaux d’annotations où chaque colonne possède un alphabet
indépendant (une annotation représentant une émotion ne pourrait, par exemple, pas
apparaître dans une autre colonne que celle relative aux émotions).
Méthodologie et problématique scientifique
Aﬁn de réaliser l’extraction de motifs récurrents ﬁgurant dans un corpus de tableaux
d’annotations, nous déﬁnissons une méthodologie comportant les deux étapes suivantes :
1. Extraction d’occurrences de motifs récurrents ;
2. Partitionnement des occurrences extraites.
Durant la première étape, les sous-parties de tableaux d’annotations similaires – qui
correspondent à deux occurrences d’un seul et même motif récurrent – seront identiﬁées.
La diﬃculté de cette phase d’extraction provient, d’une part, des données considérées
qui sont des tableaux bidimensionnels et, d’autre part, du fait que deux occurrences
d’un même motif peuvent diﬀérer selon les variabilités (Vcar) et (Vag).
Le but de la seconde étape est de partitionner les occurrences de motifs de telle
sorte que chaque partie corresponde à l’ensemble des occurrences d’un seul et même
motif récurrent. Le problème de partitionnement a été intensivement étudié et possède
de nombreuses variantes dans lesquelles le nombre de parties et leur poids peuvent être
contraint. Malheureusement, ces dernières sont généralement NP-diﬃciles [45, 29].
Chacune de ces deux étapes nécessite un travail de modélisation du problème cor-
respondant, ainsi que de sélection ou de déﬁnition d’une méthode de résolution perfor-
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mante. Ce sont les raisons pour lesquelles ce sujet a été ﬁnancé par le projet PRIMO 1
et constitue une collaboration entre les laboratoires LMI et LITIS de l’INSA de Rouen.
Pour chacune des deux étapes de la méthodologie, la meilleure façon de juger ob-
jectivement de la qualité de notre modélisation serait de s’appuyer sur une méthode de
résolution exacte. En eﬀet, lorsqu’une solution obtenue par une heuristique ne satisfait
pas pleinement l’utilisateur, il est impossible de déterminer si cela est dû à la modé-
lisation en elle-même ou à la méthode de résolution approchée employée. Ainsi, nous
préférons, lorsque cela est envisageable (ce qui est le cas de la phase de partitionnement),
nous orienter vers des méthodes de résolution exactes.
Le plan de ce manuscrit est représenté en ﬁgure 3. La première partie est consacrée à
l’extraction de motifs. Le chapitre 1 est dédié aux méthodes de la littérature susceptibles
d’y parvenir. Dans le chapitre 2 nous présentons tout d’abord la méthode d’extraction
LPCA-DC que nous obtenons en adaptant un algorithme de programmation dynamique
réalisant des alignements locaux dans des tableaux de caractères [83]. Aﬁn de pallier les
lacunes de cette méthode, nous réalisons ensuite une modélisation formelle du problème
d’extraction de motifs sous la forme d’une recherche d’arborescences de poids maximal
dans un graphe représentant deux tableaux d’annotations. Enﬁn, nous déﬁnissons une
méthode d’extraction nommée SABRE permettant de résoudre plus eﬃcacement ce
problème.
Dans la seconde partie de ce manuscrit, nous traitons la phase de partitionnement
de motifs. Le chapitre 3 est dédié à l’étude des méthodes de résolutions exactes et
approchées de problèmes de partitionnement. Dans le chapitre 4 nous déﬁnissons et
étudions deux formulations linéaires en nombres entiers originales du problème de K-
partitionnement. Les conditions sous lesquelles trois familles d’inégalités non triviales
déﬁnissent des facettes de l’enveloppe convexe des points entiers associés à une de ces
formulations sont ainsi caractérisées. Enﬁn, dans le chapitre 5 nous étudions l’amélio-
ration moyenne sur la solution de la relaxation lors de l’ajout de coupes provenant de
ces trois familles d’inégalités, puis nous mettons à proﬁt ces résultats dans le cadre d’un
algorithme de plans coupants.
La dernière partie est consacrée à deux expérimentations (chapitre 6) réalisées sur
un corpus de dialogues annotés qui nous ont permis d’évaluer l’eﬃcacité de notre mé-
thodologie et des méthodes déﬁnies. Pour terminer, les conclusions et perspectives de
nos travaux sont discutées dans le dernier chapitre.
1. Projet de Recherche en Ingénierie des Méthodes d’Optimisation de l’INSA de Rouen qui finance
des collaborations inter-laboratoires.
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L’objectif de cette première partie est de déﬁnir des techniques permettant l’extrac-
tion de motifs récurrents à partir de tableaux d’annotations.
Dans cette optique, nous passons en revue dans le chapitre 1 les diﬀérentes approches
de l’état de l’art susceptibles d’y parvenir. Nous identiﬁons deux domaines – la fouille
d’itemsets fréquents (frequent itemsets mining) et la fouille de séquences de caractères
(string mining) – susceptibles d’y parvenir. A la suite de cette étude bibliographique, il
apparaît que la méthode de la littérature qui répond le mieux aux contraintes de notre
problème est une méthode d’alignement bidimensionnel généralisant une méthode de
programmation dynamique utilisée pour l’alignement local de séquences ADN.
Le chapitre 2 est consacré à la présentation des adaptations et des améliorations
apportées à cette méthode lors de son application à l’extraction de motifs récurrents
dans des tableaux d’annotations. Les résultats expérimentaux présentés en chapitre 6
montrent que la méthode permet une identiﬁcation de motifs pertinents et interpré-
tables par un expert. Cependant, nous constatons aussi que la forme des motifs ex-
traits est relativement contrainte et dépendante de l’ordre dans lequel les colonnes du
schéma de codage sont disposées tandis que dans notre objet d’étude, l’ordre des co-
lonnes est arbitraire. Ces deux observations nous amènent à déﬁnir une modélisation
du problème d’extraction de motifs récurrents dans des tableaux d’annotations et à
proposer un algorithme d’extraction basé sur cette modélisation. Les performances de
ce nouvel algorithme sont comparées à celle du précédent dans le chapitre 6 dédié aux
expérimentations.
1 | État de l’art des méthodes d’extrac-
tion de régularités
Les variabilités (Vcar) et (Vag) présentées en introduction peuvent apparaître simul-
tanément dans une occurrence d’un motif récurrent et rendent complexe leur extraction.
C’est pourquoi nous cherchons à identiﬁer des méthodes performantes de la littérature
permettant d’extraire des motifs récurrents d’un corpus de tableaux d’annotations.
Dans ce chapitre, nous identiﬁons les méthodes de l’état de l’art susceptibles de
permettre une extraction de motifs récurrents à partir d’un corpus de tableaux d’anno-
tations C.
Les motifs que nous cherchons à extraire ne sont pas connus à l’avance. Nous ne
possédons donc pas de connaissances a priori nous permettant d’utiliser des méthodes de
types supervisées telles que les arbres de décision [111] ou les classiﬁeurs bayésiens [110]
pour eﬀectuer cette tâche.
L’extraction non supervisée d’éléments récurrents est une activité courante aux mul-
tiples applications (compression de données, indexation de contenu, prédiction, ...) et
c’est la raison pour laquelle des nombreuses recherches ont été eﬀectuées dans cette op-
tique. Vinciarelli [122] ainsi que Barzilay et al. [16] cherchent, par exemple, à identiﬁer
des régularités caractéristiques d’un orateur à partir de signaux audio. Dans le domaine
de l’extraction d’information, de nombreux travaux ont été dédiés à la recherche de
régularités dans des textes en langage naturel [109, 120, 128]. Nous pouvons aussi men-
tionner, Rao et al. [108] ainsi que Chowdhary et al. [26] qui étudient le problème de la
conception de circuits intégrés de grande taille dans lesquels la détection de régularités
permet de diminuer les coûts de conception.
Les techniques utilisées dans ces travaux sont, cependant, trop spéciﬁques aux types
de données considérés pour nous permettre d’en envisager une adaptation à l’extraction
de régularités dans des annotations de dialogues. Les méthodes d’extraction d’informa-
tion, par exemple, se basent fortement sur le fait que les textes considérés sont structurés
en phrases, ce qui n’est le cas d’un tableau d’annotations.
Nous avons néanmoins identiﬁé deux domaines de recherche – la fouille de motifs
fréquents (frequent pattern mining) et de séquences de caractères (string mining) –
permettant l’extraction de régularités dans des types de données pouvant être utilisés
pour représenter des tableaux d’annotations. Une section est dédiée à chacun de ces
deux domaines, dans lesquelles nous précisons la ou les transformations permettant de
faire le lien entre les types de données utilisés et les tableaux d’annotations, puis nous
présentons leurs principales approches en soulignant leurs forces et leurs faiblesses vis-à-
vis de notre problématique. Enﬁn, en section 1.3, les méthodes identiﬁées sont comparées
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et la plus adéquate est identiﬁée.
1.1 Fouille de motifs fréquents
L’objectif de l’exploration de motifs est de détecter les structures les plus fréquentes
apparaissant dans une base de données. Dans cette section nous n’avons pas pour objec-
tif d’eﬀectuer une présentation exhaustive des travaux de ce domaine, mais nous nous
concentrons sur les techniques susceptibles d’être utilisées pour extraire des motifs récur-
rents dans des tableaux d’annotations et permettant la prise en compte des variabilités
(Vcar) et (Vag) mentionnées en début de ce chapitre. Ainsi, certains aspects comportant
peu de liens avec notre problématique – tels que les règles d’association [3], les motifs
fermés [57], maximaux [126], multi-niveaux [57] ou multi-dimensionnels [105] – ne seront
pas ici abordés.
Comme le présente Han et al. [56], les méthodes d’exploration de motifs fréquents
peuvent être partitionnées en trois classes selon le type de structures fréquentes qu’elles
permettent d’extraire : itemsets, séquences d’itemsets ou sous-structures. Dans la suite,
une sous-section est consacrée à chacune de ces classes. Nous y décrivons comment
modéliser un tableau d’annotations ainsi que les techniques principales qui ont été déve-
loppées. Sauf indication contraire, le terme motif est par la suite utilisé pour désigner le
type de structures que les algorithmes cherchent extraire (i.e. : respectivement itemsets
fréquents, séquence d’itemsets fréquentes et sous-structures fréquentes dans les sous-
sections 1.1.1, 1.1.2 et 1.1.3).
1.1.1 Fouille d’itemsets fréquents
La première évocation de cette problématique a été présentée par Agrawal et al. en
1993 [3]. Leur l’objectif était d’analyser les habitudes d’achat de clients via leurs paniers
de consommation (market basket). Ceci explique que plusieurs des termes relatifs à
cette problématique soient employés dans la fouille de motifs fréquents (e.g. : item,
transaction, client).
Soit I = {i1, . . . , in} un ensemble d’items. Une transaction est déﬁnie comme une
collection non vide d’items de I à laquelle est associée un identiﬁant unique. Une tran-
saction contenant deux items a et b est notée (ab) et une transaction ne contenant qu’un
unique item c est simplement notée c aﬁn d’alléger les notations. Considérons le cas du
panier de consommation aﬁn d’illustrer ces notations. Dans ce contexte les items sont
des articles de magasins (e.g. : du lait, de la conﬁture), une transaction t correspond à
un ensemble d’articles achetés en une fois par un client et l’identiﬁant associé à la tran-
saction t permet, entre autres, de retrouver le client ainsi que la date à laquelle a eu lieu
la transaction. Un itemset est un sous-ensemble d’items de I. L’itemset I1 est dit inclus
dans une transaction T si I1 ⊆ T (i.e. : si tous les items de I1 ﬁgurent dans la transaction
T ). Étant donnée une base de données de transactions D = {T1, . . . , T|D|}, le support de
l’itemset I1 est déﬁni comme la proportion de transactions deD incluant I1. Par exemple,
le support des itemsets {a} et {b, d} dans la base de données D = {(abc)(ad)(bd)c} sont
respectivement 50% et 25%. Un itemset est dit fréquent si son support est supérieur ou
égal à un support minimum ﬁxé et noté min_support. Enﬁn, un itemset contenant k
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items est appelé un k-itemset.
Deux modélisations sont naturellement envisageables pour représenter un tableau
d’annotations sous la forme d’itemsets comme l’illustre la ﬁgure 1.1. Dans la première
(ﬁgure 1.1a), à chaque colonne est associée une transaction contenant un item pour
chaque annotation de la colonne. Cette représentation a pour premier désavantage d’en-
traîner la perte de l’information de temporalité puisque tous les items d’une transaction
sont considérés comme avoir été achetés en une seule fois. De plus, dans les tableaux
d’annotations chaque colonne contient des caractères appartenant à un alphabet qui lui
est propre. Le deuxième inconvénient de cette première représentation est donc qu’un
caractère donné ne pourra ﬁgurer que dans un unique item correspondant au tableau
d’annotations. Les motifs qu’il serait possible d’extraire avec cette modélisation seraient
donc très limités. La deuxième représentation envisageable (ﬁgure 1.1b) consiste à as-
socier à chaque ligne une transaction dont les items correspondent aux annotations
qu’elle contient. Cette représentation ne possède pas les défauts mentionnés précédem-
ment mais est néanmoins trop restrictive puisqu’un itemset fréquent correspondrait alors
uniquement à des annotations ﬁgurant fréquemment sur une même ligne d’un tableau
d’annotations.
t3 = (C1C2C3C4)
t2 = (B1B2B3B4)
t1 = (A1A2A3A4)
dimensions de codage
B2A2
A3 B3
C2
C3
A1 B1 C1
A4 B4 C4
(a) Une transaction équivaut à une co-
lonne.
t1 = (A1B1C1)
t2 = (A2B2C2)
t3 = (A3B3C3)
t4 = (A4B4C4)
temps B2A2
A3 B3
C2
C3
A1 B1 C1
A4 B4 C4
(b) Une transaction équivaut à une ligne.
Figure 1.1 – Deux transformations permettant de représenter un tableau d’annotations
sous la forme d’une base de données de transactions.
Ainsi, les méthodes de fouille d’itemset ne semblent pas appropriées à notre pro-
blématique. Néanmoins, certaines familles d’algorithmes classiques de fouille d’itemsets
fréquents servent de base à de nombreux algorithmes de fouille de séquences d’itemsets
ou de sous-structures fréquentes. C’est la raison pour laquelle, nous présentons ici ces
principales familles d’algorithmes et décrivons brièvement leurs mécanismes.
Algorithme Apriori
Les algorithmes de type Apriori sont basés sur la propriété de la fermeture par le
bas (downward closure) qui indique que tout itemset inclus dans un itemset fréquent
est nécessairement fréquent. Par exemple, si le 4-itemset {a, b, c, d} est fréquent, les 3-
itemsets qu’il contient (i.e. : {a, b, c}, {a, b, d}, {a, c, d} et {b, c, d}) le sont nécessairement
eux aussi. Le premier algorithme de ce type a été proposé par Agrawal et al. [3] en 1993.
Dans ces algorithmes, les items fréquents – qui correspondent aux 1-itemsets fré-
quents – sont tout d’abord identiﬁés. Ensuite, pour tout entier k à partir de un et tant
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qu’il existe des k-itemsets fréquents, les deux étapes suivantes sont réalisées :
1. génération de (k + 1)-itemsets candidats (i.e. : les (k + 1)-itemsets susceptibles
d’être fréquents) ;
2. élagage (i.e. : suppression) des candidats qui ne sont pas fréquents par calcul de
leur support.
Les diverses méthodes Apriori diﬀèrent par la façon dont ces deux étapes sont réali-
sées. Leur principal défaut est qu’elles nécessitent de nombreuses lectures de la base de
données (lors de la génération et de l’élagage des candidats) qui peuvent s’avérer très
coûteuses en temps d’exécution.
Croissance de motifs
Les méthodes de type croissance de motifs sont une alternative aux algorithmes
Apriori et ont été développées en vue de pallier leurs défauts en s’aﬀranchissant, notam-
ment, de la phase de génération des candidats.
Aﬁn d’illustrer leur fonctionnement, la description des principales étapes de ce type
de méthodes est illustrée par l’algorithme FP-Growth (Frequent Pattern-Growth) [59]
qui est l’un des plus emblématiques. Nous utilisons la base de données représentée en
ﬁgure 1.2a et considérons un support minimal de 25%.
La première étape consiste à identiﬁer les items fréquents contenus dans D et à les
lister par fréquence décroissante. Dans l’exemple, la liste ainsi obtenue est : (a, 3) (e, 3),
(d, 2), (f, 2), (g, 2), (h, 2), (i, 2) et (j, 2). Pour chaque transaction, les items fréquents
qu’elle contient sont identiﬁés et triés en fonction de leur fréquence (e.g. : troisième
colonne de la ﬁgure 1.2a). Ensuite, l’algorithme crée une structure de données permettant
une compression signiﬁcative des données. Dans le cas de FP-Growth, cette structure est
un arbre T (V,E), appelé FP-tree. A chaque sommet de V – à l’exception de la racine –
est associé un item fréquent ainsi qu’une valeur entière que nous appelons un compteur.
Chaque branche de cet arbre correspond à des items ﬁgurant ensemble dans une ou
plusieurs transactions. La valeur du compteur d’un sommet v ∈ V est égale au nombre
de transactions contenant, d’une part, l’item associé à v et, d’autre part, les items as-
sociés aux sommets se trouvant au-dessus de v dans la branche (e.g. : en ﬁgure 1.2d,
le compteur de l’unique sommet associé à f est égal à deux car exactement deux tran-
sactions de la base contiennent les trois items a, e et f). Pour construire l’arbre relatif
à la base qui nous sert d’exemple, une première branche (représentée en ﬁgure 1.2b),
correspondante aux items fréquents de la première transaction est créée. Lors de la créa-
tion d’un sommet, son compteur est toujours initialisé à un. La liste des items fréquents
de la seconde transaction est a, e, h et i. Comme les deux premiers items de cette
liste ﬁgurent aussi dans la première transaction, le compteur des deux sommets qui leur
sont associés est incrémenté et une nouvelle branche, illustrée en ﬁgure 1.2c, est créée.
L’arbre est complété de manière similaire pour chacune des transactions suivantes. Le
résultat obtenu est représenté en ﬁgure 1.2d. Cette représentation est généralement très
compacte lorsque de nombreuses transactions possèdent des items en commun.
Ensuite, au lieu de rechercher et d’élaguer successivement des candidats dans l’en-
semble de la base de données, l’espace de recherche est partitionné. Pour FP-Growth
c’est le nombre de motifs fréquents qui détermine le nombre de parties. La base de don-
nées D précédemment considérée contient huit motifs fréquents qui donneront lieu à une
division de l’espace de recherche en huit parties : (1) transactions contenant j, (2) tran-
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Client Transaction Items fréquents
1 (abefl) a, e, f
2 (aehik) a, e, h, i
3 (cdgh) d, g, h
4 (dgijm) d, g, i, j
5 (aefj) a, e, f, j
(a) Base de données D et liste des items fréquents (or-
donnés par fréquence décroissante) de chaque transac-
tion dans le cas où le support minimal est 25%.
a : 1
e : 1
f : 1
(b) Branche du FP-tree corres-
pondant à la première transaction
de la base de données D.
h : 1
i : 1
a : 2
e : 2
f : 1
(c) Branches du FP-tree correspondant aux
deux premières transactions de la base de
données D.
e : 3
f : 2 h : 1 i : 1
j : 1
g : 2
a : 3 d : 2
j : 1
(d) FP-tree correspondant à la base de don-
nées D.
Figure 1.2 – Base de données D et FP-tree correspondants construit par l’algorithme
FP-growth. A chaque sommet de l’arbre est associé un item fréquent. Chaque branche
de l’arbre correspond à une liste d’items fréquents figurant dans une ou plusieurs tran-
sactions. A chaque sommet est, de plus, associé un item fréquent, un compteur corres-
pondant au nombre de transactions contenant cet item ainsi que ceux qui le précèdent
dans la branche de l’arbre.
sactions contenant i et ne contenant pas j, (3) transactions contenant h et ne contenant
ni i ni j, . . ., (8) transactions contenant uniquement a. Pour chacune de ces classes, des
branches du FP-tree sont identiﬁées. Dans le cas des motifs contenant h mais pas i et
j, l’unique branche correspondante est {d, g, h}. Cette approche de type “partager pour
régner” (divide and conquer) permet une réduction signiﬁcative des temps d’exécution.
Ces deux familles d’algorithmes servent de base à de nombreuses méthodes de fouille
de séquences d’itemsets et de sous-structures.
Dans les sous-sections suivantes, nous montrons notamment comment ces deux fa-
milles de méthodes peuvent se décliner aﬁn de permettre l’extraction de motifs sous la
forme de séquences d’itemsets ou de sous-structures.
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1.1.2 Fouille de séquences d’itemsets fréquentes
Le problème de fouille de séquences d’itemsets a été en premier considéré par Agra-
wal et Srikant en 1995 [4] aﬁn d’extraire des motifs dans des transactions ordonnées
chronologiquement. Depuis, cette problématique a reçue beaucoup d’attention et a été
appliquée à de nombreux jeux de donnés (transactions, ﬂux, séries temporelles, ...), en-
traînant une grande diversité d’approches ad hoc comme l’attestent les divers rapports
menés sur le sujet [95, 82, 88].
Une séquences d’itemsets α = 〈α1 . . . αn〉 est une liste ordonnée de transactions
eﬀectuées par un seul et même client. Par exemple, dans la liste de transactions re-
présentée en table 1.1, la séquence associée au client numéro 1 est 〈(ab)c(de)〉. La
base de données de séquences d’itemsets complète correspondant à cet exemple est
{〈(ab)c(de)〉, 〈e(acd)(bf)〉, 〈(ae)c〉}. La séquence 〈β1, . . . , βm〉 est une sous-séquence de
la séquence α s’il existe des entiers j1 < j2 < . . . < jn tels que pour tout k ∈ {1, . . . , n}
βk ⊆ αjk . Par exemple, 〈a(cd)〉 est une sous-séquence de 〈(ab)(bc)(cd)〉, ce qui n’est pas
le cas de 〈(bc)a〉.
Client Date Transaction
1
2 (ab)
4 c
7 (de)
2
3 e
5 (acd)
6 (bf)
3
1 (ae)
2 c
Table 1.1 – Liste de transactions auxquelles sont associées l’identifiant de leur client
et de la date à laquelle elles ont été réalisées.
Étant donnée une base de séquences D, diverses déﬁnitions du support d’une sé-
quence α ont été déﬁnies. Celle qui est la plus communément utilisée est la proportion
de séquences de D contenant α. Tout comme dans le cas de la fouille d’itemsets fré-
quents, une séquence est dite fréquente si son support est supérieur ou égal au support
minimal min_supp. Une séquence comportant k items est appelée une k-séquence. Un
item est donc une 1-séquence tandis que 〈(ab)c〉 est une 3-séquence.
Un des inconvénients des méthodes de fouille d’itemsets pour l’extraction de motifs
récurrents dans un corpus de tableaux d’annotations est qu’elles ne permettent pas de
tenir compte de la temporalité représentée par les lignes des tableaux. La fouille de
séquences fréquentes permet de pallier cela. En eﬀet, comme l’illustre la ﬁgure 1.3, un
tableau d’annotations pourra être représenté par une séquence d’itemsets dans laquelle
chaque transaction correspond à une ligne et chaque item à une annotation. La tempo-
ralité des lignes est conservée en ordonnant de manière similaire les transactions dans
la séquence.
Nous pouvons d’ores et déjà remarquer que dans la déﬁnition présentée d’une sé-
quence fréquente, la durée entre deux transactions (i.e. : le nombre de lignes séparant
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〈(A1B1C1)(A2B2C2)(A3B3C3)(A4B4C4)〉
B2A2
A3 B3
C2
C3
A1 B1 C1
A4 B4 C4
Figure 1.3 – Transformation permettant de convertir un tableau d’annotations en sé-
quence d’itemsets.
les annotations) n’a pas d’impact sur les motifs obtenus. Le seul aspect pris en compte
est l’ordre dans lequel les itemsets apparaissent. Ceci est pour nous un inconvénient
puisqu’avec cette déﬁnition, une partie des décalages permis par la variabilité (Vag) ne
pourront pas être pris en compte. Cependant, nous montrons que dans chacune des fa-
milles d’algorithmes présentées, des variantes permettent une modélisation plus ﬁne de
l’aspect temporel.
Tout comme pour la fouille d’itemsets, les méthodes sont ici regroupées par princi-
pales familles d’algorithmes.
Algorithme Apriori
Les trois premiers algorithmes de ce type permettant d’extraire des séquences fré-
quentes, nommés AprioriAll, AprioriSome et DynamicSome, ont été proposés par Agra-
wal et Srikant [4]. Dans ces derniers, les itemsets fréquents sont d’abord identiﬁés en
utilisant un algorithme de fouille d’itemset Apriori. La seule diﬀérence est que le support
d’un itemset i ne correspond plus désormais à la proportion de transactions contenant i
mais à la proportion de clients ayant réalisé une transaction contenant i. Si nous considé-
rons un support de 25% et la base D représentée en première colonne de la table 1.2, les
itemsets fréquents obtenus sont {a}, {b}, {a, b} et {c}. Puisqu’une séquence fréquente
est nécessairement composée d’itemsets qui le sont aussi, il est possible d’obtenir une
représentation plus compacte de la base de données de séquences en remplaçant cha-
cune de ces transactions par l’ensemble des itemsets fréquents qu’elle contient (e.g. :
deuxième colonne de la table 1.2). Les transactions et les clients ne contenant aucun
itemset fréquent sont ﬁltrés (e.g. : quatrième transaction en table 1.2). Cette phase de
compression de la base permet une meilleure eﬃcacité et est répétée à mesure que la
taille des séquences fréquentes trouvées augmente.
Séquences Reformulation
〈(ab)(bc)c〉 〈{a, b, {ab}}{bc}{c}〉
〈(cd)(ab)〉 〈{c}{a, b, {ab}}〉
〈ac〉 〈{a}{c}〉
〈d〉 〈∅〉
〈cd(ab)〉 〈{c}{a, b, {ab}}〉
Table 1.2 – Base de données D illustrant les algorithmes AprioriAll, AprioriSome et
DynamicSome. La première colonne correspond aux séquences de D. La seconde colonne
représente la reformulation des séquences en fonction des itemsets fréquents qu’elles
contiennent, dans le cas où le support minimum est égal à 25%.
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La suite de ces algorithmes consiste à successivement générer à partir de séquences
fréquentes contenant k itemsets une liste de séquences candidates possédant k+1 item-
sets. Le support de chacun des candidats est ensuite vériﬁé aﬁn de ne garder que ceux
qui sont fréquents. Le processus s’arrête lorsqu’à une itération donnée, aucune séquence
fréquente n’est obtenue. Ce sont les mécanismes employés dans ces étapes qui font la
spéciﬁcité des algorithmes AprioriAll, AprioriSome et DynamicSome.
Ces trois approches ont pour inconvénient de ne considérer que l’ordre dans lesquelles
apparaissent les transactions d’une séquence et pas la durée les séparant. Ainsi, deux
transactions successives d’une sous-séquence fréquente pourront correspondre en réalité
à des transactions très éloignées temporellement dans les séquences d’origine de la base
D. Cet aspect semble, cependant, primordial aﬁn de permettre l’identiﬁcation de motifs
intéressants. Pour reprendre l’exemple présenté par Mooney et Roddick [95], le gérant
d’un magasin de location n’aura que peu d’intérêt à savoir que ses clients louent le
ﬁlm “Les deux tours” plusieurs années après avoir loué “La communauté de l’anneau”,
mais l’information sera beaucoup plus pertinente si cela se produit après quelques se-
maines seulement. Pour pallier cela Srikant et Agrawal [118] proposent l’algorithme GSP
(Generalised Sequential Patterns). Ce dernier améliore la prise en compte de la tempora-
lité en imposant des durées maximales entre deux éléments consécutifs d’une séquence
fréquente. De plus, cet algorithme permet aussi l’utilisation de taxonomies (i.e. : de
hiérarchies d’items) entraînant la possibilité d’obtenir les motifs approchés (deux items
proches dans la hiérarchie pourront être considérés identiques).
Diverses adaptations de GSP, permettant la prise en compte de contraintes sur les
séquences obtenues ou améliorant les performances globales ont par la suite été déve-
loppées (SPIRIT [47], MFS [133], PSP [90], etc.).
Croissance de motifs
De nombreuses méthodes basées sur la croissance de motifs ont été développées
aﬁn d’extraire des séquences fréquentes d’itemsets. Comme dans le cas de la fouille
d’itemsets, les méthode Apriori ont pour défaut de nécessiter de nombreux parcours de
la base de données lors des phases de génération des candidats et de leur élagage ce dont
s’aﬀranchissent les algorithmes à base de croissance de motifs.
FreeSpan (FREquEnt pattern-projected Sequential PAtterN mining) [58] utilise ce pa-
radigme. Tout comme l’algorithme FP-Growth, les items fréquents (i.e. : les 1-séquences
fréquentes) y sont identiﬁés puis triés en fonction de leur fréquence. Si nous considérons
la base de données D représentée en table 1.3 et un support minimum égal à 25%, la
liste des items fréquents obtenue est L = {a, b, c, d, e, f} (l’item g n’étant pas fréquent).
Pour partitionner l’espace de recherche, cet algorithme utilise la notion de base de don-
nées projetée. Étant donné un itemset I, la base de donnée projetée de I (noté base
I-projetée) est la collection de séquences contenant I. De plus, certains des items de ces
séquences ne sont pas conservés. Les items qui sont gardés sont ceux contenus dans I ou
ceux de L qui apparaissent avant un item de I dans cette liste. Par exemple si I est égal
à {a, e}, les items a et e seront conservés, ainsi que les items b, c et d qui apparaissent
avant e dans L. La base {b}-projetée de la base de données D de la table 1.3 est donc
{〈a(ab)a〉, 〈aba〉, 〈(ab)b〉, 〈ab〉}. Étant donnée une séquence α la notion de base α-projetée
est déﬁnie de façon similaire. FreeSpan utilise ensuite le principe de diviser pour régner –
caractéristique des méthodes de croissance de motifs – et tente d’extraire simultanément
les séquences et itemsets fréquents. Dans l’exemple en table 1.3, six sous-ensembles, cor-
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respondant à chacun des éléments de L, seront considérés. Ensuite, les motifs fréquents
de taille 2 de la base {a}-projetée seront identiﬁés (ici seul {a, a} est obtenu). Puis, les
bases projetées correspondant aux motifs obtenus seront elles-mêmes considérées aﬁn
d’obtenir, de manière similaire, des motifs de taille 3. Le processus est ainsi répété en
augmentant la taille des motifs obtenus jusqu’à ce qu’aucun motif ne soit retourné. La
procédure complète est répétée en considérant successivement les bases projetées corres-
pondant aux items suivant a dans la liste L (i.e. : les bases {b}-projetée, {c}-projetée,
. . ., {f}-projetée).
Nom de la base Contenu de la base
D 〈a(abc)(ac)d(cf)〉 〈(ad)c(bc)(ae)〉 〈(ef)(ab)(df)cb〉 〈eg(af)cbc〉
{a}-projetée 〈aaa〉 〈aa〉 〈a〉
{b}-projetée 〈a(ab)a〉 〈aba〉 〈(ab)b〉 〈ab〉
{c}-projetée 〈a(abc)(ac)c〉 〈ac(bc)a〉 〈(ab)c〉 〈acbc〉
Table 1.3 – Base de données D et trois exemples de bases projetées.
La méthode PrefixSpan (PREFIX-projected Sequential PAtterN mining) [104] est
basée sur FreeSpan. Les items fréquents de la liste L y sont considérés comme des
préﬁxes aﬁn de réduire la taille de l’espace de recherche. Pour un préﬁxe p donné,
chaque séquence est tronquée aﬁn qu’elle commence à la première occurrence de p. Par
exemple pour le préﬁxe a et la séquence 〈(ef)cba(df)〉, seule la sous-séquence 〈a(df)〉
est considérée. Au cours de l’algorithme, la taille des préﬁxes augmente avec celle des
motifs.
Seno et Karypis [112] ont proposé l’algorithme SLPMiner (Sequential pattern mining
with Length-decreasing suPport) utilisant lui aussi la projection de bases de données et
permettant, de plus, d’adapter le support minimal requis à la taille des motifs aﬁn de ne
pas obtenir uniquement de petits motifs ayant un grand support mais aussi des grands
motifs ayant un support plus modeste.
Base de données verticales
La représentation classique d’une base de données de séquences consiste à faire cor-
respondre à chaque client et à chaque date de transaction la liste d’items correspondante
(e.g. : voir table 1.4a). Les méthodes présentées ici tirent parti d’une représentation al-
ternative des données permettant d’accélérer le calcul du support des itemsets candidats.
Dans le cas de la méthode SPADE (Sequential PAttern Discovery using Equivalence
classes) développée par Zaki [131], à chaque item est associé la liste des transactions
dans lesquelles ce dernier est présent (les transactions sont identiﬁées par le client et la
date à laquelle elles ont été eﬀectuées), comme l’illustre la ﬁgure 1.4b qui correspond à
la base de données en table 1.4a. La liste obtenue pour un item donné est appelé une id-
list . L’algorithme SPADE utilise, en plus des id-lists, une décomposition de l’espace de
recherche en sous-treillis pouvant être traités indépendamment. L’algorithme cSPADE
(constrained SPADE ) [130] complète la méthode SPADE en lui permettant la prise en
compte de diverses contraintes : limitation de la taille des séquences, bornes sur les
écarts temporels possibles entre deux transactions successives d’une séquence, fenêtre
de temps contenant l’ensemble des transactions d’une séquence et exclusion de certains
items dans les séquences.
1.1.2 - Fouille de séquences d’itemsets fréquentes 29
Client Date Transaction
1
1 (a)
3 (bc)
4 (abd)
2
2 (bc)
3 (b)
3
2 (ab)
5 (cd)
6 (abc)
(a) Table représentant une base de données D composée
des trois séquences 〈a(bc)(abd)〉, 〈(bc)b〉 et 〈(ab)(cd)(abc)〉.
Chaque transaction y est identifiée par son client et la date
à laquelle elle a été effectuée.
Item (Client, Temps)
a (1, 1) (1, 4) (3, 2) (3, 6)
b (1, 3) (1, 4) (2, 2) (2, 3) (3, 2) (3, 6)
c (1, 2) (2, 2) (3, 5) (3, 6)
d (1, 4) (3, 6)
(b) Base de données verticale correspondant à D obtenue dans
la méthode SPADE. Une transaction est ici identifiée par le
couple (client, temps) correspondant.
Table 1.4 – Base de données de séquences de transactions D et exemple de représen-
tation verticale correspondante.
La méthode SPAM (Sequential PAttern Mining using a bitmap representation) [11]
utilise elle aussi une représentation verticale des données puisqu’à chaque item i est
associé un vecteur binaire bi appelé bitmap. Comme l’illustre la table 1.5, chaque com-
posante de bi correspond à une transaction t de la base de données et a pour valeur 1 si
l’item i ﬁgure dans la transaction t. L’algorithme tire grandement parti de la rapidité des
opérations sur les bitmaps. Par exemple étant donnés deux items i et j, les transactions
contenant ces deux items sont obtenues en utilisant l’opérateur “et” sur leurs bitmaps
respectives bi et bj (e.g. : dernière colonne de la table 1.5).
La méthode SPAM a été adaptée en LAPIN-SPAM (LAst Position INduction-
SPAM ) [127]. Dans cette dernière, lors de la validation des candidats, une utilisation
répétée de l’opérateur “et” sur les bitmaps est évitée par l’observation suivante : étant
donné un item i et une k-séquence s, si la dernière position de i est inférieure ou égale
à la position du dernier item ﬁgurant dans s, alors l’item i ne peut être ajouté à s pour
former une k + 1-séquence.
Enﬁn, Orlando et al. [103] ont développé CCSM (Cache-based Constrained Sequence
Miner) qui est dérivé de SPADE. Leur principale diﬀérence réside dans le fait que
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Client Date Transaction ba bb bc bd ba et bb
1
1 (a) 1 0 0 0 0
3 (bc) 0 1 1 0 0
4 (abd) 1 1 0 1 1
2
2 (bc) 0 1 1 0 0
3 (b) 0 1 0 0 0
3
2 (ab) 1 1 0 0 1
5 (cd) 0 0 1 1 0
6 (abc) 1 1 1 0 1
Table 1.5 – Table représentant une base de données D composée des trois séquences
〈a(bc)(abd)〉, 〈(bc)b〉 et 〈(ab)(cd)(abc)〉. Les colonnes 4 à 7 contiennent les vecteurs bit-
map, utilisés par SPAM, des quatre items apparaissant dans D. La dernière colonne
contient le vecteur bitmap obtenu en appliquant l’opérateur "et" aux vecteurs ba et bb.
cette méthode garde en mémoire (i.e. : en cache) des id-lists intermédiaires permettant
d’accélérer le temps de calcul des supports.
Séquences approchées
La notion de séquence d’itemsets approchée semble une bonne approche pour prendre
en compte la variabilité (Vcar). En eﬀet, le fait d’autoriser, sous certaines conditions, la
correspondance de deux items distincts pourrait permettre de prendre en compte cette
variabilité (e.g. : si les items b et c sont jugés proches, les séquences 〈(ad)b(ef)〉 et
〈(ad)c(ef)〉 pourraient être dites identiques).
Ceci est rendu possible, notamment par les méthodes de fouille de motifs séquentiels
ﬂous [41, 61, 62]. Nous illustrons le principe de la logique ﬂoue par la ﬁgure 1.4. Cet
exemple indique que le même adjectif ne serait pas utilisé par tout le monde pour qualiﬁer
la température d’une eau. En eﬀet, si la température est à 0°C, elle sera qualiﬁée de froide
par n’importe qui tandis que si elle est à 15°C, la moitié des personnes la considérera
tiède.
froid tiède chaud
0
1
Température (°C)
Probabilité
15 35
Figure 1.4 – Probabilité d’utiliser un adjectif pour qualifier une eau en fonction de sa
température (données fictives).
Ce type de logique peut être utilisé aﬁn de modéliser la proximité entre diﬀérents
itemsets. Soit µ(i, j) la proximité entre deux items i et j. Le support de l’item i peut
être déﬁni comme l’ensemble des transactions contenant un item j tel que µ(i, j) soit
supérieur à un seuil ω ∈ [0, 1]. Le paramètre ω correspond ainsi au seuil de tolérance à
partir duquel deux items sont considérés proches.
1.1.3 - Extraction de sous-structures fréquentes 31
Une autre approche, nommée ApproxMAP (Approximate Multiple Alignment Pat-
tern mining) a été proposée par Kum et al. [78]. Au lieu de trouver des motifs ap-
paraissant de manière exacte, cette méthode identiﬁe des motifs, appelés consensuels,
apparaissant de manière approchée dans de nombreuses séquences. La première des deux
étapes de cette méthode consiste à partitionner les séquences de la base de données. Pour
ce faire, une distance dérivée de la distance d’édition (voir section 1.2 pour une descrip-
tion plus détaillée de cette distance) est calculée entre tous les couples de séquences de
la base. A partir des distances obtenues, un algorithme à base de noyaux est ensuite uti-
lisé aﬁn de partitionner les séquences. Chacune des parties obtenue va ensuite entraîner
la génération d’un motif consensuel. Ceci est réalisé en utilisant, en premier lieu, une
heuristique permettant pour chaque partie d’aligner (i.e. : de juxtaposer) l’ensemble de
ces séquences. De cet alignement est ensuite déduit le motif consensuel.
1.1.3 Extraction de sous-structures fréquentes
Dans le cadre de l’extraction de sous-structures fréquentes, chaque transaction est
représentée par un graphe et la base de données considérée GD = {G1, . . . , Gn} est un
ensemble de graphes correspondant à des transactions. Les graphes étant des structures
de données extrêment courantes, il n’est pas étonnant que diverses approches aient été
dédiées à leur exploration comme le montre l’étude réalisée par Washio et Motoda en
2003 [124].
Dans ce contexte, le support d’un graphe est déﬁni comme la proportion de graphes
de GD qui l’incluent. Le problème consistant à identiﬁer si un graphe G1(V1, E1) est
inclus dans un graphe G2(V2, E2) (i.e. : s’il existe une bijection entre les sommets de V1
et une sous-partie des sommets de V2 telle que les arêtes soient conservées) est appelé
l’isomorphisme de sous-graphes et est connu pour être NP-complet [46]. C’est la raison
pour laquelle les méthodes présentées dans cette sous-section sont parfois heuristiques
et introduisent des limitations sur l’espace de recherche ou sur la structure des graphes.
De nombreuses approches pourraient être considérées aﬁn de modéliser des tableaux
d’annotations sous forme de graphes, comme le montre la ﬁgure 1.5. Par exemple, dans
la ﬁgure 1.5a à chaque ligne du tableau correspond un sommet et deux sommets sont
reliés ensemble s’ils correspondent à des lignes successives. Cependant, chacune des
modélisations de la ﬁgure 1.5 possède des lacunes en termes de forme des motifs qu’il
serait possible d’en extraire. En eﬀet, puisque des graphes connexes sont généralement
recherchés, il ne sera pas possible avec la représentation précédemment décrite (i.e. :
ﬁgure 1.5a) d’obtenir un motif ne comportant qu’une partie des annotations d’une ligne
(e.g. : motif en ﬁgure 1.6a). Il en va de même pour les trois autres représentations :
– dans la modélisation ﬁgure 1.5b, il ne sera pas possible d’obtenir de motifs com-
portant des annotations sur plusieurs colonnes (e.g. : ﬁgure 1.6b) ;
– la représentation d’un tableau d’annotations selon la ﬁgure 1.5c ne permettra pas
d’extraire de motifs comportant des annotations provenant de plusieurs colonnes
(e.g. : ﬁgure 1.6c) ;
– si la modélisation de la ﬁgure 1.5d est utilisée, il ne sera pas possible d’obtenir de
motifs comportant des lignes sans annotations (e.g. : ﬁgure 1.6d).
Ces diﬀérents contre-exemples montrent la grande ﬂexibilité que nous souhaitons
laisser à la forme des motifs extraits. Aﬁn de prendre cet aspect en compte, nous consi-
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A2
A3
A1
B2
B3
B1
C2
C3
C1
(a) A chaque ligne est associée un sommet
et les sommets correspondant à des lignes
successives sont reliés entre eux.
A2
A3
A1
B2
B3
B1
C2
C3
C1
(b) A chaque annotation est associée un
sommet et chaque couple de sommets cor-
respondant à deux annotations de même
colonne et dont les lignes sont consécu-
tives sont reliées.
A2
A3
A1
B2
B3
B1
C2
C3
C1
(c) A chaque annotation est associée un
sommet. Une arête joint chaque couple
de sommets correspondant à deux anno-
tations de même ligne. Il en va de même
pour les couples de sommets correspon-
dant à des annotations de même colonne
figurant sur des lignes consécutives.
A2
A3
A1
B2
B3
B1
C2
C3
C1
(d) A chaque annotation est associée un
sommet et chaque couple de sommets cor-
respondant à deux annotations de même
ligne ou dont les lignes sont consécutives
sont reliées.
Figure 1.5 – Exemples de représentations d’un tableau d’annotations sous forme de
graphes.
dérons donc une modélisation où à chaque annotation est associée un sommet et où il
est possible de passer de n’importe quel sommet à un autre (i.e. : un graphe complet).
A1
A2
(a) Contre-exemple de la figure 1.5a
A1 B1
(b) Contre-exemple des figures 1.5a et 1.5b
A1
* B2
* C1
*
(c) Contre-exemple des figures 1.5a, 1.5b
et 1.5c
A1
* *
* C1
*
A3 * *
(d) Contre-exemple des figures 1.5a, 1.5b,
1.5c et 1.5d
Figure 1.6 – Exemples de motifs ne pouvant être obtenus à partir de sous-graphes
connexes des graphes de la figure 1.5.
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Comme dans les sous-sections précédentes, nous nous concentrons ici sur les ap-
proches susceptibles d’être adaptées à notre problématique. Entre autres, les divers
algorithmes développés aﬁn d’extraire des motifs à partir de graphes comportant une
structure particulière (e.g. : des arbres dans le cas de [132] et [100]) ne seront pas abordés.
Une des premières approches utilisées dans ce domaine est la méthode SUBDUE [74]
qui se base sur le principe de la longueur de description minimale – notée MDL (mini-
mum description length) – pour identiﬁer les sous-structures permettant de compresser
le plus eﬃcacement possible une base de données structurelle. Étant donné un graphe
orienté, SUBDUE recherche les meilleurs sous-graphes, au sens du principe MDL. Pour
ce faire, l’algorithme commence par identiﬁer les sommets fréquents. A chaque itéra-
tion, l’algorithme sélectionne les meilleurs sous-structures parmi celles identiﬁées, puis
les étend en ajoutant à chacune le sommet permettant de maximiser la longueur de
description du sous-graphe correspondant. Lorsqu’aucune extension n’est plus possible,
chaque sous-graphe est fusionné en un unique sommet et le processus est répété sur le
graphe compressé obtenu.
Yoshida et Motoda ont élaboré la méthode GBI (Graph Based Induction) [129]. Tout
comme SUBDUE, cet algorithme est glouton et fusionne progressivement des sommets
du graphe d’origine. Une diﬀérence fondamentale réside dans le fait qu’à chaque itéra-
tion, deux sommets adjacents y sont fusionnés. De plus, plusieurs fonctions d’évaluation
de sous-structures basées sur la notion de fréquence peuvent y être utilisées (i.e. : plu-
sieurs déﬁnitions du support d’une sous-structure).
Tout comme dans le cadre de la fouille d’itemsets et de la fouille de séquences d’item-
sets, les techniques Apriori et à croissance de motifs ont été adaptées à l’exploration de
graphes.
Algorithmes Apriori
De façon similaire aux algorithmes Apriori utilisés pour extraire des itemsets fré-
quents, la recherche de graphes fréquents débute ici par l’identiﬁcation de graphes de
taille faible avant de les étendre. La génération de candidats est ici eﬀectuée en combi-
nant des couples de graphes fréquents similaires, puis la fréquence de la nouvelle struc-
ture obtenue est vériﬁée. La taille des graphes fréquents est ainsi augmentée jusqu’à ce
qu’aucun graphe ne soit obtenu à une étape.
Dans la méthode AGM (Apriori-based Graph Mining) [63], la taille des sous-
structures est augmentée d’un unique sommet à chaque étape et deux graphes fréquents
de taille k (i.e. : contenant k sommets) ne seront combinés que s’ils partagent un sous-
graphe de taille k − 1 en commun. Dans l’exemple représenté en ﬁgure 1.7 – inspiré
de [56] – les deux graphes de taille 5 ont en commun le sous-graphe encadré en pointillés
qui est de taille 4. Ces derniers pourront donc être fusionnés ensemble. Comme le repré-
sente cette ﬁgure, la fusion de deux graphes de taille k peut mener à la génération de
plusieurs candidats de taille k + 1. Le second algorithme de ce type est FSG (Frequent
SubGraph discovery) [79]. Contrairement à AGM, ce dernier utilise une stratégie de
génération dans laquelle les candidats sont étendus en leur ajoutant uniquement une
arête.
Une nouvelle fois, les algorithmes Apriori ont pour inconvénient la durée des phases
de génération de candidats et d’élagage et les approches à base de croissance de motifs
permettent, en partie, d’y pallier.
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Figure 1.7 – Exemple de génération de candidats avec la méthode AGM (illustration
inspirée de [56]). Les pointillés représentent deux sous-graphes de taille 4 identique dans
deux graphes différents de taille 5. Leur fusion entraîne la création de deux graphes
candidats de taille 6.
Croissance de motifs
Dans les algorithmes d’exploration de sous-structures de type croissance de motifs,
les sous-graphes sont étendus d’une arête dans toutes les directions possibles. L’inconvé-
nient de cette procédure est qu’un même graphe pourra être généré de nombreuses fois.
Pour éviter cela, l’algorithme gSpan (graph-based Substructure PAtterN mining) [125]
introduit la notion de chemin le plus à droite. Étant donnée une sous-structure fréquente
G, son chemin le plus à droite est celui reliant le premier sommet ayant été utilisé pour
créer G au dernier sommet qui y a été ajouté. La redondance lors de la génération des
candidats est réduite en étendant les sous-structures exclusivement le long de ce chemin.
Wang et al. ont déﬁni l’algorithme TSMiner (Topological Structures Miner) [68] qui
se base sur la notion de chemins indépendants et qui permet d’extraire des motifs dans
des structures de grandes tailles. Un chemin est déﬁni comme une séquence de sommets
v1, v2, . . ., vl d’un graphe G = (V,E) telle que pour tout k ∈ {1, . . . , l − 1}, l’arête
(vkvk+1) ﬁgure dans E. Les sommets v2 à vl−1 sont appelés les nœuds internes de P
tandis que les sommets v1 et vl en sont les nœuds externes. Un ensemble de chemins P
est dit indépendant si tout sommet interne de p ∈ P n’est inclus dans aucun chemin de
P\{p}. La notion de chemins indépendants va permettre de compresser la représentation
des graphes sans pour autant compromettre les informations liées à leur topologie. Dans
l’exemple représenté en ﬁgure 1.8, le graphe Y ′ qui est un sous-graphe de Y peut être
compressé en ne conservant que ses sommets noirs qui correspondent aux nœuds externes
d’un ensemble de chemins indépendants. De plus, cet algorithme déﬁnit la notion de
chaîne floue permettant d’extraire de manière approchée des composés chimiques aux
propriétés équivalentes. Ce mécanisme est cependant trop spéciﬁque pour permettre une
prise en compte de la variabilité (Vcar) dans des graphes complets.
Nous pouvons enﬁn mentionner l’heuristique GREW développée par Kuramochi et
Karypis [80] dont l’objectif est de permettre l’extraction de motifs fréquents dans des
graphes de taille conséquente et qui ne sont pas nécessairement creux (contrairement
aux méthodes présentées précédemment). Tout comme les heuristiques SUBDUE et
GBI, GREW va fusionner successivement des sommets du graphe. L’originalité de cette
approche réside dans le fait qu’à chaque itération, les sous-structures fréquentes pourront
être étendues en leur ajoutant plusieurs sommets. Le caractère heuristique de l’approche
entraîne l’identiﬁcation d’un nombre plus réduit de motifs. Pour pallier cela, l’exécution
de la méthode est répétée en modiﬁant l’ordre dans lequel les sommets sont considérés.
Cette section nous a permis d’obtenir un bon aperçu des techniques de fouille de mo-
tifs fréquents utilisées et de la façon dont ces dernières pourraient être adaptées à notre
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(a) Graphe Y . (b) Sous-graphe Y ′ de Y . (c) Compression du graphe Y ′.
Figure 1.8 – Exemple de compression de graphe effectuée par TSMiner (inspiré de [68]).
Les sommets noirs représentent les sommets externes d’un ensemble de chemins indé-
pendants tandis que les sommets blancs à bord plein en sont les sommets internes. Les
trois sommets de Y dont les contours sont en pointillés ne font pas partie de l’ensemble
de chemins indépendants.
problématique. Nous allons maintenant nous intéresser aux techniques d’exploration de
séquences avant de comparer les diﬀérentes approches en section 1.3 et de déterminer la
plus pertinente.
1.2 Fouille de séquences de caractères
L’exploration de séquences de caractères est un domaine de recherche majeur de
la bioinformatique qui comporte des techniques permettant l’étude de séquences biolo-
giques telles que l’ADN, l’ARN et les protéines.
Aﬁn de permettre l’application des méthodes de ce domaine à l’extraction de motifs
récurrents d’un corpus de tableaux d’annotations, nos données doivent être représentées
sous une forme adéquate. Pour ce faire, les deux modélisations suivantes, illustrées en
ﬁgure 1.9 sont alors envisageables :
(M1) Associer à chaque ligne d’un tableau d’annotations un caractère correspondant
à la combinaison des annotations de cette ligne. Dans l’exemple représenté en
ﬁgure 1.9, le caractère α est associé aux annotations A1, B1 et C1. Les méthodes
de fouille de séquences classiques peuvent ensuite être appliquées directement sur
la séquence obtenue (e.g. : sur αβαγ pour notre exemple).
(M2) Utiliser des tableaux de caractères en associant simplement à chaque annotation
le caractère qu’elle contient. L’inconvénient est que les méthodes traditionnelles
de fouille de séquences ne peuvent pas être utilisées sur des tableaux. Cependant,
certaines d’entre elles ont été généralisées dans cette optique [83, 76, 8, 12].
Ces deux représentations montrent que des données représentées sous la forme de
tableaux d’annotations peuvent être utilisées dans le cadre de méthodes de fouille de
séquences. Il reste à déterminer si certaines de ces approches sont adaptées pour l’extrac-
tion de motifs récurrents et la prise en compte des variabilités (Vcar) et (Vag)mentionnées
en début de chapitre.
Dans la suite de ce chapitre ainsi que dans le suivant, une séquence de caractères s
de taille m est représentée par un tableau unidimensionnel de caractères dont le premier
indice est égal à 1 (noté s[1..m]). Étant donnés deux indices i et j tels que 1 ≤ i < j ≤ m,
le terme s[i..j] désigne la sous-séquence de caractères de s allant des indices i à j compris.
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(M1) (M2)
B1A2
A1 B1
C1
C1
A1 B1 C1
A2 B2 C2α β α γ
Figure 1.9 – Modélisations (M1) et (M2) envisagées afin de permettre d’appliquer les
algorithmes du domaine de la fouille de séquences à des tableaux d’annotations. Dans
(M1), chaque tableau d’annotations est modélisé par une séquence dont chaque caractère
correspond à une ligne. La modélisation (M2) associe à chaque annotation son caractère,
ce qui produit un tableau de caractères.
Un tableau de caractères t de taille m× n est de façon similaire noté t[1..m][1..n] (e.g. :
ﬁgure 1.10a). Le terme t[i][j..k] pour tout i ∈ {1, . . . ,m} et tout indices j et k vériﬁant
1 ≤ j < k ≤ n est utilisé pour désigner la séquence contenant les caractères ﬁgurant en
ligne i du tableau t et entre les colonnes j à k comprises (e.g. : ﬁgure 1.10b). De même,
la séquence formée par les caractères en colonne i et entre les lignes j et k du tableau t
est notée t[j..k][i] (e.g. : ﬁgure 1.10c).
1
1
2
3
A
C
G
3
4 T
G
T
A
CA
2
C
T
A
(a) t[1..4][1..3]
1 2
4 A T
3
C
(b) t[4][1..3]
1
1
2
3
A
C
G
(c) t[1..3][1]
Figure 1.10 – Exemple de tableau de caractères et de deux séquences qu’il contient.
Les méthodes de fouille de séquences de caractères ont pour objectif d’identiﬁer des
zones similaires dans une ou plusieurs séquences. Il existe diverses façons de déﬁnir cette
similarité. Celle qui est le plus communément utilisée pour l’exploration de séquences est
dérivée de la distance d’édition. Étant données deux séquences de caractères sA[1..mA] et
sB[1..mB], la distance d’édition entre sA et sB correspond au coût minimal des opérations
d’édition permettant de transformer sA en sB. Les trois opérations d’édition autorisées
sont :
– la substitution d’un caractère par un autre (e.g. : ATG peut être transformée en
ACG en substituant le caractère T en seconde position par le caractère C, ce qui
peut être représenté par ATG
sub(T,C,2)
−→ ACG) ;
– l’insertion d’un caractère (e.g. : ATG peut être transformée en ATGA en insérant
le caractère A en quatrième position, ce qui peut s’illustrer ATG
ins(A,4)
−→ ATGA) ;
– la suppression d’un caractère (e.g. : ATG peut être transformée en TG en suppri-
mant le caractère A ﬁgurant en première position, ce qui peut se représenter par
ATG
sup(A,1)
−→ TG).
A chaque opération d’édition est associée un coût dans ❘+. Nous parlons de distance
de Levenshtein [84] dans le cas où le coût des opérations d’édition est égal à un, excepté
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les substitutions d’un caractère par lui-même dont le coût est nul. Par exemple, la
distance de Levenshtein entre les séquences “ACTG” et “CTAT ” est égale à 3. Ceci
est illustré par la ﬁgure 1.11a qui représente deux séries de trois opérations d’édition
permettant de transformer “ACTG” en “CTAT ”.
Lorsqu’une distance d’édition entre deux séquences de caractères sA et sB est calcu-
lée, les opérations d’édition permettant de transformer sA en sB peuvent être représen-
tées en alignant ces deux séquences (voir exemple ﬁgure 1.11b), de telle sorte que :
– les caractères substitués sont alignés ensemble ;
– les caractères non impactés par les opérations d’édition sont alignés avec leur
équivalent dans l’autre chaîne (e.g. : les caractères ‘C’ et ‘T’ de la ﬁgure 1.11b) ;
– les caractères insérés dans sA ou supprimés dans sB sont alignés avec le caractère
’*’.
La recherche de séquences similaires peut donc être vue comme la recherche de la
meilleure façon d’aligner ces séquences en question. C’est la raison pour laquelle nous
parlons aussi de méthodes d’alignement de séquences.
A C T G
sup(A,1)
−→ C T G
sub(G,A,3)
−→ C T A
ins(E,4)
−→ C T A T
A C T G
sup(A,1)
−→ C T G
ins(A,3)
−→ C T A G
sub(G,E,4)
−→ C T A T
(a) Représentation de deux séries de trois opérations d’édition permettant de transformer
“ACTG” en “CTAT”.(
A C T G ∗
∗ C T A T
) (
A C T ∗ G
∗ C T A T
)
(b) Alignements globaux correspondant aux
séries d’opérations représentées en (a).
(
A C T G
∗ C T A
) (
T ∗ G
T A T
)
(c) Alignements locaux.
Figure 1.11 – Opérations d’édition et alignements relatifs aux séquences “ACTG” et
“CTAT”.
Comme le remarquent Abouelhoda et Ghanem [1], les méthodes de fouille de sé-
quences peuvent se décliner en deux catégories :
– (T1) celles qui identiﬁent des similarités à l’intérieur d’une unique séquence ;
– (T2) celles qui s’intéressent à la similarité entre des séquences diﬀérentes.
Les méthodes de type (T1) ne considèrent qu’une seule séquence sA dans laquelle
ils cherchent des sous-séquences similaires. Leur intérêt, dans le contexte de notre pro-
blématique, est donc limité puisqu’elles ne nous permettraient d’obtenir que des motifs
apparaissant deux fois dans un seul et même tableau.
Les algorithmes de type (T2) semblent donc plus appropriés et peuvent eux-même
être partagés en trois catégories :
– (T2,global) : les méthodes globales qui alignent l’ensemble des caractères de deux
séquences sA et sB. Les alignements qu’elles permettent d’obtenir sont dit globaux.
Deux exemples d’alignements globaux des séquences “ACTG” et “CTAT” sont
représentés en ﬁgure 1.11b ;
– (T2,semi−global) : les méthodes semi-globales qui alignent l’ensemble des caractères
d’une séquence sA avec des sous-parties d’une séquence sB (i.e. : qui identiﬁent
les occurrences, exactes ou approchées, de sA dans sB) ;
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– (T2,local) : les méthodes locales qui alignent des sous-parties d’une séquence sA
avec des sous-parties d’une séquence sB. Les alignements obtenus sont alors dit
locaux. La ﬁgure 1.11c représente deux alignements locaux des séquences “ACTG”
et “CTAT”.
Dans notre contexte, les approches (T2,global) ne peuvent convenir puisqu’elles ne
permettraient que de calculer la similarité entre l’ensemble des annotations de deux
tableaux d’annotations et pas d’en extraire des motifs récurrents.
Les méthodes (T2,semi−global), sont plus intéressantes puisqu’elles pourraient per-
mettre, une fois un motif m1 identiﬁé, de déterminer sa fréquence dans le corpus. Deux
des approches de ce type les plus connues sont les heuristiques de recherche rapide
BLAST [6] et FASTA [86]. Cependant, dans les méthodes (T2,semi−global) c’est à l’utili-
sateur de préciser le motif qu’il souhaite rechercher dans le corpus. Elles ne fournissent
pas d’outils permettant d’identiﬁer en premier lieu ces motifs.
Enﬁn, les approches (T2,local) permettent d’identiﬁer des alignements locaux (i.e. :
des sous-parties similaires de séquences de caractères). Ceci semble correspondre à notre
problématique puisqu’un motif est une sous-partie d’un tableau d’annotations. De plus,
notre objectif est d’obtenir des motifs récurrents (i.e. : des motifs apparaissant au moins
deux fois, de manière exacte ou approchée, dans un corpus de tableaux d’annotations).
Puisqu’un alignement local correspond à deux sous-parties similaires, il nous fournira
donc deux occurrences d’un seul et même motif récurrent.
Dans la suite, nous présentons en sous-section 1.2.1 l’algorithme de programmation
dynamique (T2,global) de Needleman-Wunsch qui, bien que n’étant pas utilisable direc-
tement sur nos données, sert de base aux deux principales approches (T2,local) présen-
tées par la suite. Puis, la sous-section 1.2.2 décrit des approches prenant en entrée des
séquences de caractères, en vue de les appliquer sur des tableaux d’annotations trans-
formés selon la représentation (M1). Un intérêt particulier est porté à l’algorithme de
Smith-Waterman [114]. Enﬁn, en sous-section 1.2.3, nous envisageons l’utilisation de la
représentation (M2) et décrivons des approches considérant en entrée des tableaux de
caractères (notamment l’algorithme LPCA [83]).
1.2.1 Algorithme de Needleman-Wunsch
L’algorithme de programmation dynamique dit de Needleman-Wunsch [98] est une
approche classique permettant le calcul de la distance d’édition (i.e. : de l’alignement
global) entre deux séquences de caractères sA[1..mA] et sB[1..mB]. Il est ici décrit aﬁn de
permettre une meilleure compréhension des algorithmes présentés en sous-sections 1.2.2
et 1.2.3 qui se reposent sur des mécanismes similaires.
Dans la suite de cette section, pour deux caractères quelconques ‘a’ et ‘b’, le coût
de substitution de ‘a’ par ‘b’ ainsi que les coûts de suppression et d’insertion de ‘a’ sont
respectivement représentés par sub(a, b), sup(a) et ins(a).
L’objectif de cet algorithme est de créer une table T [0..mA][0..mB] telle que pour
tout (i, j) ∈ {1, . . . ,mA} × {1, . . . ,mB}, T [i][j] soit égal à la distance d’édition entre
sA[1..i] et sB[1..j] (voir exemple ﬁgure 1.12). Nous précisons que contrairement aux
autres tableaux, la table T possède des indices commençant à 0 aﬁn de simpliﬁer les
1.2.1 - Algorithme de Needleman-Wunsch 39
notations et la compréhension. De part cette construction, la distance d’édition entre
sA et sB est égale à T [mA][mB].
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Figure 1.12 – Table T de l’algorithme de Needleman-Wunsch obtenue lors de l’aligne-
ment des séquences “ACTG” et “CTAE”. Les arcs représentent les chemins suivis par
l’algorithme fournissant les deux alignements globaux de coût minimal représentés en
figure 1.11b. La formule de récurrence de l’algorithme consistant en la minimisation de
trois termes est illustrée par un zoom sur une sous-partie du tableau.
La première ligne et la première colonne de T sont initialisées de la manière suivante :
– T [0][0] est égal à 0 (i.e. : si un alignement commence au début des séquences sA
et sB, il n’est pas pénalisé) ;
– pour tout i ∈ {1, . . . ,mA}, T [i][0] est égal à
∑i
k=1 sup(sA[k]) (i.e. : si un aligne-
ment débute en sA[i + 1], les caractères sA[1] à sA[i] doivent être supprimés et
l’alignement doit être pénalisé en conséquence) ;
– pour tout j ∈ {1, . . . ,mB}, T [0][j] est égal à
∑j
k=1 ins(sB[k]) (i.e. : si un aligne-
ment débute en sB[j + 1], les caractères sB[1] à sB[j] doivent être insérés).
Aﬁn d’aligner les chaînes de caractères sA[1..i] et sB[1..j] pour tout (i, j) ∈
{1, . . . ,mA} × {1, . . . ,mB}, une succession d’opérations d’édition est eﬀectuée. La der-
nière de ces opérations peut être soit la substitution de sA[i] par sB[j], soit l’insertion de
sB[j], soit la suppression de sA[i]. Cette constatation mène naturellement à la déﬁnition
d’un algorithme de programmation dynamique permettant de calculer la table T . En
eﬀet, à chaque position (i, j) de la table T , les trois opérations d’édition mentionnées
précédemment sont considérées et celle entraînant un alignement de coût minimal est
choisie. Par exemple, la distance d’édition entre les séquences “ACTG” et “CTAE” –
notée ed(ACTG,CTAE) – est égale à
min


ed(ACT,CTA) + sub(G,E)
ed(ACT,CTAE) + sup(G)
ed(ACTG,CTA) + ins(E)
,
ce qui donne, dans le cas général, la formule de récurrence
T [i][j] = min


T [i− 1][j − 1] + sub(sA[i], sB[j])
T [i− 1][j] + sup(sA[i])
T [i][j − 1] + ins(sB[j)
(1.1)
pour tout (i, j) ∈ {1, . . . ,mA} × {1, . . . ,mB}. Cette formule de récurrence est illustrée
en ﬁgure 1.12 pour l’obtention de la valeur T [2][4] de l’exemple correspondant.
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La table T est donc complétée en utilisant (1.1) et T [mA + 1][mB + 1] fournit la
distance d’édition. L’alignement global correspondant est obtenu en réalisant une phase
de tracé-arrière, très similaire à celle permettant de calculer T , qui permet d’inférer le
chemin suivi par l’algorithme entre les positions T [mA][mB] à T [0][0] (e.g. : voir arcs de
la ﬁgure 1.12).
1.2.2 Alignement local de séquences de caractères
La représentation (M1) décrite page 38 associe à chaque ligne d’un tableau d’annota-
tions un caractère. Ainsi, chaque tableau d’annotations est transformé en une séquence
dans laquelle chaque caractère correspond à la concaténation des annotations d’une ligne
(e.g. : voir exemple en ﬁgure 1.9). Il est ainsi possible d’appliquer les algorithmes d’ali-
gnement local de séquences de caractères aﬁn d’identiﬁer des motifs récurrents de notre
corpus.
De nombreuses approches permettent l’alignement de sous-parties identiques de sé-
quences de caractères comme le présente l’étude de Faro et Lecroq [37]. Cependant, leur
utilité dans notre contexte est limitée puisque les caractères alignés ensemble sont né-
cessairement les mêmes et que les insertions et les suppressions ne sont pas envisagées.
Ainsi, dans ces algorithmes les variabilités (Vcar) et (Vag) ne sont pas prises en compte.
Dans le cadre de la recherche d’alignements locaux approchés, l’algorithme de réfé-
rence est celui de Smith-Waterman [114]. C’est la raison pour laquelle la suite de cette
sous-section est dédiée à sa description. Son objectif est d’extraire l’alignement local de
score maximal entre sA et sB. Les mécanismes qu’il utilise sont très similaires à ceux de
l’algorithme de Needleman-Wunsch.
Dans ce dernier nous calculons la distance d’édition entre l’ensemble des chaînes sA
et sB, c’est pourquoi la valeur de départ T [0][0], qui est égale à 0, ne peut qu’augmenter
en approchant de T [mA][mB]. Dans l’algorithme de Smith-Waterman, une table T aux
dimensions similaires est calculée mais nous souhaitons au contraire que cette dernière
fasse ressortir les zones similaires en leur associant un score élevé et que les zones peu
similaires aient un score qui tende vers 0.
Pour ce faire, le score des opérations d’édition indiquant une similarité entre les
deux chaînes (i.e. : les substitutions de caractères similaires) auront un score positif
aﬁn d’augmenter les valeurs de T lorsqu’elles sont utilisées. Par conséquent, les autres
opérations d’édition i.e. : suppressions, insertions et substitutions de caractères non
similaires), qui traduisent des diﬀérences entre sA et sB auront un score négatif aﬁn
d’entraîner vers 0 les valeurs de T dans ces zones.
Ainsi dans cet algorithme, la valeur de T [i][j] est égale au score de l’alignement local
se terminant en sA[i] et sB[j] – et non plus à la distance d’édition entre les séquences
sA[1..i] et sB[1..j]. La première ligne et la première colonne de T sont initialisées à 0
(i.e. : ∀i ∈ {0, . . . ,mA} T [i][0] = 0 et ∀j ∈ {1, . . . ,mB} T [0][j] = 0) car un alignement
peut maintenant débuter sans pénalité à partir de n’importe quelle position de sA et de
sB.
L’objectif étant de maximiser le score de l’alignement, la formule de récurrence de-
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vient
T [i][j] = max


T [i− 1][j − 1] + sub(sA[i], sB[j])
T [i− 1][j] + sup(sA[i])
T [i][j − 1] + ins(sB[j])
0
(1.2)
où sub, sup et ins désignent maintenant le score des opérations d’édition. La dernière
ligne de ce système permet d’assurer que les valeurs de T ne deviennent jamais négatives.
Si les trois première lignes du système (qui correspondent chacune à une opération
d’édition) fournissent un score négatif, cela signiﬁe qu’il n’existe aucun alignement local
de score positif se terminant en sA[i] et sB[j]. Dans ce cas, T [i][j] est ﬁxé à 0 aﬁn de
permettre qu’un nouvel alignement débute sans pénalité à partir de cette position.
En guise d’exemple, la ﬁgure 1.13 représente la table T obtenue pour les séquences
“ACTG” et “CTAE” dans le cas où un score de 1 est attribué aux substitutions d’un
caractère par lui-même et que le score des autres opérations d’édition est ﬁxé à −1.
0
0
0
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0
0
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0
0
0
0
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0
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C T A E
Figure 1.13 – Table T de l’algorithme de Smith-Waterman obtenue lors de l’alignement
des séquences “ACTG” et “CTAE”. Les arcs représentent le chemin suivi par l’algorithme
fournissant l’alignement local de score maximal.
Finalement, l’alignement local de score maximal est obtenu en eﬀectuant un tracé-
arrière à partir de la position de score maximal et en s’arrêtant lorsqu’une case de valeur
0 est atteinte. Dans le cas de l’exemple de la ﬁgure 1.13, le score du meilleur alignement
local est égal à 2. Il correspond à un alignement contenant les caractères ‘C’ et ‘T’ des
deux séquences.
1.2.3 Alignement local de tableaux de caractères
Nous considérons maintenant la représentation (M2) dans laquelle un tableau d’anno-
tations correspond à un tableau de caractères. Étant donnés deux tableaux de caractères
tA[1..mA][1.., nA] et tB[1..mB][1..nB], nous souhaitons en extraire l’alignement local de
score le plus élevé. Les méthodes classiques d’exploration de séquences ne sont pas di-
rectement applicables à des tableaux. Un certain nombre de travaux ont été réalisés en
ce sens.
Les premières méthodes permettant l’exploration de tableaux de caractères sont de
type (T2,semi−global) et permettent donc uniquement de détecter les occurrences appro-
chées d’un motif dans un tableau de plus grande taille. Krithivasan et Sitalakshmi [76]
présentent une méthode permettant d’identiﬁer des motifs rectangulaires comportant au
42 Fouille de séquences de caractères
plus k erreurs (i.e. : insertions, suppressions et substitutions de caractères diﬀérents).
L’approche proposée par la suite par Amir et Farach [8] permet de s’aﬀranchir de la
contrainte imposant la forme rectangulaire des motifs en introduisant la notion de ca-
ractère don’t care capable s’aligner sans pénalité avec n’importe quel caractère. Ces
caractères correspondent aux caractères ‘*’ que nous utilisons dans la représentation
de nos motifs. Enﬁn, plus récemment, Baeza et Yates [12] améliorent la complexité de
ces méthodes en proposant une phase de ﬁltrage réduisant signiﬁcativement l’espace de
recherche.
Ces trois méthodes sont, cependant, relativement restrictives sur les motifs qu’elles
permettent d’obtenir puisqu’un motif tA et un texte tB sont comparés ligne par ligne.
Les décalages engendrés par les insertions et les suppressions ne sont donc pris en compte
que le long des lignes et pas le long des colonnes. Nous pouvons illustrer cet aspect par
les deux motifs représentés en ﬁgure 1.14. Dans le motif mA, les caractères ‘d’ et ‘e’ de la
première ligne sont adjacentes tandis qu’un caractère les sépare dans mB. Ce décalage
peut être identiﬁé par les méthodes présentées précédemment puisqu’elles apparaissent
le long d’une ligne. Considérons maintenant les caractères ‘c’ et ‘f’ qui se trouvent
dans une conﬁguration similaire au niveau de la première colonne. Ce type de décalage
ne peut pas être détecté puisqu’il intervient le long d’une colonne et que la distance
d’édition entre les colonnes n’est pas prise en compte. La forme des motifs extraits dans
ces approches est donc fortement contrainte. De plus, ces méthodes ne permettent pas
d’extraire des motifs mais fournissent simplement la possibilité de chercher un motif
connu dans des données.
c
f g
d e
*
* h *
(a) Motif mA.
c
* g
d *
*
f h *
e
*
*
(b) Motif mB.
Figure 1.14 – Deux motifs mA et mB permettant d’illustrer une limitation des ap-
proches présentées de type (T2,semi−global) explorant des tableaux d’annotations.
Nous pouvons aussi mentionner une méthode plus récente permettant d’identiﬁer
les sous-parties d’un tableau de caractères similaires (i.e. : méthode de type T1). Cette
dernière a été développée par Apostolico et al. en 2008 [10]. Cette approche utilise elle
aussi le caractère “don’t care” aﬁn de permettre l’extraction de motifs non rectangulaires.
Cette dernière étant de type (T1), elle ne peut cependant convenir à nos besoins.
A notre connaissance, il n’existe qu’une unique approche (T2,local) permettant l’ex-
traction d’alignements locaux dans des tableaux de caractères. Cette dernière a été
développée par Lecroq et al. [83] et généralise l’algorithme de Smith-Waterman précé-
demment présenté à l’alignement de tableaux de caractères. Cette méthode se décline
en deux algorithmes selon que des alignements locaux ou globaux sont recherchés. Étant
donné notre problématique, nous ne présentons ici que sa version locale que nous appe-
lons LPCA (d’après le nom des auteurs de l’article [83] correspondant : Lecroq, Pauchet,
Chanoni, Ayala Solano). La suite de cette sous-section est dédiée à sa présentation.
Comme le représente la ﬁgure 1.15, dans l’algorithme de Smith-Waterman les sé-
quences de caractères sont parcourues de gauche à droite (i.e. : de sA[1] et sB[1] à
sA[mA] à sB[mB]) en autorisant trois types de déplacements, chacun correspondant à
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une opération d’édition. De manière similaire, LPCA considère les huit opérations d’édi-
tion représentées en ﬁgure 1.16.
sA
sB
(a) Substitution
sA
sB
(b) Suppression
sA
sB
(c) Insertion
Figure 1.15 – Représentation des opérations d’édition considérées lors de l’alignement
de séquences de caractères dans l’algorithme de Smith-Waterman [114].
: suppression : insertion : substitution
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.16 – Opérations d’édition considérées dans l’algorithme LPCA [83]. (a) Sup-
pression horizontale. (b) Suppression verticale. (c) Insertion horizontale. (d) Insertion
verticale. (e) Substitution de ligne. (f) Substitution de colonne. (g) et (h) Substitution
de ligne et de colonne (dans un ordre différent).
Lorsque les données sont unidimensionnelles, la table T construite par les algorithmes
de programmation dynamique est de dimension 2. Puisque les données considérées sont
ici des tableaux bidimensionnels, la table T est de dimension 4. Ainsi, l’algorithme crée
une table T [0..mA][0..nA][0..mB][0..nB] telle que pour tout (i, j, k, l) ∈ {1, ...,mA} ×
{1, ..., nA} × {1, ...,mB} × {1, ..., nB}, T [i][j][k][l] corresponde au score de l’alignement
local se terminant en tA[i][j] et en tB[k][l].
Aﬁn de faciliter le calcul des valeurs de T , deux tables R et C de dimensions
mA × nA × mB × nB, sont préalablement calculées. Pour toute position (i, j) de tA
et toute position (k, l) de tB, R[i][j][k][l] est égal au score de l’alignement local entre
les séquences tA[i][1..j] et tB[k][1..l] se terminant en tA[i][j] et tB[k][l]. La ﬁgure 1.17a
illustre le lien entre les dimensions de R et les positions de tA et tB. La valeur de la
distance d’édition locale entre les deux séquences représentées en rouge dans cette ﬁgure
est fournie par la valeur de R[3][2][4][3]. Ainsi, lorsqu’est eﬀectuée une opération d’édi-
tion bidimensionnelle entraînant une substitution de ligne (i.e. : opérations d’édition
(e), (g) ou (h) de la ﬁgure 1.16), le score de cette substitution peut directement être lue
dans la table R.
De manière similaire, C[i][j][k][l] est égal au score de l’alignement local entre les
séquences tA[1..i][j] et tB[1..k][l] se terminant en tA[i][j] et tB[k][l] (voir exemple ﬁ-
gure 1.17b). Cette table est utilisée lorsque les opérations d’édition (f), (g) et (h) de la
44 Fouille de séquences de caractères
ﬁgure 1.16, qui entraînent une substitution de colonnes, sont considérées. La valeur de
cette substitution est directement fournie par la table C.
1
2
3
4
1 2 3
1
2
3
4
1 2 3
t1 t2
R[3][2][4][3]
(a) Séquences considérées lors du calcul de
R[3][2][4][3].
1
2
3
4
1 2 3
1
2
3
4
1 2 3
t1 t2
C[3][2][4][1]
(b) Séquences considérées lors du calcul de
C[3][2][4][1].
Figure 1.17 – Exemples de séquences d’annotations considérées lors du calcul des tables
R et C. Les arcs représentent le lien entre les dimensions des tables R ou C et les
positions dans tA et tB.
Les tables R et C sont calculées en utilisant l’algorithme de Smith-Waterman. Si
en position (i, j, k, l) de T , le score d’une opération d’édition bidimensionnelle faisant
intervenir une substitution (i.e. : opérations (e), (f), (g) ou (h) de la ﬁgure 1.16) est nul,
cela signiﬁe que le meilleur alignement local consiste à ne prendre aucune annotation.
Dans ce cas, il est nécessaire – pour que l’alignement se prolonge en tA[i][j] et en tB[k][l] –
de supprimer le caractère tA[i][j] et d’insérer le caractère tB[k][l]. C’est pourquoi, le cas
échéant, le score de l’alignement est pénalisé par sup(tA[i][j]) + ins(tB[k][l]). Aﬁn de
simpliﬁer les notations, étant donné un réel positif x et une position (i, j, k, l) de T ,
nous déﬁnissons la fonction suivante :
qi,j,k,l(x) =
{
x si x 6= 0
sup(tA[i][j]) + ins(tB[k][l]) sinon
.
Tout comme pour l’algorithme de Smith-Waterman, les bornes de T sont initialisées
à 0 aﬁn qu’un alignement local puisse débuter à n’importe quelle position de tA et tB
(i.e. : pour tout (i, j, k, l) ∈ {0, . . . ,mA} × {0, . . . , nA} × {0, . . . ,mB} × {0, . . . , nB},
T [0][j][k][l], T [i][0][k][l], T [i][j][0][l] et T [i][j][k][0] sont égaux à 0). Ensuite, pour toute
autre position (i, j, k, l) de T , la valeur T [i][j][k][l] est obtenue à l’aide de l’expression
suivante :
max


T [i− 1, j, k, l] + sup(tA[i][j]) (a)
T [i, j − 1, k, l] + sup(tA[i][j]) (b)
T [i, j, k − 1, l] + ins(tB[k][l]) (c)
T [i, j, k, l − 1] + ins(tB[k][l]) (d)
T [i− 1, j, k − 1, l] + qi,j,k,l(R[i][j][k][l]) (e)
T [i, j − 1, k, l − 1] + qi,j,k,l(C[i][j][k][l]) (f)
T [i− 1, j − 1, k − 1, l − 1] + qi,j,k,l(R[i− 1][j][k − 1][l] + C[i][j][k][l]) (g)
T [i− 1, j − 1, k − 1, l − 1] + qi,j,k,l(R[i][j][k][l] + C[i][j − 1][k][l − 1]) (h)
0
Chacune des huit premières lignes de ce système correspond à une opération d’édition.
Les lettres ﬁgurant dans la colonne de droite permettent d’identiﬁer l’opération d’édition
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correspondante selon les notations utilisées dans la ﬁgure 1.16. Tout comme dans l’algo-
rithme de Smith-Waterman, la dernière ligne du système permet de débuter un nouvel
alignement à partir de la position (i, j, k, l) dans le cas où les huit opérations d’édition
fournissent un score négatif. La construction de la table T détermine la complexité de
l’algorithme. Comme cela consiste à réaliser une maximisation sur chaque case de T , sa
complexité est donc O(mA × nA ×mB × nB).
Tout comme pour l’algorithme de Smith-Waterman, le meilleur alignement local
entre tA et tB est ensuite obtenu en eﬀectuant un tracé-arrière à partir de la position de
valeur maximale de T .
1.3 Discussion
Dans cet état de l’art, nous avons tout d’abord déﬁni deux niveaux auxquels l’ap-
proximation entre deux occurrences d’un même motif pouvait intervenir : les caractères
(Vcar) et l’agencement (Vag). Nous avons ensuite identiﬁé diverses méthodes permettant
d’extraire des motifs apparaissant plusieurs fois, de manière exacte ou approchée, dans
un corpus de tableaux d’annotations C. Pour ce faire, quatre représentations diﬀérentes
d’un tableau d’annotations ont été déﬁnies, comme le montre la table 1.6. Ces dernières
permettent l’utilisation des méthodes du domaine de la fouille de motifs et de la fouille
de séquences de caractères aﬁn d’extraire des motifs récurrents du corpus C.
Diverses approches ont été présentées lorsque les représentations sous forme de sé-
quence d’itemsets et de graphes complets sont considérées, tandis que dans le cadre de la
fouille de séquences, deux méthodes ont été proposées : l’algorithme de Smith-Waterman
dans le cas où un tableau d’annotations est représenté sous la forme d’une séquence de
caractères et l’algorithme LPCA lorsqu’un tableau de caractères est considéré.
Dans cette sous-section, nous comparons les forces et les faiblesses de ces approches
du point de vue de la prise en compte des variabilités (Vcar) et (Vag) ainsi qu’en terme
de performances globales.
Domaine Représentation (Vcar) (Vag)
Fouille de motifs
(M3) Séquence d’itemsets partiellement partiellement
(M4) Graphe complet non oui
Fouille de séquences
(M1) Séquence de caractères oui partiellement
(M2) Tableau de caractères oui oui
Table 1.6 – Liste des différentes approches envisagées pour extraire des motifs récur-
rents dans des tableaux d’annotations. Pour chaque approche, sa capacité à prendre en
compte les deux types de variabilités souhaitées est précisée.
Critère (Vcar)
Le critère (Vcar) a pour but de permettre de la variabilité au niveau des caractères
composant un motif (e.g. : faire correspondre le caractère B au caractère A dans deux
occurrences d’un motif).
46 Discussion
Nous avons vu que certaines méthodes de fouille de séquences d’itemsets, notamment
GSP, permettaient une certaine prise en compte de cet aspect en autorisant l’utilisa-
tion de taxonomies (i.e. : hiérarchies de concepts). Ainsi, deux motifs proches dans la
hiérarchie pourront être considérés identiques. Cette approche est cependant restrictive
puisqu’elle ne permet pas de limiter le nombre d’approximations eﬀectuées ou de favo-
riser certains rapprochement plutôt que d’autres (e.g. : prendre en compte le fait que le
caractère A est légèrement similaire à C, tandis qu’il est très similaire à B).
Dans le cadre de la modélisation (M4), très peu de méthodes permettent d’eﬀectuer
des approximations et lorsque cela est le cas, comme par exemple pour TSMiner, les
mécanismes mis en œuvre sont très spéciﬁques aux types de graphes considérés qui sont
généralement creux. Ce type d’approche ne peut donc pas raisonnablement être appliqué
à des graphes complets.
En revanche, les méthodes de fouilles de séquences permettent une prise en compte
ﬁne de la similarité entre deux annotations. En eﬀet, les scores de substitutions déﬁ-
nis par l’utilisateur correspondent directement à la proximité associée aux diﬀérentes
annotations. Ceci oﬀre une grande ﬂexibilité à l’utilisateur et lui permet aisément de
paramétrer l’extraction en choisissant le poids qu’il accorde à chaque couple d’annota-
tions. Par exemple, si les annotations d’une colonne ont plus d’importance aux yeux de
l’utilisateur, ce dernier peut en tenir compte en augmentant le score des opérations de
substitution des couples d’annotations appartenant à cette colonne. Ainsi, les aligne-
ments de score les plus élevés tendront à posséder des annotations de cette colonne.
Du point de vue de ce premier critère, les méthodes de fouille de séquences sont donc
nettement plus prometteuses.
Critère (Vag)
Le deuxième critère (Vag) a pour but d’autoriser des décalages temporels des anno-
tations dans deux occurrences d’un même motif (e.g. : voir le motif m de la ﬁgure 2d
en page 13 qui apparaît de manière approchée dans les tableaux tB et tC des ﬁgures 2c
et 2d).
Nous avons vu que les méthodes de fouille de séquences d’itemsets permettaient de
prendre en compte diverses contraintes temporelles telles que la durée maximale entre
deux itemsets consécutifs d’un même motif ou la durée maximale sur laquelle peut se
dérouler un motif. Ces mécanismes permettent d’extraire des motifs dont les transactions
sont temporellement proches. Cependant, ils ne permettent pas d’obtenir des motifs dans
lesquels des items peuvent être déplacés d’une transaction à une autre. Par exemple,
les trois séquences suivantes 〈(ab)(cd)〉, 〈a(bcd)〉, 〈(abc)d〉 semblent se ressembler, mais
elles ne pourront, néanmoins, pas être considérées comme des occurrences d’un seul et
même motif. Ainsi, les méthodes de fouilles de séquences ne permettent de prendre que
partiellement en compte les variabilités temporelles.
Dans le cadre de la modélisation d’un tableau d’annotations sous forme d’un graphe
G, les variabilités temporelles sont toutes envisageables puisque le graphe est complet.
Ainsi, il est toujours possible de passer d’une annotation quelconque du dialogue à une
autre. Chaque motif possible correspond donc à un sous-graphe connexe de G.
Vis à vis de (Vag), les méthodes basées sur la modélisation (M1) sont similaires à
celles de fouille de séquences d’itemsets. Les décalages entre les caractères de la séquence
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sont envisageables (via les opérations d’insertion et de suppression), mais étant donné
que chaque caractère de la séquence correspond à une ligne d’un tableau d’annotations,
le décalage d’une partie des annotations d’une ligne ne pourra être détecté.
Enﬁn, la méthode LPCA (utilisant la représentation des tableaux d’annotations sous
forme de tableaux de caractères) permet une très bonne prise en compte de cette varia-
bilité. En eﬀet, dans la représentation qu’elle considère, chaque caractère correspond à
une unique annotation – et non plus à une ligne complète du tableau d’annotations. De
ce fait, les opérations d’insertion et de suppression permettent maintenant d’identiﬁer,
non plus uniquement des décalages de l’ensemble des annotations d’une ligne, mais aussi
ceux ne faisant intervenir qu’une partie des annotations d’une ligne.
Ainsi, seules deux représentations permettent de prendre en compte la variabilité
(Vag) de manière satisfaisante, le graphe complet et le tableau de caractères.
Conclusion
Aﬁn que l’approche sélectionnée soit utilisable en pratique, il est primordial de s’as-
surer que ses performances (i.e. : ses temps d’exécution) soient raisonnables.
De ce point de vue, les méthodes de fouilles de motifs comportent une faiblesse. En
eﬀet, dans le cas de la fouille de séquences d’itemsets, les bases de données considé-
rées comportent en général beaucoup d’items et peu de séquences. Dans notre cas ces
proportions sont inversées. L’alphabet de chaque colonne comporte un nombre relati-
vement faible de caractères tandis que le nombre de lignes du tableau d’annotations
est susceptible d’être élevé. Les performances des méthodes de ce type seront donc
peu raisonnables si nous les appliquons à nos données. De même, dans le cadre de la
fouille de sous-structures, les méthodes sont basées sur le fait que les graphes consi-
dérés comportent une faible proportion d’arêtes par rapport au nombre de sommets.
Par conséquent, leur application à des graphes complets correspondant à un corpus de
tableaux d’annotations semble diﬃcilement envisageable.
A l’inverse, le principal atout de l’algorithme d’alignement de séquences de caractères
sA[1..mA] et sB[1..mB] est sa faible complexité (O(mAmB)). L’algorithme LPCA, quant
à lui, possède une complexité plus élevée (O(mAmBnAnB)). Cette dernière est néanmoins
plus raisonnable que l’explosion combinatoire qu’engendrerait l’utilisation de méthodes
de fouille de motifs.
Les deux méthodes du domaine de la fouille de séquences semblent donc être les plus
adaptées tant du point de vue de la complexité que de la prise en compte des variabi-
lités. Néanmoins, chacune de ces méthodes comporte un inconvénient. L’alignement de
séquences de caractères ne permet pas de prendre totalement en compte les variabilités
temporelles tandis que l’algorithme LPCA possède une complexité non négligeable.
Deux raisons nous amènent à pencher en faveur de l’algorithme LPCA. La première
est qu’il est pour nous plus important de permettre l’identiﬁcation de motifs complexes
dont les occurrences sont susceptibles de comporter des variations de leur agencement
que d’avoir des temps de calculs de l’ordre de quelques secondes. La seconde est que nous
montrons, entre autres, dans le chapitre suivant une adaptation originale de l’algorithme
LPCA permettant de réduire sa complexité d’un facteur nB.
2 | Modélisation et résolution du pro-
blème d’extraction de motifs
L’objectif de la première partie de ce manuscrit est de fournir une méthode permet-
tant l’extraction de motifs récurrents dans des tableaux d’annotations. Dans ce contexte,
le chapitre précédent est dédié à une étude des méthodes de la littérature susceptibles
d’y parvenir.
Nous avons ainsi identiﬁé l’algorithme LPCA qui nous semble être la meilleure alter-
native pour cette tâche. Cette méthode identiﬁe des alignements locaux correspondant
à deux sous-parties de tableaux (i.e. : deux occurrences d’un seul et même motif ré-
current) similaires. Ainsi, chaque alignement permet d’identiﬁer un motif récurrent. En
détectant, dans tous les couples de tableaux d’annotations, les alignements dont la si-
milarité est supérieure à un certain seuil τ , nous obtiendrons ainsi l’ensemble des motifs
récurrents du corpus. Dans la suite, un alignement est représenté par les deux occur-
rences de motifs qu’il contient entourés par des parenthèses (e.g. : voir les alignements
en ﬁgure 2.3d et 2.3e page 51). En section 2.1, nous présentons une adaptation de l’algo-
rithme LPCA, réalisée en collaboration avec Rick Moritz [96], nommée LPCA-DC . La
complexité de LPCA-DC est plus faible que celle de LPCA et sa phase de tracé arrière
est adaptée aﬁn de permettre l’obtention de plusieurs alignements locaux.
Comme nous le voyons dans le chapitre 6, LPCA-DC permet d’identiﬁer des motifs
pertinents et interprétables par un expert. Cependant, nous remarquons que les formes
prises par les motifs sont contraintes et que l’ordre dans lequel se trouvent les colonnes
d’annotations inﬂuence les résultats obtenus. Puisque la méthode la plus adaptée de
la littérature ne nous donne pas entière satisfaction, nous proposons une modélisation
originale du problème d’extraction de motifs récurrents dans des tableaux d’annotations
et un algorithme d’extraction, appelé SABRE, basé sur cette modélisation. Ce travail
est présenté en section 2.2.
2.1 Algorithme LPCA−DC
2.1.1 Description de l’algorithme
La première méthode que nous avons conçue aﬁn d’extraire des motifs dialogiques à
partir d’un corpus de tableaux d’annotations est une adaptation de l’algorithme LPCA,
présenté en section 1.2.3 calculant le meilleur alignement local entre deux tableaux de
caractères tA[1..mA][1..nA] et tB[1..mB][1..nB]. Nous appelons cette méthode LPCA-
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DC (LPCA Dependent Columns) puisqu’elle tire parti de la structure en colonne des
tableaux d’annotations. Son algorithme est présenté en ﬁgure 2.1.
Données :
- deux tableaux d’annotations tA[1..mA][1..nA] et tB[1..mB][1..nA]
- score minimal τ
- liste li contenant le score des opérations d’édition
Résultat : Un ensemble d’alignements
initialiserBords(T );
pour i allant de 1 à mA faire
pour j allant de 1 à mB faire
pour k allant de 1 à nA faire
T [i][j][k]← minReccurrence(T, i, j, k, li); // Equation 2.1
retourner traceArriere(T, τ);
Figure 2.1 – Algorithme LPCA-DC.
Une observation nous permet, en premier lieu, de réduire d’un facteur nA la com-
plexité par rapport à l’algorithme LPCA. Chaque colonne d’un tableau d’annotations
correspond à une dimension de codage indépendante des autres et possède un alphabet
qui lui est propre. Ceci nous amène à postuler que deux annotations ne peuvent être
alignées ensemble que si elles proviennent de la même colonne d’annotations. Ainsi,
une annotation en position (i, j) de tA ne pourra être substituée avec une annota-
tion en position (k, l) de tB uniquement si j est égal à l. De plus, l’insertion ou la
suppression de colonnes (opérations d’édition (b) et (d)), qui créent un décalage au
niveau des colonnes, sont maintenant interdites. Les dimensions 2 et 4 de la table
T – qui correspondent aux colonnes de tA et tB – induisent maintenant une redon-
dance dont il est possible de s’aﬀranchir en réduisant à 3 la dimension de T . Pour tout
(i, j, k) ∈ {1, ...,mA} × {1, ..., nA} × {1, ...,mB}, T [i][j][k] correspond donc maintenant
au score de l’alignement local de tA et tB se terminant en tA[i][j] et tB[k][j]. De manière
similaire, la déﬁnition des tables R et C peut être adaptée aﬁn que ces dernières ne
contiennent plus que trois dimensions. La formule de récurrence obtenue à l’issue de ces
modiﬁcations est alors :
T [i, j, k] = max


T [i− 1, j, k] + sup(tA[i][j]) (a)
T [i, j, k − 1] + ins(tB[k][j]) (c)
T [i− 1, j, k − 1] + qi,j,k,j(R[i][j][k]) (e)
T [i, j − 1, k] + qi,j,k,j(C[i][j][k]) (f)
T [i− 1, j − 1, k − 1] + qi,j,k,j(R[i− 1][j][k − 1] + C[i][j][k]]) (g)
T [i− 1, j − 1, k − 1] + qi,j,k,j(R[i][j][k] + C[i][j − 1][k]) (h)
0
.
(2.1)
En conséquence, la complexité de l’algorithme LPCA-DC est réduite d’un facteur
nB par rapport à celle de LPCA et est donc égale à O(mA × nA ×mB).
La deuxième adaptation apportée à la méthode concerne la phase de tracé arrière.
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Dans l’algorithme LPCA, seul l’alignement local de score maximal est obtenu en eﬀec-
tuant un tracé arrière à partir de la position de T de plus grande valeur. Cependant, il
est tout à fait possible que deux tableaux de caractères partagent plusieurs sous-parties
en commun susceptibles de donner lieu à plusieurs alignements de scores supérieurs au
seuil τ . Dans l’exemple présenté en ﬁgure 2.2, les caractères en rouge (respectivement
en bleu) dénotent une sous-partie de tA similaire à une sous-partie de tB. Si l’algorithme
LPCA était utilisé sur ces deux dialogues, seul l’alignement dont le score est le plus élevé
serait obtenu. Or nous souhaitons que dans ce cas deux alignements soient retournés (un
correspondant aux annotations bleues et un correspondant aux annotations rouges).
: motif m1
: motif m2
t1 t2
Figure 2.2 – Deux tableaux de caractères t1 et t2 possédant deux motifs distincts m1 et
m2 en commun. L’ensemble des annotations d’une couleur représente un motif figurant
à la fois dans t1 et dans t2.
Les positions de T dont le score est supérieur ou égal à τ , que nous appelons positions
candidates, dénotent un alignement de score supérieur ou égal à τ . Il serait envisageable
dans l’algorithme LPCA-DC de réaliser un tracé arrière à partir de chacune de ces posi-
tions. Cependant, plusieurs positions candidates sont susceptibles de correspondre à un
seul et même alignement, comme le montre la ﬁgure 2.3. Dans cet exemple, des aligne-
ments sont cherchés entre les tableaux d’annotations tA (ﬁgure 2.3a) et tB (ﬁgure 2.3b).
Le score minimum τ est ici ﬁxé à 3 et le score des opérations d’édition unidimensionnelles
sub(c, c) et sub(d, d) est égal à 1 tandis que toutes les autres opérations ont un score de
−1. Notamment, puisque le score de la substitution d’un tiret par lui même sub(-, -) est
négatif, cela signiﬁe qu’il n’est pas souhaitable de voir apparaître ce caractère dans un
alignement. Étant donnés les scores mentionnés, la substitution du couple (c, c) et des
trois couples (d, d) fournit un alignement de score 4. Le chemin suivi par l’algorithme
dans la table T pour réaliser ces substitutions va de la position (1, 1, 1) à la position
(4, 2, 4) et peut être représenté de la manière suivante :
(1, 1, 1)
sub(c,c)
−→ (2, 1, 2)
sub(d,d)
−→ (2, 2, 2)
sub(d,d)
−→ (3, 2, 3)
sub(d,d)
−→ (4, 2, 4)
Le score de T [4][2][4] est supérieur à τ , le meilleur alignement (voir ﬁgure 2.3d)
est donc obtenu en eﬀectuant un tracé arrière à partir de cette position. Cependant,
d’autres alignements – qui sont des variations de l’alignement de score maximal – seront
eux aussi retournés. La ﬁgure 2.3e montre un de ces alignements, obtenu en réalisant un
tracé arrière à partir de T [4][3][4]. Aﬁn d’éviter d’obtenir des alignements de ce type, les
positions candidates sont ﬁltrées et seules celles correspondant à des maximums locaux
de T sont conservées. Un tracé arrière est ensuite eﬀectué à partir de l’ensemble des
positions candidates restantes.
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(e) Alignement de sore 3 obtenu en ef-
fectuant un tracé arrière à partir de la
position T [4][3][4].
Figure 2.3 – Deux tableaux d’annotations tA et tB ainsi que les valeurs de la table
T [r1][r2][r3] correspondante dans l’intervalle r1 ∈ {1, . . . , 5}, r2 ∈ {1, 2, 3}, r3 ∈
{1, . . . , 5} et avec r1 et r3 égaux. Les positions de T dont le contour est discontinu
représentent les positions candidates si un score minimum τ de valeur 3 est considéré.
Un ensemble de motifs récurrents est obtenu en appliquant l’algorithme LPCA-DC à
toutes les paires de dialogues du corpus considéré. Chaque alignement retourné fournit
deux motifs récurrents.
2.1.2 Discussion
Comme nous le voyons dans la section 6.3, consacrée à notre première expérimenta-
tion (réalisée sur un corpus d’annotations de dialogue entre des parents et leur enfants),
la méthode LPCA-DC permet l’obtention de régularités intéressantes que des extractions
manuelles n’avaient jusqu’à présent pas permis d’obtenir.
Cependant, elle n’est pas exempte de défauts pour autant. En eﬀet, il a été constaté
une faible variabilité dans les formes prises par les motifs extraits. Ces derniers prenaient
généralement une forme “d’escalier” (ou d’une partie d’un escalier) partant des premières
colonnes et descendant vers celles de droite. Les motifs représentés en ﬁgure 2.4 sont de
ce type. Ceci peut s’expliquer par le fait que les annotations qui composent un motif
ﬁgurent sur le chemin suivi par l’algorithme pour construire la table T (ou à proximité
de ce dernier). En eﬀet, plus une annotation est éloignée de ce chemin, plus elle est
susceptible de nécessiter d’opérations d’édition unidimensionnelles de coût négatif aﬁn
de faire partie de l’alignement. Ainsi, puisque les opérations d’édition bidimensionnelles
considérées ne permettent de se déplacer dans les tableaux d’annotations que vers le
bas et/ou la droite, les chemins suivis dans ces derniers – et par conséquent les motifs
eux-mêmes – tendent à avoir une forme d’escalier.
Le type de motif qu’il est possible d’obtenir avec LPCA-DC est ainsi très limité.
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A1
* B2
B1 *
*
* B3 C3
* * *
*
*
D3
D4
(a)
B2
B1 *
*
B3 *
* C4
(b)
Figure 2.4 – Exemple de forme de motifs qu’il est possible d’obtenir avec LPCA-DC.
Les arcs représentent le chemin parcouru dans le tableau d’annotations pour obtenir ces
motifs.
De plus, de ce fait les motifs extraits dépendent grandement de l’ordre dans lequel
apparaissent les colonnes d’annotations. Par exemple, le motif en ﬁgure 2.5a pourrait
être obtenu à la place du motif ﬁgure 2.5b si l’ordre des colonnes était diﬀérent. Les
annotations en rouge dans ces deux tableaux, représentent les motifs obtenus dans deux
conﬁgurations diﬀérentes des colonnes. Or, l’ordre dans lequel ﬁgure les colonnes est
arbitraire et ne devrait, dans l’idéal, pas avoir d’incidence sur les motifs extraits.
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B1 *
*
* B3 *
A4 B4 C4
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Figure 2.5 – Illustration de l’impact de l’ordre des colonnes d’annotations sur les motifs
obtenus.
Puisque l’approche de la littérature la plus pertinente dévoile des lacunes vis-à-vis de
notre problématique, nous avons décidé de déﬁnir formellement le problème d’extraction
de régularités dans des tableaux d’annotations et de nous appuyer sur cette modélisation
pour obtenir un algorithme dont les performances sont meilleures que celles de LPCA-
DC.
2.2 Approche par extraction d’arborescences
Aﬁn de pallier les défauts de LPCA-DC, nous avons développé un nouvel algorithme,
nommé SABRE, permettant d’extraire des alignements bidimensionnels. Ce dernier re-
pose sur une modélisation formelle du problème d’extraction d’alignements locaux dans
un couple de tableaux d’annotations. Nous présentons, en premier lieu, quelques déﬁni-
tion et notations utiles à sa présentation.
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2.2.1 Définitions et notations
Nous supposons qu’à tout couple de caractères cA et cB d’un alignement α est associé
un score de similarité – noté sim(cA, cB) – dont la valeur est positive ou nulle. Si la
similarité entre deux caractères est nulle, cela signiﬁe qu’ils ne pourront pas être alignés
ensemble.
Étant donnée une annotation A ﬁgurant dans un tableau d’annotations, t, le numéro
de la ligne et de la colonne de A dans t sont respectivement représentés par l(A) et c(A).
La position de A, notée p(A), correspond à (l(A), c(A)). Le caractère contenu dans une
annotation A est noté char(A).
Nous considérons deux dialogues annotés tA et tB. Tout comme en section 2.1, deux
annotations ne pourront être alignées ensemble que si elles appartiennent au même
alphabet (i.e. : à la même colonne). Un couple d’annotations (A,B) est un couple
composé de deux annotations telles que A ∈ tA, B ∈ tB et c(A) = c(B). Le score
d’un couple d’annotations (A,B) – noté s(A,B) – est égal à la similarité entre char(A)
et char(B). Deux couples d’annotations (A1, B1) et (A2, B2) sont dit compatibles si
p(A1) 6= p(A2) et p(B1) 6= p(B2).
Un alignement est un ensemble de couples d’annotations {(Ai, Bi)}ni=1, deux
à deux compatibles, et ayant tous un score strictement positif (i.e. : ∀i ∈
{1, . . . , n} sim(char(Ai), char(Bi)) > 0).
Un motif m apparaît dans un alignement {(Ai, Bi)}ni=1 si m est égal à {Ai}
n
i=1 ou à
{Bi}
n
i=1. Un motif est donc dit récurrent s’il existe un alignement dans lequel il apparaît
et dont le score est supérieur ou égal au seuil τ .
2.2.2 Calcul du score d’un alignement
Il semble naturel que le score Sα d’un alignement α = {(Ai, Bi)}ni=1 augmente avec
la similarité des diﬀérents couples d’annotations qui le composent. Ainsi, le score de
α dépendra de la somme des scores d’alignement de ses couples d’annotations simα =∑n
i=1 s(Ai, Bi).
La valeur de cette somme n’est cependant pas suﬃsante pour déﬁnir, à elle seule,
le score d’un alignement de manière satisfaisante. Les alignements β et γ représentés
en ﬁgure 2.6 illustrent cette aﬃrmation. Les sommes simβ et simγ sont égales mais il
ne semble pas souhaitable d’attribuer à ces deux alignements le même score puisque les
agencements de leurs annotations diﬀèrent. Les deux motifs apparaîssant dans β étant
identiques, nous souhaitons que le score de l’alignement β soit supérieur à celui de γ
(i.e. : Sβ > Sγ).
Aﬁn de prendre en compte cet aspect, le score d’un alignement α est pénalisé par un
coût relatif à la disposition des annotations au sein de ses deux motifs. Cette pénalité,
appelée coût d’agencement, est notée agα. Le score de l’alignement α est, ainsi, obtenu
par la relation
Sα = simα − agα. (2.2)
Étant donné un alignement, le calcul de simα est aisé puisqu’il se résume à ajouter la
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similarité des couples d’annotations le composant. En revanche, comme nous le voyons
dans la suite, l’obtention du coût d’agencement est plus complexe.
Nous commençons par déﬁnir le coût d’agencement d’un alignement composé uni-
quement de deux couples d’annotations, puis nous nous appuyons sur cette déﬁnition
pour introduire le coût d’agencement d’un alignement de taille quelconque.
d e* d e*
-
c * * c * *
(a) Alignement β.
-
e
c
d
d e*
c * *
*
* *
* *
*
(b) Alignement γ.
Figure 2.6 – Représentation de deux alignements β et γ dont les motifs contiennent
les même caractères mais dont l’agencement des annotations diffère.
Coût d’agencement d’un alignement composé de deux couples d’annotations
La table 2.1 représente six alignements nommés α1 à α6, contenant exactement deux
couples d’annotations, qui serviront à illustrer les notions présentées dans cette section.
Étant donné 1 motif α composé de deux couples d’annotations (A1, B1) et (A2, B2), nous
déﬁnissons les variables ∆A et ∆B comme respectivement le nombre de lignes séparant
A1 de A2 et B1 de B2 :
∆A = l(A2)− l(A1) et ∆B = l(B2)− l(B1).
Nous rappelons que les lignes des tableaux d’annotations correspondent à des énoncés
ordonnés chronologiquement. Les couples (A1, B1) et (A2, B2) sont dits
– simultanés si ∆A et ∆B sont nuls. Dans ce cas, A1 et A2 apparaîssent simultané-
ment dans le tableau tA (i.e. : ils ﬁgurent sur la même ligne) et il en va de même
pour B1 et B2 dans tB (e.g. : α1) ;
– successifs si ∆A et ∆B sont de même signe et non nuls. Les couples sont donc
successifs si A1 apparaît avant A2 dans tA et si B1 apparaît avant B2 dans tB
(e.g. : α2 et α5) ou si l’inverse est vrai (e.g. : α3) ;
– consécutifs s’ils sont successifs et si |∆A| et |∆B| sont égaux à un. En d’autres
termes, les couples sont consécutifs s’ils sont successifs, si les lignes de A1 et de
A2 dans tA sont consécutives et si les lignes de B1 et B2 dans tB le sont elles aussi
(e.g. : α2 et α3) ;
– désynchronisés si ∆A 6= ∆B. Dans ce cas, soit le nombre de lignes séparant A1 de
A2 diﬀère du nombre de lignes séparant B1 de B2 (e.g. : α4), soit les couples ne
sont pas successifs (e.g. : α6).
Si les deux couples sont désynchronisés, la taille de la désynchronisation est déﬁnie
par |∆A −∆B| (voir exemples en cinquième colonne de la table 2.1). Des désynchroni-
sations de taille élevée dans un alignement traduisent un décalage temporel important
dans l’enchaînement des énoncés des dialogues correspondants et nous souhaitons donc
les pénaliser. C’est la raison pour laquelle, le coût d’agencement est, tout d’abord, com-
plété par un second terme appelé coût de désynchronisation qui est égal à la taille de la
désynchronisation multipliée par un coeﬃcient cd. Le coeﬃcient permet à l’utilisateur
d’ajuster les pénalités en fonction des scores d’alignements fournis en entrée et des types
de motifs qu’il souhaite obtenir.
2.2.2 - Calcul du score d’un alignement 55
Nom Représentation ∆A ∆B
Taille de la
désynchronisation
Taille de la
pause
α1 A1 A2 - B1 B2 0 0 0 0
α2 -
A1
A2*
* B1
B2*
*
1 1 0 0
α3 A1
A2
-
B1
B2**
**
−1 −1 0 0
α4 A1 A2 -
B1
B2
*
*
0 1 1 0
α5
A1
A2
-
B1
B2
*
**
* *
* *
*
2 2 0 1
α6
A1
A2
-
B1
B2*
* *
**
* *
*
2 −2 4 0
Table 2.1 – Représentation de six alignements composés de deux couples d’annotations
et valeur des grandeurs suivantes qui leurs sont associées : nombre de lignes séparant
A1 de A2 (noté ∆A), nombre de lignes séparant B1 de B2 (noté ∆B), taille de la désyn-
chronisation entre ces deux couples, taille de la pause entre ces deux couples.
La proximité temporelle des couples d’annotations d’un motif au sein d’un aligne-
ment est un aspect qui doit être pris en compte dans le calcul du coût d’agencement et
que le coût de désynchronisation ne permet pas de traduire totalement. Par exemple,
l’alignement α5 représente deux couples qui sont temporellement distants mais qui sont
néanmoins synchronisés. Pour intégrer cet aspect, le coût d’agencement est composé
d’un deuxième terme appelé coût de pause. Deux couples d’annotations (A1, B1) et
(A2, B2) successifs contiennent une pause si A1 et A2 sont séparés par une ou plusieurs
ligne(s) vide(s) et s’il en va de même pour B1 et B2. La taille de la pause corres-
pond au minimum du nombre de lignes vides séparant A1 de A2 et B1 de B2 (i.e. :
à max(0,min(|∆A|, |∆B|) − 1)). Deux couples d’annotations simultanés ou consécutifs
ne contiennent pas de pause et ne sont, ainsi, pas impactés par ce coût. Cette absence
de pénalité est volontaire car ces deux types de couples d’annotations possèdent des
agencements que nous ne souhaitons pas pénaliser. En eﬀet :
– deux couples d’annotations simultanés représentent des comportements dialo-
giques similaires apparaissant dans un même énoncé sur plusieurs dimensions de
codage (i.e. : dans plusieurs colonnes d’une même ligne).
– deux couples d’annotations consécutifs dénotent une activité qui se poursuit de
manière continue dans le temps.
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De plus, deux couples d’annotations non successifs auront un coût de pause nul
puisque les éventuels décalages temporels de leur agencement sont déjà pris en compte
dans le coût de désynchronisation (e.g. : α6). Ceci est intégré à l’expression du coût
de pause en ajoutant en facteur le terme ε égal à un si ∆A∆B est strictement positif
(i.e. si les couples sont successifs) et à 0 dans les cas contraires. Tout comme pour les
désynchronisations, un coeﬃcient cp en facteur du nombre de pauses permettra d’obtenir
le coût total des pauses. Puisqu’une pause correspond à un décalage de deux lignes (i.e. :
à deux désynchronisations), le coeﬃcient cp est égal au double de cd.
L’expression complète du coût d’agencement CA d’un alignement contenant deux
couples d’annotations est ainsi déﬁni par :
agα = cd ( |∆A −∆B|+ 2 εmax(0,min( |∆A|, |∆B|)− 1). (2.3)
Cette façon de calculer le coût d’agencement d’un alignement comportant unique-
ment deux couples d’annotations peut maintenant être utilisée comme base en vue de
déﬁnir le coût d’agencement d’un alignement de taille quelconque.
Coût d’agencement d’un alignement de taille quelconque
Soient mA = {Ai}ni=1 et mB = {Bi}
n
i=1 les deux motifs ﬁgurant dans un alignement
α = {(Ai, Bi)}
n
i=1. Pour tout i et j distincts de {1, . . . , n}, nous notons agi,j le coût
d’agencement entre les couples d’annotations (Ai, Bi) et (Aj, Bj). Aﬁn de calculer le
coût d’agencement de α, nous déﬁnissons un graphe complet G = (V,E) composé de
n sommets représentants les couples d’annotations et tel que le poids associé à chaque
arête ij soit égal à agi,j. Les ﬁgures 2.7a et 2.7b illustrent respectivement un alignement
composé de trois couples d’annotations et le graphe G correspondant (dans le cas où
cp et cd sont égaux à un). Aﬁn d’obtenir un agencement de coût minimal des n couples
d’annotations les uns par rapport aux autres, nous cherchons un ensemble d’arêtes de
poids total minimal permettant de connecter l’ensemble des sommets de V . Soit TG ⊂ E
cet ensemble d’arêtes (e.g. : les traits pleins du graphe en ﬁgure 2.7b).
A1
A3
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*
A2
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B3
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B2
*
*
B1 *
*
(a)
(A1, B1)
(A2, B2) (A3, B3)
1
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(b)
Figure 2.7 – (a) Représentation d’un alignement contenant trois couples d’annotations.
(b) Graphe G correspondant, lorsque les coefficients cp et cd sont fixés à un. Les arêtes
figurant dans l’ensemble TG de poids minimum connectant l’ensemble des sommets sont
représentées en trait continu, tandis que les autres sont en pointillés.
L’exemple en ﬁgure 2.8 montre qu’à cause des diverses désynchronisations suscep-
tibles d’apparaître dans un alignement, l’ensemble TG n’est pas nécessairement une
chaîne. Les traits continus de la ﬁgure 2.8b, représentent la chaîne de poids minimal
permettant de connecter l’ensemble des sommets du graphe G correspondant à l’aligne-
ment représenté en ﬁgure 2.8a. Le poids de cette chaîne est égal à 4. Cependant, nous
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observons en ﬁgure 2.8c que le poids de la solution optimale est égal à 3. Néanmoins, il
est possible de démontrer que dans le cas général TG n’est pas pour autant un ensemble
d’arêtes quelconques mais correspond à un arbre couvrant de poids minimal. En eﬀet,
TG doit, d’une part, connecter l’ensemble des sommets du graphe et, d’autre part, il ne
peut contenir de cycle puisque les poids agi,j associés aux arêtes de G sont tous positifs
et que nous cherchons à minimiser la somme du poids des arêtes de TG.
Ainsi, le score Sα d’un alignement α est égal à la somme des similarités des couples
d’annotations qui le composent simα, moins le poids d’un arbre couvrant de poids
minimal du graphe G associé à α.
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Figure 2.8 – (a) Représentation d’un alignement contenant quatre couples d’annota-
tions. (b) Chaîne de poids minimal reliant l’ensemble des sommets du graphe G cor-
respondant. (c) Ensemble TG de poids minimal connectant l’ensemble des sommets de
G.
Divers algorithmes permettent d’obtenir un arbre couvrant de poids minimal en
temps polynomial [106, 77]. Le calcul du score d’un alignement α donné est donc un
problème que nous savons résoudre aisément. Cependant, l’extraction d’alignements de
score supérieur ou égal à τ à partir de deux dialogues annotés n’est pas une tâche aussi
triviale.
2.2.3 Modélisation du problème d’extraction d’alignements
Nous sommes maintenant capables de calculer le coût d’agencement (et donc le score)
d’un alignement donné. Etant donnés deux tableaux d’annotations tA et tB ainsi qu’un
score minimum τ , il reste à modéliser le problème consistant à extraire de tA et tB les
alignements locaux de score supérieur ou égal à τ .
Pour ce faire, nous considérons un graphe complet G = (V,E) tel qu’à chaque couple
d’annotations (A,B) de tA et tB soit associé un sommet vA,B de V de poids s(A,B).
A chaque arête ij de E est associé un poids égal à l’opposé du coût d’agencement des
deux couples d’annotations reliés par l’arête. Le poids des arêtes est négatif puisque le
coût d’agencement détériore le score d’un alignement.
Une idée intuitive serait, de manière similaire au calcul du coût d’agencement, de
chercher des arbres de poids maximal (non nécessairement couvrant cette fois) dans le
graphe G. Cependant, l’incompatibilité de certains couples d’annotations invalide cette
approche. En eﬀet, les couples d’annotations (A,B1) et (A,B2) contiennent tous deux
l’annotation située en position p(A) de tA et par déﬁnition ils ne peuvent donc pas ﬁgurer
dans un même alignement. Cependant, rien n’empêche ces deux sommets de faire partie
d’un même arbre de G.
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Aﬁn de prévenir ces incompatibilités, nous ajoutons un nouvel ensemble de sommets
V2 et un ensemble d’arcs A au graphe G (voir exemple en ﬁgure 2.9). A toute annotation
A de tA ou tB est associé un sommet vA ∈ V2. Puis, pour tout sommet vA,B de V , nous
ajoutons deux arcs de poids nul allant de vA,B à vA et vB respectivement. Ainsi, chaque
sommet de V est relié à exactement deux sommets de V2 par deux arcs dont le sommet
d’arrivée se trouve en V2. Puisque G contient maintenant des arcs, nous ne souhaitons
plus obtenir un arbre mais une arborescence que nous notons T . Si un sommet de V2
ﬁgure dans T , il ne peut qu’en être une feuille puisqu’aucun arc ne permet de le quitter.
Les incompatibilités sont évitées en imposant qu’un sommet vA,B ne puisse être ajouté à
T que si c’est aussi le cas des deux arcs (vA,B, vA) et (vA,B, vB) qui le relient à des sommets
de V2. Ainsi, deux sommets ayant une annotation A en commun ne pourront faire partie
de la même arborescence. Dans l’exemple représenté en ﬁgure 2.9, l’annotation B1 est
partagée par les sommets vA1,B1 et vA3,B1 , ces derniers ne pourront faire partie d’une
même arborescence T , puisque les arcs (vA1,B1 , vB1) et (vA3,B1 , vB1) (dont l’ajout à T est
imposé) créeraient un cycle.
vB1
vB2
vA1,B3
vA1,B1
vA3,B1
vA4,B2vA2,B2
vA1
vA3
vA4vA2
vB3
Figure 2.9 – Représentation du graphe G = (V ∪V2, E ∪A) correspondant aux couples
d’annotations (A1, B1), (A3, B1), (A4, B2), (A2, B2) et (A1, B4). Chaque sommet de l’en-
semble V = {VA1,B1 , VA3,B1 , VA4,B2 , VA2,B2 , VA1,B4} correspond à un de ces trois couples
d’annotations tandis que les sommets de V2 = {vA1 , vA2 , vA3 , vA4 , vB1 , vB2 , vB3} corres-
pondent aux annotations figurant dans ces couples. Les arêtes de E font le lien entre les
sommets de V tandis que les arcs de E2 relient les sommets de V à ceux de V2.
Une fois ce grapheG déﬁni, l’alignement local de score maximum contenant un couple
d’annotations (A,B) (A ∈ tA et B ∈ tB) peut être obtenu en calculant l’arborescence
de poids maximal dont la racine est le sommet vA,B. Ainsi, les alignements locaux de
score supérieur ou égal à τ peuvent être extraits en applicant cette procédure à tous les
couples d’annotations de tA et tB et en ne conservant que les alignements dont le score
est compatible (i.e. : supérieur ou égal à τ).
2.2.4 Algorithme SABRE
Nous pensons que le problème d’extraction d’alignements que nous avons modélisé
en sections 2.2.2 et 2.2.3 est NP-complet, bien que cela reste actuellement à démontrer.
Dans cette partie, nous déﬁnissons une heuristique nommée SABRE (Seed and Arbores-
cence Based Regularity Extraction) dont l’algorithme est représenté en ﬁgure 2.10. La
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première étape de cet algorithme consiste à identiﬁer des arborescences de G dont les
arêtes possèdent un coût nul (i.e. : des ensembles de couples d’annotations simultanés
ou successifs). Ces arborescences sont appelées des graines. Elles servent de points de
départ à la détection d’alignements. Lorsque cela est possible, les graines proches et com-
patibles sont ensuite fusionnées, puis chaque graine est étendue. Cette dernière étape
consiste à leur ajouter des arêtes de G de poids négatif (i.e. : des couples d’annotations
dont l’agencement avec le reste de l’alignement n’est pas nul).
Données :
- deux tableaux d’annotations : tA[1..mA][1..nA] et tB[1..mB][1..nA]
- score minimum d’une graine : gmin
- score minimum d’un alignement : τ
- table des scores entre annotations : score
- coût de désynchronisation : cd
Résultat : Un ensemble d’alignements
pour i allant de 1 à mA faire
pour j allant de 1 à mB faire
C[i][j]← 0;
pour k allant de 1 à nA faire
C[i][j]← C[i][j] + score[tA[i][k]][tB[j][k]];
S ← extraireGraines(C, gmin, sim, cd);
S ← fusionnerGraines(S, sim, cd);
retourner etendreGraines(S, τ, sim, cd);
Figure 2.10 – Algorithme SABRE.
L’algorithme SABRE adapte une idée utilisée dans la méthode BLAST [7] qui permet
l’extraction d’alignements semi-globaux dans des séquences ADN. Étant donnés deux
tableaux de caractères tA[1..mA][1..nA] et tB[1..mB][1..nA], SABRE construit une table
C[1..mA][1..mB] telle que C[i][j] traduise la similarité entre la ligne i de tA et la ligne j
de tB. Pour ce faire, C[i][j] est égal à la somme des similarités des annotations contenues
dans ces deux lignes :
C[i][j] =
nA∑
k=1
sim(tA[i][k], tB[j][k]). (2.4)
Cette table peut être vue comme une représentation simpliﬁée du graphe G dans
laquelle les couples d’annotations simultanés en ligne i de tA et j de tB ont été fusionnés
et fournissent la similarité C[i][j]. Aﬁn d’illustrer la construction de C ainsi que les
diﬀérentes phases de l’algorithme permettant d’en extraire des alignements, nous nous
appuyons sur l’exemple représenté en ﬁgure 2.11 page 60. Dans cet exemple, la similarité
de tout caractère avec lui-même (excepté pour le caractère ‘-’) est égale à un. Toutes les
autres similarités entre deux caractères sont égales à 0. Ainsi, C[1][1] est égal à 2 puisque
la première ligne de tA et de tB contiennent toutes deux les caractères ‘a’ et ‘b’. Une
fois la table C obtenue, notre algorithme se déroule en trois étapes.
La première étape de SABRE consiste à extraire les graines de C dont le score est
supérieur à un paramètre smin ∈ ❘. Nous déﬁnissons une graine g de C comme l’ensemble
des éléments diagonaux {di}i=1,n d’une sous-matrice carréeMn×n de C telle que pour tout
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(a) Phase 1 - Détection des graines dans C.
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(b) Phase 2 - Fusion de graines compatibles. L’annotation bleue de t1 apparaît dans les deux
graines représentées partiellement en bleu ce qui les rend incompatibles. Les deux annotations
‘c’ de t2 qui correspondent à l’annotation bleue sont représentées en vert.
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(c) Phase 3 - Extension des alignements et filtrage de ceux dont le score est insuffisant.
Figure 2.11 – Présentation des trois phases du nouvel algorithme d’extraction d’ali-
gnements locaux sur les tableaux d’annotations tA et tB.
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i ∈ {1, . . . , n}, di > 0 (e.g : voir les quatre graines représentées en rouge en ﬁgure 2.11a).
Le score de la graine g, noté sg, est égal à la trace de M (i.e. :
∑n
i=1 di). L’intérêt des
graines est qu’elles correspondent à des couples d’annotations simultanés ou consécutifs
(qui sont ceux dont le coût d’agencement est nul et que nous souhaitons privilégier dans
les alignements que nous extrayons). En eﬀet, des annotations simultanées en ligne i
de tA et j de tB entraîneront une forte valeur C[i][j] (e.g. : C[1][1] ﬁgure 2.11a dont le
score est égal à 2 grâce aux annotations ‘A’ et ‘B’ en premières lignes de tA et tB),
tandis que deux couples d’annotations consécutifs entraîneront deux valeurs C[i][j] et
C[i + 1][j + 1] non nulles (e.g. : C[1][1] et C[2][2] ﬁgure 2.11a). Dans l’exemple de la
ﬁgure 2.11a, le score minimum smin est ﬁxé à 3. Quatre graines, représentées en rouge,
sont identiﬁées. L’ensemble des couples d’annotations intervenant dans le score d’une
graine g forment un alignement que nous notons αg (e.g. : les alignements correspondant
aux quatre graines de la ﬁgure 2.11a sont représentés en ﬁgure 2.12).
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Figure 2.12 – Alignements correspondant aux graines représentées en figure 2.11a.
Dans la seconde étape de SABRE, des graines sont fusionnées. Des alignements
αg1 et αg2 correspondant à deux graines g1 et g2 sont dits compatibles si les couples
d’annotations qui les composent sont tous compatibles entre eux. Dans la ﬁgure 2.11b, les
alignements correspondant aux graines partiellement bleues ne sont pas compatibles car
ils contiennent tout deux le caractère ‘c’ de tA représenté en bleu. Le coût d’agencement
entre αg1 et αg2 est égal au coût d’agencement minimal entre un couple d’annotations
de αg1 et un couple d’annotations de αg2 . Durant cette deuxième étape, deux graines
g1 et g2 sont fusionnées si elles sont compatibles et si le score de l’alignement α issu
de la fusion est meilleur que le score de αg1 et le score de αg2 . Ce processus est répété
jusqu’à ce qu’il ne reste qu’une seule graine ou que toutes les fusions envisageables aient
été considérées. Dans la ﬁgure 2.11b, seules deux graines sont compatibles. Puisque le
score de l’alignement obtenu en les fusionnant est meilleur que le score de l’alignement
de chacune des deux graines, ces dernières sont fusionnées.
A ce stade, chaque alignement ne contient que des couples d’annotations issus de
graines (i.e. : des couples d’annotations simultanés ou successifs). La dernière étape
consiste à étendre les alignements en leur ajoutant successivement des couples d’anno-
tations compatibles, ne ﬁgurant pas dans des graines, et dont l’agencement est proche.
Soit α = {(Ai, Bi)}ni=1 un alignement et soit (A0, B0) un couple d’annotations avec le-
quel il est compatible. Le couple (A0, B0) est dit proche de α si son ajout à α améliore
le score de l’alignement (i.e. : si Sα∪(A0,B0) > Sα). Pour chaque alignement, une liste
L des couples d’annotations proches et compatibles est créée. Les éléments de L sont
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classés en fonction de l’augmentation du score de l’alignement qu’ils engendrent (i.e. :
plus l’ajout d’un couple d’annotations améliore le score de l’alignement, plus ce couple
est situé en début de liste). Le premier couple {A0, B0} de L est ensuite ajouté à l’ali-
gnement, puis la liste L est mise à jour (retrait des couples qui ne sont pas compatibles
avec {A0, B0}, ajout de couples rendus proches par {A0, B0} et nouveau classement des
éléments de L). Ce processus est répété jusqu’à ce que la liste soit vide. Chaque ali-
gnement est ainsi étendu en commençant par ceux dont le score est le meilleur. Seuls
les alignements dont le score ﬁnal est supérieur ou égal au seuil τ sont conservés. Dans
l’exemple de la ﬁgure 2.11c, les couples d’annotations correspondant aux valeurs de C
qui ﬁgurent en pointillés sont ajoutés à un alignement. Le paramètre τ étant ﬁxé à 4, un
des trois alignements de l’étape précédente est ﬁltré, ce qui permet d’obtenir les deux
alignements représentés en ﬁgure 2.13.
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Figure 2.13 – Alignements obtenus dans l’exemple représentés en figure 2.11c.
A chaque étape de cet algorithme, le score des couples d’annotations d’un alignement
ainsi que le coût d’agencement des couples d’annotations ajoutés est pris en compte
dans le calcul du score de l’alignement. Ainsi, le score d’un alignement α obtenu avec
cette méthode correspond exactement au score de cet alignement tel que déﬁni dans la
modélisation que nous avons présentée en section 2.2.2.
2.3 Conclusion
Dans ce chapitre, nous présentons deux algorithmes permettant de résoudre le pro-
blème d’extraction de motifs récurrents dans des tableaux d’annotations.
Le premier, nommé LPCA-DC, est une adaptation de l’algorithme LPCA [83] per-
mettant d’extraire l’alignement local de score maximal entre deux tableaux de caractères.
La première adaptation de cet algorithme a permis de réduire sa complexité tandis que
la seconde a rendu possible l’extraction de plusieurs alignements locaux par paire de
tableaux d’annotations. Cet algorithme, bien qu’intéressant, comporte néanmoins des
lacunes comme le fait de contraindre la forme des motifs obtenus et de fournir des résul-
tats dépendants de l’ordre dans lequel les colonnes d’annotations du schéma de codage
sont disposées.
Pour ces raisons, nous avons réalisé une modélisation formelle du problème d’extrac-
tion d’alignements locaux dans des tableaux d’annotations et avons montré qu’il revenait
à extraire des arborescences de poids maximales dans un graphe associé à un couple de
tableaux d’annotations. Nous nous sommes ensuite basé sur cette modélisation aﬁn de
déﬁnir l’heuristique nommée SABRE permettant de pallier les défauts de LPCA-DC.
2.2.4 - Algorithme SABRE 63
La détermination de la complexité du problème d’extraction que nous avons modélisé
reste à déterminer bien que nous supposons qu’il soit NP-complet. Ceci constitue une
perspective importante des travaux présentés dans ce chapitre.
Nous disposons maintenant de deux méthodes permettant de réaliser l’extraction
de motifs récurrents dans un corpus de tableaux d’annotations. Aﬁn de permettre l’ob-
tention de régularités dialogiques, nous devons ensuite étudier le problème consistant à
partitionner ces motifs en classes homogènes. Ce travail est décrit dans la seconde partie
de ce manuscrit.
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La première partie nous a permis d’identiﬁer des motifs récurrents dans un corpus
de tableaux d’annotations. Dans cette seconde partie, nous ne considérons donc plus des
tableaux d’annotations, mais un ensemble de motifs récurrents V = {m1, . . . ,mn}.
Nous souhaitons regrouper ces motifs en classes homogènes et pensons que chaque
classe de taille conséquente ainsi obtenue constitue une régularité caractéristique du
corpus de tableaux d’annotations étudié. Dans l’optique de fournir un outil d’aide à la
décision souple et performant, nous souhaitons que cette phase de partitionnement (ou
de clustering) puisse elle aussi être paramétrable simplement par l’utilisateur. Il nous
apparaît que le paramètre le plus intuitif sur lequel il est possible d’inﬂuer est le nombre
de classes de motifs obtenues que nous notons K.
Ainsi, nous présentons dans le chapitre 3 un état de l’art des méthodes – heuristiques
(section 3.1) et exactes (section 3.2) – de partitionnement de graphes. A l’issue de cet
état de l’art, cinq méthodes heuristiques, basées sur des mécanismes aussi variés que
possible, sont sélectionnées en vue de comparer leurs performances sur un corpus de
tableaux d’annotations. Cette expérience est présentée dans le chapitre 6.
Nous proposons en chapitre 4 deux formulations de ce problème que nous nommons
K-partitionnement. Nous montrons qu’une des deux formulations est meilleure au sens
de sa relaxation linéaire, puis étudions les conditions sous lesquelles des familles d’in-
égalités déﬁnissent des facettes de l’enveloppe convexe de ses solutions entières. Enﬁn,
nous présentons en chapitre 5 une étude numérique de l’eﬃcacité des trois familles d’in-
égalités non triviales identiﬁées ainsi qu’un algorithme de type plans coupants utilisant
ces résultats pour résoudre eﬃcacement le problème de K-partitionnement.
3 | État de l’art des méthodes de clas-
sification non supervisée
Les méthodes d’extraction présentées en chapitre 2 nous permettent d’obtenir un en-
semble {m1, . . . ,mn} de motifs récurrents d’un corpus de tableaux d’annotations. Aﬁn
de ne pas fournir à l’utilisateur de notre outil une simple liste de motifs récurrents, nous
souhaitons maintenant partitionner ces motifs en classes homogènes. Cette deuxième
étape de partitionnement devra permettre de faire apparaître les motifs les plus repré-
sentatifs du corpus dans des parties de grande taille et constitueront les régularités du
corpus étudié.
Dans l’optique de fournir une méthode souple et ajustable, nous souhaitons laisser
la possibilité à l’utilisateur de faire varier un ou plusieurs paramètres. Pour cela, dif-
férentes approches sont envisageables. De nombreuses méthodes proposent des bornes
sur le nombre de points (i.e. : le nombre de motifs dans notre cas) contenu dans chaque
partie. Ce type de contraintes est utilisé dans des applications où la taille des parties
doit être relativement équilibrée (i.e. : répartition de charge sur des processeurs, gestion
du personnel, etc.). Dans notre contexte, nous souhaitons au contraire permettre que
les motifs puissent être regroupés en ensembles de tailles variables aﬁn de mieux faire
ressortir les régularités les plus signiﬁcatives du corpus. Notre choix s’est porté sur un
paramètre qui nous a paru la fois intuitif pour l’utilisateur et adapté à notre problé-
matique, à savoir le nombre de parties K retournées par la méthode. Ainsi, dans ce
chapitre nous présentons des méthodes de partitionnement de la littérature en mettant
principalement l’accent sur celles qui permettent de ﬁxer le nombre de parties.
Le problème de partitionnement est un problème à la fois naturel et fondamental qui
est utilisé dans de nombreux domaines (e.g. : sciences naturels, psychologie, médecine,
ingénierie, économie, marketing, etc.) et possédant une longue histoire. En eﬀet, d’après
Hansen et Jaumard [60], ce dernier était déjà bien étudié au 18ème siècle par des natu-
ralistes telles que Buﬀon, Cuvier ou Linné et il a même été mentionné dans des écrits
datant de l’époque d’Aristote. Il n’est donc pas étonnant que la littérature concernant
ce sujet soit vaste et hétérogène comme le montre les diverses études réalisées sur le
sujet [17, 60, 44, 64].
La forme que peuvent prendre les données à partitionner peut varier. Dans la re-
présentation la plus courante, à chaque point x est associé un vecteur (x1, . . . , xd) de
dimension d appartenant à un espace de recherche A. Chaque composante de ce vecteur
correspond à un attribut qui peut être quantitatif ou qualitatif. Cependant, il ne semble
pas pertinent de représenter un motif par un vecteur d’attributs. En eﬀet, étant donné
que le nombre d’annotations contenues dans un motif peut varier et que l’agencement
de ces dernières les unes par rapport aux autres est peu contraint, il semble complexe,
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voire réducteur, d’utiliser ce type de représentation. C’est la raison pour laquelle nous
employons le point de vue utilisé par les méthodes de partitionnement de graphes et
considérons un graphe complet G = (V,E) dont les n sommets correspondent aux mo-
tifs extraits (i.e. : V = {m1, . . . ,mn}) et associant à chaque arête un poids égal à la
dissimilarité entre les deux motifs qu’elle relie. Nous voyons, chapitre 6, comment les
méthodes d’extractions LPCA-DC et SABRE peuvent être adaptées aﬁn de permettre
le calcul d’une telle dissimilarité.
Dans la suite, le nombre de sommets contenus dans le graphe est désigné par |V | ou
n. De même, l’arête reliant deux motifs distincts mi et mj pourra être dénotée par ij
ou (i, j) et son poids est représenté par wi,j.
Nous présentons, tout d’abord, en section 3.1 les méthodes heuristiques qui privilé-
gient la rapidité, puis nous décrivons les approches exactes en section 3.2 qui permettent
de fournir une solution optimale.
3.1 Heuristiques
Compte tenu de la représentation que nous considérons, les motifs à partitionner ne
correspondent pas à des vecteurs d’attributs appartenant à un espace de recherche A,
mais à des sommets d’un graphe complet. Ainsi, diverses familles de méthodes heuris-
tiques utilisant des mécanismes liés à la présence d’un espace de recherche ne pourront
être utilisées et ne seront donc pas décrites dans cette section. Nous pouvons, notam-
ment, citer les approches basées sur la notion de densité dans l’espace de recherche A
(e.g. : DBSCAN [35], OPTICS [9]) qui identiﬁent des zones de A très peuplées, celles
utilisant un découpage de A aﬁn de réduire la complexité appelées grid-based methods
(e.g. : CLIQUE [2] ou STING [123]) ou encore les méthodes probabilistes telles que
l’espérance-maximisation (Expectation-Maximisation) [30] ou AUTOCLASS [23].
Malgré cela, nous ne pouvons prétendre à une présentation exhaustives des approches
de la littérature et nous nous concentrons donc sur les méthodes qui nous ont semblé
les plus pertinentes.
Dans la littérature, deux familles de méthodes de partitionnement sont généralement
distinguées. Les approches hiérarchiques (que nous présentons en sous-section 3.1.1) ren-
voient un ensemble de partitions imbriquées tandis que les méthodes dites de type par-
tition que nous traitons en sous-section ( 3.1.2) ont pour résultat une partition unique.
3.1.1 Méthodes hiérarchiques
Une partition pi = {P1, . . . , PK} (ou K-partition) d’un ensemble V vériﬁe les trois
conditions suivantes :
(i) Pi 6= ∅ ∀i ∈ {1, . . . , K} ;
(ii) Pi ∩ Pj = ∅ ∀i, j ∈ {1, . . . , K}, i 6= j ;
(iii) ∪Ki=1Pi = V .
La majorité des méthodes de partitionnement permettent d’obtenir une partition des
données. Cependant, d’autres types de structures peuvent aussi être considérés comme
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les recouvrements (partition relaxant la contrainte (ii)) ou les pavages (partitions re-
laxant la contrainte (iii)).
Après les partitions, la structure ayant reçue le plus d’attention est la hiérarchie.
Une hiérarchie H est composée de q partitions {pi1, . . . , piq} (q ≤ n) telles que (Pi ∈ pik,
Pj ∈ pil et k > l) implique (Pi ⊂ Pj ou Pi ∩Pj = ∅) pour tout i 6= j et k, l ∈ {1, . . . , n}).
Une hiérarchie peut être visualisée par un diagramme appelé dendrogramme. La ﬁ-
gure 3.1a illustre un exemple de dendrogramme, correspondant aux cinq points p1 à
p5 représentés en ﬁgure 3.1b. Sur ce diagramme, cinq partitions pi1 à pi5, correspon-
dant chacune à un intervalle vertical, peuvent être observées. Pour une hauteur donnée,
chaque ligne verticale visible correspond à une partie. Par exemple, la partition pi2 (re-
présentée ﬁgure 3.1b) contient quatre parties car dans son intervalle vertical quatre
lignes (correspondant aux ensembles {p1}, {p2, p3}, {p4} et {p5}) peuvent être observées
.
p1 p2 p3 p4 p5
pi1
pi2
pi3
pi4
pi5
(a) Dendrogramme correspondant aux cinq
points représentés en (b).
x1
x2
p1
p2
p3
p4
p5
(b) Cinq point dans un espace à deux di-
mensions regroupés selon la partition pi2 du
dendrogramme figure (a).
Figure 3.1 – Exemple de dendrogramme obtenu en utilisant l’algorithme Single-Link.
L’avantage des hiérarchies de partitions pour notre problématique est qu’elles per-
mettent à l’utilisateur de visualiser des solutions correspondant à diﬀérentes valeurs de
K (le nombre de parties) sans nécessiter de calcul supplémentaire.
Les méthodes hiérarchiques se décomposent elles-mêmes en deux catégories : les mé-
thodes agglomératives et les méthodes divisives. Les approches agglomératives débutent
avec une partition contenant n parties (i.e. : chaque sommet ﬁgure seul dans une partie)
et vont itérativement fusionner les parties les plus similaires jusqu’à ce qu’un critère
d’arrêt soit atteint. Le critère d’arrêt correspond en général à un nombre minimal de
parties. Les méthodes hiérarchiques divisives, à l’inverse, considèrent initialement une
unique partie contenant l’ensemble des sommets et à chaque itération une ou plusieurs
parties seront divisées. Les méthodes divisives, qui sont plus rares, se basent générale-
ment sur des propriétés géométriques pour déterminer la partie à diviser et la meilleure
façon de le faire. Comme nous n’utilisons pas la représentation basée sur un espace de re-
cherche, ces approches géométriques ne sont pas ici envisageables. Nous nous intéressons
donc en particulier aux approches agglomératives.
En vue de fusionner les parties les plus similaires, les méthodes hiérarchiques ag-
glomératives vont nécessiter la déﬁnition d’une distance entre des sous-parties P1 et P2
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de V . Les méthodes les plus simples consistent à évaluer la proximité de P1 et P2 en
prenant uniquement en compte la distance wi,j entre un élément i de P1 et un élément
j de P2. La métrique single-link [42] déﬁnit la distance entre P1 et P2 comme la plus
petite distance séparant un élément de P1 d’un élément de P2 (i.e. : mini∈P1 j∈P2 wi,j).
Le dendrogramme précédemment présenté en ﬁgure 3.1a correspond à cette métrique.
Similairement, les métriques average-link [65] et complete-link [117] déﬁnissent la dis-
tance entre P1 et P2 comme respectivement la distance moyenne et la distance maximale
entre deux éléments de P1 et P2.
Des métriques plus complexes ont aussi été envisagées. La méthode ROCK [53], par
exemple, se sert de la notion de voisinage pour déﬁnir la proximité entre deux parties.
Deux sommets de V vi et vj seront dits voisins si leur distance est inférieure à un seuil
θ. Le lien entre les sommets mi et mj, noté link(mi,mj) est déﬁni comme le nombre de
voisins que ces sommets ont en commun. De plus, le lien entre deux parties de V , Pi et
Pj, noté link(Pi, Pj) est égal à
∑
pk∈Pi, pl∈Pj
link(pk, pl).
Intuitivement cette notion de nombre de voisins partagés semble une bonne façon de
mesurer la proximité de deux parties et il serait possible de fusionner à chaque itération
les deux parties maximisant cette fonction. Cependant, cela aurait pour conséquence
de souvent fusionner les sommets dans la même partie car plus une partie contient de
sommets, plus elle contiendra de voisins. Pour pallier cela, les auteurs proposent de
normaliser la fonction link par le nombre de sommets contenus dans les deux parties
considérées. La qualité de deux parties Pi et Pj de tailles respectives ni et nj est ainsi
égale à
link(Pi, Pj)
(ni + nj)1+2f(θ) − n
1+2f(θ)
i − n
1+2f(θ)
j
,
où la fonction f(θ) est une fonction dépendante des données. En utilisant ce ratio, le
risque que les sommets soient toujours fusionnés dans les même parties est évité.
Les méthodes que nous avons présentées jusqu’à présent qui généralisent la notion
de distance entre sommets en une notion de distance entre des sous-parties sont dites
de type linkage. Elles sont prédisposées à fournir des parties de formes convexes puisque
les parties les plus proches sont systématiquement celles choisies pour être fusionnées.
Or, il n’est pas toujours souhaitable d’obtenir des parties de forme convexe. C’est
pourquoi, des algorithmes hiérarchiques agglomératifs ne prenant pas uniquement en
compte la proximité ont été développés en vue de permettre l’obtention de parties de
formes quelconques. Les deux plus connus sont CURE [52] et CHAMELEON [72]. L’algo-
rithme CURE a été développé par les même auteurs que ROCK et partagent certains de
leurs mécanismes de voisinages. Cependant, CURE utilise pour représenter une partie,
un nombre ﬁxe de points répartis autour de cette dernière dans l’espace de recherche
et utilise ces derniers pour déterminer la distance entre deux parties. Notre choix de
représentation sous forme de graphe ne permet donc pas son utilisation.
La méthode CHAMELEON, en revanche, est utilisable sur des données représentées
sous forme de graphes. Son déroulement est composé de trois étapes dont les deux
premières permettent d’obtenir une partition initiale qui servira de point de départ à
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la phase de fusion classique. L’idée derrière cet algorithme est que la proximité entre
les parties ne devrait pas être le seul critère utilisé pour déterminer celles devant être
fusionnées. Ceci peut être illustré par l’exemple en ﬁgure 3.2, inspiré de [72]. Dans ce
dernier, les méthodes se basant uniquement sur la notion de proximité pour sélectionner
les parties à fusionner décideront de regrouper les parties correspondant aux croix et
aux cercles. Cependant, il paraît plus judicieux de regrouper celles représentées par des
triangles et des carrés dont la disposition semble plus compatible. C’est la raison pour
laquelle CHAMELEON évalue la pertinence de la fusion de deux parties Pi et Pj grâce,
d’une part, à un facteur de proximité RP (Pi, Pj) et, d’autre part, à un facteur RI(Pi, Pj)
représentant l’interconnectivité de Pi et Pj. L’expression ﬁnale d’évaluation de la qualité
de la fusion de deux parties est
RI(Pi, Pj)RC(Pi, Pj)
α,
où le paramètre α permet d’accorder plus ou moins d’importance à un des deux facteurs.
x1
x2
Figure 3.2 – Exemple de parties qui ne seraient pas fusionnées correctement par les
méthodes hiérarchiques ne prenant en compte que la proximité entre les parties. Ces der-
nières fusionneraient ensemble les parties correspondant aux croix et aux cercles tandis
qu’il semble plus judicieux de d’abord fusionner celles correspondant aux triangles et aux
carrés. Image inspirée de [72].
3.1.2 Méthodes de type partition
Nous présentons maintenant les approches heuristiques permettant l’obtention de
partitions. Nous les regroupons en deux catégories : les méthodes de relocalisation et
celles dites de partitionnement de graphes.
Méthodes de relocalisation
Étant donnés n points, le nombre total de K-partitions possibles est égal au nombre
de Stirling de seconde espèce qui est déﬁni de la manière suivante :
S(n,K) =
1
K!
K∑
j=1
(−1)K−j
(
k
j
)
jn.
Cette expression donne un aperçu de la combinatoire inhérente à ce problème. En eﬀet,
pour (n,K) = (10, 5), elle est supérieure à 1010 et pour (n,K) = (100, 5) elle devient
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supérieure à 1066. L’évaluation de chaque solution n’est pas une option envisageable,
c’est la raison pour laquelle des heuristiques gloutonnes de type relocalisation ont été
déﬁnies. Ces dernières considèrent une partition initiale, puis itérativement réaﬀectent
les sommets entre les K parties. Ainsi, contrairement aux approches hiérarchiques dans
lesquelles une partition obtenue n’est jamais réexaminée, les algorithmes de relocalisation
vont graduellement améliorer la solution courante.
Bien que vieille de plus de 50 ans, la méthode des k-moyennes (k-means) [89] est
l’approche de partitionnement la plus célèbre et la plus utilisée. Elle consiste à choisir
aléatoirement k points de l’espace de recherche, appelés centroides ou noyaux, et à
assigner chaque sommet à la partie correspondant au centroide dont il est le plus proche.
A chaque itération, les noyaux sont déplacés aﬁn d’améliorer la partition obtenue. Cette
méthode ainsi que ses nombreuses variantes nécessitent, néanmoins, une représentation
des données dans un espace métrique aﬁn de permettre la déﬁnition et l’évolution des
centroides. C’est pourquoi nous ne pourront pas les utiliser.
Une méthode récente et originale de type relocalisation, nommée propagation d’af-
ﬁnité, a été développée par Frey et Dueck [43]. Dans cette dernière, chaque sommet
du graphe envoie itérativement à ces voisins des messages (i.e. : des valeurs entières)
permettant de faire émerger une partition. Les messages envoyés d’un sommet i à un
sommet j peuvent être de deux types :
– responsabilité (noté r(i, j)) : quantiﬁe la pertinence pour que i soit représenté par
j ;
– disponibilité (noté a(j, i)) : quantiﬁe la pertinence pour que i représente j.
Initialement, les disponibilités sont initialisées à 0. A chaque itération, la mise à jour
des responsabilités est eﬀectuée par la formule suivante :
r(i, j) = sim(i, j)−max
k 6=j
(a(i, k) + s(i, k)).
Ainsi plus i et j sont similaires, plus i est susceptible d’être représenté par j. En revanche,
plus un i est proche d’un sommet k susceptible de le représenter, moins r(i, j) est élevé.
La disponibilité de i envers j est, quant à elle, déterminée par la somme des respon-
sabilités du nœud i envers tous les points excepté j :
a(j, i) = min
{
0,
∑
k∈V \{j}
max{0, r(k, i)}
}
Cette méthode ne permet cependant pas de ﬁxer le nombre de parties K obtenu
puisque ce dernier émerge au cours des itérations. Cependant, elle a pour avantage
d’attribuer un représentant à chaque partie qui ﬁgure parmi les sommets du graphe
d’origine, ce qui pourrait être une information pertinente pour un utilisateur dans le
cadre de notre outil d’aide à la décision.
Méthodes de partitionnement de graphe
Nous rappelons que nous considérons un graphe complet G = (V,E) dont chaque
arête (i, j) ∈ E possède un poids wi,j. Étant donnés deux sous-ensembles de V , V1 et
V2, le terme W (V1, V2) est utilisé pour désigner l’expression
∑
i∈V1,j∈V2
wi,j.
Un graphe complet peut être partitionné en K parties connexes en lui supprimant
(i.e. : en lui coupant) des arêtes. Les arêtes de E ainsi coupées forment une K-coupe
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(une 2-coupe est simplement appelée coupe). Les méthodes utilisant des fonctions ob-
jectif basées sur la notion de K-coupes sont dites de type partitionnement de graphes.
L’approche la plus intuitive utilisant cette notion est mincut . Étant donné une nombre
K de parties, elle consiste à trouver une partition pi = {P1, . . . , PK} telle que le poids
des arêtes de la K-coupe est minimisé :
min
1
2
K∑
i=1
W (Pi, V \Pi).
Dans le cas particulier où K est égal 2 et où les poids sont positifs, mincut peut être
résolu en un temps polynomial [119].
L’algorithme de Kernighan-Lin [73] utilise cette fonction objectif. Diﬀérentes va-
riantes de cet algorithme existent et nous présentons ici celle correspondant à l’article
cité précédemment. Les auteurs déﬁnissent en premier lieu un algorithme (que nous
nommons KL1) permettant de partitionner un graphe contenant 2q sommets en deux
parties de taille identique. Ce dernier est ici présenté en ﬁgure 3.3 sous une forme légè-
rement diﬀérente de celle choisie par les auteurs et ceci pour deux raisons. La première
est d’éviter au lecteur d’entrer dans des considérations techniques superﬂues et la se-
conde est de permettre une meilleure compréhension des adaptations de cet algorithme
réalisées en section 5.2 dans le cadre de la séparation de familles d’inégalités. Comme
le représente la ﬁgure 3.3, l’algorithme crée tout d’abord une bipartition et va tenter
de l’améliorer dans des passes successives en diminuant le poids de sa coupe. Pour ce
faire, des couples de sommets ﬁgurant dans des parties diﬀérentes vont successivement
être échangés d’une partie à l’autre. Durant une passe, chaque sommet du graphe est
échangé une unique fois et |V |/2 transformations seront donc nécessaires. Dans les autres
variantes de cet algorithme, les transformations considérées ne sont pas toujours néces-
sairement des échanges entre deux sommets ﬁgurant dans des parties diﬀérentes. Par
exemple, il est possible de réaliser des transformations dans lesquelles un unique som-
met v est déplacé d’une partie à une autre. Une transformation est dite valide si elle
implique deux sommets qui n’ont pas encore été échangés dans cette passe. La fonction
meilleureTransformation va eﬀectuer l’échange le plus intéressant (i.e. : la transfor-
mation valide qui entraîne une coupe de poids minimal). Lorsqu’une transformation
impliquant deux sommets a et b est eﬀectuée, le coût des transformations est mis à jour
en conséquence. L’algorithme est interrompu lorsque le coût de la meilleure coupe d’une
passe est moins bon que celui de celle de la passe précédente. Une simple adaptation de
cet algorithme permet de l’appliquer à des parties de taille quelconque (en ajoutant des
sommets factices à la plus petite des deux parties).
Kernighan et Lin présentent ensuite un algorithme (que nous nommons KL2), per-
mettant de partitionner un graphe en K parties contenant au plus p sommets. Ce der-
nier débute par la génération d’une K-partition pi = {P1, . . . , PK}. Aﬁn de faire évo-
luer pi, l’algorithme KL1 va être successivement appliqué à tous les couples de parties
(Pi, Pj) pour tout i, j distinct de {1, . . . , K}. Ce processus constitue une passe de l’al-
gorithme KL2. De manière similaire à KL1, l’algorithme KL2 est interrompu lorsque
la K-partition d’une passe est moins bonne que celle de la passe précédente. Les ex-
périences ont montré que le nombre de passes nécessaire est faible et que l’algorithme
converge rapidement. La limitation sur le nombre de sommets est prise en compte en
interdisant les transformations qui entraîneraient l’obtention d’une partie contenant plus
de p sommets.
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Données : Un graphe complet G = (V,E)
Résultat : Une bipartition de G = (V,E)
pipasse ← créerBipartition(G); // Meilleure bipartition de cette passe
répéter
piprec ← pipasse; // Meilleure bipartition de la passe précédente
pi ← pipasse; // Bipartition courante
couts← coutsTransformations(pipasse);
pour i allant de 1 à |V |/2 faire
pi ← meilleureTransformation(pi, couts);
couts← miseAJour(pi, couts);
si poids(pi) < poids(pipasse) alors
pipasse ← pi;
jusqu’à poids(pipasse) ≥ poids(piprec) ;
retourner piprec;
Figure 3.3 – Algorithme KL1 permettant l’obtention d’une bipartition minimisant le
poids de la coupe.
Généralement, l’approche mincut ne permet pas d’obtenir des partitions satisfai-
santes car la taille des diﬀérentes parties est très déséquilibrée (de nombreuses parties
sont réduites à un unique sommet). Pour pallier cela, diverses fonctions objectif dérivées
de mincut ont été déﬁnies. Les deux plus connues sont RatioCut [54] et Ncut [113]. Aﬁn
de permettre l’obtention des parties de tailles équilibrées, ces fonctions normalisent le
poids des arêtes de la K-coupe par la taille des parties. Avec RatioCut, la taille d’une
partie P ⊂ V correspond au nombre qu’elle contient, tandis que Ncut considère le vo-
lume de P qui est déﬁni par vol(P ) =
∑
i∈P
∑
j∈V wi,j. Les expressions de ces deux
fonctions sont :
RatioCut(P1, . . . , PK) =
1
2
K∑
i=1
W (Pi, V \Pi)
|Ai|
et
NCut(P1, . . . , PK) =
1
2
K∑
i=1
W (Pi, V \Pi)
vol(Pi)
.
De nombreux algorithmes utilisant sur ces fonctions objectifs ont depuis été déve-
loppés. Notamment, les progrès les plus récents ont été réalisés par les approches dites
spectrales. Ces méthodes sont basées sur des résultats théoriques faisant le lien entre
des propriétés spectrales et le partitionnement de graphes [15, 33]. Elles réduisent la
dimension du problème en travaillant dans l’espace formé par des vecteurs propres d’un
laplacien de graphe L associé à la matrice de dissimilaritéW = (wi,j)i,j∈{1,...,n}. Diﬀérents
laplaciens de graphes peuvent être utilisés, notamment :
– le laplacien de graphe non normalisé : L = D −W , avec D = (di,j)i,j∈{1,...,n} une
matrice diagonale telle que di,i =
∑n
i=1wi,j ;
– le laplacien de graphe normalisé dit symétrique : Lsym = D−1/2LD−1/2 ;
– le laplacien de graphe normalisé dit de marche aléatoire : Lrw = D−1L.
Par exemple, lorsque que l’on souhaite partitionner le graphe en deux et que la fonction
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RatioCut est considérée, il a été montré que le problème équivalent à la minimisation
du produit f ′Lf pour un vecteur f bien choisi dont les composantes discrètes peuvent
prendre deux valeurs. Il est ensuite possible de prouver que la solution optimale du
problème obtenu en relaxant la contrainte de discrétion des composantes du vecteur
est obtenue lorsque f est égal à la deuxième valeur propre du laplacien L. Une très
bonne approximation de la solution optimale peut ainsi être obtenue. Des propriétés
similaires, permettent de résoudre des problèmes utilisant les diverses fonctions objectif
précédemment mentionnées pour des valeurs de K quelconques.
Après cette description des méthodes heuristiques, nous présentons maintenant les
travaux réalisés dans le cadre d’approches exactes pour diﬀérentes variantes du problème
de partitionnement de graphes.
3.2 Approches exactes
Les approches exactes permettent de trouver la solution optimale de problèmes liés
au partitionnement de graphes pour une fonction objectif donnée. La fonction objectif
généralement choisie prend en compte le poids de laK-coupe ou, de manière équivalente,
le poids de la partition (i.e. : somme du poids des arêtes ne ﬁgurant pas dans la K-
coupe). Dans le cas où le poids de la K-coupe est considéré, l’objectif est de le minimiser
lorsque les arêtes représentent une similarité et de le maximiser dans le cas contraire.
Lorsque le poids de la partition est utilisé, c’est le contraire.
Dans cette section, nous mettons principalement l’accent sur les travaux similaires
aux nôtres (i.e. : utilisant une approche polyèdrale pour la résolution d’un programme
linéaire en nombres entiers). Nous remarquons néanmoins que diverses approches ont
récemment été dédiées à l’étude de problèmes de partitionnement basés sur des formu-
lations quadratiques [55, 18, 87].
Avant de décrire les travaux en eux-même, nous présentons quelques notions et tech-
niques de programmation linéaire. Un programme linéaire est composé de variables
x ∈ ❘n soumises à des contraintes linéaires Ax ≤ b (avec A ∈ Mm×n et b ∈ ❘m).
Le but est de trouver le ou les vecteurs x∗ ∈ ❘n permettant d’optimiser (minimiser
ou maximiser) une fonction objectif linéaire cTx (c ∈ ❘n). Lorsqu’un problème de ce
type comporte un nombre raisonnable de variables, diﬀérentes techniques – telles que
l’algorithme du simplexe [99] ou la méthode des points intérieurs [71] – permettent de
le résoudre eﬃcacement.
Le problème devient généralement plus complexe lorsqu’il est imposé qu’une partie
ou que la totalité des variables soient entières. Aﬁn d’illustrer les diﬀérentes notions
présentées, nous considérons un problème (Pex) et une formulation (Fex) de ce dernier
comportant deux variables entières x1 et x2 ainsi que trois contraintes (C1), (C2) et
(C3) :
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(Fex)


maximiser x1 + x2 (Obj)
tel que −2x1 + 2x2 ≤ 5 (C1)
14x1 + 8x2 ≤ 75 (C2)
6x1 − 4x2 ≤ 21 (C3)
x1, x2 ∈ ❩
Nous pouvons, entre autres, observer en ﬁgure 3.4a une représentation des trois
contraintes, de la fonction objectif (qui augmente dans le sens des ﬂèches), des solutions
réalisables ( ) et de la solution optimale ( ) de cette formulation.
Aﬁn de résoudre de manière exacte un programme linéaire en nombres entiers (P ),
la majorité des techniques existantes reposent sur la notion de relaxation linéaire. La
relaxation linéaire de (P ) est le problème obtenu en relaxant les conditions d’intégrité
(i.e. : en remplaçant x ∈ ❩n par x ∈ ❘n). Comme nous pouvons le voir dans l’exemple
en ﬁgure 3.4a, la solution optimale de la relaxation linéaire ( ) n’est généralement
pas entière (dans le cas contraire, le problème serait résolu). Cependant, cette dernière
fournit une borne sur la solution entière optimale (borne inférieure dans le cas d’une
minimisation et borne supérieure lors d’une maximisation) qui constitue une information
précieuse pour les techniques classiques de résolution listées ci-dessous :
– les méthodes de plans coupants ajoutent itérativement des contraintes (appelées
coupes) au problème aﬁn d’améliorer la solution de sa relaxation linéaire, jusqu’à
ce qu’une solution entière soit obtenue. Dans notre exemple, l’ajout de la coupe
x2 ≤ 4, 5 améliorerait la relaxation comme le représente la ﬁgure 3.4b. Aﬁn que
le problème ne soit pas altéré, il est nécessaire que les coupes ajoutées soient
compatibles avec l’ensemble des solutions entières réalisables du problème (e.g. :
dans notre exemple la coupe x2 ≤ 2 n’est pas compatible car elle exclurait des
solutions entières). Les méthodes de ce type ont généralement des problèmes de
convergence notamment dûs à la diﬃculté d’identiﬁer à chaque itération une ou
plusieurs coupes permettant une amélioration signiﬁcative de la relaxation.
– les méthodes de type branch-and-bound utilisent une représentation sous la forme
d’une arborescence dont la racine correspond au problème initial et les autres
sommets à des sous-problèmes de ce dernier. Ces méthodes vont successivement
diviser en 2 l’espace de recherche (créant ainsi deux branches). A un sommet
donné (i.e. : à un sous-problème donné) la division est eﬀectuée selon une des
composantes fractionnaires de la solution de la relaxation linéaire. Dans notre
exemple, la relaxation linéaire fournit la solution (3, 5; 5). Puisque la première
composante est fractionnaire, elle peut être utilisée pour créer deux sous-problèmes
correspondant tous deux au problème initial auquel a été ajouté une des inégalités
suivantes x2 ≤ 3 ou x2 ≥ 4 (voir découpage en ﬁgure 3.4c et arborescence en
ﬁgure 3.4d). Le processus peut ensuite être répété dans chacun des sous-problèmes
jusqu’à ce que la solution optimale soit obtenue.
– les méthodes de type branch-and-cut combinent les deux précédentes approches. A
chaque nœud de l’arborescence, des coupes pourront être utilisées aﬁn d’améliorer
la relaxation linéaire.
– les méthodes de génération de colonnes permettent la résolution de formulation
mathématiques comportant un grand nombre de variables (i.e. : de colonnes).
Elles sont basées sur le fait que la solution optimale d’un problème ne contiendra,
en général, qu’un faible nombre de valeurs non nulles. Dans ces approches, un
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(Obj)
(C1) (C2)
(C3) : polytope associé à la
: enveloppe convexe des
: solution optimale de la
: solution optimale
Légende :
: solution entière réalisable
relaxation linéaire
solutions entières
relaxation linéaire
x1
x2
(a) Représentation du problème initiale et de sa relaxation.
x2 ≤ 4, 5
x1
x2
(b) Effet de l’ajout de la coupe x2 ≤ 4, 5
sur le polytope et la valeur optimale de la
relaxation linéaire.
(Pex,1) (Pex,2)
x1
x2
(c) Première division en deux sous-
problèmes (Pex,1) et (Pex,2) réalisée dans
le cadre d’un algorithme de branch-and-
bound.
(Pex)
(Pex,1) (Pex,2)
. . . . . . . . . . . .
(d) Premiers niveaux d’une arborescence
obtenue avec une méthode de type branch-
and-bound.
Figure 3.4 – Représentations de l’exemple correspondant au problème (Pex).
ensemble de variables V1 de petite taille est initialement considéré et le problème
est, tout d’abord, résolu en ne considérant que les variables de V1. La solution
obtenue est ensuite utilisée aﬁn d’ajouter une ou plusieurs variables à V1. Le choix
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de la meilleure variable à ajouter nécessite, lui aussi, la résolution d’un problème
d’optimisation. Le problème initial est appelé problème maître tandis que celui
permettant de sélectionner les variables est nommé sous-problème (ou problème
esclave).
– les méthodes de branch-and-price combinent l’approche branch and bound et celle
de la génération de colonnes.
– les méthodes de branch-and-price-and-cut sont des méthodes de branch-and-price
dans lesquelles des coupes sont susceptibles d’être ajoutées à chaque sommet de
l’arborescence.
Lorsque des méthodes utilisant des coupes sont considérées, il semble alors naturel de
chercher à obtenir des coupes permettant de s’approcher le plus possible de l’enveloppe
convexe des points entiers. Dans notre exemple, au lieu d’ajouter la coupe x2 ≤ 4, 5, il
serait plus eﬃcace d’ajouter x2 ≤ 4. Nous présentons maintenant des déﬁnitions per-
mettant de formaliser cette notion intuitive de proximité entre une coupe et l’enveloppe
convexe des points entiers.
Un polytope P est l’enveloppe convexe d’un nombre ﬁni de points de n. L’exemple en
ﬁgure 3.4a, représente deux polytopes, celui associé aux solutions entières du problème
( ) et celui correspondant aux solutions de la relaxation linéaire ( ). Une inégalité
αTx ≤ α0 est dite valide pour P , si P est inclus dans {x ∈ P | αTx ≤ α0}. Si αTx ≤ α0
est une inégalité valide de P , Fα = {x ∈ P | αTx = α0} est la face induite par cette
inégalité. La dimension d’un ensemble E (notée dim(E)) est le nombre maximum de
points aﬃnements indépendants de E moins 1. Une facette de P est une face Fα non
vide de ce polyèdre de dimension égale à dim(P )−1. De manière équivalente, une facette
de P est une face non vide de P qui n’est incluse dans aucune autre face de P . Dans
l’exemple en ﬁgure 3.4, l’inégalité x2 ≤ 4 déﬁnit une face du polyèdre entier de dimension
1, le polyèdre étant de dimension 2, cette inégalité déﬁnit une facette. Le problème
consistant à trouver une ou plusieurs inégalités séparant la solution de la relaxation
linéaire de l’enveloppe convexe des points entiers est appelé problème de séparation.
Les algorithmes développés pour résoudre ce problème sont nommés algorithmes de
séparation.
Ainsi, les inégalités déﬁnissant des facettes sont celles qui permettent de se rappro-
cher au plus prêt de l’enveloppe convexe des points entiers d’un problème. C’est la raison
pour laquelle, un grand intérêt est porté à l’identiﬁcation de familles d’inégalités de ce
type dans les travaux que nous présentons par la suite.
Une liste non exhaustive de travaux basés sur une approche polyèdrale dans le cadre
du partitionnement de graphes est présentée en table 3.1. Nous identiﬁons, ainsi, quatre
familles de variantes du problème en fonction du fait que le poids des parties et/ou leur
nombre soit contraint ou pas. Dans la suite, une sous-section est consacrée à chacune
de ces familles.
3.2.1 Partitionnement non contraint
Dans le cas général du problème de partitionnement de graphes, aucune contrainte
n’est imposée sur le poids ou le nombre de parties.
Les premiers à avoir étudié ce problème sont Grötschel et Wakabayashi [49, 50, 50]. Ils
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Variante
du problème
Référence
Contrainte
sur le poids
des parties
Contrainte
sur le
nombre de
parties
Partitionnement non
contraint
(sous-section 3.2.1)
Grötschel et Wakabayashi
[49, 51, 50]
- -
Bandelt et al. [13] - -
Oosten et al. [101, 102] - -
Poids des parties
contraint
(sous section 3.2.2)
Johnson et al. [69] [FL, FU ] -
Ferreira et al. [38, 39] ≤ FU ∈ {2, . . . , K}
Mehrotra et Trick [92] ≤ FU -
Sørensen [115, 116] ≤ FU -
Ji et Mitchell [66, 67] ≥ FL -
Labbé et Özsoy [81] ∈ [FL, FU ] -
Nombre de sommets
par partie ﬁxé
(sous-section 3.2.3)
Conforti et al. [27, 28] ⌊n\2⌋ et ⌈n\2⌉ = 2
Mitchell [93, 94] n\K = K
Lisser et Rendl [87] n\K = K
Nombre de parties
contraint
(sous-section 3.2.4)
Deza et al. [31] - ≤ K ou ≥ K
Chopra et Rao [24] - ≤ K ou ≥ K
Chopra et Rao [25] - ∈ [3, K]
Kaibel et al. [70] - ≤ K
Fan et Pardalos [36] - = K
Table 3.1 – Liste non exhaustive d’articles traitant de la résolution exacte du problème
de partitionnement graphes. Pour chaque article sont précisées les contraintes spéci-
fiques à la variante de problème considérée par les auteurs. Les variables FU , FL et K
correspondent à des entiers compris dans l’intervalle {1, . . . , n}.
considèrent un graphe complet G = (V,E) et déﬁnissent le clique partitioning problem.
Dans leurs travaux, le problème est formulé en associant à chaque arête (i, j) de E une
variable discrète xi,j, de telle sorte que xi,j vaut 1 si i et j sont dans la même partie et
0 sinon. Aﬁn d’assurer la cohérence des parties obtenues, la famille d’inégalités suivante
(appelées inégalités triangulaires) est considérée :
xi,j + xi,k − xj,k ≤ 1 ∀i ∈ V ∀j, k ∈ V \{i}, j < k.
Ces inégalités permettent d’assurer que si le sommet i est dans la même partie que
les sommets j et k (i.e. : xi,j + xi,k = 2) alors ces deux sommets doivent eux aussi être
regroupés ensemble (i.e. : xj,k = 1).
Grötschel et Wakabayashi introduisent diﬀérentes familles d’inégalités déﬁnissant des
facettes, notamment les inégalités de 2-partitions et 2-chorded cycles que nous considé-
reront au chapitre suivant dans le cadre du problème de K-partitionnement. De plus,
ils introduisent un algorithme de plans coupants et des algorithmes de séparation spé-
ciﬁques aux familles d’inégalités qu’ils ont étudiés. Les expériences ont montré que la
valeur de la relaxation linéaire de la formulation considérée était très bonne. Des graphes
comportant jusqu’à 158 sommets ont put être partitionnés de manière optimale en des
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temps de l’ordre de quelques minutes.
Oosten et al. [101, 102] considèrent eux aussi le problème de partitionnement en
cliques mais ils s’intéressent à des graphes qui ne sont pas nécessairement complets.
Aﬁn de prendre en compte cet aspect, la famille de contraintes suivante est considérée :
xi,j + xi,k ≤ 1 ∀i, j, k ∈ V, ij, ik ∈ E, jk 6∈ E.
Ainsi, le sommet i ne pourra pas être dans la même partie que deux sommets j et
k s’il n’existe pas d’arête reliant ces derniers. Dans ces articles, les auteurs identiﬁent
des nouvelles familles d’inégalités déﬁnissant des facettes en utilisant, notamment, des
techniques telles que le lifting (généralisation d’inégalités déﬁnissant des facettes d’un
polyèdre de plus petite dimension) ou le patching (combinaison d’inégalités connues
déﬁnissant des facettes).
3.2.2 Poids des parties contraint
Certaines applications telles que la répartition de charge sur des processeurs ou
la gestion du personnel nécessitent que les sommets du graphe soient regroupés en
parties équilibrées. Ainsi, diﬀérentes formulation mathématiques contraignant le poids
de chacune des parties ont été considérées.
Dans le cas le plus simple, le poids d’une partie correspond au nombre de sommets
qu’il contient et ce dernier doit être compris dans un intervalle [FL, FU ] tel que 1 ≤
FL ≤ FU ≤ n. Lorsqu’une borne inférieure n’est pas souhaitée, FL peut être ﬁxé à 1.
De manière similaire, FU peut être ﬁxé à n. Les formulations utilisant des variables
d’arêtes xi,j prennent cet aspect en compte en contraignant le nombre de voisins de
chaque sommet dans une partition :
FL − 1 ≤
∑
j∈δ(i)
xi,j ≤ FU − 1 ∀i ∈ V,
où δ(i) correspond à l’ensemble des sommets j tels que ij ∈ E. Lorsqu’au plus K parties
sont souhaitées, des variables xki associant un sommet i ∈ V à une partie k ∈ {1, . . . , K}
sont déﬁnies de la façon suivante :
xki =
{
1 si i se trouve dans la partie k
0 sinon
.
Aﬁn d’assurer que chaque sommet ne soit assigné qu’à une unique partie, les formu-
lations basées sur ce type de variables utilisent les contraintes :
K∑
k=1
xki = 1 ∀i ∈ V. (3.1)
La restriction de la taille des parties peut alors simplement être prise en compte
grâce aux K contraintes
FL ≤
∑
i∈V
xki ≤ FU ∀k ∈ {1, . . . , K}. (3.2)
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Johnson et al. [69] sont les premiers à avoir pris en compte une contrainte sur le poids
des parties dans un problème qu’ils nomment min-cut clustering. Le contexte de leur
application est la construction d’un compilateur dans lequel un ensemble de modules
i ∈ V de poids wi doivent être partitionnés aﬁn de minimiser les communications entre
les diﬀérentes parties. Les bornes imposées sur le poids de chaque partie correspondent
ici à des limitations physiques des composants utilisés. La formulation proposée utilise,
en plus des variables xki (qui lient un sommet à une partie), un ensemble de variables
zke , associant une arête e ∈ E à une partie. Ils présentent diﬀérentes familles d’inégalités
valides et proposent une approche par génération de colonnes permettant la prise en
compte du nombre élevé de variables de leur formulation.
Le capacitated graph partitioning problem, introduit par Ferreira et al. [38, 39] consi-
dère, lui aussi, une borne supérieure sur le poids des parties. En plus de cela, le nombre
de parties obtenu doit être compris entre 2 et un entier K. Les auteurs introduisent
diverses familles d’inégalités valides et présentent plusieurs heuristiques de séparations
de ces dernières qui sont utilisées dans un branch-and-cut.
Mehrotra et Trick [92] utilisent, quant à eux, une approche originale ou à chaque
sous-partie P ⊂ V est associée une variable xP vaut 1 si la partie P ﬁgure dans la
solution et 0 sinon. La formulation comporte une unique famille d’inégalité assurant que
chaque sommet i ∈ V n’apparaîsse que dans une unique partie
∑
P⊂V, i∈P
xP = 1.
Les contraintes sur la taille des parties sont simplement prises en compte en ne considé-
rant que les variables associées à des parties de taille adéquate. Le nombre de variables
étant exponentiel, un algorithme de branch-and-price est utilisé pour la résolution.
Le clique partitioning problem with minimum size requirement, qui impose nombre
minimal de sommet par partie, a été introduit par Ji et Mitchell [66, 67]. Dans [66],
les auteurs proposent de nouvelles familles d’inégalités, présentent des conditions sous
lesquelles elles déﬁnissent des facettes et utilisent un algorithme de branch-and-cut pour
la résolution. Le second article [67] présente un algorithme de branch-and-price-and-cut.
Sørensen introduit le simple graph partitioning problem [115, 116] dans lequel une
partie ne peut contenir plus de b sommets. Une très grande famille d’inégalitées appelée
b-tree est déﬁnie dans [115]. L’idée à l’origine de ces inégalités est qu’un arbre contenant
b+1 sommets possède nécessairement au moins une arête ne ﬁgurant pas dans la solution
optimale (puisque chaque partie contient au maximum b sommets). Dans [116], d’autres
familles d’inégalités sont étudiées.
A notre connaissance, le travail le plus récent réalisé sur cette variante du problème a
été accompli par de Labbé et Özsoy [81]. Le problème considéré, appelé size-constrained
graph partitioning problem, généralise plusieurs problèmes précédemment mentionnés
puisqu’aucune contrainte n’est imposée sur les bornes FL et FU . Par exemple, le clique
partitioning problem de Grötschel et Wakabayashi correspond au cas où FL = 1 et
FU = n. Les auteurs étudient diverses familles d’inégalités et déterminent les conditions
sous lesquelles elles déﬁnissent des facettes pour les diﬀérentes valeurs de FL et FU . Les
résultats obtenus ont par la suite été utilisés dans un branch-and-cut aﬁn de résoudre
un problème de conception de réseau [22].
3.2.4 - Nombre de parties contraint 83
3.2.3 Nombre de sommets par partie fixé
Dans cette partie nous traitons des approches dans lesquelles le nombre de sommets
par partie est contraint à être le même (à un sommet prêt).
Conforti et Rao [27, 28] introduisent le problème nommé equipartition problem consis-
tant à minimiser le poids de la coupe séparant un graphe G = (V,E) en deux parties de
tailles respectives ⌊n
2
⌋ et ⌊n
2
⌋. Les auteurs s’intéressent à ce problème car il est équivalent
à un problème quadratique apparaîssant dans le cadre de problématiques d’étude de la
magnétisation d’alliage métallique. Des inégalités déﬁnissant des facettes y sont carac-
térisées et un algorithme de branch-and-cut les utilisant a par la suite été présenté [19].
Le k-way equipartition problem survient lorsque l’on souhaite obtenir un nombre de
parties variable k contenant chacune |V |
k
sommets (|V | est supposé être un multiple de
k). Mitchell et John étudient notamment ce problème dans le cadre de la répartition
d’équipes sportives en ligues aﬁn de minimiser les distances parcourues lors des ren-
contres [93, 94]. Une étude polyèdrale est réalisée et un algorithme de branch-and-cut
est, cette fois encore, utilisé pour la résolution.
3.2.4 Nombre de parties contraint
Nous considérons ici les variantes de partitionnement de graphe dans lesquelles le
nombre de parties est contraint mais pas leur poids.
De nombreux travaux ont été réalisés pour le cas où le graphe doit être partitionné
en deux. Par exemple, Barahona et Mahjoub étudient le polytope des coupes [14] qui
correspond à l’enveloppe convexe des vecteurs d’incidence des coupes d’un graphe. Ils
étudient la structure faciale de ce polytope et caractérisent l’adjacence de ses sommets.
Lorsque le nombre de parties à obtenir K est ﬁxé et que le poids des arêtes du
graphes sont tous positifs, Goldschmidt et al. [48] ont déﬁni un algorithme polynomial
permettant de trouver la K-coupe de poids minimal. La complexité de ce dernier est
O(n
K2
2
− 3K
2
+4T (n,m)), où T (n,m) correspond au temps nécessaire à l’obtention d’un
(s, t)-coupe dans un graphe comprenant n sommets et m arêtes. Bien que polynomial,
cette complexité augmente rapidement avec la valeur de K. Plus récemment, des ap-
proches basées sur les fonctions sous-modulaires on aussi été utilisées pour résoudre
eﬃcacement ce problème [107, 134].
Chopra et Rao considèrent le polytope des k-partitions qui correspond à l’enveloppe
convexe des vecteurs d’incidences des partitions comportant un nombre de parties r tel
que r ∈ {3, . . . , k} [25]. Il utilisent des techniques de lifting aﬁn de déﬁnir de nouvelles
inégalités déﬁnissant des facettes.
Deza et al. [31] étudient les deux polytopes associés aux vecteurs d’incidence des
multicoupes divisant un graphe en au plus K parties et en au moins K parties. Les
auteurs présentent une large famille d’inégalités appelée clique-web inequalities et ca-
ractérisent les cas où ces dernières déﬁnissent des facettes. De plus, ils utilisent cette
famille comme base pour générer de nouvelles inégalités déﬁnissant des facettes et pré-
sentent un algorithme polynomiale permettant de résoudre le problème de séparation
d’une partie des inégalités clique-web. Chopra et Rao réalisent, eux aussi, une étude de
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ces deux polytopes [24].
Dans les travaux de Fan et Pardalos [36], les partitions recherchées contiennent exac-
tement K parties non vides. Les auteurs considèrent une formulation utilisant deux
familles de variables précédemment présentées :
– xi,j ∀(ij) ∈ E vaut 1 si i et j sont dans la même partie et à 0 sinon ;
– xki ∀i ∈ V ∀k ∈ {1, . . . , K} qui vaut 1 si i est dans la partie k et à 0 sinon.
Le lien entre ces deux variables est eﬀectué par la contrainte
xi,j =
K∑
k=1
xki x
k
j ∀ij ∈ E, (3.3)
qui assurent que xi,j vaut 1 s’il existe une partie k contenant à la fois i et j. Chacune
de ces contraintes peut ensuite être linéarisée et remplacée par les deux suivantes :
xi,j − x
k
i + x
k
j ≤ 1 ∀ij ∈ E (3.4)
et
xi,j + x
k
i − x
k
j ≤ 1 ∀ij ∈ E. (3.5)
En prenant FL non nulle, les auteurs assurent via les équations 3.2 que le nombre de
parties obtenues est exactement égal à K.
Cette formulation n’est cependant pas exempte de défauts puisque les variables xki
introduisent une forte symétrie dans le modèle. En eﬀet, chaque solution réalisable de
cette modélisation peut être utilisée pour obtenirK! solutions équivalentes en permutant
les indices des parties. Par exemple, si trois sommets et deux parties sont considérés,
une solution dans laquelle les variables x21, x
1
2 et x
1
3 valent 1 (qui correspond au fait de
regrouper les sommets 2 et 3 ensemble) est équivalente à une solution où les variables
x11, x
2
2 et x
2
3 valent 1. Dans le premier cas, les sommets 2 et 3 sont dans la partie d’indice
1, tandis que dans le second, ils se trouvent dans la partie d’indice 2. Ces deux solutions
correspondent à la même partition et sont donc équivalentes.
Les symétries peuvent grandement détériorer les performances d’algorithmes de ré-
solution (e.g. : dans le cas d’un branch-and-cut, elles pourront entraîner l’exploration
de nombreuses branches identiques). C’est la raison pour laquelle diﬀérents auteurs ont
étudié comment casser la symétrie dans les formulations utilisant les variables xki . Kai-
bel et al. [70] considèrent le cas dans lequel le poids des parties n’est pas contraint et le
nombre de parties doit être inférieur ou égal àK. Aﬁn de réduire le nombre de symétries,
ils imposent que chaque sommet i se trouve dans une partie dont l’indice est inférieur
ou égal à i :
xji = 0 ∀i ∈ V ∀j ∈ {i+ 1, . . . , n}. (3.6)
Les symétries restantes ne sont pas prises en compte directement dans la formula-
tion, mais progressivement au cours de la résolution par branch-and-cut. Pour ce faire,
les auteurs appliquent à diﬀérents nœuds de l’arborescence un algorithme permettant
d’identiﬁer les branches correspondant à des solutions symétriques.
Plus récemment, Bonami et al. [18] ont montré qu’il était possible de retirer toute
symétrie dans une formulation utilisant les variables xki ∀i ∈ V ∀k ∈ {1, . . . , n} en
imposant que la partie d’indice i soit non vide si et seulement si le sommet de plus petit
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indice qu’elle contient est i. Ceci peut être réalisé en ajoutant les contraintes 3.6 ainsi
que les suivantes :
xji ≤ x
j
j ∀j ∈ V ∀i ∈ {j + 1, . . . , n}. (3.7)
Ces dernières assurent que si le sommet j n’est pas dans la partie d’indice j, alors
aucun sommet i plus grand que j ne peut être dans cette partie.
3.3 Discussion
Comme nous l’avons vu, la littérature concernant le problème de partitionnement
de graphes est riche et variée. Elle comporte aussi bien des approches heuristiques
qu’exactes chacune possédant ses avantages. Dans l’outil d’aide à la décision que nous
déﬁnissons, nous souhaitons permettre à l’utilisateur de choisir entre ces deux approches
en fonction du type de solution (rapide ou optimale) qu’il souhaite obtenir.
Comme nous l’avons présenté en introduction de ce chapitre, nous souhaitons utiliser
des méthodes permettant à l’utilisateur de notre outil de ﬁxer le nombre de parties
K sans imposer de contraintes au nombre de sommets par parties. Ce problème peut
apparaître dans la littérature sous diﬀérents noms (e.g. : K-coupes). Dans le cadre de
ce document, nous utilisons le terme de K-partitionnement pour y faire référence.
De nombreuses méthodes heuristiques le permettent. Cependant, leur description
section 3.1 ne peut prétendre suﬃre à en permettre une comparaison raisonnable. Les
méthodes hiérarchiques ont pour avantage de fournir un ensemble de partitions per-
mettant à l’utilisateur de parcourir des solutions correspondant à diﬀérentes valeurs de
K sans nécessiter de calculs supplémentaires. Les approches de type partition, quant
à elles, sont susceptibles de fournir de meilleures solutions grâce à des améliorations
successives d’une partition initiale. Ainsi, nous avons décidé de sélectionner un échan-
tillon représentatif d’approches des deux types et de comparer leurs performances (détail
de l’expérience en section 6.3). Les algorithmes considérés sont les suivants Single-link
(hiérarchique, basé sur la plus petite distance), ROCK (hiérarchique, basé sur le voisi-
nage), CHAMELEON (hiérarchique basé sur l’interconnectivité), propagation d’aﬃnité
(type partition, utilisant l’envoi de messages) et trois méthodes spectrales utilisant les
diﬀérents laplaciens présentés (type partition, basé sur la réduction de dimensions).
Concernant les approches exactes, l’algorithme proposé par Goldschmit et al. [48]
ainsi que des algorithmes basés sur les fonctions sous-modulaires [107, 134] permettent
de minimiser en temps polynomial le poids de laK-coupe (ce qui équivaut à maximiser le
poids de laK-partition) dans le cas où l’ensemble des arêtes possède un poids positif. Ces
approches correspondent bien au problème de K-partitionnement, cependant, comme
nous le voyons en section 6, les méthodes utilisées pour calculer la proximité entre les
motifs fournit des valeurs aussi bien positives que négatives. Les arcs de notre graphe ne
seront donc pas tous positifs. La seule approche exacte permettant de ﬁxer le nombre
de parties K tout en laissant libre le poids des parties est celle proposée par Fan et
Pardalos [36]. Bien qu’elle comporte beaucoup de symétrie, les inégalités proposées par
Bonami et al. [18] peuvent être utilisée aﬁn de s’en aﬀranchir. Dans le chapitre suivant,
nous présentons deux formulations alternatives du problème de K-partitionnement.
4 | Approche polyèdrale pour le pro-
blème de K-partitionnement
Aﬁn d’oﬀrir l’opportunité à l’utilisateur de notre application de partitionner les mo-
tifs extraits durant la première étape de notre méthodologie en un nombre de parties
ﬁxé, nous étudions le problème de K-partitionnement. Nous avons constaté dans le cha-
pitre précédent que de nombreuses méthodes heuristiques permettaient de traiter ce
problème. Cependant, comme nous l’avons mentionné en introduction, nous préférons
nous orienter vers des méthodes de résolution exactes aﬁn de pouvoir évaluer objective-
ment la qualité de notre modélisation. C’est la raison pour laquelle nous déﬁnissons et
étudions deux formulations originales du problème de K−partitionnement, sous forme
de programmes d’optimisation linéaire en nombres entiers. Ces formulations sont des
alternatives à celle proposée par Fan et Pardalos [36] décrite précédemment.
Après quelques déﬁnitions en section 4.1, les formulations sont présentées et compa-
rées en section 4.2. En section 4.3 nous étudions la dimension de l’enveloppe convexe du
polyèdre entier associé à ces formulations et caractérisons les conditions sous lesquelles
des familles d’inégalités en déﬁnissent des facettes. Nous nous intéressons notamment
aux trois familles d’inégalités non triviales suivantes : inégalités de 2-partitions, inéga-
lités 2-chorded cycle et inégalités de clique généralisées.
4.1 Définitions et notations
Dans cette section, nous rappelons quelques notations utilisées dans le chapitre pré-
cédent et en déﬁnissons des nouvelles.
Tout au long de ce chapitre, nous considérons un graphe G = (V = {m1, . . . ,mn}, E)
complet dont chaque sommet correspond à un des motifs récurrents précédemment ex-
traits. Soient mi et mj deux sommets de V , mi est dit plus petit (respectivement plus
grand) que mj si i est plus petit (respectivement plus grand) que j. Dans la suite, les
sommets de V sont désignés par leur indice (e.g. : i fait référence au sommet mi).
Soient V1 et V2 deux sous-ensembles de V et soit x un vecteur de ❘|E| dont les com-
posantes sont indicées en fonction de E (i.e. : xT = (x1,2, x1,3, . . . , xn−1,n)T ). Nous utili-
sons les expressions x(V1) et x(V1, V2) pour dénoter respectivement
∑
i∈V1,j∈V1\{i}
xi,j et∑
i∈V1
∑
j∈V2
xi,j. Étant donné un ensemble E1 ⊂ E, le terme x(E1) représente
∑
e∈E1
xe.
Soit pi = {P1, . . . , PK} une K-partition. Pour tout i ∈ {1, . . . , K}, le sommet le plus
petit de Pi est noté ri. Le terme r′i désigne le deuxième sommet le plus petit de Pi (i.e. :
r′i = minj∈Pi\{ri} j).
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Soit B une expression booléenne. Nous déﬁnissons la fonction indicatrice ✶{B} qui
vaut 1 si B est vrai et 0 sinon.
Transformations
Nous introduisons ici une notion originale, appelée transformation, permettant de
simpliﬁer la présentation et la compréhension des démonstrations de ce chapitre.
Aﬁn d’étudier la dimension d’un polytope P dans un espace de dimension n (ou
d’une face de P ), nous identiﬁons le nombre d’hyperplans aﬃnement indépendants qui le
contiennent. S’il en existe exactement n1, alors la dimension de P est n−n1. En particu-
lier, pour montrer que P est de dimension pleine, nous prouvons qu’il n’est contenu dans
aucun hyperplan. Ceci est réalisé en considérant un hyperplan H = {x ∈ ❘n |αTx = α0}
contenant P et en prouvant que l’ensemble des coeﬃcients de H (i.e. : le coeﬃcient α0
et les n coeﬃcients de α = (α1, . . . , αn)T ) sont nulles.
Pour ce faire, nous devrons découvrir des relations entre les coeﬃcients de H. Nous
obtiendrons ces relations en considérant diﬀérents points de ❘n ﬁgurant dans P . Par
exemple, supposons que n soit égal à 3 et que P contienne les points xa = (1, 0, 1)T et
xb = (1, 1, 0)T . Puisque P est inclus dans H, ces deux points doivent nécessairement
vériﬁer la relation αTx = α0. Nous obtenons donc pour xa, l’équation α1 + α3 = α0 et
pour xb : α1 + α2 = α0 ; ce qui permet d’obtenir :
α3 = α2. (4.1)
Le membre gauche de cette équation correspond aux composantes non nulles de xa
qui sont nuls dans xb et le membre droit aux composantes non nulles de xb qui sont
nulles dans xa.
Ainsi, nous aurons régulièrement à considérer deux points de l’espace et à identiﬁer
leurs composantes qui diﬀèrent. Pour simpliﬁer cette identiﬁcation, nous déﬁnissons
la notion de transformation permettant de représenter le passage d’une partition à une
autre (i.e. : d’un point à un autre de notre espace de recherche) en modiﬁant uniquement
deux de leurs parties.
Soient V1 et V2 deux sous-ensembles non vides disjoints de V et soit R ⊆ V1∪V2 avec
R1 = R ∩ V1 et R2 = R ∩ V2. Nous notons R = R1 ∪R2. Nous appelons transformation
la fonction T : {V1, V2, R} 7→ {V ′1 , V
′
2} telle que V
′
1 et V
′
2 correspondent aux ensembles
V1 et V2 après échange des sommets contenus dans R (i.e. : V ′1 = (V1\R1) ∪ R2 et
V ′2 = (V2\R2) ∪R1). La transformation T est représentée en ﬁgure 4.1.
V1\R1
R1 V2\R2
R2
Figure 4.1 – Représentation de T (V1, V2, R) avec R1 = R ∩ V1 et R2 = R ∩ V2.
Cette transformation est dite valide pour un polytope P , si :
– il existe une K-partition pi, dont deux des parties sont V1 et V2 et dont le vecteur
indicateur est inclus dans P ;
– la partition pi′ obtenue à partir de pi en remplaçant V1 et V2 par V ′1 et V
′
2 , est
elle-même incluse dans P .
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Lorsque, pour une transformation T donnée, des partitions pi et pi′ auront été expli-
citement déterminées, cette dernière pourra être représentée par : pi → pi′.
L’utilisation de transformations, va nous permettre de représenter intuitivement le
lien entre des paires de points de notre espace de recherche et d’en déduire aisément une
relation sur les coeﬃcients d’un hyperplan les contenant.
4.2 Formulations
Étant donné un graphe complet G = (V,E), associant à chacune de ses arêtes ij ∈ E
un poids wi,j, le problème de K−partitionnement consiste à partitionner les sommets de
V en K parties non vides tout en minimisant le poids de la K-coupe. Ce problème est
un cas particulier du problème de partitionnement en cliques présenté dans le chapitre
précédent.
C’est la raison pour laquelle, nous utilisons une formulation basée sur celle introduite
par Grötschell et Wakabayashi [51] associant à chaque arête (i, j) de E, une variable
binaire xi,j telle que :
xi,j =
{
1 si i et j sont dans la même partie
0 sinon
,
et comprenant les familles d’inégalités suivantes :
xi,j ∈ {0, 1} ∀ij ∈ E, (4.2)
et
xi,j + xi,k − xj,k ≤ 1 ∀i ∈ V ∀j, k ∈ V \{i}, j < k. (4.3)
Les inégalités (4.3), appelées inégalités triangulaires, assurent la cohérence des par-
ties. En eﬀet, si le sommet i se trouve dans la même partie que les sommets j et k
(i.e. : xi,j + xi,k = 2), alors ces inégalités spéciﬁent que les sommets j et k se trouvent
nécessairement dans la même partie (i.e. : xj,k = 1). Les solutions entières de ❘|E| satis-
faisant les équations (4.2) et (4.3) correspondent exactement aux solutions du problème
de partitionnement en cliques.
Nous déﬁnissons, en section 4.2.1, une formulation (F1) du problème de K-
partitionnement qui est une adaptation originale de la formulation de Grötschell et
Wakabayashi. En section 4.2.2, nous montrons qu’une formulation (F2), étendant (F1),
peut être obtenue. Enﬁn en section 4.2.3 nous comparons les deux formulations et mon-
trons que (F2) est meilleure (au sens de la relaxation linéaire) que (F1).
4.2.1 Formulation (F1)
Nous présentons une extension de la formulation décrite précédemment permettant
de ﬁxer le nombre de parties. Pour ce faire, nous introduisons pour chaque sommet i de
V , une variable xi telle que
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xi =
{
1 si i est le sommet le plus petit de sa partie
0 sinon
.
Ce type de variables a été utilisé pour la première fois par Campelo et al. [21] dans des
problématiques de coloration de graphes. Elles ont pour avantage de permettre de ﬁxer
le nombre de parties souhaitées, sans pour autant ajouter de symétrie à la formulation.
Dans la suite, un sommet i est appelé représentant si la variable xi vaut 1. Aﬁn
d’assurer que le sommet d’une partie dont l’indice est le plus petit indice soit un repré-
sentant, nous utilisons les contraintes :
0 ≤ xi ≤ 1 ∀i ∈ V (4.4)
et
xi +
i−1∑
j=1
xi,j ≥ 1 ∀i ∈ V. (4.5)
Ensuite, pour assurer que chaque partie ne contienne pas plus d’un représentant,
nous ajoutons les contraintes :
xi + xi,j ≤ 1 ∀i ∈ V, ∀j ∈ {1, . . . , i− 1}. (4.6)
Enﬁn, une K−partition peut être obtenue en ﬁxant à K le nombre de représentants :
n∑
i=1
xi = K. (4.7)
Nous avons pour l’instant déﬁni une variable par arête et sommet du graphe. La
dimension de l’espace de recherche correspondant est donc |E|+ |V |. Cependant, il est
possible de ﬁxer trois variables, réduisant ainsi d’autant la dimension de l’espace de
recherche :
– Le sommet 1 est toujours celui dont l’indice est le plus petit de sa partie, ainsi x1
vaut toujours 1 ;
– Le second sommet est lui aussi le plus petit de sa partie, sauf s’il est dans la même
partie que 1, en conséquence x2 est égal à 1− x1,2 ;
– En utilisant l’équation (4.7), x3 peut être ﬁxée à K − 2 + x1,2 −
∑n
i=4 xi (il n’est
donc pas nécessaire que la contrainte (4.7) ﬁgure dans la formulation).
Le nombre de variables considérées est maintenant égal à |E| + |V | − 3. Aﬁn de
simpliﬁer les notations, les variables x1, x2 et x3 – qui sont maintenant des variables
artiﬁcielles – ne sont pas substituées par leur expression, dans la suite du document.
A partir de maintenant, tout vecteur α ∈ ❘|E|+|V |−3 est indicé par les sommets de
V \{1, 2, 3} et les arêtes de E (i.e. : αT = (α4, . . . , αn, α1,2, . . . , αn−1,n)T ). De plus, nous
associons à α trois composantes supplémentaires α1, α2 et α3 qui valent toujours 0.
Nous obtenons une première formulation du problème de K-partitionnement :
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(F1)


minimiser
∑
ij∈E
wi,jxi,j
soumis à xi,j + xi,k − xj,k ≤ 1 ∀i ∈ V ∀j, k ∈ V \{i}, j < k (4.3)
xi +
i−1∑
j=1
xi,j ≥ 1 ∀i ∈ V (4.5)
xi + xi,j ≤ 1 ∀i ∈ V, ∀j ∈ {1, . . . , i− 1} (4.6)
xi,j ∈ {0, 1} ∀ij ∈ E (4.2)
xi ∈ [0, 1] ∀i ∈ V (4.4)
Il est important de noter qu’il n’est pas nécessaire de contraindre les variables de
représentants xi à être discrètes. En eﬀet, l’intégrité des variables xi,j assure – via les
contraintes (4.5) et (4.6) – que les variables xi valent 0 ou 1.
4.2.2 Formulation (F2)
Nous proposons maintenant une extension de cette formulation. Dans (F1), le re-
présentant de chaque partie est ﬁxé grâce aux contraintes (4.5) et (4.6). Ces dernières
pourraient, cependant, être remplacées par
xj +
j−1∑
i=1
xixi,j = 1 ∀j ∈ V. (4.8)
Les contraintes (4.8), assurent qu’un sommet j est soit un représentant (xj = 1)
soit qu’il se trouve dans la même partie qu’exactement un sommet – plus petit que
lui – qui est un représentant (xixi,j = 1). Sans perte de généralité, dans la suite, i est
supposé plus petit que j. Les contraintes (4.8) étant quadratiques, elles nécessitent d’être
adaptées aﬁn de pouvoir les utiliser dans une formulation linéaire. En conséquence, nous
introduisons pour chaque arête ij de E une variable x˜i,j telle que
x˜i,j =
{
1 si i est le représentant de j
0 sinon
.
Les familles de contraintes (4.5) et (4.6) de (F1) peuvent ainsi être remplacées par
xj +
j−1∑
i=1
x˜i,j = 1 ∀j ∈ V (4.9)
et
0 ≤ x˜i,j ≤ 1 ∀ij ∈ E. (4.10)
Aﬁn de vériﬁer que chaque variable x˜i,j est égale à xixi,j, nous utilisons une technique
de linéarisation classique qui consiste à ajouter les trois familles d’inégalités suivantes :
x˜i,j ≤ xi,j ∀ij ∈ E (4.11)
x˜i,j ≤ xi ∀ij ∈ E, i < j (4.12)
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xi,j + xi − x˜i,j ≤ 1 ∀ij ∈ E, i < j (4.13)
Puisque le sommet 1 est toujours le représentant de sa partie, les variables x˜1,j et x1,j
pour tout j ∈ V \{1} sont équivalentes. De manière similaire à x1, x2 et x3, les variables
x˜1,j sont donc artiﬁcielles mais ne sont pas substituées dans la suite, aﬁn de simpliﬁer
les notations. En retirant ces |V | − 1 variables, nous obtenons une formulation étendue
de (F1) comportant 2|E| − 2 variables :
(F2)


minimiser
∑
ij∈E
wi,jxi,j
soumis à xi,j + xi,k − xj,k ≤ 1 ∀i ∈ V ∀j, k ∈ V \{i}, j < k (4.3)
xj +
j−1∑
i=1
x˜i,j = 1 ∀j ∈ V (4.9)
x˜i,j ≤ xi,j ∀ij ∈ E (4.11)
x˜i,j ≤ xi ∀ij ∈ E, i < j (4.12)
xi,j + xi − x˜i,j ≤ 1 ∀ij ∈ E, i < j (4.13)
xi,j ∈ {0, 1} ∀ij ∈ E (4.2)
xi ∈ [0, 1] ∀i ∈ V (4.4)
x˜i,j ∈ [0, 1] ∀ij ∈ E (4.10)
Tout comme les variables de représentants, il n’est pas nécessaire de contraindre les
variables x˜i,j à être entières.
L’ajout des familles d’inégalités (3.6) et (3.7) permet d’assurer que la partie d’indice
i est non vide si et seulement si le sommet de plus petit indice qu’elle contient est i.
Cela revient à dire que si la partie i est présente dans une solution, le sommet i en est
le représentant. Les variables xi i ∈ V utilisées dans les formulations (F1) et (F2) jouent
donc un rôle identique à celui des variables xii de (F3) (i.e. : pour uneK-partition donnée,
les variables xi et xii possèdent la même valeur dans leur formulation respective). Pour
cette raison, de manière similaire aux formulations précédentes, les variables x11, x
2
2 et
x33 peuvent être retirées de la formulation, ce qui amène à une formulation comportant
|E|+K|V | − 3 variables.
4.2.3 Comparaison des formulations
La relaxation linéaire de (F1) et (F2) est la solution optimale de ces formulations
dans lesquelles les contraintes d’intégrité (4.2) ont été substituées par
0 ≤ xi,j ≤ 1 ∀ij ∈ E. (4.14)
Soit (R1) (respectivement (R2)) le polytope de l’ensemble des solutions réalisables
de la relaxation linéaire de (F1) (respectivement (F2)). Ainsi,
(R1) = {x ∈ ❘
|E|+|V |−3 | (4.3) à (4.6) et (4.14)}
et
(R2) = {x ∈ ❘
2|E|−2 | (4.3), (4.4) et (4.9) à (4.14)}.
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Des méthodes de résolution de programmes linéaires en nombres entiers telles que
les méthodes de plans coupants ou de branch-and-cut sont basées sur le fait que leur
relaxation linéaire peut être calculée rapidement. Dans les cas où la fonction objectif est
à minimiser, la relaxation linéaire fournit une borne inférieure de la solution optimale.
Plus le polytope de la relaxation linéaire est petit, meilleure sera la borne. Aﬁn de
comparer (R1), et (R2), nous considérons
proj(R2) = {x ∈ ❘
|E|+|V |−3 | ∃x˜ ∈ ❘|E|−|V |+1,
(
x
x˜
)
∈ (R2)}.
La dimension de l’espace de recherche de (R1), proj(R2) est |E| + |V | − 3. Les
ensembles de solutions entières contenus dans chacun de ces polytopes se correspondent
de façon bijective puisque (F1) et (F2). Le théorème suivant montre que – dans l’ensemble
des cas non triviaux – proj(R2) est strictement inclus dans (R1), prouvant ainsi que la
formulation (F2) est meilleure que (F1).
Théorème 4.2.1 proj(R2) ⊂ (R1) si n ≥ 4 et K ∈ {2, . . . , n− 2}.
Démonstration Il est facile de constater que le polyèdre proj(R2) est inclus dans
(R1). Aﬁn de prouver ce théorème, nous exhibons un point de (R1) qui ne se trouve
pas dans proj(R2).
Soit x1 ∈ ❘|E|+|V |−3 le vecteur indicateur d’une K-partition {P1, . . . , PK} avec
P1 = {1, 2, 3}. Il est toujours possible de construire une telle partition lorsque n ≥ 4
et K ∈ {2, . . . , n− 2}.
La table 4.1 représente les valeurs des composantes de x1 relatives aux trois pre-
miers sommets du graphe ainsi que celles d’un deuxième point x2, identique à x1 à
l’exception des composantes x1,3 et x2,3 qui valent 0.5. Le point x2 se trouve dans (R1)
puisqu’il satisfait les contraintes (4.3) à (4.6) et (4.14).
Composantes x1 x2 x3 x1,2 x1,3 x2,3
Point initial x1 1 0 0 1 1 1
Point modifié x2 1 0 0 1 0.5 0.5
Table 4.1 – Valeurs des composantes relatives aux sommets 1, 2 et 3 pour
deux vecteurs x1 et x2 de ❘|E|+|V |−3. Le premier correspond à une K-partition
{P1, . . . , PK} telle que P1 = {1, 2, 3}. Le second (qui est une modification de
x1) se trouve dans R1 mais pas dans proj(R2).
Pour que x2 se trouve aussi dans proj(R2), il doit nécessairement exister un vecteur
x˜2 ∈ ❘|E|−2 tel que
(
x2
x˜2
)
∈ (R2). En particulier, les composantes x˜1,3 et x˜2,3 du
vecteur x˜2 doivent satisfaire les contraintes (4.9) et (4.12) qui imposent respectivement
x3 + x˜1,3 + x˜2,3 = 1 (4.15)
et
x˜2,3 ≤ x2. (4.16)
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Nous savons que x2 et x3 valent 0. Par conséquent, il en va de même pour x˜2,3
(d’après (4.16)). Ainsi, pour satisfaire l’équation (4.15), x˜1,3 doit valoir 1. Ceci est
impossible puisque x˜1,3 est nécessairement égal à x1,3 (et ici x1,3 vaut 0.5).

Aﬁn de comparer numériquement l’amélioration apportée à la relaxation linéaire par
(F1) et (F2), nous considérons des graphes complets dont le poids des arêtes ij ∈ E est
généré aléatoirement dans l’intervalle [0, 1000]. Soit o∗ la valeur optimale de la fonction
objectif du problème de K-partitionnement d’un de ces graphes et soit oR la valeur
obtenue via une des relaxations. Nous déﬁnissons l’écart relatif de la relaxation R sur
ce graphe comme
|o∗ − oR|
o∗
.
La table 4.2 représente l’écart relatif moyen des deux relaxations obtenues sur vingt
graphes pour diﬀérentes valeurs du couple (n,K). L’amélioration apportée par l’utilisa-
tion de la formulation étendue, bien que limitée (inférieur à 14%) permet d’accélérer de
manière signiﬁcative la résolution du problème de K-partitionnement par des méthodes
de plans coupants ou de branch-and-cut.
n
K
2 3 4 5 6 7 8
7 58 (-13) 31 (-13) 20 (-11) 3 (-1) 0 (-0)
8 63 (-11) 43 (-7) 11 (-6) 1 (-0) 0 (-0) 0 (-0)
9 68 (-11) 51 (-7) 29 (-6) 17 (-8) 15 (-6) 3 (-0) 0 (-0)
10 76 (-12) 61 (-8) 42 (-7) 22 (-6) 6 (-4) 5 (-5) 5 (-5)
11 79 (-11) 65 (-10) 48 (-8) 34 (-10) 22 (-9) 10 (-4) 11 (-5)
12 80 (-12) 68 (-12) 52 (-10) 35 (-8) 17 (-7) 8 (-4) 5 (-1)
13 81 (-11) 71 (-9) 59 (-7) 46 (-6) 30 (-6) 21 (-6) 17 (-2)
14 85 (-14) 76 (-13) 66 (-13) 55 (-14) 43 (-13) 26 (-10) 12 (-5)
15 88 (-11) 80 (-9) 70 (-9) 59 (-9) 46 (-6) 32 (-5) 18 (-4)
16 89 (-12) 82 (-9) 75 (-9) 64 (-9) 52 (-10) 38 (-10) 18 (-5)
17 89 (-8) 83 (-8) 77 (-10) 70 (-10) 60 (-9) 47 (-8) 30 (-10)
18 90 (-9) 84 (-9) 78 (-11) 72 (-11) 65 (-12) 55 (-12) 44 (-9)
19 91 (-11) 85 (-9) 80 (-10) 74 (-11) 66 (-11) 57 (-10) 48 (-11)
20 93 (-10) 89 (-9) 84 (-9) 79 (-9) 73 (-8) 63 (-6) 50 (-7)
Table 4.2 – Écart relatif moyen des relaxations (R1) et (R2) sur vingt graphes. Pour
chaque couple (n,K), la première valeur correspond à (R1) et l’amélioration apporté par
(R2) sur l’écart relatif moyen est représenté entre parenthèse.
Soit Pn,K l’enveloppe convexe de l’ensemble des solutions entières de la formulation
(F1) (i.e. : Pn,K = conv(R1 ∩ {0, 1}|E|+|V |−3 ). Compte tenu du fait qu’il existe une
correspondance bijective entre les ensembles de solutions réalisables de (F1) et (F2), une
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facette de Pn,K déﬁnira aussi une facette de l’enveloppe convexe des points entiers de
(F2). Une partition pi est dite incluse dans Pn,K , si son vecteur indicateur xpi est inclus
dans Pn,K .
4.3 Dimension et facettes
La caractérisation de familles d’inégalités déﬁnissant des facettes de l’enveloppe
convexe d’un polyèdre entier permet d’acquérir une meilleure connaissance du problème
qui y est associé, et est susceptible d’améliorer les performances d’algorithmes de réso-
lution exacte.
Nous nous intéressons ici au polyèdre Pn,K . Avant d’en déterminer des facettes en
section 4.3.2, il est nécessaire de caractériser sa dimension.
4.3.1 Dimension de Pn,K
Aﬁn de déterminer la dimension de Pn,K , nous dénombrons le nombre d’hyperplans
linéairement indépendants H = {x ∈ ❘|E|+|V |−3 | αTx = α0} qui le contiennent. Si le po-
lytope est inclus dans exactement p hyperplans linéairement indépendants, sa dimension
est égale à la taille de l’espace des solutions moins p (dans notre cas |E|+ |V | − 3− p).
La dimension du polytope est donc maximale s’il n’est inclus dans aucun hyperplan.
Pour eﬀectuer le dénombrement de ces hyperplans, nous déterminons successivement
des relations sur les composantes de H. Chacune de ces relations est obtenue en appli-
quant une transformation valide pour Pn,K . Puisque le polytope dont nous souhaitons
connaître la dimension est ici Pn,K , une transformation T (P1, P2, R) 7→ {P ′1, P
′
2} est va-
lide s’il existe une K-partition pi contenant P1 et P2 et si la partition pi′ obtenue à partir
de pi en remplaçant P1 et P2 par P ′1 et P
′
2 contient elle aussi K parties (i.e. : si P
′
1 6= ∅
et P ′2 6= ∅). Compte tenu du fait que les partitions pi et pi
′ sont incluses dans Pn,K , elles
ﬁgurent aussi dans H. Ainsi, la multiplication de αT par le vecteur indicateur de pi ou
de pi′ est égale à α0, ce qui nous permet d’obtenir la relation : αTxpi = αTxpi
′
.
Dans la suite, étant donnée une K-partition pi = {P1, P2, . . . , PK} et un entier i ∈
{1, . . . , K}, le terme ri correspondra au plus petit sommet contenu dans Pi (i.e. ri est
le représentant de ri). De manière similaire, r′i est utilisé pour représenter le plus petit
sommet de Pi\{ri} (i.e. : le deuxième sommet de plus petit indice contenu dans Pi).
La démonstration de la dimension de Pn,K que nous présentons s’appuie sur quatre
lemmes résumés en table 4.3. Si P1 et P2 vériﬁent les conditions représentées dans la
deuxième colonne de la table 4.3 et que les transformations ﬁgurant dans la colonne
suivante sont valides, alors l’égalité présentée en dernière colonne est vraie pour les
composantes de tout hyperplan incluant Pn,K .
Lemme 4.3.1 Étant données les quatre K-partitions suivantes :
(i) pi = {P1, P2, P3, . . . , PK} avec p1 ∈ P1\{r1} et p2 ∈ P2\{r2} ;
(ii) pi1 = {C(1)1 , C
(1)
2 , P3, . . . , PK} avec {C
(1)
1 , C
(1)
2 } = T (P1, P2, {p1}) ;
(iii) pi2 = {C(2)1 , C
(2)
2 , P3, . . . , PK} avec {C
(2)
1 , C
(2)
2 } = T (P1, P2, {p2}) ;
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Lemme Conditions
Transformations
Résultat
valides
4.3.1
p1 ∈ P1\{r1},
P2P1
p1, p2
p1
p2
αp1,p2 = 0p2 ∈ P2\{r2}
4.3.2
r1 < r2
P2P1
r1, p2
r1
p2
2αr1,p2 + αr′1 = αmin(r′1,p2)p2 ∈ P2\{r2}
4.3.3
r1 < r2
P2P1
r1, r2
r1
r2
2αr1,r2 + αr′1 + αr′2 = 2αr2r2 < r
′
1
|P2| ≥ 2
4.3.4
i ∈ P1\{r1}
P2P1
r1, r2
r1
i
i, r2
αr1,r2 = αr2,ii < r2
Table 4.3 – Résumé des quatre lemmes utilisés dans les démonstrations. Étant donnée
une K−partition pi = {P1, . . . , PK} dont le vecteur indicateur xpi est inclus dans l’hyper-
plan H = {x ∈ ❘|E|+|V |−3 | αTx = α0}, si les conditions figurant en deuxième colonne
sont vérifiées et que les K−partitions obtenues en appliquant chacune des transforma-
tions de la troisième colonne sont incluses dans H alors, la relation sur les composantes
de H figurant en dernière colonne est nécessairement vraie.
(iv) pi3 = {C(3)1 , C
(3)
2 , P3, . . . , PK} avec {C
(3)
1 , C
(3)
2 } = T (P1, P2, {p1, p2}).
Si xpi, xpi
1
, xpi
2
, xpi
3
vérifient αTx = α0 alors αp1,p2 = 0.
P1\p1
p1
P2
(a) pi → pi1
P1 P2\p2
p2
(b) pi → pi2
P1\p1
p1 P2\p2
p2
(c) pi → pi3
Figure 4.2 – Représentation des transformations permettant de passer de pi à pi1, pi2
et pi3.
Démonstration
Nous rappelons, tout d’abord, que pour tout sous-ensemble de V , V1 et V2 et
tout vecteur x ∈ ❘|E|, x(V1) et x(V1, V2) dénotent respectivement
∑
i∈V1,j∈V1\{i}
xi,j et∑
i∈V1
∑
j∈V2
xi,j.
Les transformations permettant de passer de la K-partitions pi à pi1, pi2 et pi3 sont
représentées en ﬁgure 4.2. Notons m2 le minimum de r2 et p1. En utilisant le fait que
αTxpi et αTxpi
1
sont égaux à α0, nous obtenons :
K∑
i=1
(α(Pi)+αri) =
K∑
i=3
(α(Pi)+αri)+α(P1\{p1})+α(P2 ∪{p1})+αr1 +αm2 . (4.17)
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Ceci peut être simpliﬁé en supprimant les composantes apparaissant des deux côtés
de l’égalité :
α({p1}, P1) + αr2 = α({p1}, P2) + αm2 . (4.18)
Notons m1 le minimum de r1 et p2. Nous obtenons de manière similaire de pi2 :
α({p2}, P2) + αr1 = α({p2}, P1) + αm1 . (4.19)
Grâce à pi3 nous obtenons :
α({p1}, P1) + α({p2}, P2) + αr1 + αr2 =
α({p2}, P1\{p1}) + α({p1}, P2\{p2}) + αm1 + αm2 (4.20)
Enﬁn, les équations (4.18), (4.19) et (4.20) permettent de conclure. 
Lemme 4.3.2 Étant données les quatre K-partitions suivantes :
(i) pi = {P1, P2, P3, . . . , PK} avec r1 < r2, p2 ∈ P2\{r2} et |P1| ≥ 2 ;
(ii) pi1 = {C(1)1 , C
(1)
2 , P3, . . . , PK} avec {C
(1)
1 , C
(1)
2 } = T (P1, P2, {r1}) ;
(iii) pi2 = {C(2)1 , C
(2)
2 , P3, . . . , PK} avec {C
(2)
1 , C
(2)
2 } = T (P1, P2, {p2}) ;
(iv) pi3 = {C(3)1 , C
(3)
2 , P3, . . . , PK} avec {C
(3)
1 , C
(3)
2 } = T (P1, P2, {r1, p2}).
Si xpi, xpi
1
, xpi
2
, xpi
3
vérifient αTx = α0 alors 2αr1,p2 + αr′1 = αmin(r′1,p2).
Démonstration La transformation permettant de passer de pi à pi1 est représentée
en ﬁgure 4.3. Sachant que αTxpi = αTxpi
1
nous déduisons :
α({r1}, P1) + αr2 = α({r1}, P2) + αr′1 . (4.21)
Le sommet r2 n’est pas un représentant de pi1,
puisqu’il se trouve dans la même partie que r1 qui est
plus petit que lui. Ainsi, αr2 n’apparaît que dans la
partie gauche de l’équation. A l’inverse, r′1 n’est pas
un représentant de pi, mais en devient un lorsque r1
est déplacé dans P2. C’est la raison pour laquelle, αr′
1
apparaît dans la partie droite de (4.21).
P1\r1
r1
P2
Figure 4.3 –
Représentation de pi → pi1
lorsque p1 = r1.
Nous déduisons de αTxpi = αTxpi
2
:
α({p2}, P2) = α({p2}, P1). (4.22)
De plus αTxpi = αTxpi
3
nous donne
α({r1}, P1)+α({p2}, P2)+αr2 = α({r1}, P2\{p2})+α({p2}, P1\r1)+αmin(r′1,p2). (4.23)
Enﬁn, ce dernier résultat peut être simpliﬁé en αr1,p2 +αr2 = αmin(r′1,p2) en utilisant
les équations (4.21) et (4.22). 
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Lemme 4.3.3 Étant données les quatre K-partitions suivantes :
(i) pi = {P1, P2, P3, . . . , PK} avec r1 < r2 < r′1 et |P2| ≥ 2 ;
(ii) pi1 = {C(1)1 , C
(1)
2 , P3, . . . , PK} avec {C
(1)
1 , C
(1)
2 } = T (P1, P2, {r1}) ;
(iii) pi2 = {C(2)1 , C
(2)
2 , P3, . . . , PK} avec {C
(2)
1 , C
(2)
2 } = T (P1, P2, {r2}) ;
(iv) pi3 = {C(3)1 , C
(3)
2 , P3, . . . , PK} avec {C
(3)
1 , C
(3)
2 } = T (P1, P2, {r1, r2}).
Si xpi, xpi
1
, xpi
2
, xpi
3
vérifient αTx = α0 alors 2αr1,r2 + αr′1 + αr′2 = 2αr2.
Démonstration L’égalité αTxpi = αTxpi
1
nous amène une nouvelle fois à (4.21).
De αTxpi = αTxpi
2
nous déduisons :
α({r2}, P2) + r2 = α({r2}, P1) + r
′
2. (4.24)
Le sommet r2 n’est pas un représentant de pi1 puisqu’il se trouve dans la même
partie que r1. Le sommet r′2, quant à lui, devient un représentant puisque r2 ne se
trouve plus dans sa partie.
Enﬁn, αTxpi = αTxpi
3
donne
α({r1}, P1) + α({r2}, P2) = α({r1}, P2\{r2}) + α({r2}, P1\{r1}). (4.25)
Cette dernière relation peut être simpliﬁée en 2αr1,r2 + αr′1 + αr′2 = 2αr2 via les
équations (4.21) et (4.24). 
Lemme 4.3.4 Étant données les cinq K-partitions suivantes :
(i) pi = {P1, P2, P3, . . . , PK} avec i ∈ P1\{r1}, i < r2 ;
(ii) pi1 = {C(1)1 , C
(1)
2 , P3, . . . , PK} avec {C
(1)
1 , C
(1)
2 } = T (P1, P2, {r1}) ;
(iii) pi2 = {C(2)1 , C
(2)
2 , P3, . . . , PK} avec {C
(2)
1 , C
(2)
2 } = T (P1, P2, {i}) ;
(iv) pi3 = {C(3)1 , C
(3)
2 , P3, . . . , PK} avec {C
(3)
1 , C
(3)
2 } = T (P1, P2, {r1, r2}) ;
(v) pi4 = {C(4)1 , C
(4)
2 , P3, . . . , PK} avec {C
(4)
1 , C
(4)
2 } = T (P1, P2, {i, r2}).
Si xpi, xpi
1
, xpi
2
, xpi
3
, xpi
4
vérifient αTx = α0 alors αr1,r2 = αr2,i.
P1\r1
r1
P2
(a) pi → pi1r1
P1\i
i
P2
(b) pi → pi1i
P1\r1
r1 P2\r2
r2
(c) pi → pi4
P1\i
i P2\r2
r2
(d) pi → pi5
Figure 4.4 – Représentation des transformations utilisées dans le lemme 4.3.4.
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Démonstration Comme présenté dans les démonstrations précédentes, nous obte-
nons respectivement de αTxpi = αTxpi
1
r1 et αTxpi = αTxpi
1
i les équations (4.21) et (4.18)
(avec p2 = r2 dans le dernier cas).
De l’égalité αTxpi = αTxpi
4
nous déduisons :
α({r1}, P1) + α({r2}, P2) + αr2 = α({r1}, P2\{r2}) + α({r2}, P1\{r1}) + αr′1 . (4.26)
L’ensemble P (4)1 correspond à {P1\p1} ∪ {r2}. Son représentant est r
′
1 puisque
r′1 < r2.
L’égalité αTxpi = αTxpi
5
donne
α({i}, P1) + α({r2}, P2) + αr2 = α({i}, P2\{r2}) + α(r2, P1\{i}) + αi. (4.27)
Des équations (4.21) et (4.26) nous déduisons
α({r2}, P2) + αr1,r2 = α({r2}, P1\{r1}), (4.28)
et des équations (4.18) et (4.27) nous obtenons
α({r2}, P2) + αi,r2 = α({r2}, P1\{i}). (4.29)
Ces deux dernières équations nous mènent au résultat souhaité. 
Ces diﬀérents lemmes nous amènent au théorème suivant qui caractérise la dimension
de Pn,K dans tous les cas non triviaux.
Théorème 4.3.5 Suivant K, la dimension de Pn,K est :
(i) dim(Pn,2) = |E|+ |V | − 4 ;
(ii) dim(Pn,K) = |E| + |V | − 3, pour K ∈ {3, 4, . . . , n − 2} (i.e. : le polytope est de
dimension pleine) ;
(iii) dim(Pn,n−1) = |E| − 1.
Démonstration Démontrons tout d’abord les deux premiers cas (i.e. : K ∈
{2, 3, . . . , n − 2}). Supposons que Pn,K soit inclus dans un hyperplan H = {x ∈
❘
|E|+|V |−3 | αTx = α0}. Nous prouvons que H est unique si K = 2 et que toutes
ses composantes valent 0 si K ∈ {3, 4, . . . , n − 2} (i.e. : il n’existe aucun hyper-
plan H contenant Pn,K). Sauf indication contraire, la seule contrainte imposée aux
K−partitions considérées dans la suite de cette preuve est que deux de leurs parties
contiennent plus d’un sommet. Cette condition est toujours vériﬁable si K est compris
entre 2 et n− 2.
Nous appliquons, tout d’abord, le lemme 4.3.1 avec r1 = 1, r2 = 2 et p1, p2 ∈
{3, 4, . . . , n} pour obtenir : αp1,p2 = 0. De façon similaire, si r2 = 3 et p1 = 2, nous
déduisons : α2,p2 = 0 pour tout p2 ≥ 4.
Nous rappelons que les variables x1, x2 et x3 sont artiﬁcielles et que, par consé-
quent, l’hyperplan H ne possède pas de composantes qui leur sont associées. Ainsi, en
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prenant {1, 3} ⊂ P1, {2} ⊂ P2 et p2 ∈ {4, 5, . . . , n}, le lemme 4.3.2 assure que α1,p2
vaut 0.
Le lemme 4.3.4 pour (r1, i, r2) = (1, 2, 3) montre que α1,3 et α2,3 sont égaux. Soit
β cette valeur. Si (r1, r2, p2) = (1, 2, 3) et p1 ∈ {4, 5, . . . , n}, le lemme 4.3.2 peut être
utilisé aﬁn de montrer que : αs = −2β, ∀s ∈ {4, 5, . . . , n}.
Nous utilisons maintenant le lemme 4.3.3 avec {1, 3} ⊂ P1, r2 = 2 et r′2 ∈
{4, 5, . . . , n} pour obtenir : 2α1,2 + αr′
2
= 0. Nous en déduisons : α1,2 = β.
Nous avons prouvé que α1,2, α1,3 et α2,3 sont égaux à β, que pour tout s ∈
{4, 5, . . . , n} αs = −2β et que toutes les autres composantes valent 0. Puisque l’en-
semble des composantes de H sont ﬁxées par un unique coeﬃcient β, le seul hyperplan
susceptible de contenir Pn,K est
β(x1,2 + x1,3 + x2,3 − 2
n∑
s=4
xs) = α0. (4.30)
Si K = 2, l’équation (4.30) est vériﬁée si et seulement si α0 est égal à β. En
eﬀet, soit les sommets 1, 2 et 3 sont tous dans la même partie, soit seuls deux de ces
sommets sont ensemble et dans les deux cas l’expression x1,2 + x1,3 + x2,3− 2
∑n
s=4 xs
vaut 1. En conséquence, il existe un unique hyperplan contenant Pn,2. La dimension
de ce dernier est donc |E|+ |V | − 4.
Si K ∈ {3, 4, . . . , n − 2} le lemme 4.3.3 peut être utilisé avec r1 = 1, r2 = 2
et 3 ∈ P3 pour montrer que β vaut 0. Dans le cas général, il n’existe donc aucun
hyperplan contenant Pn,K .
Dans le cas (iii), nous savons que Pn,n−1 contient exactement |E| solutions en-
tières qui correspondent aux partitions dans lesquelles une unique arête est conte-
nue dans une partie (i.e. :
∑
i∈V,j∈V \{i} xi,j = 1). Ces solutions étant indépendantes,
dim(Pn,n−1) = |E| − 1. 
Dans la suite, nous étudions les conditions sous lesquelles des familles d’inégalités
déﬁnissent des facettes de Pn,K lorsque ce dernier est de dimension pleine (i.e. : K ∈
{3, . . . , n− 2}).
4.3.2 Facettes
Toute face de Pn,K est incluse dans au moins une de ses facettes. Pour démontrer
qu’une face F = {x ∈ Pn,K | ωTx = ω0} est une facette, nous considérons Fα = {x ∈
Pn,K | α
Tx = α0} une facette de Pn,K incluant F , puis nous montrons que les vecteurs
ω et α sont égaux à un coeﬃcient multiplicateur près (i.e. : Fα est unique).
Pour ce faire, de manière similaire aux preuves de la section précédente, nous ob-
tenons des relations sur les composantes du vecteur α en utilisant des transformations
valides pour F . Une transformation T (P1, P2, R) 7→ {P ′1, P
′
2} est valide pour F s’il existe
deux partitions pi = {P1, P2, P3, . . . , PK} et pi′ = {P ′1, P
′
2, P3, . . . , PK} se trouvant, non
plus seulement dans Pn,K , mais aussi dans F .
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Une facette est dite triviale si elle est engendrée par une inégalité ﬁgurant dans la
formulation du problème considéré.
4.3.2.1 Bornes des variables d’arêtes
Soit uv une arête de E, les inégalités considérées ici sont :
xu,v ≤ 1 (4.31)
et
xu,v ≥ 0. (4.32)
Remarque 4.3.6 L’inégalité (4.31) ne définit pas une facette de Pn,K car elle est in-
duite par les inégalités xu,v + xu,i − xv,i ≤ 1 et xu,v + xv,i − xu,i ≤ 1 qui figurent dans la
formulation.
Les inégalités 4.32, quant à elles, déﬁnissent généralement des facettes de Pn,K comme
le présente le théorème suivant.
Théorème 4.3.7 Si K ∈ {3, . . . , n − 2}, l’inégalité (4.32) définit une facette de Pn,K
si et seulement si uv 6∈ {12, 13, 23}.
Démonstration Montrons tout d’abord que si uv ∈ {12, 13, 23} alors l’inégalité ne
déﬁnit pas une facette. Si x1,2 est nulle, deux conﬁgurations sont possibles pour le
sommet 3 : soit il se trouve dans la même partie que exactement un des deux premiers
sommets, soit il est dans une autre partie. Dans le premier cas, la somme des variables
de représentants
∑n
i=4 xi vaut K − 2. Dans le second cas, cette somme vaut K − 3.
Ainsi, lorsque x1,2 vaut 0, l’égalité
∑n
i=4 xi − x1,3 − x2,3 = K − 3 est toujours vériﬁée.
La face de Pn,K considérée est incluse dans l’hyperplan déﬁni par cette égalité et n’est
donc pas une facette. Des raisonnements symétriques permettent d’obtenir la même
conclusion pour (13) et (23).
Nous considérons maintenant une arête uv ∈ E telle que v ≥ 4. Soient Fu,v =
{xpi ∈ Pn,K | x
pi
u,v = 0} la face de Pn,K engendrée par cette inégalité et Fα = {x ∈
Pn,K | α
Tx = α0} une facette du polytope incluant Fu,v. Nous prouvons que Fu,v est
une facette en montrant que les composantes du vecteur α sont nulles exceptée αu,v.
Les transformations utilisées dans la première partie de la démonstration du théo-
rème 4.3.5 peuvent de nouveau être appliquées ici, en posant P3 = {v}. Ceci est
toujours possible puisque le nombre de parties K est supérieur à 2. La validité des
transformations pour Fu,v est assurée puisque la composante xu,v est nulle, entraînant
une inclusion des partitions considérées dans Fu,v.
Nous obtenons :
– αi,j = 0 ∀ij ∈ E\{12, 13, 23}, i 6= v, j 6= v ;
– α1,2 = α1,3 = α2,3 = β ;
– αi = −2β ∀i 6= v.
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Nous appliquons ensuite le lemme 4.3.1 avec r1 et r2 dans {1, 2, 3}\{u}, v ∈
P1, P3 = {u} et i ∈ P2 avec i ∈ {4, 5, . . . , n}\{u, v}, ce qui donne : αi,v = 0.
Il reste à démontrer que αa,v, αv et β pour tout a ∈ {1, 2, 3}\{u} valent 0. Soit
b ∈ {1, 2, 3}\{a, u}. Les transformations T ({a, b, u}, v, a) et T ({a, v}, u, a) (ﬁgure 4.5
et 4.6) donnent β = 0 et αa,v = αv. Enﬁn, T ({a, b, v}, u, {a, b}) (ﬁgure 4.7) permet de
déduire 2αa,v = αv et de conclure.
b u
a
v
v
a
u
v
a b
u
Figure 4.5 –
T ({a, b, u}, v, a).
Figure 4.6 –
T ({a, v}, u, a).
Figure 4.7 –
T ({a, b, v}, u, {a, b}).

4.3.2.2 Borne des variables de représentants
Soit v un sommet de V \{1, 2, 3}, nous considérons ici les inégalités
xv ≤ 1 (4.33)
et
xv ≥ 0. (4.34)
Remarque 4.3.8 L’inégalité (4.33) ne définit pas une facette de Pn,K puisque la face
qu’elle induit est incluse dans les faces {x ∈ Pn,K | xu,v = 0} pour tout u ∈ {1, 2, . . . , v−
1}.
Le théorème suivant montre que dans la plupart des cas, les inégalités 4.34 déﬁnissent
des facettes de Pn,K .
Théorème 4.3.9 Si K ∈ {3, . . . , n − 2}, les inégalités xv ≥ 0 pour tout v ∈
{4, 5, . . . , n}, définissent des facettes de Pn,K si et seulement si K 6= n− 2.
Démonstration Prouvons d’abord que si K vaut n − 2, l’inégalité ne déﬁnit pas
de facette. Dans ce cas, seuls deux sommets ne sont pas des représentants et il est
possible de vériﬁer que l’inégalité
∑n
i=4 xi − x1,2 − x1,3 − x2,3 = K − 3 est toujours
vraie. En eﬀet, la somme des représentants
∑n
i=4 xv peut varier de K − 3 (si 1, 2 et 3
sont chacun dans une partie réduite à un sommet) à K − 1 (si ces sommets sont dans
la même partie).
Soit Fv la face de Pn,K induite par (4.34) et soit pi = {P1, P2, . . . , PK} une K-
partition dont le vecteur indicateur est dans Fb. Puisque K est inférieur à n− 2, nous
savons qu’au moins trois sommets de V ne sont pas des représentants. En conséquence,
les transformations considérées dans la première partie de la démonstration du théo-
rème 4.3.5 sont toutes valides si nous ajoutons le sommet v à P1 ou P2 de façon à ce
qu’il ne soit jamais le représentant de sa partie (i.e. : en le mettant toujours dans une
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partie contenant au moins un des sommets 1, 2 et 3). Ainsi, en suivant le même raison-
nement, nous obtenons que les composantes d’une facette Fα = {x ∈ Pn,K | αTx = α0}
incluant Fv sont nulles à l’exception de αv. 
4.3.2.3 Inégalité de maximum de représentants par partie
Les inégalités limitant le nombre de représentants par partie sont
xu,v + xv ≤ 1 ∀v ∈ V \{3, . . . , n} ∀u ∈ {1, . . . , v − 1}. (4.35)
Les conditions sous lesquelles ces inégalités déﬁnissent des facettes de Pn,K sont
présentées dans le théorème ci-dessous.
Théorème 4.3.10 Si K ∈ {3, . . . , n − 2}, les inégalités (4.35) définissent des facettes
de Pn,K si et seulement si n ≥ 6 ou {u, v} 6= {4, 5}.
Démonstration Soit Fu,v la face induite par (4.35). Montrons tout d’abord que cette
équation ne déﬁnit pas de facette si (n, u, v) = (5, 4, 5), en prouvant qu’alors F4,5 est
incluse dans l’hyperplan induit par
2(x4 + x5) +
∑
i≤3
xi,5 − (x1,2 + x1,3 + x2,3) = 1. (4.36)
Selon les hypothèses du théorème, si n vaut 5, K vaut 3. Une 3-partition de cinq
sommets contient des parties de taille {2, 2, 1} ou {3, 1, 1}. Le nombre de solutions
entières ﬁgurant dans P5,3 et F4,5 est donc limité. La table 4.4 liste l’ensemble des
valeurs que peuvent prendre les diﬀérentes expressions ﬁgurant dans (4.35) et (4.36).
Il est aisé de vériﬁer que dans chacun des cas, l’équation (4.36) est satisfaite.
Expression x4,5 x4 x5
∑
i≤3
xi,5
∑
i≤3
xi,2
1 1 0 0 1
Configuration 1 0 0 1 0
entière 0 1 1 0 3
0 0 1 0 1
Table 4.4 – Liste exhaustive des valeurs pouvant être prises par cinq expressions dans
une solution entière de P5,3 figurant dans F4,5. Chaque ligne représente une configu-
ration.
Dans les autres cas, soit Fα = {x ∈ Pn,K | αTx = α0} une facette de Pn,K incluant
Fu,v. Nous montrons qu’à l’exception de αu,v et αv qui sont égales, l’ensemble des
composantes de α sont nulles. Tout d’abord nous déduisons, de manière similaire
à la preuve du théorème 4.3.7, que αi,j = 0 ∀ij ∈ E\{12, 13, 23} avec i 6= v et
j 6= v ; α1,2 = α1,3 = α2,3 = β ; αi = −2β ∀i 6= v. Ensuite, la transformation
T ({u, v, i}, {j}, {i}) avec i ∈ V \{u, v} et j ∈ {1, 2, 3}\{i, u} donne : αi,v = 0.
Considérons une partition pi = {P1, P2, . . . , PK} telle que :
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– P1 = {a, b}, avec a et b deux sommets distincts parmi {1, 2, 3} ;
– P2 = {i}, avec i ∈ {4, . . . , n}\{u, v} (ce qui est toujours possible si n ≥ 6 ou
{u, v} 6= {4, 5}) ;
– {u, v} ⊂ P3.
La transformation T ({a, b}, i, a) (ﬁgure 4.8) montre que β vaut 0. Enﬁn,
T ({a, u}, v, u) nous donne αv = αu,v.
b
a i
Figure 4.8 – T ({a, b}, i, a).

Théorème 4.3.11 Si K ∈ {3, . . . , n − 2}, les inégalités x1,2 + xa,3 −
∑n
i=4 xi ≤ 3 −K
pour a ∈ {1, 2} - qui correspondent à xa,3 + x3 ≤ 1 - définissent des facettes de Pn,K.
Démonstration Soit Fα = {x ∈ Pn,K | αTx = α0} une facette de Pn,K incluant
Fu = {x ∈ Pn,K | x1,2 −
∑n
i=4 xi + xa,3 = 3 − K}. Nous prouvons que α
Tx est égal
à α1,2x1,2 + αa,3xa,3 −
∑n
i=4 αixi. Soit b ∈ {1, 2}\{a}. En utilisant le lemme 4.3.1
avec (r1, r2) = (a, 3) et b ∈ P3, nous montrons que αi,j vaut 0 pour tout i, j ≥ 4. Le
lemme 4.3.3 avec (r1, r2) = (a, 3), et b ∈ P3 nous permet d’obtenir : 2αa,3+αi+αj = 0
∀i, j ≥ 4. Nous déduisons ainsi que les composantes αi sont toutes égales à −αa,3. Nous
démontrons ensuite que α1,2 = αa,3 en utilisant le lemme 4.3.3 avec 1 ∈ P1, 2 ∈ P2 et
3 ∈ P3.
Il reste à prouver que αc,i et αd,i sont nuls pour tout c, d ∈ {1, 2, 3} et i ≥ 4. La
transformation T ({c, i}, d, i) donne αc,i = αd,i. Ensuite T ({a, 3}, i, a) avec i ≥ 4 nous
permet de déduire αa,i = 0.
Enﬁn, nous prouvons que αb,3 vaut 0 en considérant la transformation
T ({1, 2, 3}, i, 3) avec i ≥ 4. 
4.3.2.4 Inégalités de minimum de représentants par partie
Les inégalités assurant que chaque partie contienne au moins un représentant sont :
xu +
u−1∑
i=1
xi,u ≥ 1, u ≥ 3 ∀u ∈ {4, . . . , n} (4.37)
Comme le montre le théorème suivant, elles déﬁnissent des facettes de Pn,K .
Théorème 4.3.12 Si K ∈ {3, . . . , n − 2}, les inégalités (4.37) définissent des facettes
de Pn,K.
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Démonstration Soit Fα = {x ∈ Pn,K | αTx = α0} une facette de Pn,K incluant Fu =
{x ∈ Pn,K | xu +
∑u−1
i=1 xi,u = 1}. Montrons que α
Tx est égal à αuxu +
∑u−1
i=1 αi,uxi,u.
Une nouvelle fois, nous déduisons de la preuve du théorème 4.3.7 que αi,j = 0
∀i, j ∈ {ij ∈ E\{12, 13, 23} | i 6= u, j 6= u} et α1,2 = α1,3 = α2,3 = β, αi = −2β
∀i 6= u.
Soient c et d deux sommets d’indice plus petit que u. Il est alors possible, grâce
à T ({c, u}, d, u) (ﬁgure 4.9), de montrer que αc,u et αd,u sont égaux à une valeur que
nous appellons γ. Les transformations T ({1, 2}, u, 2) et T ({1, 2, 3}, u, 2) (ﬁgures 4.10
et 4.11) prouvent respectivement β + αu = γ et 2β + αu = γ. Ainsi, β = 0 et αu = γ.
c
u d
1
2
u 1 3
2
u
Figure 4.9 –
T ({c, u}, d, u).
Figure 4.10 –
T ({1, 2}, u, 2).
Figure 4.11 –
T ({1, 2, 3}, u, 2).
Finalement, nous prouvons que αi,u est nul pour tout i supérieur à u en utilisant
T ({c, u}, {d, i}, u). 
Théorème 4.3.13 Si K ∈ {3, . . . , n−2}, l’inégalité x1,2+x1,3+x2,3−
∑n
i=4 xi ≥ 3−K
pour a ∈ {1, 2} - qui correspond à x3 +
∑2
i=1 xi,3 ≤ 1 - définit une facette de Pn,K.
Démonstration La preuve est similaire à celle du théorème 4.3.11 en considérant
que a ∈ {1, 2}. L’unique diﬀérence est que la transformation ﬁnale n’est pas nécessaire
T ({1, 2, 3} {i}{3}). 
4.3.2.5 Inégalités triangulaires
Les inégalités triangulaires, assurant la cohérence de la partition obtenue, sont déﬁ-
nies par :
xi,j + xi,k − xj,k ≤ 1, ∀i ∈ V, ∀j, k ∈ V \{i}, j < k. (4.38)
Dans le polyèdre correspondant au cas général du problème de partitionnement,
étudié par Grötschel et Wakabayashi [51], les inégalités triangulaires déﬁnissent toujours
des facettes. Le théorème suivant montre que le fait de considérer une formulation avec
des variables de représentants entraîne que plus d’un tiers d’entre elles ne déﬁnissent
pas de facette du polyèdre correspondant.
Théorème 4.3.14 Si K ∈ {3, . . . , n− 2}, l’inégalité (4.38) définit une facette de Pn,K
si et seulement si les conditions suivantes sont satisfaites :
(i) i < j ou i < k ;
(ii) {i, j, k} 6= {1, 2, 3}.
Les inégalités triangulaires étant un cas particulier des inégalités de deux partitions
(en prenant S = {i} et T = {j, k}) le lecteur peut se référer au théorème 4.3.20 page 108
pour la preuve du théorème précédent.
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4.3.2.6 Inégalités 2−chorded cycles
Les inégalités 2−chorded cycles ont été introduites par Grötschell et Wakabaya-
shi [51]. Soit C = {e1, . . . , e|C|} un cycle de E tel que ei = cici+1 pour tout i ∈
{1, 2, . . . , |C| − 1} et e|C| = c1c|C|. Soient VC = {c1, c2, . . . , c|C|} et U = V \VC . Soient
u1, u2, . . . , u|U | les sommets de U ordonnés de telle sorte que u1 < u2 < . . . < u|U |. Dans
la suite, les indices des sommets de VC sont donnés modulo |C| (e.g. c|C|+2 correspond
à c2). L’ensemble des 2-cordes de C est déﬁnie par C = {cici+2 ∈ E | i = 1, . . . , |C|}.
L’inégalité 2-chorded cycle induite par un cycle C de taille supérieure ou égale à 5 est
déﬁni par
x(C)− x(C) ≤ ⌊
1
2
|C|⌋. (4.39)
La preuve du lemme suivant est volontairement omise. Pour de plus amples détails,
le lecteur peut se référer à [51].
Lemme 4.3.15 L’inégalité (4.39), induite par un cycle C de taille supérieure ou égale
à 5, est valide pour Pn,K. La face correspondante FC ne définit pas de facette si |C| est
pair.
Le théorème suivant présente trois conditions suﬃsantes sous lesquelles les inégalités
2-chorded cycles déﬁnissent des facettes de Pn,k.
Théorème 4.3.16 La face FC induite par un cycle C de taille 2p + 1 (p ∈ ◆\{0, 1})
définit une facette de Pn,K si les conditions suivantes sont satisfaites :
(i) K ∈ {4, . . . , n− 2} ;
(ii) |U ∩ {1, 2, 3}| ≥ 2 ;
(iii) 2 ≤ p ≤ n−K − |U ∩ {1, 2, 3}|.
Démonstration Nous exhibons tout d’abord desK−partitions pii = {P1, P2, . . . , PK}
se trouvant dans FC lorsque les conditions (i) à (iii) sont satisfaites.
Soit ci un sommet de VC . La K−partition pii est construite comme suit :
– P1 = {ci, u1, u2} ;
– Les 2p sommets restants de VC sont répartis dans les parties suivantes de telle
sorte que exactement p arêtes de C soient activées et aucune de C. Si la partie PK
est atteinte, les sommets restants sont répartis dans PK−1 et PK (voir exemple
en ﬁgure 4.12) :
– Pq = {ci+2q−1, ci+2q} ∀q ∈ {2, . . . ,min(p,K)} ;
– PK−1 ⊃ {ci+K+2q−1, ci+K+2q}, pour tout entier naturel impair q tel que K +
2q ≤ 2p;
– PK ⊃ {ci+K+2q−1, ci+K+2q}, pour tout entier naturel pair q tel queK+2q ≤ 2p.
– Les sommets de U\{u1, u2} sont répartis dans les parties suivantes ou dans PK
s’il a été atteint :
– Pp+q−1 = {uq} ∀q ∈ {3, K − p+ 1};
– PK ⊃ {uq} ∀q ∈ {K − p+ 2, |U |}.
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C2
c3
u3 u|U |. . .
C1
c1 u1 u2
c2
C3
c5
c4
C4
c11
c10
C5
c9
c8
c13
c12
c7
c6
Figure 4.12 – Construction de pi1 si K = 5 et |C| = 13.
De part cette construction, pii est une K−partition. Puisqu’aucune arête e ∈ C
n’est incluse dans une partie et qu’exactement p arêtes de C le sont, pii appartient à
FC .
L’ensemble des transformations considérées dans la suite de cette preuve peuvent
être appliquées soit directement à pii, soit à une K-partition obtenue à partir de pii via
des transformations valides pour FC . De plus, les transformations ne modiﬁent ni le
nombre de parties, ni la valeur de l’expression x(C)−x(C), ce qui assure leur validité
pour FC .
Soit Fα = {x ∈ Pn,K | αTx = α0} une facette de Pn,K contenant FC . Nous
montrons que pour tout i dans {1, 2, . . . , |C|}, les composantes αci,ci+1 (respectivement
αci,ci+2) sont égales à une constante appelée β (respectivement −β) et que tout autre
composante de Fα vaut 0.
Nous savons, par la condition (ii), que u1 et u2 appartiennent à {1, 2, 3}.
Nous prouvons tout d’abord que pour tout i dans {1, 2, . . . , |C|}, les expres-
sions αci,ci+1 et −αci,ci+2 sont égales à β. Pour ce faire, nous considérons les trans-
formations représentées ﬁgures 4.13 et 4.14. Ces transformations sont valides puis-
qu’elles n’altèrent ni le nombre de parties, ni la somme x(C) − x(C). Durant ces
transformations, aucune variable de représentant n’est modiﬁée puisque u1 et u2
sont plus petits ou égaux à 3. Nous obtenons αu2,ci = αci,ci+1 + αci,ci+2 + αu1,ci et
αu1,ci = αci,ci+1 + αci,ci+2 + αu2,ci , dont nous déduisons :
λi = αu1,ci = αu2,ci , (4.40)
et
βi = αci,ci+1 = −αci,ci+2 . (4.41)
Si nous substituons ci et ci+2 dans les transformations, nous obtenons : βi+1 =
−αci,ci+2 = βi. En appliquant de manière similaire ces deux transformations pour toute
valeur possible de i, nous concluons que l’ensemble des coeﬃcients βi sont égaux à
une valeur que nous appellons β.
u2
ci ci+1
u1 ci+2 u1
ci ci+1
u2 ci+2
Figure 4.13 –
T ({ci, u2}, {ci+1, ci+2, u1}, ci).
Figure 4.14 –
T ({ci, u1}, {ci+1, ci+2, u2}, ci).
Nous montrons maintenant que les autres composantes de α sont nulles.
Les transformations T ({u1, ci}, {ci+1, ci+2}, ci+1) et T ({u1, u2, ci}, {ci+1, ci+2},
{ci+1}) permettent respectivement d’obtenir αci+1✶(ci+1 < ci+2) = λi+1+αci+2✶(ci+1 <
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ci+2) et αci+1✶(ci+1 < ci+2) = 2λi+1 +αci+2✶(ci+1 < ci+2). Nous en déduisons que pour
tout i ∈ {1, . . . , |C|}
λi = 0. (4.42)
Donc, αci+1✶(ci+1 < ci+2) = αci+2✶(ci+1 < ci+2). Ainsi, toutes les variables de re-
présentants de VC sont égales à une constante que nous appelons γ. La transformation
T (ci, {u1, u2, ci+1, ci+2}, u1) donne ensuite αu1,u2 + γ = 0.
– Si |C ∩ {1, 2, 3}| = 1, nous obtenons directement γ = 0 et donc αu1,u2 = 0.
– Si |C ∩ {1, 2, 3}| = 0, il existe u3 appartenant à {1, 2, 3} ∩ (U\{u1, u2}) et la
transformation T ({u1, u2, u3, ci}, {ci+1, ci+2}, u1) fournit le même résultat.
Soit t un entier naturel dans {3, 4, . . . , 2p − 3}. Nous prouvons maintenant que
pour tout i dans {1, 2, . . . , |C|} les composantes αci,ci+t et αci,ci+t+1 sont nulles. Les
transformations représentées en ﬁgure 4.15 et 4.16 donnent respectivement
αci,ci+t + αci,ci+t+1 = 0, (4.43)
et
αci,ci+t + αci−1,ci+t = 0. (4.44)
u1
ci ci+t
ci+t+1 u1
ci+t ci−1
ci
Figure 4.15 –
T ({ci, u1}, {ci+t, ci+t+1}, ci).
Figure 4.16 –
T ({ci+t, u1}, {ci−1, ci}, ci+t).
De ces deux équations, nous déduisons qu’il existe un coeﬃcient αodd tel que pour
tout i ∈ {1, 2, . . . , |C|} et tout t ∈ {3, 4, . . . , 2p− 2}
αci,ci+t =
{
αodd si t+ i est impair
−αodd sinon
. (4.45)
En conséquence, αc2p−2,c2p+1 est égal à αodd. Cependant, c2p+1 = c1 puisque |C| =
2p+1. Ainsi, αc2p−2,c2p+1 = αc1,c2p−2 et du fait que 2p− 2 est pair, nous obtenons aussi
αc2p−2,c2p+1 = −αodd. Le coeﬃcient αodd vaut donc 0.
Pour conclure cette preuve, nous montrons que pour tout sommet u dans U ∩
(V \{1, 2, 3}), l’ensemble des composantes relatives à u sont nulles. Les transformations
présentées en ﬁgure 4.17, 4.18 et 4.19 donnent respectivement : αci,u = 0, αu1,u = αu
et αu✶(ci < u) = 0. S’il existe ci < u nous obtenons que αu et αu1,u valent 0. Dans
le cas contraire la transformation T ({ci, u1, u2, u}, {ci+1, ci+2}, u1) fournit le résultat
souhaité.
u1 u
ci ci+1
ci+2 u
u1, ci ci+1
ci+2
Figure 4.17 –
T ({u1, u, ci}, {ci+1, ci+2}, ci).
Figure 4.18 –
T ({u1, u, ci}, {ci+1, ci+2}, {u1, ci}).
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u
ci ci+1
ci+2
Figure 4.19 –
T ({ci, u}, {ci+1, ci+2}, ci).

4.3.2.7 Inégalités de 2-partitions
Étant donnés deux sous-ensembles non vides de V , S et T , les inégalités de 2-
partitions introduites dans [51], sont déﬁnies par
x(S, T )− x(S)− x(T ) ≤ min(|S|, |T |). (4.46)
Soit FS,T la face de Pn,K déﬁnie par l’équation 4.46. Les preuves des trois lemmes
suivants sont omises. Pour de plus amples détails, le lecteur peut se référer à [51] pour
les lemmes 4.3.17 et 4.3.18 et à [31] pour le lemme 4.3.19.
Lemme 4.3.17 L’inégalité (4.46) est valide pour Pn,K.
Lemme 4.3.18 Si |S| = |T |, FS,T n’est pas une facette de Pn,K.
Lemme 4.3.19 Étant donnés deux sous-ensembles disjoints de V , S et T tels que |S| <
|T |. Le vecteur indicateur d’une K−partition pi = {P1, P2, . . . , PK} est inclus dans FS,T
si et seulement si pour tout i ∈ {1, 2, . . . , K}, |T ∩ Pi| − |S ∩ Pi| ∈ {0, 1}
Soit U = {u1, u2, . . . , u|U |} l’ensemble des sommets qui ne sont ni dans S ni dans
T tels que u1 < u2 < . . . < u|U | (i.e. : U = V \(S ∪ T )). Les sommets de S et T -
{s1, s2, . . . , s|S|} et {t1, t2, . . . , t|T |} respectivement - sont triés de manière similaire.
L’ensemble des cas dans lesquels les inégalités de 2-partitions déﬁnissent des facettes
de Pn,K sont caractérisés dans le théorème suivant.
Théorème 4.3.20 Si K ∈ {3, . . . , n − 2}, l’inégalité de 2-partitions (4.46) correspon-
dant à deux ensembles disjoints S et T de V , définit une facette de Pn,K si et seulement
si :
(i) |T | − |S| ∈ {1, 2, . . . , K − 1} ;
(ii) |S| ≤ n− (K + 2) ;
(iii) ∀s ∈ S ∃t ∈ T, t > s ;
(iv) if |S| = 1 ∃u ∈ U ∩ {1, 2, 3}.
La preuve de ce théorème est précédée par deux lemmes. Le premier a pour but
d’assurer que toute transformation considérée dans cette dernière est bien incluse dans
FS,T .
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Figure 4.20 – Construction de pi si K = |T ′|+ 6 et |U ′| ≥ 4.
Lemme 4.3.21 Soient P1 et P2 deux sous-ensembles disjoints de V . Il existe une
K−partition contenant P1 et P2 dont le vecteur indicateur figure dans FS,T si :
(i) |P1 ∩ T | − |P1 ∩ S| = 0 ;
(ii) |P2 ∩ T | − |P2 ∩ S| = 1 ;
(iii) |(P1 ∪ P2) ∩ (T ∪ U)| ≤ 4
(iv) S et T vérifient les conditions du théorème 4.3.20.
Démonstration
Soient S1/2, T1/2 et U1/2 les sommets de P1 et P2 se trouvant respectivement dans
S, T et U (i.e. : S1/2 = S∩(P1∪P2)). Soit S ′ (respectivement T ′ et U ′) les sommets de
S (respectivement T et U) qui ne sont ni dans P1 ni dans P2 (i.e. : S ′ = S\S1/2). Nous
déﬁnissons les sommets de S ′, T ′ et U ′ de la manière suivante : S ′ = {s′1, . . . , s
′
|S′|},
T ′ = {t′1, . . . , t
′
|T ′|} et U
′ = {u′1, . . . , u
′
|U ′|}.
Soit pi la partition déﬁnie par (voir exemple en ﬁgure 4.20) :
– Les deux premières parties de pi sont P1 et P2 ;
– Les |T ′| − |S ′| parties suivantes sont réduites à un sommet de T ′ : Pi = {t′i−2}
∀i ∈ {3, 4 . . . , |T ′| − |S ′|+ 2} ;
– Les sommets restants de T ′ et S ′ sont répartis dans les parties suivantes ou dans
PK si cette partie est atteinte :
– Pi = {s′i−|T ′|+|S′|+2, t
′
i−2} ∀i ∈ {|T
′| − |S ′|+ 3, . . . ,min(|T ′|+ 2, K − 1)} ;
– PK ⊃ {s′i−|T ′|+|S′|+2, t
′
i−2} ∀i ∈ {K, |T
′|+ 2} ;
– Les sommets de U ′ sont répartis de manière similaire dans les parties suivantes
ou dans PK :
– Pi = {u′i−|T ′|−2} ∀i ∈ {|T
′|+ 3, . . . ,min(|T ′|+ |U ′|+ 2, K − 1)} ;
– PK ⊃ {u′i−|T ′|−2} ∀i ∈ {K, |T
′|+ |U ′|+ 2} ;
Si la partition pi contient exactement K parties, le lemme 4.3.19 assure que xpi ⊂
FS,T . Nous montrons, pour ce faire, que |T ′|+ |U ′|+ 2 est supérieur ou égal à K.
Selon la seconde condition du théorème 4.3.20,K est inférieur ou égal à n−(|S|+2).
En remarquant que n−|S| est égal à |T |+|U |, nous déduisons queK doit être inférieur
ou égal à |T1/2|+ |T ′|+ |U1/2|+ |U ′|−2. Grâce à (iii), nous déduisons que |T ′|+ |U ′|+2
est supérieur ou égal à K. 
Une transformation T : {P1, P2, R} 7→ {P ′1, P
′
2} est valide pour FS,T si :
– il existe une K-partition pi dans FS,T contenant P1 et P2 (pi = {P1, P2, . . . , PK}) ;
– la K-partition pi′ = {P ′1, P
′
2, P3, . . . , PK} se trouve, elle aussi, dans FS,T .
Le lemme 4.3.21 fournit des conditions suﬃsantes pour que la première condition
soit vériﬁée. Pour nous assurer que le deuxième point est satisfait, nous devons tout
d’abord vériﬁer que pi′ est une K−partition (ce qui est le cas si P ′1 et P
′
2 sont non
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vides). Puis, nous vériﬁons que pi′ est bien dans FS,T . Pour ce faire, en accord avec le
lemme 4.3.19, il est suﬃsant que P ′1 et P
′
2 vériﬁent les deux premières conditions du
lemme 4.3.21. Chacune des transformations que nous considérons dans les deux preuves
suivantes vériﬁent l’ensemble de ces conditions et sont donc valides pour FS,T .
Aﬁn d’alléger la preuve du théorème 4.3.20, nous présentons un lemme assurant
que pour tout u ∈ U et tout v ∈ V \{u} la composante αu,v d’une facette Fα{x ∈
Pn,K | α
Tx = α0} de Pn,K incluant Fs,t est nulle.
Lemme 4.3.22 Si S et T vérifient les conditions du théorème 4.3.20 :
(i) |T | − |S| ∈ {1, 2, . . . , K − 1} ;
(ii) |S| ≤ n− (K + 2) ;
(iii) ∀s ∈ S ∃t ∈ T, t > s ;
(iv) if |S| = 1 ∃u ∈ U ∩ {1, 2, 3} ;
alors pour toute facette Fα = {x ∈ Pn,K | αTx = α0} incluant FS,T les coefficients αu,v
sont nuls pour tout u ∈ U et tout v ∈ V \{u}.
Démonstration Pour prouver ce lemme, nous considérons les cas suivants :
– cas 1 : {t1, t2} ⊂ {1, 2, 3} ;
– cas 2 : {s1, s2} ⊂ {1, 2, 3} ;
– cas 3 : {u1, u2} ⊂ {1, 2, 3} ;
– cas 4 : {s1, t1, u1} = {1, 2, 3}.
Dans chacun de ces cas, nous prouvons que pour tout s ∈ S, t ∈ T et tout u′ ∈ U
les composantes αs,u, αt,u et αu,u′ sont nulles.
Cas 1 : {t1, t2} ⊂ {1, 2, 3}
Dans ce cas, les résultats présentés table 4.5 prouvent la nullité de la plupart des
composantes. Il reste à montrer que αt,u vaut 0 pour tout t ∈ T .
Lemme P1 P2 Résultats
4.3.1 {s, t1} {t2, u} αs,u = 0 ∀s ∈ S (4.47)
4.3.1 {s, t1, u} {t2, u′} αu,u′ = 0 ∀u′ ∈ U (4.48)
Table 4.5 – Résultats obtenus dans le cas {t1, t2} ⊂ {1, 2, 3}.
Des conditions (i) et (ii) du théorème 4.3.20, nous déduisons que |T | ≤ n − 3.
Ainsi, soit |S| ≥ 2 soit |U | ≥ 2. Pour tout t ∈ T\{t1}, posons P = {s2, t′} avec
t′ ∈ T\{t1, t} si |S| ≥ 2 et P = {u′} avec u′ ∈ U\{u} si |U | ≥ 2. Les transformations
T ({t1, u}, P, {u}) et T ({s1, t1, t, u}, P, {u}) nous permettent d’obtenir deux égalités
identiques à l’exception des composantes αt,u et αs1,u qui apparaissent dans le membre
gauche de la deuxième. Ainsi, puisque αs1,u est nul, nous déduisons qu’il en va de même
pour αt,u.
Enﬁn nous montrons que αt1,u vaut 0 via la transformation T ({s, t1}, {t2, u}, {u}).
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Cas 2 : {s1, s2} ⊂ {1, 2, 3}
Selon (i), puisque |S| ≥ 2, alors |T | ≥ 4. La première ligne de la table 4.6 montre
que αt,u vaut toujours 0 pour tout t ∈ T . Pour tout s ∈ S\{s1}, les transforma-
tions T ({s1, t, u}, {t′}, {u}) et T ({s1, s, t, t′′, u}, {t′}, {u}) montrent que αs,u vaut 0.
Un raisonnement similaire en substituant respectivement s1 et s par s2 et s1 amène
à : αs1,u = 0. Enﬁn, les équations (4.50) et (4.51) nous permettent de déduire que les
composantes αu,u′ , pour tout u, u′ distincts dans U , valent 0.
Lemme P1 P2 Résultat
4.3.1 {s1, t, t′} {s2, t′′, u} αt,u = 0 ∀t ∈ T, (4.49)
t′, t′′ ∈ T\{t}
4.3.4 {u, t} {u′} αu,u′ = αt,u′ ∀u′ ∈ U, (4.50)
t < u′, u < u′
4.3.4 {s1, t, u} {t′, u′} αs1,u′ = αu,u′ ∀u
′ ∈ U, (4.51)
u < u′ < t′
Table 4.6 – Résultats obtenus dans le cas {s1, s2} ⊂ {1, 2, 3}.
Cas 3 : {u1, u2} ⊂ {1, 2, 3}
Soit u un sommet de U et a ∈ {u1, u2}\{u}. Les transformations T ({a}, {t, u}, {u})
et T ({a, s, t}, {t, u}, {u}) permettent d’obtenir : αs,u + αt,u = 0. Ensuite, les transfor-
mations T ({s, t}, {a, t′}, {a}) et T ({s, t}, {a, t′, u}, {a, u}) montrent que αt,u vaut 0.
Il en va donc de même pour αs,u.
Il reste à montrer que αu,u′ est nul pour tout u, u′ distincts dans U . Supposons,
sans perte de généralité, que u est inférieur à u′. Si min(s1, t1) ≤ 3, la transformation
T ({u, u′}, {s1, t1, t2}, {u
′}) fournit le résultat. Dans le cas contraire, U contient au
moins trois sommets. Soit a ∈ U\{u, u′}. Nous obtenons le même résultat grâce aux
transformations T ({a, u}, {t}, {a}) et T ({a, u, u′}, {t}, {a, u′}).
Cas 4 : {s1, t1, u1} = {1, 2, 3}
La table 4.7 permet de conclure pour l’ensemble des composantes, à l’exception de
αs,u1 pour tout s ∈ S et αt,u1 pour tout t ∈ T .
La transformation T (P ∪ {t1}, {t}, {t1, t}) avec P successivement égal à {s1} et
{s1, u1} nous indique que αt1,u1 et αt,u1 sont égaux. Ensuite, T ({t1, u1}, {s1, t}, {u1})
permet de conclure que αs1,u1 est nul.
Comme nous l’avons remarqué précédemment, au moins un des ensembles S et U
contient plus d’un sommet. Si U contient au moins deux sommets, la transformation
T (P ∪ {s1, t}, {u2}, {s1, t}) avec P égal à {t1} puis {t1, u1} permet de montrer que
αt,u1 est nul. Si S contient plus d’un sommet, nous considérons la transformation
T (P ∪ {s, t}, {s′, t′}, {s, t}) avec {s, s′} ⊂ S et {t, t′} ⊂ T et P un ensemble de
sommets. En prenant, tout d’abord, s égal à s1 et en considérant P égal à {t1} puis
{t1, u1}, nous montrons que αt,u1 est nul. Ensuite, en procédant de même mais en
prenant s ∈ S\{s1}, nous obtenons : αs1,u1 = 0.
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Lemme P1 P2 Résultat
4.3.1 {s1, t, u} {t1, u′} αu,u′ = 0 ∀u′ ∈ U (4.52)
4.3.1 {t, u1, u} {t1, s} αs,u = 0 u 6= u1 (4.53)
4.3.1 {u1, u} {s1, t, t′} αt,u = 0 ∀t, t′ ∈ T , u 6= u1 (4.54)
Table 4.7 – Résultats obtenus dans le cas {s1, t1, u1} = {1, 2, 3}.

Démonstration du théorème 4.3.20
Nous commençons par prouver que l’ensemble des conditions sont nécessaires.
(i) Les lemmes 4.3.18 et 4.3.19 montrent respectivement que |T | − |S| > 0 et |T | −
|S| ≤ K. Il reste à prouver que si |T | − |S| = K, l’équation (4.46) ne déﬁnit pas
une facette de Pn,K . Dans ce cas, chaque partie P vériﬁe, |P ∩T | = |P ∩S|+1 et
FS,T est ainsi incluse dans les |T | hyperplans induits par
∑
i∈T\{t} xi,t =
∑
i∈S xi,t
pour tout t ∈ T .
(ii) Nous savons grâce au lemme 4.3.19 que chaque partie P contient au moins autant
de sommets provenant de T que de S. Ainsi, au moins |S| sommets ne sont pas
des représentants de leur partie, et doncK ≤ n−|S|. SiK = n−|S|, x(S, T ) vaut
nécessairement |S| puisque les seules arêtes dans la partition sont celles assurant
que chaque sommet s ∈ S est relié à un sommet de T . Enﬁn, si K = n− |S| − 1
nous déduisons, en énumérant l’ensemble des conﬁgurations possibles, que FS,T
est incluse dans l’hyperplan déﬁni par : x(U) + x(U, T ) + x(S, T )− x(S) = 3.
(iii) Supposons qu’il existe un sommet s de S supérieur à tous les sommets ﬁgurant
dans T . Puisque chaque sommet de S se trouve dans une partie contenant au
moins un sommet de T , il est impossible que s soit un représentant. Nous avons
donc nécessairement xs vaut 0.
(iv) Si S est réduit à un sommet et que u1 est plus grand que 4, alors il existe au moins
deux sommets de T – notés t1 et t2 – , dans l’ensemble {1, 2, 3}. Le troisième
sommet de cet ensemble se trouve soit dans T , soit dans S :
– s’il est dans T alors
∑n
i=4 xi = x1,2 + x1,3 + x2,3 +K − 3 ;
– s’il est dans S alors
∑n
i=4 xi = xs,t1 + xs,t2 +K − 3.
Soit Fα = {x ∈ Pn,K | αTx = α0} une facette de Pn,K incluant FS,T .
Nous considérons trois cas :
– cas 1 : |S| = 1 ;
– cas 2 : |S| ≥ 2 et |U | = 0 ;
– cas 3 : |S| ≥ 2 et |U | ≥ 1.
Dans chacun de ces cas, nous prouvons qu’il existe un coeﬃcient β tel que αTx est
égal à β(x(S, T )− x(S)− x(T )).
Cas 1 : |S| = 1
Dans ce cas, selon (iv), u1 appartient à {1, 2, 3}. De (i) et (ii) nous déduisons que
|T | est plus petit que n− 3. En conséquence, puisque S ne contient qu’un sommet, U
en contient nécessairement au moins deux.
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Soient t′ ∈ T et t ∈ {t1, t2}\{t′}. En remarquant que min{s1, t, u2} est inférieur ou
égal à 3, nous déduisons de T ({s1, t, u2}, {t′, u1}, {u1}) que : αt′ = 0.
Grâce à (iii) nous savons que s1 est plus petit que t|T |. De plus, puisque seuls u1 et
s1 sont susceptibles d’être plus petits que min(t1, u2), nous savons que αmin(t1,u2) est
nul. Ainsi, T ({t1, u2}, {s1, t|T |, u1}, {u1}) donne : αs1 = 0. Pour tout u ∈ U\{u1}, la
transformation T ({u1, u}, {t|T |}, {u1}) prouve que les composantes αu sont nulles.
Enﬁn, pour tout t, t′ ∈ T distincts, nous prouvons que les expressions αs1,t et −αt,t′
sont égaux en utilisant T ({s1, t}, {t′}, {s1}) et T ({s1, t, t′}, {u1}, {t}).
Cas 2 : |S| ≥ 2 et |U | = 0
Les conditions (i) et (ii) donnent |T | ≤ n − 3, ce qui assure que S contient au
moins trois sommets. Puisque K est plus grand que 2, (ii) implique : |T | ≥ 4.
Dans la suite de la preuve de ce cas, soient t et t˜ tels que {t, t˜} = {t1, t2}. Similai-
rement, {s, s˜} est égal à {s1, s2}. Puisque U est un ensemble vide, min(t, s) appartient
à {1, 2, 3} et αmin(t,s) est donc nul.
Nous prouvons tout d’abord que pour tout s ∈ S\{s1, s2} et tout t, t′ ∈ T\{t1, t2},
β = αs,t = −αt,t′ = αs,t|T | = −αt,t|T | .
Nous obtenons que αs,t + αt,t′ est nul grâce aux transformations représentées ﬁ-
gures 4.21 et 4.22. Le reste est déduit des transformations T ({s, t, t|T |}, {s′, t′}, t|T |) et
T ({s, t, s, t, t|T |}, {s
′, t′}, t|T |).
s1 t1
t t2
s2 s1 t1 s t
′
t t2
s2
Figure 4.21 –
T ({s1, t1, t}, {s2, t2}, t).
Figure 4.22 –
T ({s1, t1, s, t, t
′}, {s2, t2}, t).
Pour tout couple (s, t) ∈ S × T , nous considérons les transformations
T ({s, s, t, t}, {t|T |}, {s}) et T ({s, s, t, t˜}, {t}, {t, t}) qui amènent respectivement à
αs,s + αs,t + αs,t + αt|T | = αs + β (4.55)
et
αt,t˜ + αs˜,t + αs,t + αt = αt + αs,t + αs˜,t + αt˜,t. (4.56)
L’équation (4.55) montre que pour chaque s ∈ S, la valeur de αs,t est la même
pour tout t ∈ T\{t|T |}. Puisque αs,t3 est égal à β, nous déduisons :
αs,t = β ∀s ∈ S. (4.57)
Après remplacement de αs,t par β dans l’équation (4.56), un raisonnement similaire
peut être appliqué pour prouver que αs,t = β ∀t ∈ T\{t1, t2}.
La transformation T ({s, s˜, s, t, t˜, t}, {t|T |}, {s}) et l’équation (4.55) donnent : αs,s =
−β ∀s ∈ S\{s1, s2}.
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Si t3 est égal à 3, nous prouvons par symétrie que αt,t = αt3,t ∀t ∈ T\{t1, t2, t3}.
Ainsi, αt,t = β. Dans le cas contraire, s1 appartient à {1, 2, 3} le même résul-
tat est obtenu via l’équation (4.55) et les transformations T ({t, s1}, {t|T |}, {s1}) et
T ({s, t, t}, {s, t|T |}, {t}).
L’équation (4.56) montre maintenant que les valeurs de αt pour tout t ∈ T\{t1, t2}
sont identiques. L’équation (4.55) appliquée à tout s ∈ S\{s1, s2} donne : αs = αt.
Soit γ cette valeur.
Si t3 ou s3 est plus petit que 4, γ vaut 0 (puisque αmin(s3,t3) est nul). Sinon, s1 et t1
appartiennent à {1, 2, 3}. La transformation T ({s, t}, {t|T |}, {s}) donne γ = αmax{s,t}.
Nous déduisons, ainsi, que αt vaut 0. Puisque max{s, t} et min{s, t} valent tous deux
0, nous concluons que αs et αt sont nuls.
Enﬁn, pour prouver que αs1,s2 et αt1,t2 sont égaux à −β, nous utilisons les équa-
tions (4.55) et (4.56) avec t = t1 et s = s1.
Cas 3 : |S| ≥ 2 et |U | ≥ 1
Pour tout s dans S et tout t, t′ distincts dans T\{t1}, nous prouvons tout d’abord
que αs,t, −αt,t′ et −αt1,t|T | sont tous égaux à une constante que nous appelons β.
Soit s′ un sommet de S\{s}. Les transformations représentées dans les ﬁgures 4.23
et 4.24 amènent à αs,t = −αt,t′ et
αu1✶(t < u1) + αt1,t + β = αt✶(t < u1). (4.58)
L’équation (4.58) pour t égal à t|T | et la transformation T ({u1} {s′, t, t|T |} {t|T |})
nous permettent d’obtenir : αt1,t|T | = −β.
s′ t1
t
u1
s′ s t1 t
′
t
u1
Figure 4.23 –
T ({s′, t1, t}, {u1}, {t}).
Figure 4.24 –
T ({s′, s, t1, t, t
′}, {u1}, {t}).
Nous montrons maintenant que les deux sommets d’indices les plus élevés d’un triplet
(s, t, u) ∈ S × T\{t1, t|T |} × U ont des composantes de représentant égales à αt|T | .
La transformation T ({s, t}, {t|T |}, {s}) donne
αt|T | = αmax{s,t}. (4.59)
Nous rappelons que pour une expression booléenne donnée, ✶{B} correspond à la
fonction indicatrice prenant la valeur 1 si B est vraie et 0 sinon. Ainsi, la transforma-
tion, T ({s, t, t|T |}, {u}, {t}) permet d’obtenir αt ✶{u < t < s} + αußt < u = αt ✶{s <
t < u}+ αs ✶{t < s}. , qui peut-être simpliﬁée en
αmax{u,t} = αmax{s,t} , (4.60)
en utilisant le fait que ✶{u < t < s} − ✶{s < t < u} est égal à ✶{u < t} − ✶{s < t}.
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Si t est plus petit que s ou u, les équations (4.59) et (4.60) prouvent que les
deux sommets les plus élevés du triplet (s, t, u) ont des variables de représentants
égales à αt|T | . Dans le cas contraire, la transformation T ({u}, {s, t, t|T |}, {s, t}) donne
αmax{u,s} = αt|T | , ce qui amène, en utilisant l’équation (4.59), au même résultat.
L’étape suivante de cette preuve consiste à montrer que les composantes αi pour
tout i de V \{t1} sont nulles. Nous savons que ce résultat est vrai si au moins deux
sommets du triplet (s1, t2, u1), appartiennent à {1, 2, 3} (car les variables de représen-
tants des deux plus grands sommets du triplet sont égales à αt|T |). Il reste à considérer
les cas où seul un des trois sommets de ce triplet appartient à {1, 2, 3}. Appelons x
ce sommet.
– Si x = t2, t3 appartient nécessairement à {1, 2, 3}. La composante αmin(s1,u1)
est égale à αt|T | et la transformation T ({s2, t2, t3}, {s1, t|T |, u1}, {t3}) fournit le
résultat.
– Si x = u1, u2 appartient nécessairement à {1, 2, 3} et nous concluons avec
T ({u1, u2}, {t2}, {u2}).
– Si x = s1, s2 appartient nécessairement à {1, 2, 3}. Si le troisième
sommet de cet ensemble est t1, T ({s2, t1}, {t|T |}, {s2}) permet d’obte-
nir le résultat. Dans le cas contraire, S contient au moins trois som-
mets et (s1, s2, s3) = (1, 2, 3). Pour conclure, nous utilisons T (P ∪
{s1, s3, t1, t3}{t|T |}{s3}) avec P successivement égal à ∅ puis {s2, t2} et la trans-
formation T ({s1, s2, s3, t1, t3, t|T |}, {t2}, {s1, s2, t|T |}).
Soit s ∈ {s1, s2}. Si t1 ∈ {4, . . . , n}, nous montrons que αt1 est nul grâce
à T ({s, t1, u1}, {t|T |}, {t1, t|T |}) et T ({s1, s2, t1, t2, u1}, {t|T |}, {t1, t|T |}). Finalement,
nous prouvons, pour tout s, s′ ∈ S distincts et tout t ∈ T\{t1}, que les expressions
αs,t1 , −αs,s′ et −αt1,t sont égales à β via les transformations : T ({s, t1}, {t|T |}, {s}),
T ({s, s′, t1, t2}, {t|T |}, {s}) et T ({s1, t1, t}, {s2, t|T |}, {t}). 
4.3.2.8 Renforcement d’inégalités triangulaires
Le théorème 4.3.14 indique que les inégalités (4.3) ne déﬁnissent pas de facettes si i
est plus grand que j et k. Cependant, elles peuvent être renforcées, dans les cas où i est
diﬀérent de 3, en ajoutant la variable xi au membre de gauche de l’inégalité :
xi,j + xi,k − xj,k + xi ≤ 1. (4.61)
Si xi est nul, l’inégalité revient à une inégalité triangulaire et elle est donc valide. Si xi
vaut 1 dans une solution entière, les composantes xi,j et xi,k sont nécessairement nulles
(puisque le sommet i ne peut être représentant que s’il est le sommet le plus petit de sa
partie). L’inégalité (4.61) est donc valide pour Pn,K .
Pour trois sommets distincts i, j et k, soit Fi,j,k la face de Pn,K déﬁnie par (4.61).
Théorème 4.3.23 Soient i, j et k trois sommets de V tels que i > j > k et i > 3.
Si K ∈ {3, . . . , n − 2}, l’inégalité (4.61) définit une facette de Pn,K si et seulement si
(j > 3) ou (K 6= n− 2).
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Démonstration Montrons tout d’abord que (4.61) ne déﬁnit pas de facette si j ≤ 3
et K = n−2. Soit pi une K−partition telle que les sommets 1, 2 et 3 se trouvent dans
la même partie. Puisque K vaut n − 2 les K − 1 autres parties sont nécessairement
réduites à un unique sommet. Ainsi, le membre de gauche de (4.61) est égal à 0 et pi
ne ﬁgure donc pas dans Fi,j,k. Les sommets 1, 2 et 3 ne pouvant se trouver ensemble,
nous vériﬁons que pour toute K-partition de Fi,j,k, l’équation suivante est vériﬁée :∑n
i=4 xi − x1,2 − x1,3 − x2,3 = K − 3.
Soient t et t′ tels que {t, t′} = {j, k}. Soit Fα = {x ∈ Pn,K | αTx = α0} une
facette de Pn,K incluant Fi,j,k. Dans le cas j > 3 ou K ≤ n− 3, nous montrons que :
αT = αs,t(xs,t + xs,t′ − xt,t′ + xs) ∀x ∈ Fi,j,k.
Soit U = {u1, u2, . . . , u|U |} l’ensemble de sommets V \{i, j, k} tels que u1 < u2 <
. . . < u|U |. De façon similaire à la preuve du lemme 4.3.22, nous pouvons prouver que
αu,v vaut 0 pour tout u ∈ U et tout v ∈ V \{u}.
Nous considérons ensuite les transformations T ({C}, {t, u1}, {u1}), avec C =
{t′, u2} si K = n − 2 et C = {t′, u2, i} sinon. En remarquant que min{t′, u2} est
plus petit que 4, nous déduisons que αt est nul.
Nous prouvons ensuite que αs est égal à αs,t grâce à T ({t, u1}, {i}, {t}). La transfor-
mation T ({k, u1, u}, {i}, {k, u1}) donne : αu = 0, ∀u ∈ U\{u1}. Enﬁn, nous obtenons
via T ({i, t, t′}, {u}, {t}) l’équation : αt,t′ = −αi,t. 
4.3.2.9 Inégalités de clique généralisées
Les inégalités de clique ont été introduites par Chopra et Rao [24]. Elles sont issues de
la constatation que pour toute partition pi contenant au plus K parties et tout ensemble
Z ⊂ V de taille K + 1, il existe nécessairement dans pi au moins deux sommets de Z se
trouvant dans la même partie (i.e. : au moins une des arêtes de la clique engendrée par
Z est contenue dans pi). Ceci peut être représenté par l’inégalité de clique déﬁnie de la
manière suivante :
x(Z) ≥ 1. (4.62)
Chopra et Rao présentent aussi les inégalités de clique généralisées qui consistent à ne
plus uniquement considérer des ensembles Z de taille K+1, mais aussi des ensembles de
taille plus grande. En eﬀet, le nombre d’arêtes de la clique engendrée par Z se trouvant
nécessairement dans la partition augmente avec la taille de Z. Ainsi, étant donné un
ensemble Z ⊂ V et soient q et r respectivement le quotient et le reste de la division
euclidienne de Z par K (i.e. : |Z| = qK + r avec q ∈ ◆ et r ∈ {0, 1, . . . , K − 1}),
l’inégalité de clique généralisée engendrée par Z est déﬁnie par :
x(Z) ≥
(
q + 1
2
)
r +
(
q
2
)
(K − r). (4.63)
Comme le représente l’exemple en ﬁgure 4.25, la borne inférieure de l’inégalité (4.63)
correspond au nombre minimal d’arêtes de Z nécessairement contenues dans une par-
tition – ce qui assure la validité de cette inégalité. Elle est obtenue en plaçant q + 1
sommets de Z dans chacune des r premières parties et q sommets dans chacune des
(K − r) parties restantes.
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. . . . . .
P1 Pr Pr+1 PK
r parties contenant
q + 1 sommets de Z
K − r parties contenant
q sommets de Z
Figure 4.25 – Répartitions des sommets de Z dans une K-partition contenue dans la
face FZ (cas où q vaut 3).
Ces inégalités ont aussi été étudiées par Labbé et Öszoy [81] dans le cas où chaque
partie ne peut contenir moins de FL sommets. Dans ce contexte, l’ensemble Z doit être
de taille supérieure ou égale à ⌊ n
FL
⌋. Ji et Mitchell ce sont, eux aussi, intéressés à ces
inégalités qu’ils nomment inégalités de pigeon [66].
Dans la suite, les sommets de Z = {z1, . . . , z|Z|} seront ordonnés de telle sorte que
z1 < z2 < . . . < z|Z|. Les sommets de U = V \, seront nommés et ordonnés de manière
similaire. La face de Pn,K induite par (4.63) est notée FZ .
Le théorème suivant présente les conditions nécessaires et suﬃsantes sous lesquelles
les inégalités de clique généralisées déﬁnissent des facettes de Pn,K .
Théorème 4.3.24 Si K ∈ {3, . . . , n − 2}, étant donné un ensemble Z ⊂ V , l’inéga-
lité (4.63) définit une facette de Pn,K si et seulement si les conditions suivantes sont
satisfaites :
(i) |U | ≥ 1 et >u1 ≤ 3 ;
(ii) z|Z| = n ;
(iii) |Z| ∈ {K + 1, . . . , 2K − 1}.
Aﬁn d’assurer que les partitions considérées dans la preuve du théorème 4.3.24 ﬁ-
gurent dans FZ , nous présentons le lemme suivant.
Lemme 4.3.25 Soient V1 et V2 deux sous-ensembles disjoints de V et soit Z un sous-
ensemble de V vérifiant les conditions du théorème 4.3.24. Il existe une K−partition de
FZ contenant V1 et V2 si {|V1 ∩ Z|, |V2 ∩ Z|} est égal à {1, 2}.
Démonstration Étant données les bornes ﬁxées sur la taille de Z, q est nécessai-
rement égal à un et r ∈ {1, . . . , K − 1}. En conséquence, toute K-partition de FZ
contient au moins une partie composée d’un seul sommet de Z et au moins une autre
composée de deux.
Soit la K-partition pi = {P1, . . . , PK} suivante :
– P1 = V1 et P2 = V2.
– Les parties P3 à Pr+1 contiennent chacune q + 1 sommet de Z.
– Les parties Pr+2 à PK contiennent chacune q sommets de Z.
– Les sommets de U qui ne ﬁgurent pas dans V1 ou V2 sont dans PK .
Cette construction est toujours possible puisque |Z| est égal à qK + r. Il est aisé
de vériﬁer – en calculant xpi(Z) – que pi est dans FZ . 
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Toute transformation T (P1, P2, R) 7→ {P ′1, P
′
2}, considérée dans la preuve du théo-
rème 4.3.24, est telle que les couples (P1, P2) et (P ′1, P
′
2) vériﬁent les conditions imposées
à V1 et V2 dans le lemme 4.3.25. La validité des transformations par rapport à FZ est
ainsi assurée.
Démonstration du théorème 4.3.24 Si la première condition du théorème 4.3.24
n’est pas satisfaite, l’ensemble {1, 2, 3} est inclus dans Z. Les trois sommets de cet
ensemble ne peuvent pas ﬁgurer dans une même partie puisque nous avons montré
que q était égal à 1 (ce qui implique que chaque partie ne contienne qu’un ou deux
sommets de Z). En conséquence, FZ serait inclus dans l’hyperplan déﬁni par
∑n
i=4 xi−
x1,2 − x1,3 − x2,3 = K − 3. Si (ii) n’est pas vériﬁée, chaque sommet u supérieur à z|Z|
ne peut être le représentant de sa partie puisque chaque partie contient au moins un
sommet de Z. En conséquence, FZ serait incluse dans les hyperplans induits par :
xu = 0 ∀u > z|Z|. Enﬁn, si l’ensemble Z comporte plus de 2K − 1 sommets, chaque
partie contiendra nécessairement au moins deux sommets de Z et il est ainsi impossible
que z|Z| soit un représentant. FZ est, dans ce cas, incluse dans l’hyperplan induit par
xz|Z| = 0.
Soit Fα = {x ∈ Pn,K | αTx = α0} une facette de Pn,K contenant FZ et soient
zi < zj < zk trois sommets de Z. La transformation T ({zi, zk}, {zj}, {zk}), montre
tout d’abord que αzi,zk et αzj ,zk sont égaux. Ainsi, pour un indice k donné et pour
tout j ∈ {1, . . . , k − 1}, les composantes αzj ,zk sont égales à une constante que nous
appelons βk.
Pour tout j et k supérieurs à i, T ({zi, zk}, {zj}, {zi}) donne
βk − zk = βj − zj. (4.64)
Soient z, z′ et z′′ trois sommets distincts de Z. La transformation
T ({u1, z}, {z
′}, {u1}) permet d’obtenir αz′+αu1,z = αz+αu1,z′ . Ce résultat et la trans-
formation T ({u1, z}, {z′, z′′}, {u1}) donnent pour tout h ∈ {2, . . . , |Z|} : αu1,zh = 0
et
αu1,z1 + αzh = αz1 . (4.65)
Des équations (4.64) et (4.65), nous obtenons que pour tout h ∈ {2, . . . , |Z|} les
composantes αh sont identiques et qu’il en va de même pour les constantes βh.
Si U contient un unique sommet, la preuve est terminée. En eﬀet, dans ce cas z2
appartient à {1, 2, 3} et ainsi αz2 vaut 0, ce qui donne via l’équation (4.65) αu1,z1 = 0.
Si U contient deux sommets ou plus, nous prouvons que αu,z vaut 0 pour tout u ∈
U\{u1} et tout z ∈ Z grâce à T ({u1, u, z1}, {z}, {u1, u}), T ({u1, u, z1}, {z, z′}, {u1, u})
et à l’équation (4.65).
Puisque min(u2, z1) et min(u2, z2) appartiennent nécessairement à {1, 2, 3}, nous
montrons que αz1 est égal à αz2 , grâce à T ({u2, z2}, {z1}, {u2}) ce qui nous amène, en
utilisant l’équation (4.65), à αu1,z1 = 0.
Si U contient deux sommets, αz vaut 0, et il reste uniquement à prouver que αu1,u2
est nul, ce qui peut être réalisé par T ({u1, u2, z2}, {z1}, {u2}).
4.3.2 - Facettes 119
Sinon, soient u un sommet de U et U ′ un sous-ensemble quelconque de U\{u}
contenant u1 ou u2. La transformation T ({u, z1, U ′}, {z|Z|}, {u}) donne
α(u, U ′) + αz = αu ∀z ∈ Z. (4.66)
Cette équation montre que α(u, U ′) est égal à une constante pour tout U ′. Soient u′ et
u′′ deux sommets distincts de U\{u}. En choisissant successivement U ′ égal à {u′′} et
{u′, u′′}, nous obtenons : αu,u′ = 0. En conséquence, l’équation (4.66) donne : αz = αu
∀(u, z) ∈ U × Z. Puisque αu1 vaut 0, il en est de même pour toutes les composantes
relatives aux représentants. 
4.4 Conclusion
Dans ce chapitre, nous avons présenté deux formulations du problème de K-
partitionnement sous la forme de programmes linéaires en nombres entiers. Les relaxa-
tions de ces deux formulations ont été comparés, ce qui a permis de montrer que la
formulation (F2) est meilleure du point de vue de la qualité de la solution de la relaxa-
tion linéaire.
La dimension de l’enveloppe convexe Pn,K des solutions entières a été caractérisée
pour toutes les valeurs de K possibles.
Les conditions sous lesquelles les inégalités présentes dans la formulation (F1) consti-
tuent des facettes de Pn,K ont été caractérisées. De plus, trois familles d’inégalités non
triviales ont été étudiées (i.e. : les inégalité 2-chorded cycles, les inégalité de 2-partitions
et les inégalités de clique généralisées).
Ces résultats théoriques constituent une base prometteuse pour la résolution exacte
du problème de K-partitionnement. Nous montrons dans la chapitre suivant comment
ils peuvent être utilisés dans cette optique.
5 | Étude numérique
L’étude polyèdrale réalisée dans le chapitre précédent nous a permis de démontrer
des conditions sous lesquelles des inégalités provenant de trois familles d’inégalités non
triviales déﬁnissent des facettes du polyèdre Pn,K (i.e. : les inégalités 2-chorded cycles,
les inégalités de 2-partitions et les inégalités de clique généralisées). Dans ce chapitre,
nous étudions comment utiliser judicieusement ces résultats théoriques aﬁn d’accélérer
la résolution exacte de problèmes de K-partitionnement. Nous évaluons, tout d’abord,
en section 5.1 la qualité de chacune des trois familles d’inégalités en fonction du type
de graphe complet considéré. Ensuite, nous présentons en section 5.1 un algorithme de
plans coupants eﬃcace se basant sur ces observations.
5.1 Évaluation de la qualité des inégalités définissant
des facettes non triviales de Pn,K
La résolution de la relaxation linéaire d’un programme linéaire en nombres entiers
(i.e. : le programme obtenu lorsque les contraintes d’intégrité des variables sont re-
laxées), permet d’obtenir une borne sur la solution optimale. Dans l’exemple présenté
précédemment en ﬁgure 3.4a page 78, l’optimum x∗ de la relaxation linéaire ( ) fourni
une borne supérieure de valeur 7, 5 tandis que la valeur optimale ( ) est égale à 7.
La solution x∗ d’une relaxation linéaire peut être améliorée en lui ajoutant une
contrainte aTx ≤ b (aussi appelée coupe) vériﬁée par l’ensemble des solutions entières
mais violée par x∗. Dans l’exemple, l’inégalité x2 ≤ 4, 5 est violée par la relaxation
x∗ = (x∗1, x
∗
2), puisque x
∗
2 vaut 5. En ajoutant cette contrainte à la formulation de la
relaxation linéaire (ﬁgure 3.4b), puis en résolvant cette dernière à nouveau, une meilleure
borne – égale à 7, 29 – est obtenue.
Aﬁn d’améliorer le plus rapidement possible cette borne, nous souhaitons ajouter à
la relaxation linéaire les coupes qui entraînent la plus forte amélioration de x∗. C’est la
raison pour laquelle nous évaluons dans cette section l’amélioration apportée à x∗ lors
de l’ajout de coupes de chacune des trois familles d’inégalités identiﬁées au chapitre 4.
Pour ce faire, il est tout d’abord nécessaire de déﬁnir des algorithmes permettant
d’identiﬁer les coupes entraînant une amélioration de la solution de la relaxation linéaire.
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5.1.1 Algorithmes de séparations
Le problème consistant à trouver une coupe séparant la relaxation linéaire x∗ de
l’enveloppe convexe des points entiers est appelé problème de séparation.
Aﬁn d’évaluer l’eﬃcacité d’une famille d’inégalités, l’idéal serait d’ajouter à la relaxa-
tion linéaire des coupes de ce type jusqu’à ce que plus aucune d’entre elles ne permette
de l’améliorer. Ceci nécessite une résolution exacte du problème de séparation qui n’est,
cependant, pas toujours envisageable (de part la complexité du problème de séparation
ou parce qu’aucun algorithme connu ne le permet).
Dans cette sous-section, nous présentons un algorithme de séparation pour chacune
des familles d’inégalités étudiées. Contrairement aux deux autres, l’algorithme utilisé
pour les inégalités 2-chorded cycles permet de résoudre exactement le problème de sé-
paration.
Séparation des inégalités 2-chorded cycles
En 1996, Müller [97] adapte une approche introduite par Barahona et Mahjoub [14]
aﬁn de permettre la séparation en temps polynomial des inégalités dites de type odd
closed walk dans des graphes orientés. Müller montre, de plus, que le même algorithme
peut être appliqué à des graphes non orientés aﬁn de permettre la séparation d’une classe
d’inégalités incluant les inégalités 2-chorded cycles. Aﬁn d’évaluer au mieux l’impact des
inégalités 2-chorded cycles, nous souhaitons que l’algorithme sépare une classe d’inéga-
lités aussi proche que possible de cette famille. Ainsi, nous avons adapté cet algorithme
pour qu’il sépare uniquement les inégalités de 2-chorded cycles associées à des cycles
pouvant contenir des répétitions.
Pour ce faire, nous déﬁnissons un graphe orienté H = (VH , AH) – associé au graphe
d’origine G = (V,E) – tel que pour chaque arête ij ∈ E, AH contienne (voir exemple
ﬁgure 5.1) :
– huit sommets : uij1 , u
ij
2 , v
ij
1 , v
ij
2 , u
ji
1 , u
ji
2 , v
ji
1 et v
ji
2 ;
– quatre arcs : (uij1 , u
ij
2 ), (v
ij
1 , v
ij
2 ), (u
ji
1 , u
ji
2 ), (v
ji
1 , v
ji
2 ) de poids xij.
De plus, pour toute paire d’arêtes ij et ik de E comportant un sommet en commun,
AH comporte les quatre arcs suivants : (u
ji
2 , v
ik
1 ), (v
ji
2 , u
ik
1 ), (u
ki
2 , v
ij
1 ) et (v
ki
2 , u
ij
1 ) de poids
−xjk −
1
2
.
uki2u
ki
1
vki1 v
ki
2
uij1 u
ij
2
vij1 v
ij
2
−xjk −
1
2
xik xij
uji2u
ji
1
vji1 v
ji
2
uik1 u
ik
2
vik1 v
ik
2
−xjk −
1
2
xij xik
Figure 5.1 – Sommets et arcs de H associés aux arêtes (ij) et (ik) in E.
Soit C = {c1, . . . , c2p+1} un cycle de taille impaire bde G. Par construction, C induit
un chemin dans H allant de uc1,c21 à v
c1,c2
1 (voir exemple ﬁgure 5.2), de poids
xc1,c2 −
1
2
− xc1,c3 + . . .+ xc2p+1,c1 −
1
2
− xc2p+1,c2= x(C)− x(C)−
2p+1
2
= x(C)− x(C)− ⌊ |C|
2
⌋ − 1
2
.
Ainsi, il existe un cycle correspondant à une inégalité 2-chorded cycle (i.e. : inégalité
(4.39) page 105) violée si et seulement si il existe deux sommets c1 et c2 de V tels qu’il
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Figure 5.2 – Chemin de H correspondant au cycle C = {1, 2, 3, 4, 5} de G.
est possible de trouver un chemin dans H de longueur supérieure à −1
2
allant de uc1,c21
à vc1,c21 .
L’approche de Müller pour les graphes non orientés ne considère que quatre sommets
par arête (uij1 , u
ij
2 , v
ij
1 et v
ij
2 ). En conséquence, un chemin de H allant de u
ij
1 à v
ij
1
correspond à une séquence d’arêtes de G telle que tous les couples d’arêtes consécutives
possèdent un sommet en commun. Une telle séquence n’est pas nécessairement un cycle
(e.g : {ij, ik, il}) et c’est la raison pour laquelle la classe d’inégalités séparée par cet
algorithme est bien plus large que les inégalités 2-chorded cycles. L’ajout de quatre
sommets additionnels par arête permet de donner une orientation aux arêtes considérées
dans la séquence et assurent que le résultat obtenu est un cycle (dans lequel un sommet
est susceptible d’apparaître plusieurs fois).
Après création du graphe H, les inégalités 2-chorded cycles violées peuvent être
identiﬁées en calculant pour toute arête ij de E le chemin le plus court entre les sommets
uij1 et v
ij
1 . Nous calculons ces chemins grâce à l’algorithme de Floyd-Warshall [5]. Chaque
chemin de poids supérieur à −1
2
correspondra à une inégalité violée qui sera ajoutée à
la relaxation linéaire. La solution de la relaxation est alors recalculée et le processus est
répété jusqu’à ce qu’aucune inégalité violée ne soit trouvée.
Séparation des inégalités de 2-partitions
Nous utilisons un algorithme de type Kernighan-Lin [85, 73] pour séparer les inéga-
lités de 2-partitions. Deux ensembles S et T sont, tout d’abord, générés aléatoirement.
Soit U l’ensemble des sommets qui ne sont ni dans S ni dans T (i.e. : U = V \{S∪T}).
Plusieurs types de transformation de ces trois ensembles – représentés ﬁgure 5.3 – sont
considérés :
– déplacer une sommet d’un ensemble à un autre (deux transformations possibles
par sommet) ;
– échanger deux sommets se trouvant dans des ensembles diﬀérents (une transfor-
mation possible par arête non contenue dans un des ensembles S, T ou U).
Chacune de ces transformations engendre une variation du score de la coupe que
nous évaluons. Les ensembles S, T et U sont, ensuite, mis à jour en fonction de la
transformation permettant de maximiser ce score. Le score d’une coupe aTx ≤ b est,
habituellement, calculé en soustrayant b à aTx. Cependant, nous avons ici choisi d’utiliser
le ratio a
T x
b
. Ce choix a été justiﬁé par une expérience dont les résultats sont présentés
en table 5.1. Pour chaque couple (n,K), la valeur représentée correspond à la moyenne
sur 5 graphes du pourcentage d’amélioration de la solution de la relaxation linéaire après
ajout de 100 coupes lorsque que le score b−aTx est utilisé pour évaluer la qualité de ces
dernières. Le score qui ﬁgure entre parenthèses montre la diﬀérence obtenue lorsque le
ratio a
T x
b
est utilisé. Nous pouvons constater qu’à l’exception d’un unique cas, le ratio
fournit toujours des résultats signiﬁcativement meilleurs.
Le processus de choix puis d’application de la meilleure transformation est ensuite
répété – en imposant que chaque transformation ne puisse être appliquée qu’une seule
fois – jusqu’à ce que toutes les transformations aient été considérées. La meilleure coupe
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n
K
2 3 4 5 6 7
20 179.6 (+0.8) 120.7 (+0.5) 108.2 (+1.1) 94.2 (+1.4) 78.7 (+0.5) 63.2 (+0.1)
21 160.4 (+0.5) 105.4 (+0.5) 85.4 (+0.7) 75.0 (+0.8) 68.0 (+0.2) 56.8 (+0.2)
22 183.6 (+0.7) 126.8 (+0.7) 105.4 (+0.8) 90.0 (+0.6) 79.7 (-0.1) 73.2 (+0.4)
23 208.9 (+1.2) 138.0 (+1.7) 112.3 (+1.4) 101.8 (+1.2) 92.6 (+0.6) 82.6 (+0.4)
24 207.1 (+2.5) 135.1 (+1.7) 110.8 (+1.4) 95.1 (+0.9) 82.1 (+1.1) 72.6 (+0.7)
25 230.8 (+3.4) 148.1 (+2.0) 116.8 (+1.5) 100.0 (+1.0) 88.7 (+1.5) 79.0 (+1.7)
26 213.5 (+2.9) 141.8 (+1.8) 120.1 (+1.3) 107.3 (+2.0) 96.4 (+1.8) 87.0 (+1.0)
27 221.5 (+2.6) 143.9 (+2.3) 113.8 (+2.8) 97.4 (+2.6) 86.5 (+2.8) 79.9 (+1.4)
28 221.9 (+5.7) 151.5 (+1.6) 120.7 (+2.8) 106.1 (+2.0) 91.4 (+2.2) 82.2 (+1.3)
29 223.7 (+5.4) 147.0 (+2.0) 120.1 (+2.4) 105.7 (+2.2) 93.8 (+2.3) 85.3 (+2.2)
30 251.5 (+4.1) 161.0 (+1.4) 128.3 (+2.6) 110.5 (+2.4) 97.8 (+2.8) 86.8 (+2.1)
Table 5.1 – Moyenne sur 5 graphes du pourcentage d’amélioration de la relaxation
linéaire après ajout de 100 coupes de type 2-partitions obtenues avec l’algorithme de type
Kernighan-Lin. Pour chaque couple (n,K), le premier nombre correspond aux résultats
obtenus lorsque que le critère d’évaluation d’une coupe aTx ≤ b considéré est la différence
b − aTx. Le nombre entre parenthèse représente le gain en pourcentage lorsque le ratio
aT x
b
est utilisé par rapport au premier critère.
rencontrée durant l’ensemble du processus est ensuite sélectionnée. Cet algorithme peut
être répété – en utilisant les meilleurs ensembles S et T de l’itération précédente comme
point de départ – tant que la coupe est améliorée.
S
T U
Figure 5.3 – Représentation des différents types de transformations considérés dans
l’algorithme de type Kernighan-Lin utilisé pour séparer les inégalités de 2-partitions.
Séparation des inégalités de clique généralisées
L’algorithme utilisé pour séparer les inégalités de clique généralisées est très similaire
à celui employé pour les inégalités de 2-partitions. La diﬀérence réside dans le fait que
seuls deux ensembles sont considérés Z ⊂ V et U = V \Z, ce qui implique un nombre
plus réduit de transformations envisageables (voir représentation en ﬁgure 5.4)
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Z U
Figure 5.4 – Représentation des différents types de transformations considérés dans
l’algorithme de type Kernighan-Lin utilisé pour séparer les inégalités de clique générali-
sées.
5.1.2 Amélioration de la relaxation par famille d’inégalités
Soit r la valeur de la borne fournie par la résolution de la relaxation linéaire. Aﬁn
de calculer l’amélioration que peut apporter une famille d’inégalités à r, nous réalisons
successivement les étapes suivantes :
1. calcul de la relaxation linéaire ;
2. ajout de coupes violées de la famille d’inégalités considérée.
Ce procédé est ainsi répété jusqu’à ce qu’aucune coupe violée ne soit identiﬁée. Une
solution améliorée de la relaxation linéaire correspondant à la borne r∗ est ainsi obtenue.
Pour évaluer l’amélioration apportée, nous calculons le pourcentage d’amélioration déﬁni
par
|r − r∗|
r
× 100. (5.1)
Aﬁn de réaliser l’évaluation, nous avons généré pour chaque valeur de n considérée,
100 graphes complets dont le poids des arêtes a été généré aléatoirement entre 0 et 500.
Pour chaque couple (n,K), l’amélioration que nous fournissons correspond à la moyenne
des pourcentages d’amélioration obtenue sur les 100 graphes correspondants.
Le type de graphes considéré peut avoir une forte inﬂuence sur l’amélioration ap-
portée par une famille d’inégalités ou sur la résolution du problème en lui-même. Par
exemple, comme nous l’avons mentionné, Goldschmidt et al. [48] ont montré que le
problème de K-partitionnement était polynomial lorsque le poids des arêtes était né-
gatif, même si ce polynôme dépend fortement de K (complexité pseudo-polynomiale).
Ainsi, pour obtenir une meilleure évaluation de la qualité des familles d’inégalités, nous
calculons le pourcentage d’amélioration moyen obtenu dans les trois cas suivants :
– le poids des arêtes appartient à [0, 500] (ce sont les graphes décrit ci-dessus) ;
– le poids des arêtes appartient à [−250, 250] (les poids sont décalés de −250) ;
– le poids des arêtes appartient à [−500, 0] (les poids sont décalés de −500).
Graphes dont les arêtes ont des poids positifs
Les graphes dont les arêtes ont des poids positifs sont ceux qui sont susceptibles
d’être les plus diﬃciles car ils sont les plus éloignés du cas polynomial où les arêtes
ont des poids négatifs. Les inégalités les plus eﬃcaces seront donc tout particulièrement
intéressantes pour la résolution de cas les plus ardus.
La table 5.2 présente les résultats obtenus avec les inégalités 2-chorded cycles. Nous
pouvons premièrement observer que le pourcentage moyen d’amélioration est faible (in-
férieur à 5%). Ceci indique que les chances pour que ces inégalités soient eﬃcaces sur ce
type de graphe est faible. De plus, nous remarquons que l’amélioration diminue lorsque
K s’approche de n. Cette observation est valable pour les trois tableaux de résultats liés
à ces graphes. Ceci peut, tout d’abord, s’expliquer par le fait que le nombre de solutions
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entières réalisables diminue fortement lorsque K est proche de n. La seconde raison est
que, comme l’illustre la table 5.3 la relaxation linéaire fournit souvent la solution opti-
male dans cette partie du tableau, ce qui rend impossible toute amélioration pour ces
instances.
n
K
2 3 4 5 6 7 8 9 10
7 0,2 0,2 0,1 0,0 0,0
8 0,4 0,5 0,4 0,0 0,0 0,0
9 0,8 0,7 0,8 0,3 0,0 0,0 0,0
10 1,2 1,5 0,9 0,7 0,1 0,1 0,0 0,0
11 0,9 1,1 0,9 0,6 0,2 0,0 0,0 0,0 0,0
12 1,7 1,9 1,7 1,4 1,0 0,6 0,2 0,0 0,0
13 1,8 2,0 1,9 1,5 0,6 0,3 0,0 0,0 0,0
14 2,2 2,5 2,5 2,1 1,3 0,7 0,4 0,1 0,0
15 2,1 2,9 3,0 2,5 1,9 1,1 0,5 0,2 0,0
16 2,5 2,8 2,7 2,1 1,7 1,4 0,7 0,4 0,1
17 2,9 3,2 3,0 2,7 2,3 1,7 1,4 0,7 0,3
18 2,9 3,4 3,3 2,9 2,5 1,9 1,3 0,8 0,4
19 3,2 3,6 3,9 3,7 3,2 2,6 2,0 1,2 0,7
20 4,1 4,7 4,8 4,6 4,1 3,4 3,0 2,6 1,6
Table 5.2 – Amélioration moyenne de la relaxation linéaire par utilisation d’inégalités
2-chorded cycles sur 100 graphes complets dont le poids des arêtes est positif.
Les résultats obtenus par les inégalités de 2-partitions sont présentés en table 5.4.
Ils montrent une amélioration moyenne plus signiﬁcative. Enﬁn, la table 5.5 montre
que les inégalités de clique généralisées apportent une amélioration spectaculaire de
la solution de la relaxation, allant parfois jusqu’à dépasser les 1000% d’amélioration
dans les meilleurs cas. Ces inégalités seront donc à générer en priorité dans le cas du
partitionnement de graphes dont le poids des arêtes est positif.
Graphes dont les arêtes ont des poids de signe quelconque
Dans le cas où le poids des arêtes du graphe peut être à la fois positif ou négatif, les
inégalités 2-chorded cycles fournissent des résultats qui restent faibles comme le présente
la table 5.7. Nous pouvons remarquer que les valeurs sont plus équitablement réparties en
fonction de K, excepté pour les premières lignes du tableau pour lesquelles les premières
colonnes ont des pourcentages d’amélioration plus faible. Ceci peut une nouvelle fois
s’expliquer par la qualité de la relaxation linéaire pour ces couples de valeurs (n,K),
comme l’illustre la table 5.6 qui représente le nombre de problèmes résolus directement
par la relaxation linéaire pour ces graphes.
Les valeurs obtenues pour les inégalités de 2-partitions, représentées en table 5.8, sont
réparties de manière similaire. Bien que plus faibles que pour les graphes précédents,
elles sont globalement deux fois plus élevées que celles des inégalités 2-chorded cycles.
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n
K
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
7 0 0 52 91 100
8 0 0 10 61 92 100
9 0 0 0 44 79 94 100
10 0 0 0 12 47 75 95 100
11 0 0 0 0 15 50 77 94 100
12 0 0 0 0 8 29 70 91 99 100
13 0 0 0 0 0 8 37 60 87 99 100
14 0 0 0 0 0 0 20 45 72 91 98 100
15 0 0 0 0 0 0 6 28 61 84 94 99 100
16 0 0 0 0 0 0 3 13 31 66 80 91 98 100
17 0 0 0 0 0 0 0 3 18 46 69 84 90 96 100
18 0 0 0 0 0 0 0 0 6 19 51 70 91 97 99 100
19 0 0 0 0 0 0 0 0 1 13 34 56 76 92 96 99 100
20 0 0 0 0 0 0 0 0 0 4 12 37 60 78 94 99 100 100
Table 5.3 – Pour chaque couple (n,K), nombre de graphes parmi les 100 considérés et
dont la solution de la relaxation linéaire est entière.
n
K
2 3 4 5 6 7 8 9 10
7 2,9 2,9 2,0 0,1 0,0
8 4,5 4,9 3,5 1,9 0,2 0,0
9 6,8 8,0 8,3 5,7 1,3 0,5 0,0
10 7,5 9,3 8,1 7,1 3,5 1,6 0,5 0,0
11 9,6 10,9 10,6 8,2 5,3 2,9 1,6 0,8 0,0
12 11,4 13,2 12,6 10,6 7,7 4,2 2,8 1,1 0,1
13 12,8 15,3 15,6 13,5 9,5 6,2 3,4 2,1 0,5
14 14,9 17,0 17,8 15,7 12,8 9,4 5,7 3,1 1,8
15 16,9 19,6 20,5 19,3 17,3 14,3 10,6 6,1 3,5
16 17,8 19,9 20,5 19,8 17,9 14,9 11,3 8,2 5,0
17 19,1 21,5 22,1 21,3 20,2 17,3 14,0 10,6 7,3
18 21,1 23,3 23,8 23,2 21,3 18,7 15,6 12,1 8,4
19 22,5 25,0 26,0 26,2 25,7 23,5 20,1 16,5 12,1
20 25,1 28,6 30,1 29,6 28,4 26,1 22,8 18,9 14,4
Table 5.4 – Amélioration moyenne de la relaxation linéaire par utilisation d’inégalités
de 2-partitions sur 100 graphes complets dont le poids des arêtes est positif.
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n
K
2 3 4 5 6 7 8 9 10
7 130,1 46,4 11,9 1,1 0,0
8 176,3 78,5 24,8 8,0 0,9 0,0
9 232,1 111,1 52,1 17,8 3,9 1,1 0,0
10 298,0 153,6 73,7 32,2 15,9 4,3 0,4 0,0
11 368,7 197,8 104,3 49,6 17,8 7,5 3,8 0,8 0,0
12 434,0 239,2 135,5 73,0 31,2 12,4 5,4 2,3 0,6
13 505,7 288,4 171,5 98,5 49,2 19,9 9,1 5,1 2,0
14 593,6 343,6 206,9 119,2 68,2 33,2 14,7 6,3 3,4
15 673,2 395,4 244,7 152,0 95,5 54,2 25,5 13,6 6,1
16 782,9 465,0 294,0 181,8 112,1 68,1 35,4 17,6 9,8
17 855,6 515,5 328,1 214,8 137,8 84,9 48,2 23,7 13,4
18 964,1 582,2 376,3 247,7 159,8 102,0 63,6 36,9 19,6
19 1 041,6 637,4 421,9 289,1 199,5 134,0 88,2 52,4 26,8
20 1 186,6 739,3 491,1 336,3 228,9 153,1 103,1 63,5 35,9
Table 5.5 – Amélioration moyenne de la relaxation linéaire par utilisation d’inégalités
de clique généralisées sur 100 graphes complets dont le poids des arêtes est positif.
n
K
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
7 45 59 19 9 4
8 37 55 30 6 4 0
9 34 48 21 1 0 0 0
10 20 53 31 4 3 0 0 0
11 16 37 16 4 1 1 0 0 0
12 8 21 16 4 0 0 0 0 0 0
13 12 17 11 2 1 0 0 0 0 0 0
14 6 14 9 3 0 0 0 0 0 0 0 0
15 2 10 9 3 0 0 0 0 0 0 0 0 0
16 2 5 5 1 0 0 0 0 0 0 0 0 0 0
17 2 10 4 2 0 0 0 0 0 0 0 0 0 0 0
18 2 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 1 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 5.6 – Pour chaque couple (n,K), nombre de graphes parmi les 100 dont le poids
des arêtes est entre −250 et 250 et dont la solution de la relaxation linéaire est entière.
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n
K
2 3 4 5 6 7 8 9 10
7 0,1 0,0 0,2 0,2 0,0
8 0,2 0,1 0,1 0,2 0,2 0,0
9 0,3 0,3 0,3 0,5 0,8 0,4 0,0
10 0,4 0,4 0,4 0,6 0,8 0,8 0,4 0,0
11 0,4 0,4 0,4 0,6 1,0 1,5 1,2 0,5 0,0
12 0,9 0,7 0,7 0,9 1,3 2,1 2,5 1,7 0,7
13 1,0 1,0 1,0 1,1 1,3 1,9 2,7 2,8 1,7
14 1,2 1,2 1,2 1,3 1,5 1,9 2,9 3,5 2,8
15 2,1 2,1 2,2 2,3 2,5 2,7 3,5 4,2 4,4
16 2,6 2,7 2,7 2,7 2,8 3,1 3,6 4,7 5,2
17 3,1 3,2 3,2 3,3 3,3 3,4 3,7 4,5 5,5
18 4,0 4,0 4,0 4,0 4,1 4,2 4,3 4,8 5,9
19 4,5 4,8 4,9 5,0 5,0 5,0 5,0 5,2 5,9
20 5,5 5,8 5,8 5,8 5,8 5,8 5,9 6,0 6,4
Table 5.7 – Amélioration moyenne de la relaxation linéaire par utilisation d’inégalités
2-chorded cycles sur 100 graphes complets dont le poids des arêtes peut être positif ou
négatif.
Enﬁn, les pourcentages moyen d’amélioration obtenus avec les inégalités de clique
généralisées, représentés en table 5.9, sont bien plus faibles que dans le cas des graphes
qui possèdent des arêtes de poids positif. Cette détérioration peut s’expliquer par le fait
que les inégalités de clique généralisées imposent qu’un certain nombre d’arêtes de la
clique engendrée par un ensemble Z ⊂ V ﬁgurent dans la partition. Puisque nous cher-
chons à minimiser le poids de la K-partition, lorsqu’une arête ij ∈ E possédant un poids
wi,j positif se trouve dans une partition, elle détériore la valeur de la fonction objectif.
Au contraire, si wi,j est négatif, la fonction objectif est améliorée (i.e. : diminuée) par la
présence de ij dans une partition. Ainsi, le nombre d’arêtes dans la partition optimale a
tendance à être plus faible dans le cas de graphes ne contenant que des arêtes de poids
positifs. Ainsi, les inégalités de clique généralisées qui imposent la présence d’un nombre
minimum d’arêtes dans la partition sont plus souvent violées lorsque des graphes de
poids positifs sont considérés.
En conclusion, pour ce type de graphes, les inégalités de 2-partitions sont généra-
lement à préférer, excepté lorsque K est très faible (i.e. : 2 ou 3) où nous utilisons en
priorité les inégalités de clique généralisées.
Graphes dont les arêtes ont des poids négatifs
Pour ces graphes, qu’elle que soit la valeur du couple (n,K), aucune coupe violée n’est
identiﬁée par les trois algorithmes de séparation. Le pourcentage d’amélioration est donc
nul. Ainsi, tant qu’aucune famille d’inégalités permettant une amélioration n’est pas
identiﬁée, un algorithme de résolution basé sur la recherche de coupe risque de s’avérer
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n
K
2 3 4 5 6 7 8 9 10
7 1,3 1,3 1,8 3,0 5,8
8 1,6 1,1 1,1 2,4 5,0 7,6
9 1,5 1,3 1,6 3,4 5,4 8,3 10,7
10 1,8 1,4 1,2 2,2 3,8 6,4 10,1 13,5
11 2,3 1,9 1,8 2,6 4,0 6,9 9,1 11,7 13,2
12 3,0 2,3 2,2 2,9 4,4 6,6 9,5 11,8 13,2
13 3,7 3,4 3,5 3,9 4,8 6,6 9,6 12,5 14,4
14 4,3 4,0 3,9 4,2 5,0 6,5 8,5 11,1 13,1
15 5,3 5,0 5,1 5,3 5,9 6,8 8,8 11,4 14,0
16 5,6 5,5 5,5 5,6 6,1 7,0 8,3 11,0 13,1
17 7,3 7,1 7,3 7,3 7,6 8,1 8,8 10,5 13,1
18 8,0 7,7 7,9 7,9 8,2 8,3 9,0 10,3 12,5
19 9,2 9,5 9,6 9,6 9,9 9,8 10,3 11,1 12,5
20 10,5 10,6 10,6 10,6 10,8 10,7 10,9 11,7 12,7
Table 5.8 – Amélioration moyenne de la relaxation linéaire par utilisation d’inégalités
de 2-partitions sur 100 graphes complets dont le poids des arêtes peut être positif ou
négatif.
peu eﬃcace lorsqu’il est appliqué au partitionnement de graphes valués négativement,
c’est à dire dans la variante pseudo polynomiale du problème de K-partitionnement.
Conclusion
Nous remarquons que la nature des données et le type de coupes ajoutées inﬂuencent
grandement l’amélioration de la solution de la relaxation linéaire.
Tout comme l’avaient remarqué Grötschel et Wakabayashi dans le cas du partition-
nement non contraint, les inégalités 2-chorded cycles fournissent des résultats signiﬁ-
cativement moins bons que les deux autres familles d’inégalités. C’est pourquoi, leur
utilisation n’est pas privilégiée dans notre algorithme de résolution.
Les inégalités de 2-partitions fournissent de bons résultats en moyenne et elles
semblent eﬃcaces quelles que soient les valeurs du couple (n,K) considéré.
Enﬁn, les inégalités de clique généralisées entraînent les améliorations les plus impor-
tantes pour les graphes comportant des poids positifs. Elles sont à privilégier en priorité
pour ces derniers.
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n
K
2 3 4 5 6 7 8 9 10
7 21,0 2,2 0,2 0,0 0,0
8 22,2 2,1 0,1 0,0 0,0 0,0
9 11,2 1,5 0,2 0,0 0,0 0,0 0,0
10 16,7 2,6 0,2 0,0 0,0 0,0 0,0 0,0
11 16,2 2,7 0,4 0,0 0,0 0,0 0,0 0,0 0,0
12 17,5 3,2 0,5 0,1 0,0 0,0 0,0 0,0 0,0
13 17,2 4,0 0,8 0,1 0,0 0,0 0,0 0,0 0,0
14 17,3 4,3 0,8 0,1 0,0 0,0 0,0 0,0 0,0
15 19,5 5,7 1,2 0,1 0,0 0,0 0,0 0,0 0,0
16 20,2 6,1 1,6 0,2 0,0 0,0 0,0 0,0 0,0
17 22,5 7,7 2,1 0,3 0,0 0,0 0,0 0,0 0,0
18 23,6 8,1 2,5 0,4 0,0 0,0 0,0 0,0 0,0
19 24,8 9,2 2,9 0,5 0,0 0,0 0,0 0,0 0,0
20 24,9 9,8 3,2 0,5 0,0 0,0 0,0 0,0 0,0
Table 5.9 – Amélioration moyenne de la relaxation linéaire par utilisation d’inégalités
de clique généralisées sur 100 graphes complets dont le poids des arêtes peut être positif
ou négatif.
5.2 Résolution numérique par un algorithme de plans
coupants
Nous choisissons de nous orienter vers un algorithme de type plans coupants car un
algorithme similaire a prouvé par le passé son eﬃcacité pour la résolution de problèmes
de partitionnement dans le cas non contraint [49].
5.2.1 Description générale de l’algorithme
Le principe d’un algorithme de type plans coupants est d’améliorer la solution de la
relaxation linéaire jusqu’à ce qu’elle corresponde à une solution entière. Pour ce faire,
les deux étapes suivantes sont successivement répétées :
(E1) calcul de la relaxation linéaire x∗ du problème ;
(E2) obtention d’une contrainte violée par x∗ mais valide pour l’ensemble des solu-
tions entières du problème.
L’algorithme est exécuté jusqu’à ce qu’une des trois conditions d’arrêt suivantes soit
rencontrée :
(T1) x
∗ est entier (dans ce cas la solution optimale est obtenue) ;
(T2) aucune coupe permettant de séparer x∗ n’a été trouvée ;
(T3) le temps d’exécution maximal accordé à l’algorithme est atteint.
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Nous utilisons dans notre algorithme la formulation étendue (F2) dont la relaxation
linéaire est au moins aussi bonne que celle de (F1). De plus, lorsque la majorité des arêtes
du graphe possède un poids positif, nous ajoutons à cette formulation les inégalités de
clique généralisées correspondant aux ensembles Z de taille n et n−1. Ces n+1 inégalités
ont empiriquement montré une nette amélioration de la relaxation linéaire comme le
montre la table 5.10.
n
K
2 3 4 5 6 7 8 9 10
20 490.3 367.3 226.9 143.6 95.1 68.2 48.7 22.8 6.0
21 451.8 311.2 179.8 114.9 80.4 52.3 42.6 26.9 7.4
22 506.0 351.0 236.8 158.7 113.5 66.7 58.8 42.9 22.6
23 540.0 404.3 277.0 185.2 126.9 88.0 62.3 48.8 30.4
24 596.1 444.3 298.5 218.6 161.9 126.3 84.6 67.9 45.5
25 613.9 464.7 330.3 241.3 165.1 129.5 87.0 77.2 58.5
26 674.3 502.0 349.7 233.0 169.8 133.0 97.9 79.3 66.8
27 693.1 522.2 366.5 256.1 186.8 137.4 100.8 71.4 59.9
28 753.5 537.4 352.8 246.0 181.4 132.8 106.0 70.8 60.7
29 732.3 561.7 373.4 264.3 192.2 135.7 111.7 78.4 62.4
30 716.6 565.2 397.6 282.5 208.8 154.9 123.0 93.9 68.8
Table 5.10 – Moyenne sur 5 graphes (dont les arêtes ont des poids positifs) du pour-
centage d’amélioration de la relaxation linéaire après ajout des inégalités de clique gé-
néralisées correspondant aux cliques de taille n et n− 1.
5.2.2 Obtention d’une solution entière à partir d’une solution
fractionnaire
L’inconvénient d’un algorithme de plans coupants classique est qu’aucune solution
réalisable n’est obtenue si une des conditions d’arrêt (T2) ou (T3) est satisfaite. C’est
la raison pour laquelle, aﬁn d’obtenir une solution réalisable à partir d’une solution
fractionnaire x∗, nous utilisons un algorithme glouton.
Pour ce faire, nous nous sommes basés sur le fait que les variables de représentants
x∗r pour tout sommet r de V traduisent à quel point le sommet i est susceptible d’être
un représentant de la solution optimale.
Tout d’abord, les variables x∗r sont triées, puis les K plus grandes sont sélectionnées.
Ensuite, chaque sommet i de V dont la variable de représentant n’a pas été sélectionnée,
est ajouté à la partie du représentant r permettant de maximiser x∗i,r.
Aﬁn d’éviter que les utilisations successives de cet algorithme ne détériorent les
performances globales, ce dernier n’est pas appelé à chaque itération de (E1). Il est, tout
d’abord, utilisé toutes les 300 itérations, puis de manière plus systématique à mesure
que le temps d’exécution restant diminue.
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L’avantage de cet algorithme glouton est qu’il permet une obtention rapide d’une
solution réalisable approchée du problème.
Aﬁn de résoudre le problème de K-partitionnement en utilisant une méthode de
plans coupants, il est également nécessaire de déﬁnir des algorithmes de séparation.
5.2.3 Algorithmes de séparation
Les algorithmes de séparation présentés précédemment recherchent de manière ap-
profondie des inégalités violées. Ceci est un avantage lorsque, comme dans la sous-section
précédente, nous souhaitons ajouter le plus possible de coupes aﬁn d’évaluer la qualité
d’une famille d’inégalités. Cependant, cette recherche détaillée est eﬀectuée au détriment
des performances. En eﬀet, la complexité élevée de ces algorithmes ne permet pas d’en
envisager une utilisation récurrente dans le cadre d’un algorithme de résolution eﬃcace
du problème de K-partitionnement.
Ainsi, nous avons sélectionné des algorithmes de la littérature qui réalisent un bon
compromis entre eﬃcacité et complexité.
Séparation des inégalités de 2-partitions
Aﬁn de séparer cette famille d’inégalités, nous utilisons deux heuristiques que nous
appelons A1 et A2 – développées par Grötschell et Wakabayashi [49] – dans lesquelles
sont recherchées des inégalités de 2-partitions dont l’ensemble S associé est réduit à un
unique sommet s. Pour tout sommet s de V , les deux algorithmes tentent de construire
itérativement un ensemble T tel que l’inégalité de 2-partitions correspondante soit vio-
lée. Le détail de l’algorithme A1 est présenté en ﬁgure 5.5. L’ensemble W contient les
sommets susceptibles d’être ajoutés à T . Les sommets u de V \{s} tels que xs,u est égal
à 0 ou 1 ne sont sont pas utiles dans la recherche d’une coupe violée si les inégalités
triangulaires sont satisfaites. C’est la raison pour laquelle ils ne ﬁgurent pas dans l’en-
sembleW . L’algorithme A2 est identique à A1 à l’exception de la condition sous laquelle
un sommet w ∈ W est ajouté dans T qui devient : xs,w − x(w, T ) > 0.
Séparation des inégalités de clique généralisées
L’heuristique utilisée pour séparer eﬃcacement les inégalités de clique généralisées
est un e adaptation d’un algorithme glouton d’approximation de facteur 2 du problème
du k-sous-graphe le moins dense (DalkS) [75]. Étant donné un graphe G = (V,E), soit Z
un sous-ensemble de V et EZ ⊂ E l’ensemble des arêtes connectant deux sommets de Z.
La densité du sous-graphe GZ(Z,EZ) est déﬁnie par
|EZ |
|Z|
. Le problème DalkS consiste à
trouver le sous-graphe de G le plus dense contenant au moins k sommets. L’algorithme
débute en prenant Z égal à V et à chaque itération, le sommet le moins dense est retiré
jusqu’à ce qu’il ne reste que k sommets. Le sous-graphe le plus dense obtenu durant ce
processus est ensuite retourné.
Aﬁn d’obtenir des inégalités de clique généralisées violées, nous cherchons des en-
sembles Z tels que x(Z) est minimal. Ainsi, à chaque étape, au lieu de retirer le sommet
le moins dense, nous retirons le sommet i de Z qui maximise x(i, Z\{i}). Nous répétons
le processus jusqu’à ce que Z ne contienne que K + 1 sommets. Cet algorithme, que
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Données : Un graphe complet G = (V,E) et une solution
fractionnaire x∗
Résultat : {S, T} si une coupe violée est obtenue ; ∅ sinon
pour tout sommet s de V faire
S ← {s};
W ← {w ∈ V \{s}, 0 < x∗s,w < 1};
Mélanger W ;
T ← W [0];
W ← W\W [0];
pour tout w ∈ W faire
si x∗w,t = 0 pour tout t ∈ T alors
T ← T ∪ w;
si x∗(s, T ) > 1 alors
retourner {S,T};
sinon
retourner ∅;
Figure 5.5 – Algorithme A1 séparant des inégalités de 2-partitions.
nous appelons a3, pourrait être utilisé tel quel, cependant, il ne permettrait de retourner
qu’une unique coupe dans le meilleur des cas. Aﬁn d’obtenir des coupes aussi diversiﬁées
que possible, a3 a été adapté aﬁn de forcer l’ensemble Z retourné à contenir un sommet
i donné de V . Nous appelons a′3(i) le résultat retourné par cette adaptation. Comme le
représente la ﬁgure 5.6, notre algorithme de séparation – nommé A3 – consiste à appeler
a′3(i) pour chaque sommet i ne ﬁgurant dans aucun ensemble Z actuellement obtenu.
Données : Un graphe complet G = (V,E) et une solution
fractionnaire x∗
Résultat : Un ensemble d’ensembles correspondant chacun
à une inégalité de clique généralisée violée
R← ∅;
pour tout i dans V faire
si i n’apparaît dans aucun ensemble de R alors
R← R ∪ a′3(i);
retourner R;
Figure 5.6 – Algorithme A3 utilisé pour séparer les inégalités de clique généralisées.
La fonction a′3(i) retourne un ensemble Z contenant le sommet i correspondant à une
inégalité violée ou ∅ si aucune coupe de ce type n’est trouvée.
Séparation des inégalités de la formulation
Aﬁn de permettre un calcul rapide de la relaxation linéaire, nous retirons de la for-
mulation (F2) toutes les familles de contraintes contenant plus de n inégalités (i.e. : les
inégalités (4.3), (4.11), (4.12) et (4.13)). Pour chacune de ces familles, nous déﬁnissons
un algorithme de séparation. Puisque le nombre d’inégalités ﬁgurant dans ces familles
est polynomial, il est possible de réaliser une énumération exhaustive et de n’ajouter
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que celles qui sont les plus violées. Pour garder la formulation aussi légère que pos-
sible et limiter le temps d’exécution, seules les 500 inégalités les plus violées, parmi
les 3000 premières inégalités violées trouvées, sont ajoutées à chaque appel d’un de ces
algorithmes.
Une fois les algorithmes de séparation sélectionnés, il est nécessaire de déﬁnir la façon
dont ces derniers sont gérés au sein de la phase de séparation (E2).
5.2.4 Gestion des algorithmes de séparation et des coupes ajou-
tées
Les algorithmes de séparation présentés ne sont pas tous équivalents. Comme le
représente la table 5.11, nous pouvons distinguer trois catégories d’algorithmes. Les
algorithmes de Kernighan-Lin ont une complexité qui rend leur utilisation systématique
coûteuse en temps de calculs. Ainsi, ces derniers ne seront utilisés que dans l’éventualité
où les autres algorithmes ne parviendraient pas trouver de coupe. A chaque fois qu’une
nouvelle solution fractionnaire est obtenue, nous utilisons chacun des algorithmes des
deux autres catégories et ajoutons à la formulation l’ensemble des coupes identiﬁées.
Algorithmes
Nombre maximal
de coupes
retournées
Complexité
(A1), (A2) et (A3) |V | O(n2)
Kernighan-Lin (une phase) 1 O(n4)
Séparation des inégalités triviales 500 O(n2) ou O(n3)
Table 5.11 – Complexité des algorithmes de séparation considérés. La dernière ligne
correspond aux algorithmes séparant des inégalités de la formulation.
La gestion des coupes ajoutées à la formulation peut, elle aussi, permettre d’améliorer
les temps de calcul. Une inégalité aTx ≤ b est dite serrée pour une solution x∗ si aTx∗
est égal à b. Plus le nombre de coupes ajoutées à la formulation augmente, plus le
temps de calcul de la relaxation linéaire est important. Aﬁn de pallier cela, Grötschell
et Wakabayashi [49] retirent de la formulation, à chaque itération de leur algorithme de
plans coupants, les inégalités qui ne sont pas serrées pour x∗. De ce fait, il est possible que
certaines inégalités soient générées plus d’une fois. Cependant, les auteurs ont constaté
que ce procédé permettait d’améliorer les performances globales de leur algorithme.
Dans des expériences préliminaires, il s’est montré plus eﬃcace pour la résolution de
notre problème de ne réaliser cette purge des inégalités non serrées que toutes les 500
itérations de l’algorithme.
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5.2.5 Résultats numériques
Aﬁn d’évaluer les performances de notre algorithme de plans coupants, nous étudions
ses performances sur des graphes complets correspondant aux instances aléatoires les
plus complexes (i.e. : celles comportant des poids positifs sur les arêtes). Nous considé-
rons ensuite deux cas d’étude avec des données réelles issues de l’article de Grötschell
et Wakabayashi [49]. L’ensemble de nos résultats a été obtenu à l’aide d’un ordinateur
Intel Xeon équipé de 12 GByte de RAM.
Graphes aléatoires
Dans le cadre des graphes aléatoires, nous comparons les performances de notre
algorithme de plans coupants à celles du logiciel CPLEX version 12.7. Les temps de
calcul ont été limités à une heure. Lorsque notre algorithme ne converge pas après 2000
secondes (i.e. : dans les cas où il ne semble pas permettre d’obtenir la solution optimale),
nous utilisons le branch-and-cut de CPLEX sur une formulation à laquelle a été ajoutée
l’ensemble des inégalités qui sont serrées pour la meilleure relaxation obtenue à ce point.
Les résultats sont présentés en table 5.12. Le gap correspond à l’écart relatif entre
la valeur de la meilleure solution entière et de la meilleure relaxation obtenues. Nous
pouvons tout d’abord observer que notre approche permet plus souvent d’obtenir une
solution optimale du problème (représentée dans la table 5.12 par un gap de 0∗). De
plus, lorsque la solution optimale n’est pas atteinte, le gap est plus faible que celui de
CPLEX, ce qui montre l’eﬃcacité de notre heuristique de recherche de solution entière.
Deux cas d’étude issus de la littérature
Nous illustrons aussi notre méthode sur deux cas d’étude issus de l’article de Gröt-
schell et Wakabayashi [49]. Le problème considéré par ces auteurs est celui du parti-
tionnement non contraint. Le nombre de parties n’est donc pas imposé. Il est cependant
raisonnable de supposer qu’un intervalle relativement serré sur la valeur de K soit connu
a priori. Pour chaque instance, nous appliquons notre algorithme de plans coupants pour
les valeurs de K situées autour de celles fournissant la solution optimale. Les temps de
calculs sont indiqués à titre informatif puisque les expériences de Grötschell et Waka-
bayashi ont été réalisées il y a plus de 20 ans. Cependant, nous pouvons comparer les
nombres d’itérations ainsi que les types de coupes ajoutées.
La taille des graphes considérés est bien plus élevée que celle des graphes aléatoires
que nous avons jusqu’à présent traités (jusqu’à 158 sommets). Cette diﬀérence peut
tout d’abord s’expliquer par le fait que les graphes possèdent des poids sur les arêtes qui
peuvent être négatifs, ce qui tend à faciliter la résolution. Une seconde justiﬁcation est
que les graphes issus d’exemples réels comportent généralement une cohérence dans leur
structure qui facilite leur partitionnement. Par exemple, si le sommet i est très similaire
aux sommets j et k, alors il est fortement probable que les sommets j et k seront eux
aussi relativement similaires dans un graphe réel, ce qui n’est pas forcément le cas dans
un graphe aléatoire.
La première instance correspond à un graphe, que nous nommons G1, comportant
158 sommets et dont le poids de chaque arête est un entier compris entre −3 et 3.
Les résultats obtenus sont présentés en table 5.13. Il est intéressant de constater que
le nombre d’itérations de plans coupants nécessaires à la convergence est similaire dans
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Branch-and-cut Plans coupants
n K
Temps
total (s)
Gap Nœuds
Temps
total (s)
Temps
b&c (s)
Gap Nœuds
30 4 3 602 6,6 23 734 3 057 688 0∗ 233
30 6 1 779 0∗ 17 101 2 443 65 0∗ 9
30 8 160 0∗ 2 388 83 12 0∗ 5
30 10 257 0∗ 11 445 16 5 0∗ 5
35 4 2 419 0∗ 3 903 1 302 0 0∗ 0
35 6 3 604 9,1 11 494 2 165 164 0∗ 32
35 8 3 603 9,1 17 284 2 111 111 0∗ 27
35 10 542 0∗ 3 373 2 044 44 0∗ 10
40 4 3 601 28,5 1 113 3 600 1 600 3,4 190
40 6 3 602 36,2 4 072 3 600 1 600 5,3 415
40 8 3 604 36,9 7 464 2 886 885 0∗ 310
40 10 3 603 16,3 10 243 2 223 223 0∗ 42
45 4 3 600 42,3 202 3 600 1 600 19,0 45
45 6 3 601 42,3 533 3 602 1 600 30,4 115
45 8 3 600 54,5 1 191 3 600 1 600 16,5 286
45 10 3 601 26,4 3 265 3 069 1 069 0∗ 166
50 4 3 609 43,2 0 3 601 1 600 24,3 9
50 6 3 600 59,2 0 3 600 1 600 34,0 20
50 8 3 601 72,6 313 3 600 1 600 48,2 85
50 10 3 603 58,3 1 225 3 600 1 600 46,7 162
Table 5.12 – Comparaison des résultats obtenus avec le branch-and-cut de CPLEX
12.7 et notre algorithme de plans coupants. Le gap correspond à l’écart relatif entre la
meilleure solution entière obtenue et la valeur de la meilleure relaxation. Le nombre de
nœuds correspond au nombre de sommets parcourus durant le branch-and-cut.
les deux cas où des solutions comportant 6 parties sont obtenues. Le fait d’ajouter des
inégalités autres que les inégalités triangulaires ne semble pas permettre de diminuer
signiﬁcativement le nombre d’itérations nécessaire à la résolution. Lorsque nous ﬁxons
K à 5 les résultats sont similaires. En revanche, pour K égal à 7, la résolution est bien
plus longue car elle nécessite alors l’ajout d’un nombre bien plus conséquent d’inégalités
durant 139 itérations. Cette plus grande diﬃculté à résoudre le problème dans ce cas,
peut s’interpréter par le fait qu’il peut s’avérer plus ardu de trouver sept classes dans
un graphe en contenant naturellement six. Tout comme nous l’avons mentionné dans le
cas de graphes aléatoires, le fait de rechercher un type de partition dans des données ne
comportant pas naturellement une telle structure, tend à complexiﬁer signiﬁcativement
le problème.
Le second graphe G2 utilisé par Grötschell et Wakabayashi que nous considérons
comporte 34 sommets et des poids d’arêtes de valeurs entières entre −13 et 13. Les
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K Temps Itérations
Inégalités ajoutées
(∇) (af) (2p) (cg)
Partitionnement
non contraint
6 852s 6 2400 - - -
5 20s 7 2862 6 622 258
K-partitionnement 6 26s 8 3420 470 11 591
7 507s 139 10821 16702 9 162
Table 5.13 – Résultats obtenus pour le graphe G1 comportant 158 sommets. La pre-
mière ligne correspond aux résultats de l’article de Grötschell et Wakabayashi [49]. (∇) :
inégalités triangulaires, (af) : autres inégalités de la formulation, (2p) : inégalités de 2-
partitions, (cg) : inégalités de clique généralisées.
résultats correspondant à ce graphe sont présentés en table 5.14. Une nouvelle fois, le
nombre d’itérations pour atteindre la solution optimale est similaire dans les deux cas
lorsque la valeur de K est la même.
K Temps Itérations
Inégalités ajoutées
(∇) (af) (2p) (cg)
Partitionnement
non contraint
3 258s 8 1729 2 - -
2 1s 6 2038 90 12 129
K-partitionnement 3 <1s 6 2012 175 6 106
4 1s 8 2203 340 11 58
Table 5.14 – Résultats obtenus pour le graphe G2 comportant 34 sommets. La première
ligne correspond aux résultats de l’article de Grötschell et Wakabayashi [49]. (∇) : in-
égalités triangulaires, (af) : autres inégalités de la formulation, (2p) : inégalités de 2-
partitions, (cg) : inégalités de clique généralisées.
5.3 Conclusion
Nous avons étudié dans ce chapitre le pourcentage d’amélioration moyen apporté à
la solution de la relaxation linéaire lors de l’ajout de coupes issues de chacune des trois
familles d’inégalités non triviales identiﬁées au chapitre 4. Nous avons constaté que la
valeur de ces améliorations ainsi que la diﬃculté du problème de K-partitionnement
sont très dépendantes des données. Notamment, dans le cas où le poids des arêtes du
graphe sont tous positifs, les inégalités de clique généralisées fournissent des améliora-
tions spectaculaires.
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Des algorithmes de séparations eﬃcaces ont été développés pour chacune des trois
familles d’inégalités considérées. L’ensemble de ces contributions nous ont permis de
déﬁnir un algorithme de plans coupants eﬃcace dont les performances sont signiﬁcati-
vement meilleures que celles du logiciel CPLEX 12.7.
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6 | Expérimentations
Dans ce chapitre, nous présentons deux expérimentations réalisées aﬁn d’évaluer
l’eﬃcacité des méthodes que nous avons sélectionnées ou développées dans le cadre
de l’extraction de régularités dans un corpus de tableaux d’annotations. Le corpus de
tableaux d’annotations utilisé dans ce cadre est présenté en section 6.1.
Les expérimentations ont été réalisées par Emilie Chanoni, psychologue de l’Univer-
sité de Rouen, experte du corpus de tableaux d’annotations considéré. Son objectif dans
ce cadre est d’identiﬁer les stratégies mises en place par les parents aﬁn de faire com-
prendre aux enfants que les comportements de personnages dans des histoires peuvent
être induits par leur état mental. Aﬁn de faciliter l’évaluation des alignements et des
partitions de motifs, un logiciel de visualisation nommé VIESA a été développé. La
section 6.2 lui est dédiée.
La première de nos expérimentations est, ensuite, décrite en section 6.3. Dans cette
dernière, nous considérons la méthode d’extraction LPCA-DC et les diﬀérentes heuris-
tiques de partitionnement. La seconde expérience, présentée en section 6.4 a été réalisée
après le développement de SABRE et de l’algorithme de plans coupants. Elle permet,
dans un premier temps, de comparer les deux méthodes d’extraction. Puis les motifs ob-
tenus avec SABRE sont ensuite partitionnés par l’algorithme de plans coupants ainsi que
par les deux meilleures heuristiques identiﬁées précédemment et les régularités obtenues
sont évaluées par l’expert.
6.1 Présentation des données
Dans le cadre de cette expérimentation, nous considérons un corpus de 113 tableaux
d’annotations correspondant chacun à un dialogue entre un parent et son enfant lors
de la narration d’une histoire. Comme l’illustre la table 6.1, les lignes d’un tableau
d’annotations de ce corpus correspondent à des énoncés d’un dialogue ordonnés chrono-
logiquement. La longueur des tableaux d’annotations varie de 28 à 249 énoncés pour une
moyenne de 82. Le schéma de codage utilisé comporte quatre alphabets (i.e. : quatre
colonnes) :
– La première colonne est dédiée à la référenciation de l’énoncé (P : au personnage,
I : à l’interlocuteur, L : au locuteur) ;
– La seconde colonne encode les états mentaux (E : émotion, V : volition, S : surprise,
OC et NOC : cognition respectivement observable et non observable) ;
– Les deux dernières colonnes sont consacrées aux justiﬁcations (O : par opposition,
C : par cause ; CH : pour expliquer l’histoire, PC : pour expliquer une situation
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par l’évocation d’un contexte personnel).
Le caractère ‘-’ ﬁgure dans chaque alphabet. Sa présence dans une colonne i signiﬁe
que l’énoncé correspondant ne véhicule aucune des notions représentées par les autres
caractères de l’alphabet Ωi. Par exemple, le troisième énoncé de la table 6.1 ne fait
référence ni au locuteur, ni à l’interlocuteur, ni à un personnage de l’histoire (le mot
“Elle” désigne ici la couronne) et en conséquence, le caractère en première colonne de la
troisième ligne est ’-’.
Locuteur Énoncé Annotations
P C’est la couronne, - - - -
P mais Babar ne l’a pas vu. P OC O ES
P Elle est cachée derrière la porte, - OC - -
P mais tu la vois, c’est bien. I OC O PC
E Oui je la vois. L - - -
Table 6.1 – Extrait d’un tableau d’annotations figurant dans le corpus de dialogue
étudié. A chaque ligne du tableau de caractères est associé l’énoncé du dialogue corres-
pondant et son locuteur (P : parent, E : enfant).
6.2 Logiciel VIESA
Aﬁn de permettre à l’expert, une évaluation simple et intuitive des alignements et
des partitions de motifs, nous avons développé un logiciel nommé VIESA (VIsualisation
d’ElementS Annotés) en Java.
Ce logiciel permet à l’utilisateur de déﬁnir un corpus en sélectionnant des tableaux
d’annotations suivant le même schéma de codage, de sélectionner les colonnes d’annota-
tions prises en compte lors de l’extraction des motifs et de régler les diﬀérents paramètres
des méthodes (scores des opérations d’édition, score minimum à partir duquel un motif
est obtenu, etc.) puis d’exécuter l’extraction et le partitionnement de motifs.
Les résultats obtenus sont visualisables au sein d’un onglet représenté en ﬁgure 6.1.
Dans ce dernier, il est possible de sélectionner les tableaux d’annotations choisis en en-
trée (2) ainsi que les diﬀérents motifs regroupés par parties (3) aﬁn de les visualiser
dans une des deux tables (4) ou dans un graphe (5). La représentation graphique des
partitions (5) a été réalisée avec la librairie GraphStream [34] développée au labora-
toire LITIS. Dans les deux tables, les motifs sélectionnés sont visualisables avec leur
contexte (e.g. : dans le cadre de notre expérience le contexte est pour chaque ligne,
le texte des dialogues et le locuteur correspondant). Lorsque diﬀérentes méthodes de
partitionnement ont été utilisées, le passage de l’une à l’autre peut être eﬀectué via
une liste déroulante (1). Le logiciel est disponible sur sourceforge à l’adresse suivante :
http ://sourceforge.net/projects/viesa.
Dans le cadre de nos expérimentations, les résultats sont calculés au préalable et
l’expert n’utilise que la partie visualisation du logiciel.
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(1)
(2)
(3)
(4)
(5)
Figure 6.1 – Capture d’écran de l’interface de VIESA. (1) : Sélection des méthodes
de partitionnement. (2) : Sélection du tableau d’annotations. (3) : Sélection de motifs
partitionnés. (4) : Visualisation de motifs. (5) : Visualisation de parties.
6.3 Évaluation de LPCA-DC et des heuristiques de
partitionnement
L’objectif de cette première expérimentation – réalisée préalablement au développe-
ment de SABRE et de l’algorithme de plans coupants – est d’évaluer l’eﬃcacité de la
méthode LPCA-DC pour l’extraction de motifs récurrents et de comparer les diﬀérentes
heuristiques de partitionnement. En vue de réaliser le partitionnement il est nécessaire
de déﬁnir une dissimilarité entre les diﬀérents motifs. C’est la raison pour laquelle, nous
présentons en premier lieu comment les mécanismes de LPCA-DC peuvent être utilisés
aﬁn de calculer la dissimilarité entre deux motifs.
6.3.1 Calcul de la dissimilarité inter-motifs avec LPCA-DC
Une variante de l’algorithme LPCA, proposée dans le même article [83], permet de
calculer un alignement global (i.e. : une distance d’édition globale) entre deux tableaux
de caractères. Il paraît donc naturel de se baser sur cette distance pour déﬁnir la dissi-
milarité entre deux motifs. Tout comme cela a été réalisé pour l’algorithme LPCA, nous
tirons parti de la structure des tableaux d’annotations aﬁn de réduire la complexité de
cette variante de l’algorithme. C’est cette adaptation que nous présentons ici.
La méthode utilisée considère en entrée deux tableaux de caractères. Il est donc
nécessaire de déﬁnir une représentation d’un motif m sous la forme d’un tableau de
caractères. Soit t[1..n1][1..n2] le tableau de caractères dans lequel apparaît un motif m
et soit lm (respectivement lM) la première (respectivement dernière) ligne de t à laquelle
apparaît une annotation de m. Le motif m est représenté par les lignes de t comprises
entre lm et lM (i.e. : t[lm..lM ][1..n2]) comme l’illustre l’exemple en ﬁgure 6.2. L’ensemble
des colonnes de t sont conservées car il est nécessaire pour l’algorithme LPCA-DC que
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les tableaux comportent le même nombre de colonnes. Enﬁn, il est nécessaire de faire la
distinction entre les annotations de t[lm..lM ][1..n2] qui appartiennent à m et les autres.
Ainsi, ces dernières sont remplacées par le caractère ‘*’. Le coût de la substitution de ce
caractère par lui même est nul (i.e. : sub(∗, ∗) = 0), tandis que sa substitution avec tout
autre caractère ‘a’ est égale au coût de suppression de ‘a’ (i.e. : sub(∗, a) = sup(a)).
A1
A2 B2
B1 C1
C2
A3 B3 C3
A4 B4 C4
A0 B0 C0
(a) Tableau d’annotations t. Les an-
notations en rouge correspondent à m.
*
*
*
*
B1 C1
*
B3 *
(b) Représentation de m.
Figure 6.2 – Exemple de représentation d’un motif m pour le calcul de sa dissimilarité
avec d’autres motifs.
Étant donnés deux tableaux de caractères tA[1..mA][1..nA] et tB[1..mB][1..nA], re-
présentant chacun un motif, l’algorithme va construire une table T [0..mA][0..nA][0..mB]
telle que T [i][j][k], pour tout (i, j, k) ∈ {1, . . . ,mA} × {1, . . . , nA} × {1, . . . ,mB}, soit
égal à la dissimilarité entre tA[1..i][1..j] et tB[1..k][1..j].
De manière similaire à l’algorithme LPCA-DC, six opérations d’édition bidimension-
nelles seront considérées (voir en ﬁgure 6.3). Cependant, aﬁn d’obtenir la dissimilarité
entre les deux motifs, la valeur de ces opérations correspondra maintenant à un coût
global et non plus à un score local.
Cet algorithme construit deux tables R[1..mA][1..nA][1..mB] et C[1..mA][1..nA]
[1..mB] dont chaque valeur correspond au coût d’un alignement global (obtenu grâce
à l’algorithme de Needleman-Wunsch présenté en section 1.2.1), de telle sorte que :
– R[i][j][k] est égal au coût de l’alignement global entre tA[i][1..j] et tB[k][1..j] ;
– C[i][j][k] est égal au coût de l’alignement global entre tA[1..i][j] et tB[1..k][j].
De plus, lorsqu’une suppression (respectivement une insertion) de ligne est réalisée
(opérations (a) et (c) de la ﬁgure 6.3), l’ensemble des caractères de la ligne considérée
doivent maintenant être supprimés (respectivement insérés). Ceci nécessite le calcul de
deux tables supplémentaires D[1..mA][1..nA] et I[1..mB][1..nA] telles que :
– D[i][j] =
∑j
p=1 sup(tA[i][p]) ;
– I[i][j] =
∑j
p=1 ins(tB[i][p]).
Les bords de la table T sont ensuite initialisés de la manière suivante :
– T [0][j][k] =
∑k
l=1 I[l][j] (si l’alignement débute à partir de tB[k][j] et de la première
ligne de tA, l’ensemble des caractères de tB[1..k][1..j] doivent être insérés) ;
– T [i][j][0] =
∑i
l=1D[l][j] (si l’alignement débute à partir de tA[i][j] et de la première
ligne de tB l’ensemble des caractères de tA[1..i][1..j] doivent être supprimés) ;
– T [i][0][k] = 0 (si l’alignement débute à partir de la première colonne de tA et de
tB, il n’est pas pénalisé).
Enﬁn, la valeur de chaque position (i, j, k) de T ne se trouvant pas sur un bord est
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(a) (e)
(f) (g) (h)
: suppression : insertion : substitution
(c)
Figure 6.3 – Opérations d’édition considérées lors du calcul de la dissimilarité entre
deux tableaux d’annotations. (a) Suppression de ligne. (c) Insertion de ligne. (e) Sub-
stitution de ligne. (f) Substitution de colonne. (g) et (h) Substitution de ligne et de
colonne (dans un ordre différent). Les lettres identifiant les opérations correspondent à
celles utilisées dans la figure 1.16.
obtenue en utilisant la formule de récurrence suivante :
T (i, j, k) = min


T [i− 1, j, k, l] +D[i][j] (a)
T [i, j, k − 1, l] + I[k][j] (c)
T [i− 1, j, k − 1, l] +R[i][j][k] (e)
T [i, j − 1, k, l − 1] + C[i][j][k] (f)
T [i− 1, j − 1, k − 1, l − 1] +R[i− 1][j][k − 1] + C[i][j][k] (g)
T [i− 1, j − 1, k − 1, l − 1] +R[i][j][k] + C[i][j − 1][k] (h)
Ainsi, la dissimilarité entre les deux motifs correspond à la valeur de T [mA][nA][mB].
6.3.2 Protocole d’expérimentation
L’objectif de cette évaluation est d’évaluer l’eﬃcacité de la méthode d’extraction
LPCA-DC et des heuristiques de partitionnement. Pour ce faire, nous demandons à
l’expert d’évaluer les régularités (i.e. : les regroupements de motifs) obtenues en faisant
varier diﬀérents arguments des méthodes. Quatre paramètres sont ainsi considérés, deux
pour la phase d’extraction – le score des substitutions (1) et le score minimum τ (2) – et
deux pour le partitionnement – le nombre de parties K (3) et l’heuristique de partition-
nement (4). La variation de ces quatre paramètres permettra, d’une part, d’évaluer leur
impact sur les régularités extraites et, d’autre part, de juger de la qualité des méthodes
utilisées.
Voici une description détaillée des quatre paramètres considérés et des valeurs qui
sont utilisées dans cette expérience.
Paramètre (1) : Table de substitution de caractères
La table 6.2, qui avait été réalisée précédemment par un expert du corpus, présente
la similarité entre les diﬀérents couples d’annotations du schéma de codage utilisé dans
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le corpus. Il est nécessaire pour réaliser l’extraction de motifs, que ces scores comportent
des valeurs positives et négatives (aﬁn que le score de l’alignement local courant aug-
mente dans les zones similaires des deux tableaux d’annotations et tende vers 0 dans les
parties qui diﬀèrent). Aﬁn d’obtenir une répartition équitable entre valeurs positives et
négatives, les valeurs de substitutions que nous avons considérées correspondent à celles
de la table 6.2 auxquelles ont été retranché la valeur moyenne 5. La table de substitu-
tion de référence obtenue est nommée Sref . Pour les insertions et les suppressions des
diverses annotations, il a été décidé avec l’expert, après divers essais sur une sous-partie
du corpus, de choisir un score unique de −7.
AG AH P AR HR C O Emp CH CP E CO CNO V EP HY S
AG 10
AH 10 10
P 0 0 10
AR 0 0 9 10
HR 0 0 7 8 10
C 0 0 2 2 2 10
O 0 0 2 2 2 9 10
Emp 0 0 2 8 2 8 8 10
CH 0 0 7 4 3 1 1 2 10
CP 0 0 4 7 3 1 1 7 9 10
E 0 0 5 7 5 3 3 8 2 4 10
CO 0 0 5 5 5 3 3 3 4 4 8 10
CNO 0 0 5 5 5 3 3 3 4 4 8 10 10
V 0 0 5 5 5 3 3 3 2 4 9 7 7 10
EP 0 0 7 5 5 3 6 3 4 4 8 7 8 7 10
HY 0 0 5 5 5 4 3 3 4 4 8 7 8 7 9 10
S 0 0 5 5 5 3 3 6 3 4 9 7 7 7 9 8 10
Table 6.2 – Table des scores de substitution.
Aﬁn d’évaluer l’impact de la table Sref sur la qualité des motifs obtenus, deux tables
S− et S+ ont été générées de telle sorte que :
– les scores de substitution d’une annotation par elle-même sont conservés (il serait
contre-intuitif de mettre des valeurs négatives pour ces opérations) ;
– les autres scores de substitutions sont générés pseudo-aléatoirement de sorte que
les moyennes des tables vériﬁent : S− ≤ Sref ≤ S+.
Paramètre (2) : Score minimal τ d’un alignement
Le deuxième paramètre de la phase d’extraction est le score minimal à partir duquel
une position de la table T de l’algorithme LPCA-DC dénote un alignement. Sa valeur
inﬂuence directement le nombre d’alignements obtenus. En eﬀet, un score minimum
faible sera atteint par un plus grand nombre de positions de T .
Le nombre de motifs obtenus est aussi directement inﬂuencé par les scores des opé-
rations d’édition de T et τ doit donc être choisi en conséquence. Ainsi, nous avons
sélectionné pour τ trois valeurs (i.e. : 36, 38 et 40) permettant d’obtenir avec les tables
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S−, Sref et S+ des ensembles de motifs récurrents dont la taille est aussi variée que
possible (un nombre très modeste de motifs n’aura que peu de chances de permettre
l’identiﬁcation de régularités représentatives du corpus, tandis qu’un nombre trop élevé
ne pourrait être raisonnablement évaluer manuellement par un expert). Le nombre de
motifs obtenus pour chaque couple de paramètres est présenté en table 6.3.
Table de
substitution
Score minimum τ
36 38 40
S− 261 150 75
Sref 413 259 151
S+ 694 442 270
Table 6.3 – Nombre de motifs récurrents obtenus en fonction de la table de scores de
substitution utilisée et du score minimum τ .
Paramètre (3) : Nombre de parties K
En plus de la méthode LPCA-DC, cette expérience a aussi pour but d’évaluer les
diﬀérentes heuristiques de partitionnement. Un paramètre essentiel de ces dernières est
le nombre de parties K puisqu’il inﬂuence directement la façon dont les résultats sont
présentés à l’expert. La quantité de travail à fournir par l’expert lors de l’évaluation
augmente rapidement avec le nombre de valeurs de K considérées. C’est la raison pour
laquelle nous avons uniquement sélectionné trois valeurs : 5, 20 et 120. Ce choix a été
réalisé en collaboration avec l’expert et devrait permettre d’obtenir des régularités de
granularités diﬀérentes (une partie contenant moins d’une dizaine de motifs très simi-
laires correspond à une régularité très spéciﬁque pour le corpus ; tandis qu’une partie
contenant des dizaines de motifs relativement similaires dénote une régularité plus gé-
nérale).
Pour les méthodes de partitionnement spectral, la valeur de K est directement ﬁxée
comme paramètre d’entrée. Dans le cas des méthodes hiérarchiques – qui renvoient un
ensemble de partitions imbriquées – seules les partitions correspondant aux trois valeurs
de K souhaitées seront conservées (lorsqu’elles sont disponibles, ce qui n’est pas toujours
le cas pour CHAMELEON). Enﬁn, la méthode de propagation d’aﬃnité ne permet pas
de ﬁxer le nombre de parties puisque ce dernier émerge au cours des itérations. Nous
présentons donc à l’expert la solution retournée quelque soit le nombre de parties qu’elle
contient.
Paramètre (4) : Heuristique de partitionnement
Le dernier des paramètres est l’heuristique utilisée pour le partitionnement. Nous
considérons les méthodes sélectionnées en section 3.3 qui utilisent des mécanismes variés
pour réaliser le partitionnement :
– Single-link (hiérarchique, basé sur la plus petite distance) ;
– ROCK (hiérarchique, basé sur le voisinage) ;
– CHAMELEON (hiérarchique basé sur l’interconnectivité) ;
– propagation d’aﬃnité (type partition, utilisant l’envoi de messages) ;
– trois méthodes spectrales utilisant des laplaciens de graphe diﬀérents :
– méthode non normalisée (laplacien de graphe non normalisé) ;
– méthode de Shi et Malik (laplacien de graphe normalisé dit de marche aléatoire) ;
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– méthode de Ng, Jordan et Weiss (laplacien de graphe normalisé dit symétrique).
Fiche d’évaluation
Pour chaque combinaison de valeurs des quatre paramètres présentés, une partition
de motifs récurrents est obtenue. Il est demandé à l’expert de lui donner une note entre
0 et 4 pour les deux critères suivants : la pertinence du nombre de parties (qui est utilisé
pour juger de la qualité du paramètre K) et la pertinence de la solution (qui est utilisé
pour évaluer les autres paramètres). Plus la note est élevée pour un critère donné, plus
la partition considérée est pertinente. Un exemple de ﬁche d’évaluation utilisée (pour
une valeur de τ et une table de substitution donnés) est présentée en table 6.4.
Méthode
Propagation
d’affinité
CHAMELEON ROCK . . . Single-link
Nombre de parties 51 5 20 5 20 120 . . . 5 20 120
Pertinence des parties       . . .   
Pertinence du nombre
de parties
      . . .   
Table 6.4 – Exemple de fiche remplie pendant l’évaluation pour un score minimum τ et
une table de substitution donnés. Chaque carré blanc doit être complété par une valeur
entre 0 et 4 (0 pour “non pertinent” et 4 pour “extrêmement pertinent”).
6.3.3 Résultats et discussion
Nous souhaitons déterminer pour chacun des quatre paramètres considérés, si une de
leurs valeurs fournit des résultats signiﬁcativement meilleurs. Le critère de pertinence
du nombre de parties est utilisé pour évaluer K tandis que le second critère est considéré
pour les trois autres paramètres.
Étant donné un paramètre p, nous utilisons un test statistique pour comparer les
résultats obtenus pour chaque couple de valeurs de p (e.g. : dans le cas des scores de
substitution les couples de valeurs seront (S−, Sref ), (S−, S+) et (Sref , S+)) et déterminer
si une des deux valeurs du couple fourni, en moyenne, des résultats signiﬁcativement
meilleurs. Pour ce faire, étant donné un couple de valeurs (p1, p2) d’un paramètre p
(e.g. : (S−, Sref ) pour la table de substitution), les résultats de l’expérience peuvent être
reformulés aﬁn de juxtaposer ceux obtenus avec p1 et ceux obtenus avec p2 en fonction des
trois autres paramètres. Par exemple, dans le cas où le couple (S−, Sref ) est considéré, la
table 6.5 est obtenue. Cette représentation permet d’obtenir deux échantillons appariés.
En eﬀet, pour une colonne donnée de la table obtenue (e.g. : table 6.5), seule la valeur du
paramètre p est modiﬁée, la valeur des trois autres paramètres reste la même (e.g. : dans
la table 6.5, pour l’heuristique ROCK, un τ égal à 36 et 20 parties, le critère a une valeur
de 0 pour S− et de 2 pour Sref ). Ces échantillons appariés vont nous permettre d’utiliser
un test signé des rangs de Wilcoxon (que nous abrégeons SRW) aﬁn de déterminer si
un des échantillons possède une moyenne signiﬁcativement supérieure. Nous utilisons ce
test plutôt que l’habituel test de Student car les résultats fournis par l’expert ne peuvent
être supposés normalement distribués. L’hypothèse du test SRW est :
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H0 : la diﬀérence moyenne entre les deux échantillons est nulle.
Si le test est satisfait,H0 est rejetée et la valeur du paramètre fournissant en moyenne
les meilleurs résultats peut être obtenue.
Heuristique ROCK ...
Score minimum τ 36 38 40 ...
Nombre de parties K 5 20 120 5 20 120 5 20 120 ...
Scores de S
−
0 0 1 0 1 0 0 1 0 ...
substitution Sref 0 2 4 0 1 3 0 1 0 ...
Table 6.5 – Résultats du critère “pertinence des parties” présentés en fonction des
valeurs S− et Sref du paramètre de table de substitution. Dans cette représentation, les
deux dernières lignes de la table correspondent à des échantillons appariés.
Résultats du paramètre (1) : Scores des substitutions de caractères
Trois tables de scores de substitutions ont été considérées dans cette expérience. Une
d’entre elles (Sref ) avait été déﬁnie par un expert et les deux autres (S- et S+) ont été
générées pseudo-aléatoirement aﬁn d’évaluer l’inﬂuence de ce paramètre.
Comme le montre la table 6.6, les tests SRW des couples (S-, Sref) et (Sref , S+) sont
satisfaits. Dans les deux cas, la valeur moyenne de Sref est plus grande, conﬁrmant ainsi,
d’une part, l’idée intuitive que la table Sref déﬁnie par l’expert fournit de meilleurs
résultats et, d’autre part, que ce paramètre inﬂuence signiﬁcativement la qualité des
régularités obtenues.
Couple de valeurs
(S-, Sref ) (S-, S+) (Sref , S+)
Le test SRW est-il satisfait ? oui non oui
En faveur de quelle valeur ? Sref - Sref
Table 6.6 – Résultat du test SRW sur chaque pair de table de substitution.
L’évaluation des trois autres paramètres a été réalisée en ne conservant que les ré-
sultats liés à la table Sref .
Résultats du paramètre (2) : Score minimum τ d’un alignement
Le score τ correspond à la valeur en dessous de laquelle il n’est plus pertinent de faire
ﬁgurer un alignement dans les résultats. Son choix va directement inﬂuencer le nombre
d’alignements de motifs obtenus. Dans cette expérience, les valeurs 36, 38 et 40 ont été
considérées aﬁn de permettre l’obtention de listes d’alignements de taille aussi variée
que possible.
Les résultats obtenus sont représentés en table 6.7. Ces derniers indiquent que la
qualité des régularités obtenues est signiﬁcativement meilleur lorsque τ est égal à 38.
Nous pensions initialement que plus le nombre de motifs était élevé, plus les régulari-
tés obtenues seraient précises et pertinentes. Cette expérience prouve le contraire. En
eﬀet, l’expert nous a indiqué qu’un trop grand nombre de motifs tend à complexiﬁer
l’évaluation en rendant l’interprétation des regroupements de motifs plus ardue.
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Couple de valeurs
(36, 38) (36, 40) (38, 40)
Le test SRW est-il satisfait ? oui non oui
En faveur de quelle valeur ? 38 - 38
Table 6.7 – Résultat du test SRW sur chaque pair de valeurs du score minimum τ .
Ces résultats prouvent que le score minimum est un paramètre ayant un fort impact
sur la qualité des régularités obtenues et qu’il doit être choisi avec soin en fonction du
corpus de tableaux d’annotations et du score des opérations d’édition.
Résultats du paramètre (3) : Nombre de parties K
Les résultats obtenus pour le paramètre K sont présentés en table 6.8. D’après les
tests de Wilcoxon, tout comme pour le paramètre τ , c’est la valeur intermédiaire (ici
20) qui fournit les meilleurs résultats.
Couple de valeurs
(5, 20) (5, 120) (20, 120)
Le test SRW est-il satisfait ? oui oui oui
En faveur de quelle valeur ? 20 5 20
Table 6.8 – Résultat du test SRW sur chaque pair de valeurs du nombre de parties.
Chacune des valeurs de K sélectionnées pour cette expérience correspondait à un
niveau de granularité auquel il semblait envisageable pour l’expert d’obtenir des régula-
rités. Cependant, il est apparu que les solutions avec 5 parties tendaient à regrouper des
motifs de nature diﬀérente tandis qu’avec K égal à 120, de nombreuses parties étaient
réduites à un seul et unique motif.
Résultats du paramètre (4) : Heuristique de partitionnement
Préalablement à l’étude des résultats de l’expert, nous pouvons comparer les diﬀé-
rentes partitions obtenues par le poids de leur K-coupe (i.e. : le poids de la somme des
dissimilarités reliant deux sommets appartenant à des parties diﬀérentes). Ce critère
n’est pas aussi proche de la vérité terrain que l’avis d’un expert et n’est donc pas suﬃ-
sant en lui-même pour évaluer les partitions. Cependant, il donne une estimation de leur
qualité puisqu’une partition dont la K-coupe possède un poids élevé traduit des parties
homogènes et clairement séparées. La table 6.9 présente les résultats obtenus lorsqu’un
score minimum de 38 et la table Sref sont considérés. Des tables similaires sont obtenues
pour les autres scores de substitution et les autres valeurs de τ .
Dans cette table, nous pouvons remarquer que les méthodes spectrales normalisées
ainsi que la propagation d’aﬃnité et ROCK tendent à fournir des partitions dont le
poids de la K-coupe est élevé. En revanche, Single-link ainsi que la méthode spectrale
non normalisée ont des résultats plus inégaux.
Tous comme pour les autres paramètres, les résultats sont évalués par des tests de
Wilcoxon en considérant tous les couples de valeurs possibles (i.e. : les couples d’heu-
ristiques). Les résultats sont présentés en table 6.10. La comparaison entre la méthode
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Méthode de partitionnement
Nombre de parties
5 20 38 120
Méthode spectrale non normalisée 29 100 - 334
Single-link 49 230 - 358
ROCK 279 341 - 357
Méthode spectrale de Shi et Malik 309 346 - 357
Méthode spectrale de Ng, Jordan et Weiss 312 351 - 358
Propagation d’aﬃnité - - 355 -
CHAMELEON 276 - - -
Table 6.9 – Valeurs arrondies du poids des partitions (×10−4) de chaque heuristique
de partitionnement en fonction du nombre de parties K (solutions correspondant à la
table Sref et à un score minimum de 38). Le symbole ‘-’ est utilisé lorsqu’une méthode
ne produit pas de solution pour une valeur de K donnée ou lorsque la solution correspon-
dante n’est pas considérée dans l’évaluation. Les valeurs en gras dénotent les meilleurs
résultats de chaque colonne.
spectrale de Ng, Jordan et Weiss et celle de Shi et Malik n’a pas pu être eﬀectuée puisque
de nombreuses valeurs du critère de pertinence des partitions étaient identiques et que
le test SRW nécessite un minimum de valeurs distinctes pour pouvoir être appliqué. La
table permet, néanmoins, de conclure que les méthodes ROCK et propagation d’aﬃnité
fournissent les meilleurs résultats. Au contraire les méthodes single-link, CHAMELEON
et la méthode spectrale de Ng, Jordan et Weiss oﬀrent les moins bonnes performances.
Ceci peut s’expliquer par le fait que ces trois dernières méthodes tendent à fournir
des partitions contenant une ou deux parties comportant la majorité des motifs et de
nombreuses parties réduites à un unique sommet.
Méthodes PA RO MSnn MSsm SL MSnjw CH
Propagation d’affinité (PA) PA PA PA PA PA PA
ROCK (RO) PA RO RO RO RO RO
Méthode spectrale non normalisée (MSnn) PA RO MSnn MSnn - SCu
MS Shi et Malik (MSsm) PA RO MSnn MSsm MSsm MSsm
Single-link (SL) PA RO MSnn MSsm SL SL
MS Ng, Jordan et Weiss (MSnjw) PA RO - MSsm SL ×
CHAMELEON (CH) PA RO MSnn MSsm SL ×
Table 6.10 – Résultats des tests SRW sur chaque pair d’heuristique de partitionnement.
Si le test est satisfait, le nom de la méthode retournant des résultats significativement
meilleurs est représenté. Dans le cas contraire, le symbole × est utilisé. Enfin, le symbole
− dénote les couples pour lesquels le test n’a pas pu être appliqué.
Évaluation des partitions obtenues avec les meilleurs paramètres
Aﬁn de déterminer l’eﬃcacité de notre approche et la qualité des méthodes utilisées,
nous avons demandé à l’expert d’étudier plus en détails les partitions obtenues lorsque
les paramètres sont ﬁxés aux valeurs ayant été identiﬁées comme les meilleures (i.e. :
Sref , τ égal à 38 et 20 parties). Ceci a permis l’identiﬁcation de régularités correspondant
à des stratégies mises en œuvre par les parents et que de précédentes analyses manuelles
n’avaient pas permis d’identiﬁer. Par exemple, les trois motifs représentés en ﬁgure 6.4
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Locuteur Dialogues Annotations
Parent Il pleure. P E - -
Parent Parce qu’il est colère. P E C CH
Parent Parce qu’il est pas content. P E C CH
(a)
Locuteur Dialogues Annotations
Parent Léo veut la pelle de Timothée. P V - -
Parent
Mais Timotée ne veut pas
lui donner.
P V O CH
Parent C’est parce qu’il a pas de pelle. P - C CH
(b)
Locuteur Dialogues Annotations
Parent Oh ! Léo il n’est pas content. P E - -
Parent
Parce que son copain il ne veut pas
lui donner la pelle !
P V C CH
Parent
Alors il donne un gros coup de pied
dans le château de son copain !
P - C CH
(c)
Figure 6.4 – Trois motifs regroupés ensemble par la méthode ROCK.
ont été regroupés ensemble par la méthode ROCK. Selon l’expert, ils correspondent à
une stratégie utilisée par les parents aﬁn de fournir une explication mentaliste à l’enfant.
En vue de permettre la compréhension des sentiments d’un personnage, l’état mental
correspondant est, tout d’abord, exprimé (annotation E ou V ). Ce dernier est ensuite
expliqué par deux justiﬁcations, dont au moins la première contient un état mental
proche ou identique (e.g. : “il pleure”, “parce qu’il est colère”).
Le fait que notre outil permette l’identiﬁcation de régularités jusqu’à présent incon-
nues d’un corpus ayant été étudié manuellement de nombreuses fois permet de conﬁrmer
l’intérêt de la méthodologie en deux étapes que nous avons mise en œuvre.
Cependant, il a été remarqué durant l’expérience que les motifs obtenus par la mé-
thode LPCA-DC possédaient une forme particulière (en escalier). Comme nous l’avons
décrit dans le chapitre 2, ceci est dû à l’algorithme lui-même et au choix réalisé sur
les opérations bidimensionnelles. Ainsi, le parcours des deux tableaux d’annotations
dans l’algorithme de programmation dynamique entraîne nécessairement une contrainte
sur les motifs qu’il est possible d’obtenir. Notamment, l’ordre dans lequel ﬁgurent les
colonnes d’annotations aura un impact signiﬁcatif sur les résultats.
Concernant la phase de partitionnement, des améliorations sont aussi envisageables.
En eﬀet, l’expert a constaté que même les méthodes fournissant les meilleurs résultats
comportaient des motifs non cohérents avec la partie dans laquelle ils ﬁguraient.
Ces observations montrent que des progrès sont envisageables tant au niveau de la
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phase d’extraction que de celle de partitionnement. Ceci justiﬁe pleinement la création
de la méthode d’extraction SABRE et la déﬁnition d’un algorithme de plans coupants
permettant la résolution exacte du problème de K-partitionnement.
Dans la section suivante, nous présentons une comparaison de ces nouvelles méthodes
avec celles considérées durant cette expérience.
6.4 Evaluation de SABRE et l’algorithme de plans
coupants
L’objectif de cette seconde expérimentation, est de comparer, d’une part, les résul-
tats fournis par les méthodes d’extraction SABRE et LPCA-DC et, d’autre part, les
performances des meilleurs heuristiques identiﬁées durant la première expérience (i.e. :
ROCK et propagation d’aﬃnité) avec l’algorithme de plans coupants.
Tout comme LPCA-DC, il est nécessaire, aﬁn de pouvoir réaliser le partitionnement,
d’adapter les mécanismes utilisés dans SABRE pour permettre le calcul de la dissimila-
rité entre deux motifs.
6.4.1 Calcul de la dissimilarité inter-motifs avec SABRE
Aﬁn de permettre le calcul de la dissimilarité, il est, de nouveau, nécessaire de repré-
senter un motif m sous la forme d’un tableau d’annotations. Le tableau d’annotations
correspondant à un motifm est obtenu de la même manière que pour la méthode LPCA-
DC, comme présenté en sous-section 6.3.1.
Soient t et t′ les tableaux d’annotations ainsi obtenus pour deux motifs m et m′.
Nous souhaitons que plus t et t′ sont similaires, plus la dissimilarité entre m et m′
(notée diss(m,m′)) soit faible. Ainsi, la dissimilarité est composée d’un premier terme
égal à l’opposé du score d’un alignement local bien choisi entre m et m′ (nous verrons
par la suite comment cet alignement est choisi). Nous notons A∗m,m′ cet alignement et
S(A∗m,m′) son score.
La valeur −S(A∗m,m′) n’est cependant pas suﬃsante pour caractériser la dissimilarité
entre deux motifs comme l’illustrent les quatre motifs mA, mB, mC et mD en ﬁgure 6.5.
Le meilleur alignement localA∗ (meilleur au sens du score) entremA etmB est représenté
en ﬁgure 6.5e. L’alignement A∗ correspond aussi au meilleur alignement local entre mA
et mC ou mD. Cependant, les motifs mB, mC et mD sont diﬀérents et la dissimilarité
entre le motif mA et chacun d’entre eux ne devrait pas être la même. Contrairement à
mB, le motif mC contient une annotation ‘X’ qui ne ﬁgure pas dans l’alignement A∗.
En conséquence, mC est plus distant de mA que ne l’est mB (i.e. : diss(mA,mB) <
diss(mA,mC)). Ainsi, pour chaque annotation ne ﬁgurant pas dans A∗ la dissimilarité
entre les deux motifs est augmentée (i.e. : pénalisée) d’une valeur d ∈ ❘∗.
Un dernier paramètre est à prendre en compte dans le calcul de la dissimilarité. En
eﬀet, les motifs mC et mD contiennent le même nombre d’annotations, cependant, le
motif mD s’étend sur un plus grand nombre de lignes. En conséquence, la structure de
mD est plus éloignée demA que celle demC . Ainsi, nous devrions avoir : diss(mA,mC) <
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diss(mA,mD). Ceci est pris en compte en augmentant de la valeur d la dissimilarité pour
chaque ligne d’un motif non couverte par A∗.
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(e) Représentation du meilleur alignement local possible
A∗ entre mA et chacun des trois autres motifs.
Figure 6.5 – Exemples de motifs, illustrant le fait que le score d’un alignement local
ne soit pas suffisant pour déterminer la proximité entre deux motifs.
Étant donnés deux motifs quelconques m et m′, soient
– anc le nombre d’annotations non couvertes par A∗m,m′ ;
– lnc le nombre de lignes non couvertes par A∗m,m′ .
La dissimilarité entre les motifs m et m′ est obtenue par la formule suivante :
diss(m,m′) = d(anc + lnc)− S(A
∗
m,m′). (6.1)
Nous pouvons maintenant préciser comment l’alignement A∗m,m′ est choisi. Ce der-
nier, correspondra à l’alignement qui permet de minimiser la dissimilarité (i.e. : l’équa-
tion 6.1). Son obtention est réalisée en utilisant une variante de l’algorithme SABRE.
Les deux premières phases de cette adaptation sont identiques (i.e. : l’extraction et
la fusion de graines), seule la phase d’extension des graines est modiﬁée. Durant cette
phase, la meilleure annotation à ajouter à une graine, ne correspondra plus à celle qui
permet de maximiser le score de l’alignement mais à celle qui permet de minimiser la
dissimilarité.
6.4.2 Protocole d’expérimentation
L’objectif de cette expérimentation est de comparer l’eﬃcacité des méthodes utilisées
durant la première expérimentation (i.e. : LPCA-DC et les heuristiques de partitionne-
ment) aux nouvelles méthodes (i.e. : SABRE et l’algorithme de plans coupants).
Cette expérimentation est réalisée en quatre étapes :
1. Étude du paramètre cd de SABRE ;
2. Étude du score minimum τ de SABRE ;
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3. Comparaison de SABRE et de LPCA-DC ;
4. Comparaison des heuristiques de partitionnement et de l’algorithme de plans cou-
pants.
L’objectif des deux premières étapes est de déterminer les paramètres de SABRE per-
mettant d’obtenir la meilleure liste d’alignements. Dans la troisième étape, cette liste
est comparée à la meilleure des listes obtenues avec LPCA-DC dans l’expérience précé-
dente. Enﬁn, les méthodes de partitionnement sont ensuite comparées en les appliquant
à la meilleure des deux listes de motifs précédentes.
Étape 1 : Étude du paramètre cd de SABRE
La méthode SABRE comporte plusieurs paramètres :
– une table contenant le score associé à chaque couple d’annotations d’une même
colonne(un score est strictement positif si les deux annotations associées sont si-
milaires et nulle sinon) ;
– le score minimum d’une graine gmin qui détermine à partir de quand une diagonale
de la table C dénote une graine ;
– le coût d’une désynchronisation cd ;
– le score minimum τ à partir duquel une graine dénote un alignement.
Il convient de déterminer des valeurs pertinentes pour chacun de ces paramètres. Les
deux premiers peuvent être directement ﬁxés. En eﬀet, aﬁn de permettre la comparaison
avec la méthode LPCA-DC, le score associé à un couple d’annotations (A,B) est égal au
score de substitution sub(A,B) utilisé dans l’expérience précédente. Cependant, puisque
seuls les scores positifs sont utilisés dans SABRE, les scores négatifs sont ﬁxés à 0.
Le paramètre gmin permet de limiter le nombre de graines obtenues dans le cas où
la taille des tableaux d’annotations est trop élevée. Dans le corpus considéré dans ce
chapitre, nous avons constaté que ce paramètre pouvait être ﬁxé à sa valeur minimum
1 sans que les temps de calculs de SABRE n’en soit signiﬁcativement impactés. Nous
utilisons donc cette valeur minimale qui assure que toutes les graines envisageables ont
été prises en compte.
Il reste donc à ﬁxer le coût de désynchronisation cd et le score minimum τ . Le
paramètre cd aura une inﬂuence sur le type de motifs extraits (plus cd est élevé, plus
un motif pourra contenir de pauses et de désynchronisation) tandis que τ n’interviendra
qu’en ﬁn d’extraction pour ﬁltrer les alignements dont le score est trop faible. Il convient
donc de ﬁxer le paramètre cd en premier.
Pour ce faire, nous considérons les 20 meilleurs alignements obtenus par SABRE
pour diﬀérentes valeurs de cd et demandons à l’expert d’évaluer chaque alignement en
répondant aux deux questions suivantes :
– Est-ce que l’alignement est pertinent ? (i.e. : est-ce que le fait d’aligner ces deux
motifs ensemble a du sens ?). Donner une note entre 0 et 4 (de 0 pour “non perti-
nent” à 4 pour “pertinent”).
– Est-ce que l’alignement est optimal ? Un alignement est optimal si aucune anno-
tation ne devrait être ajoutée ou retirée aux deux motifs qui le composent. Plus le
nombre d’annotations à ajouter ou retirer est élevé, moins l’alignement est optimal.
Donner une note entre 0 et 4 (de 0 pour “non optimal” à 4 pour “optimal”).
La première question a pour objectif d’évaluer si les motifs rapprochés sont sémanti-
quement similaires. La seconde question permet de déterminer si un alignement pourrait
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être améliorer selon l’expert.
Pour chaque valeur de cd considérée, la moyenne des réponses à ces deux questions
sur les 20 meilleurs alignements est calculée et permet d’identiﬁer si une valeur fournit
des résultats plus pertinents.
Il reste à choisir les valeurs de cd qui seront considérées. Le coût d’une désynchroni-
sation doit nécessairement être positif, en conséquence la plus faible valeur considérée
est : cd = 1. Étant donnés le corpus et les scores considérés, la valeur maximale de ce
paramètre est 9 puisque lorsque cette valeur est utilisé, les 20 meilleurs alignements ob-
tenus ne comportent ni désynchronisations, ni pauses. Ainsi, des valeurs supérieures de
cd fourniraient la même liste de 20 alignements. En conséquences, nous avons sélectionné
cinq valeurs pour cd réparties entre 1 et 9 (à savoir 1, 3, 5, 7 et 9).
Étape 2 : Étude du paramètre τ de SABRE
Une fois le paramètre cd ﬁxé, une liste d’alignements peut être obtenue. La taille de
cette liste dépend du score minimum τ à partir duquel il est considéré qu’une graine
dénote un alignement. Plus ce score est faible, plus le nombre d’alignements obtenu est
élevé.
Pour ﬁxer ce paramètre, nous prenons une valeur de τ très faible permettant d’obtenir
une liste d’alignements aussi complète que possible (plus de 2000 alignements). Les
alignements de la liste sont ordonnés en fonction de leur score et l’expert détermine à
partir de quel score (i.e. : pour quelle valeur de τ) les alignements ne sont plus pertinents.
Étape 3 : Comparaison de SABRE et de LPCA-DC
En ﬁxant les paramètres cd et τ , la méthode SABRE nous fournit une liste d’aligne-
ments. Cette liste est comparée par l’expert à celle obtenue avec LPCA-DC lorsque son
paramètre τ est ﬁxé à la meilleure valeur identiﬁée dans l’expérience précédente (i.e. :
38). Dans un premier temps, la pertinence et l’optimalité moyenne des alignements de
chacune de ces deux listes est évaluée (de manière similaire à la première étape de l’ex-
périence). L’expert donne aussi une note entre 0 et 4 pour la qualité de la couverture
de chacune des listes d’alignements (i.e. : quelle proportion de régularités connues du
corpus ﬁgurent dans ces listes). Ces trois grandeurs permettent de comparer les deux
méthodes et de voir si l’une d’entre elle est signiﬁcativement meilleure.
Étape 4 : Comparaison des deux meilleures heuristiques de partitionnement
et de l’algorithme de plans coupants
Dans cette dernière étape, les deux meilleurs heuristiques de partitionnement iden-
tiﬁées durant l’expérience précédente (à savoir ROCK et la propagation d’aﬃnité) sont
comparées à l’algorithme de plans coupants. Si nous considérons comme critère le poids
de la K-partition, l’algorithme de plans coupants est nécessairement meilleur puisqu’il
permet d’obtenir la solution optimale. Cependant, il est peu probable que ce critère
reﬂète à la perfection la façon dont un expert réaliserait le partitionnement de motifs.
Ainsi, cette expérience permettra d’évaluer si la solution exacte fournie, représente, aux
yeux d’un expert, une amélioration signiﬁcative par rapport aux solutions heuristiques.
L’inconvénient majeur de la méthode des plans coupants est sont temps d’exécution
qui ne permet pas de l’appliquer à une liste de motif conséquente. Comme nous le
montrons dans la sous-section suivante, nous avons eu à réaliser un ﬁltrage des motifs
6.4.3 - Résultats 157
par l’expert avant de pouvoir appliquer les diﬀérentes méthodes de partitionnement.
Ainsi, seuls les 79 meilleurs motifs ont été conservés. Les valeurs de K considérées dans
cette expérience ont été choisies en fonction de ce nombre et sont les suivantes : 5,
20, 40 et 60. Pour chacune des partitions obtenues, l’expert répond aux deux questions
suivantes :
– Quelle est, selon vous, la cohérence moyenne des parties ? Une partie est cohérente
si elle ne contient que des motifs similaires ; plus le nombre de motifs à retirer de
la partie pour qu’elle devienne cohérente est élevé, plus la partie est incohérente
(note entre 0 : incohérent et 4 : cohérent).
– Est-ce que, selon vous, certaines parties devraient être fusionnées ? (note entre 0 :
aucun et 4 : beaucoup).
La première question a pour but d’évaluer si la méthode de partitionnement ren-
voie des parties cohérentes. La seconde permet d’évaluer si le nombre de parties est
judicieusement choisi.
6.4.3 Résultats
Nous présentons maintenant les résultats obtenus à chacune des étapes de l’expé-
rience.
Résultat étape 1 : Étude du paramètre cd de SABRE
Pour chacune des 5 valeurs de cd considérées dans cette expérience, les 20 alignements
dont le score est le plus élevé ont été extraits. Ces 100 motifs ont été mélangés aléatoi-
rement puis évalués par l’expert selon leur pertinence et leur optimalité. Les résultats
moyens obtenus pour chaque valeur de cd sont présentés en table 6.11.
Valeur de cd 1 3 5 7 9
Pertinence moyenne 0,550 1,400 1,550 1,800 2,375
Optimalité moyenne 1,750 2,400 2,400 2,750 3,025
Table 6.11 – Résultats moyens obtenus pour les deux critères en fonction de la valeur
du coût de désynchronisation cd.
Cette table montre clairement que la qualité des alignements – tant du point de vue
de la pertinence que de l’optimalité – augmente avec la valeur de cd. Ceci indique que
les alignements compacts ne comportant que peu de pauses ou de désynchronisations
sont à privilégier pour ce corpus de tableaux d’annotations.
Ainsi, dans la suite de l’expérience, la valeur de cd est ﬁxée à la valeur maximale 9.
Résultat étape 2 : Étude du paramètre τ de SABRE
Dans cette étape, nous considérons la liste d’alignements, ordonnés par score décrois-
sant, obtenus lorsque cd est égal à 9. A partir de cette liste, l’expert a alors déterminé
que les alignements dont le score est inférieur à 34 ne sont plus pertinents. Le paramètre
τ est donc ﬁxé à 34.
Résultat étape 3 : Comparaison de SABRE et de LPCA-DC
Durant cette étape nous déterminons si, selon l’expert, SABRE permet l’obtention
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d’alignements de meilleurs qualité que LPCA-DC. La liste d’alignements obtenue avec
SABRE pour les paramètres cd et τ déterminés dans les deux premières étapes est
comparée à la liste d’alignements retournée par LPCA-DC pour sa meilleure valeur de
τ (i.e. : 38).
Le nombre de motifs obtenus pour ces deux listes ainsi que la répartitions par colonne
des annotations ﬁgurant dans les motifs sont représentés en table 6.12. Nous pouvons
en premier lieu constater dans ce tableau que bien que LPCA-DC retourne un nombre
plus faible de motifs, le nombre de lignes du corpus couvertes (i.e. : le nombre de lignes
des tableaux d’annotations contenant au moins une annotation ﬁgurant dans un motif)
est plus élevé. Ceci peut être expliqué par le fait que, contrairement à SABRE, LPCA-
DC va autoriser des substitutions de score négatif entraînant l’apparition d’annotations
dans l’alignement qui ont des signiﬁcations éloignées. Par exemple, comme l’illustre la
ﬁgure 6.6, LPCA-DC aura généralement tendance a eﬀectuer une substitution de score
négatif entre deux annotations (e.g. : substitution de B et Z en ﬁgure 6.6a), plutôt
que de supprimer l’une et d’insérer l’autre (e.g. : insertion de Z et suppression de B en
ﬁgure 6.6b). Ainsi, les lignes où sont réalisées ce type de substitutions seront susceptibles
d’être couvertes par LPCA-DC mais pas par SABRE.
Méthode
Nombre
de motifs
Nombre
de lignes
couvertes
Pourcentage d’annotations
figurant dans un motif par colonne
1 2 3 4
LPCA-DC 259 408 44 34 11 11
SABRE 371 259 39 29 16 16
Table 6.12 – Nombre de motifs contenus dans les deux listes d’alignements fourni par
SABRE et LPCA-DC ainsi que le nombre de lignes du corpus couvertes et la répartition
des annotations dans les différentes colonnes du schéma de codage.
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Figure 6.6 – Exemple de cas où LPCA-DC peut réaliser une substitution de score néga-
tif. Si le coût de sub(B,Z) est plus faible que celui de sup(B)+ins(Z), les transformation
représentées en (a) seront préférées à celle figurant en (b).
Il est, de plus, possible d’observer en table 6.12, que SABRE permet d’obtenir un
pourcentage supérieur d’annotations dans les deux dernières colonnes. Ceci est dû au fait
que, contrairement à SABRE, la forme des motifs obtenus par LPCA-DC est contrainte –
comme nous l’avons vu dans le chapitre 2 – et que les alignements obtenus auront
tendances à principalement couvrir les premières lignes du corpus qui comportent un
nombre plus important d’annotations non vides (i.e. : l’annotation vide est le caractère
’-’).
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Les résultats fournis par l’expert, représentés en table 6.13, nous permettent de
constater que ces deux observations qualitatives semblent avoir un impact signiﬁcatif
sur la qualité des alignements obtenus. Pour chacun des trois critères étudiés, la note at-
tribuée à SABRE est meilleure que celle de LPCA-DC. De plus, le temps d’exécution de
LPCA-DC est nettement supérieur. Ceci conﬁrme que SABRE permet une amélioration
signiﬁcative de la qualité des alignements extraits.
Méthode
Temps d’exécution Pertinence Optimalité Couverture
(en secondes) (note entre 0 et 4) (note entre 0 et 4) (note entre 0 et 4)
LPCA-DC 33 1,5 1,5 1
SABRE 6 2,5 3,5 3
Table 6.13 – Résultats de la comparaison des deux listes d’alignements retournées res-
pectivement par SABRE et LPCA-DC. Les valeurs de pertinence et d’optimalité corres-
pondent à une note moyenne, donnée par l’expert, de l’ensemble des motifs d’une liste.
La dernière colonne correspond à l’efficacité de la couverture des motifs d’une liste par
rapport aux régularités du corpus connues par l’expert.
Ce sont donc les motifs fournis par SABRE qui seront utilisés pour évaluer la phase
de partitionnement durant la dernière étape de cette expérience.
Résultat étape 4 : Comparaison des deux meilleures heuristiques de parti-
tionnement et de l’algorithme de plans coupants
Dans cette dernière étape, les 371 motifs retournés par SABRE vont être partitionnés
en utilisant l’algorithme de plans coupants décrit en section 5.2 ainsi que les heuristiques
ROCK et propagation d’aﬃnité.
Le graphe correspondant aux 371 motifs retournés par SABRE est, cependant, de
taille trop conséquente pour que l’algorithme de plans coupants soit utilisé sur lui. Pour
permettre d’obtenir un graphe de taille plus réduite, tout en gardant les motifs les plus
pertinents, nous avons demandé à l’expert de donner une note entre 1 et 4 (1 : non
pertinent, 4 : très pertinent) à chaque motif. Le nombre de motifs obtenu pour chaque
valeur est représenté en table 6.14. Le nombre 79 étant une alternative raisonnable pour
l’utilisation de l’algorithme de plans coupants, nous avons conservé l’ensemble des motifs
notés “très pertinents”.
Note 1 2 3 4
Nombre de motifs 95 63 134 79
Table 6.14 – Répartition en quatre catégories (de 1 : non pertinent à 4 : très pertinent)
des motifs faite par l’expert.
La méthode ROCK a été appliquée sur le graphe correspondant et les solutions
pour K égal à 5, 20, 40 et 60 ont été sélectionnées. L’algorithme de plans coupants a
été appliqué pour chacune de ces valeurs également et la propagation d’aﬃnité (pour
laquelle K n’est pas ﬁxé par l’utilisateur) a retourné une solution comportant 5 parties.
Ces diverses solutions peuvent, tout d’abord, être comparées du point de vue de la
fonction objectif de l’algorithme de plans coupants aﬁn d’observer si ROCK et la propa-
gation d’aﬃnité fournissent des partitions dont le poids est très éloigné de l’optimum. La
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table 6.15 présente les résultats obtenus et montre que les heuristiques fournissent des
partitions de poids nettement plus élevé. Néanmoins, aux yeux d’un expert, la qualité
d’une partition ne correspondra pas nécessairement au poids de cette dernière. Ainsi,
cette table ne peut prétendre fournir la vérité terrain et c’est pourquoi nous passons par
une validation par un expert.
Méthode
Nombre de parties K
5 20 40 60
ROCK 12763 2369 574 318
Propagation d’aﬃnité 3742 - - -
Plans coupants -4612 -5974 -4846 -2679
Table 6.15 – Poids des différentes partitions considérées.
Les résultats obtenus pour la question portant sur la cohérence moyenne des parties
sont présentés en ﬁgure 6.16a. Nous pouvons, tout d’abord, remarquer que les partitions
comportant 5 et 60 parties ont toutes un score égal à 0. Ceci conﬁrme les résultats de
l’expérience précédente dans laquelle les partitions correspondant à des valeurs extrêmes
de K fournissaient des résultats peu pertinents (car elles regroupaient ensembles trop
ou pas assez de motifs). Nous observons, ensuite, que l’ensemble des partitions corres-
pondant aux heuristiques ont, elles aussi, un score de cohérence moyenne minimal, ce
qui n’est pas le cas des solutions obtenues par la méthode des plans coupants pour K
égal à 20 et 40. D’après l’expert, les partitions correspondant à l’algorithme de plans
coupants ont permis une analyse plus ﬁne que celles eﬀectuées durant la première ex-
périence. Dans cette dernière, l’expert mettait en particulier l’accent sur la forme des
motifs plutôt que sur le détail de leur contenu. La qualité des partitions obtenues par
les plans coupants a permis une expertise plus sévère des partitions, expliquant ainsi les
notes accordées aux deux meilleures heuristiques. Notre algorithme de plans coupants
fournit donc de très bonnes partitions. Les notes associées à ces partitions ne sont, néan-
moins, pas maximales car dans ces dernières, un certain nombre de parties sont réduites
à un unique sommet qui aurait pourtant sa place dans une autre partie, baissant ainsi
la cohérence moyenne de la partition.
La seconde note donnée par l’expert durant cette phase quantiﬁe la proportion de
parties d’une partition qui gagneraient à être fusionnées avec une autre. Les résultats
obtenus sont présentés en table 6.16b. Puisqu’une partie issue d’une fusion entre deux
parties incohérentes est nécessairement incohérente, les notes accordées aux partitions
relatives au heuristiques ROCK et propagation d’aﬃnité sont égales à 0. La dernière ligne
de cette table indique que pour K supérieur ou égal à 20, la méthode des plans coupants
gagnerait à fusionner des parties entre elles. Étant donnés les scores de cohérence de la
table 6.16a, nous pouvons supposer que l’utilisation de valeurs de K entre 5 et 20
permettrait l’obtention de partitions encore plus pertinentes.
Régularités extraites par SABRE et l’algorithme de plans coupants
Cette expérience a permis de montrer, d’une part, que SABRE fournit de meilleurs
motifs que LPCA-DC et, d’autre part, que l’algorithme de plans coupants retourne des
partitions de bien meilleure qualité que les algorithmes heuristiques que nous avons
considérés. Ainsi, l’utilisation conjointe de ces deux méthodes permet l’obtention de
régularités que des extractions manuelles précédentes n’avaient pas permis d’obtenir et
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Méthode
Nombre de parties K
5 20 40 60
ROCK 0 0 0 0
Propagation d’aﬃnité 0 - - -
Plans coupants 0 2 1 0
(a) Quelle est la cohérence moyenne des parties ? (0 : incohérent, 4 : cohérent)
Méthode
Nombre de parties K
5 20 40 60
ROCK 0 0 0 0
Propagation d’aﬃnité 0 - - -
Plans coupants 0 2 3 4
(b) Est-ce que certaines parties devraient être fusionnées ? (0 : aucun, 4 : beaucoup)
Table 6.16 – Résultat des méthodes de partitionnement pour les deux critères étudiés.
qui, de plus, sont de bien meilleure qualité que celles obtenues à l’issue de la première
expérience.
Nous présentons ici deux regroupements de motifs faisant partie de ceux ayant été
jugés les plus pertinents par l’expert. Ils proviennent tous deux de la solution obtenue
avec l’algorithme de plans coupants pour une valeur de K égale à 20.
Le premier regroupement comprend les quatre motifs représentés en ﬁgure 6.7. Il
correspond à une stratégie d’explication mise en œuvre par les parents. Aﬁn de per-
mettre la compréhension du comportement d’un personnage, les parents énoncent, tout
d’abord, une justiﬁcation fondée sur un état mental (e.g. : “parce qu’il est un peu triste”).
Cependant, cette explication ne semble pas être suﬃsante pour les enfants de 3 à 5 ans
impliqués dans les quatre dialogues concernés et les parents renforcent leur explication
en proposant par deux fois des énoncés portant soit sur la même catégorie d’état mental
que celle citée dans l’explication (e.g. : “il pleure” et “Popi à un peu peur”), soit par des
états mentaux complémentaires.
La seconde régularité ayant été interprétée par l’expert est présentée en ﬁgure 6.8.
Dans les trois motifs qui la composent, les parents tentent de faire comprendre à l’enfant
que le comportement du personnage est la conséquence de son état mental. Ainsi, ils
prennent le temps de décrire l’état mental du personnage avant d’apporter par la suite
une justiﬁcation de son comportement. Du point de vue applicatif, il est intéressant de
remarquer que la forme du motif présenté en ﬁgure 6.8a rend peu probable son obtention
par l’algorithme LPCA-DC. La régularité correspondante ce serait donc avérée plus
ardue à identiﬁer si cet algorithme d’extraction avait été utilisé.
6.5 Discussion
Ces deux expérimentations ont permis de justiﬁer – en entraînant l’obtention de ré-
gularités préalablement inconnues – la pertinence de notre approche consistant à fournir
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Locuteur Dialogues Annotations
Parent alors Léo n’est pas content, P E C CH
Parent Il pleure. P E - -
Parent Pendant ce temps Popi à un peu peur. P E -
(a)
Locuteur Dialogues Annotations
Parent parce qu’il est un peu triste. P E C CH
Parent D’habitude il est toujours content, P E - -
Parent et là il est triste P E - -
(b)
Locuteur Dialogues Annotations
Parent
mais comme Léo voulait emprunter
la pelle à Timothée
P V C CH
Parent il voulait pas Timothé P V - -
Parent Il voulait pas P V - -
(c)
Locuteur Dialogues Annotations
Parent et qu’en ﬁn de compte c’était une... P S O CH
Parent Ils voulaient lui dire P V - -
Parent
qu’ils étaient content d’avoir un roi
pareil
P E - -
(d)
Figure 6.7 – Représentation de motifs appartenant à la première partie de la solution
de l’algorithme des plans coupants pour K égal à 20.
un outil d’aide à la décision pour l’extraction de régularités dans des corpus de tableaux
d’annotations. Nous avons, de plus, pu constater l’importance cruciale des méthodes
utilisées tant pour la phase d’extraction que pour celle de partitionnement.
Du point de vue de l’extraction, la méthode SABRE permet d’obtenir de bien
meilleurs résultats que l’algorithme LPCA-DC et ce, en des temps de calculs plus faibles.
Parmi les heuristiques de partitionnement, ROCK et la propagation d’aﬃnité sont
celles qui fournissent les meilleurs partitions. Ces dernières sont néanmoins sans compa-
raison avec les partitions qu’il est possible d’obtenir avec l’algorithme de plans coupants.
De part sa complexité, ce dernier a, néanmoins, pour premier désavantage de ne pouvoir
être appliqué sur un graphe comportant un nombre élevé de sommets. Il serait envisa-
geable d’adapter la méthode de partitionnement utilisée (soit approchée, soit exacte),
en fonction du nombre de motifs extraits, ou bien de proposer une phase de ﬁltrage des
motifs à l’utilisateur aﬁn d’en obtenir un nombre suﬃsamment petit pour permettre
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Locuteur Dialogues Annotations
Parent On dirait AR HY - -
Parent
que Léo commence à être moins
content
P E - -
Parent
peut-être que Timothée lui a pris sa
pelle.
P HY - -
Parent Alors Popi il se cache. P - C CH
Parent Il a pas envie P V - -
(a)
Locuteur Dialogues Annotations
Parent
Parce que les animaux ils ne savent
pas ce que c’est le pot.
P CNO - -
Enfant Ah oui, oui, il sait pas ce que c’est ! P CNO - -
Parent
Bah non, tous les animaux ne savent
pas ce que c’est.
P CNO - -
Parent Toi tu sais HR CNO - -
Parent parce que tu es un petit garçon HR - C CP
(b)
Locuteur Dialogues Annotations
Parent
Mais comme Léo voulait emprunter
la pelle à Timothée.
P V C CH
Parent Il voulait pas Timothée. P V - -
Parent Il voulait pas. P V - -
Enfant Pourquoi ? - - - -
Parent
Bah parce qu’il avait pas envie de
prêter sa pelle.
P V C CH
Parent Alors qu’est-ce qu’il à fait Léo ? P - C CH
(c)
Figure 6.8 – Représentation de motifs appartenant à la troisième partie de la solution
de l’algorithme des plans coupants pour K égal à 20.
l’utilisation de l’algorithme de plans coupants. Une dernière solution envisageable serait
d’interrompre l’algorithme de plans coupants avant obtention de la solution optimale
et d’utiliser la meilleure solution entière obtenue. Enﬁn, l’algorithme de plans coupants
tend à retourner des parties réduites à un unique sommet qui, selon l’expert, gagne-
raient à être fusionnées avec des parties de taille plus conséquentes. Ceci conﬁrme que la
fonction objectif ainsi que les contraintes choisies, ne correspondent pas de manière tota-
lement parfaite à la façon dont un expert partitionnerait les motifs. Il serait intéressant
de chercher à déterminer ces diﬀérences et d’étudier comment adapter la formulation du
problème en conséquence.
Conclusion et perspectives
Cette thèse s’inscrit dans le cadre de l’extraction de schémas dialogiques récurrents
dans des dialogues. Aﬁn de permettre la prise en compte d’interactions aussi bien ver-
bales que non verbales, nous choisissons de considérer un corpus de tableaux d’annota-
tions correspondant à des dialogues encodés par le biais d’un schéma de codage.
Dans cette optique, nous proposons une méthodologie pour le problème d’identiﬁ-
cation de régularités dans laquelle des motifs dialogiques sont extraits puis partition-
nés. Chacune de ces deux étapes nous amène à considérer un problème d’optimisation
combinatoire particulièrement diﬃcile que nous étudions de manière approfondie. Ces
études aboutissent à la réalisation du logiciel d’aide à la décision VIESA permettant
d’extraire et de visualiser des régularités dialogiques. Au sein de ce dernier, l’utilisateur
peut orienter sa recherche en fonction de ses besoins en ﬁxant les paramètres importants
de la méthodologie (corpus considéré, colonnes du schéma de codage prises en compte,
scores de similarité inter-annotations et nombre de régularités obtenues). Actuellement
le choix de la méthode de partitionnement n’est pas laissé à l’utilisateur. À terme, il
pourrait être envisageable de calculer une estimation de la durée de résolution exacte
du problème de partitionnement et de laisser à l’utilisateur le choix de la méthode de
partitionnement utilisée si une résolution exacte n’est pas envisageable.
Dans la suite de cette conclusion, nous résumons pour chacune des deux phases
de notre méthodologie les contributions apportées, les qualités et les points faibles des
approches mises en œuvre ainsi que les perspectives de recherche.
Extraction de motifs dans des tableaux d’annotations
Nous montrons que diﬀérentes approches, telles que la fouille de motifs récurrents ou
la fouille de séquences de caractères, sont envisageables aﬁn d’extraire des motifs récur-
rents d’un corpus de tableaux d’annotations. La méthode que nous identiﬁons comme
la plus pertinente est un algorithme de programmation dynamique, que nous nommons
LPCA, et qui permet d’extraire l’alignement local de poids maximal entre deux ta-
bleaux de caractères. Nous déﬁnissons une adaptation appelée LPCA-DC permettant
de répondre plus eﬃcacement aux besoins de notre problématique. La première adap-
tation provient du fait que les tableaux d’annotations que nous considérons suivent un
schéma de codage bien spéciﬁque. Nous constatons qu’il est possible de tirer parti de
cette structure des tableaux d’annotations aﬁn de réduire la complexité de l’algorithme.
La seconde adaptation est une modiﬁcation de la phase de tracé arrière aﬁn qu’elle ne re-
tourne plus uniquement l’alignement de score maximal, mais un ensemble d’alignements
de scores supérieurs ou égal à τ ∈ ❘∗.
Nous montrons, lors d’une première expérience sur un corpus de tableaux d’annota-
tions encodant des dialogues, que LPCA-DC permet d’obtenir des régularités pertinentes
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et interprétables par un expert. Cependant, l’expérience permet aussi de mettre en avant
les faiblesses de cette approche. En eﬀet, de part les opérations d’édition considérées
dans LPCA-DC, le parcours des tableaux d’annotations lors de la recherche de motifs
est contraint, empêchant ainsi l’obtention de certaines formes de motifs. Notamment,
l’ordre dans lequel les colonnes d’annotations sont disposées inﬂuence signiﬁcativement
les résultats.
Aﬁn de pallier ces faiblesses, nous présentons une déﬁnition plus adéquate du score
d’un alignement local, qui est indépendante de l’ordre dans lequel se trouvent les co-
lonnes d’annotations. Ceci nous permet de déﬁnir formellement le problème d’extraction
d’alignements de motifs dans des tableaux d’annotations, sous la forme d’une recherche
d’arborescences de poids maximale dans un graphe. Nous créons ensuite une heuristique,
nommée SABRE, qui tient compte de l’indépendance de l’ordre des colonnes au sein du
schéma de codage lors de la résolution du problème. Enﬁn, une expérience a mis en
évidence que SABRE fournit des alignements bien plus pertinents que LPCA-DC.
En perspective de ces travaux, il serait important d’étudier la complexité du pro-
blème d’extraction d’arborescences que nous avons déﬁni aﬁn de déterminer si ce dernier
est NP-complet, comme nous le supposons, et le cas échéant de rechercher un schéma
d’approximation polynomiale. L’algorithme SABRE pourrait être amélioré en permet-
tant, par exemple, la fusion de graines incompatibles lors de ses deux dernières phases.
Pour cela, il serait nécessaire de déterminer la façon la plus pertinente de gérer les
incompatibilités.
Classification non supervisée de motifs
Nous identiﬁons, sélectionnons, puis implantons diverses méthodes heuristiques de
partitionnement provenant de la littérature basées sur des mécanismes variés. L’expé-
rience en section 6.3 illustre la variabilité des partitions obtenues en fonction de l’heu-
ristique utilisée. Cela nous amène à supposer qu’une approche exacte du problème de
partitionnement pourrait améliorer de manière signiﬁcative la pertinence des résultats.
Nous déﬁnissons ainsi deux formulations originales du problème de K-partitionnement
utilisant des variables de représentants aﬁn de ﬁxer le nombres de parties à K. Puis,
une étude polyèdrale de l’enveloppe convexe des points entiers Pn,K correspondante est
réalisée. Trois familles de facettes non triviales sont, en particulier, étudiées – à savoir
les inégalités de 2-partition, les inégalités 2-chorded cycles et les inégalités de clique
généralisées – et des conditions sous lesquelles elles déﬁnissent des facettes de Pn,K sont
déﬁnies.
Le pourcentage d’amélioration moyen de la solution de la relaxation linéaire lors
de l’ajout de coupes provenant de ces familles d’inégalités est évalué. Il apparaît que
le type de données considérées inﬂuence grandement, d’une part, cette amélioration et
d’autre part, la résolution du problème de K-partitionnement en elle-même. De plus,
nous constatons que les coupes susceptibles d’être les plus eﬃcaces sont les inégalités
de 2-partition et les inégalités de clique généralisées. Ces résultats sont mis à proﬁt aﬁn
de développer un algorithme de type plans coupants performant pour la résolution du
problème de K-partitionnement.
Les performances des meilleurs heuristiques de partitionnement identiﬁées sont com-
parées avec celles de l’algorithme de plans coupants lors de la seconde expérience pré-
sentée en section 6.4. Bien que les temps d’exécution de ce dernier soient plus courts que
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ceux du logiciel commercial CPLEX, ils sont, néanmoins, sans comparaison avec ceux
des approches heuristiques considérées. Notre algorithme n’est, cependant, pas dépourvu
d’avantages puisque l’évaluation de ses partitions a montré qu’elles étaient nettement
meilleures que celles obtenues par les heuristiques.
L’expert du corpus de dialogues étudié a remarqué, durant la seconde expérience,
que notre algorithme fournit généralement des partitions contenant un grand nombre
de parties réduites à un ou deux motifs. Ceci pourrait être évité en ajoutant une borne
minimale sur le nombre de sommets qu’une partie doit contenir. Cependant, il est tout
à fait envisageable qu’un motif récurrent obtenu dans un alignement n’apparaisse pas
plus de deux fois dans le corpus et, dans ce cas, il est souhaitable qu’il se trouve dans
une partie de taille inférieure ou égale à deux. Une solution alternative pourrait être de
modiﬁer la façon dont les dissimilarités inter-motifs sont calculées. En eﬀet, si une plus
grande proportion des arêtes du graphe avait des valeurs positives, les sommets seraient
plus équitablement distribués entre les diﬀérentes parties.
Nous avons pu constater qu’au delà d’une certaine taille de graphes, notre algo-
rithme de plans coupants ne permettait pas de trouver la solution optimale du problème
de K-partitionnement en un temps raisonnable. Diverses pistes sont envisageables aﬁn
de repousser cette limite. La plus naturelle d’entre elles serait de poursuivre l’étude po-
lyèdrale en identiﬁant de nouvelles familles d’inégalités déﬁnissant des facettes de Pn,K
ou en renforçant les inégalités de certaines familles déjà identiﬁées. Par exemple, il serait
intéressant d’étudier si les inégalités de clique généralisées correspondant à des ensembles
de taille supérieure à 2K − 1 peuvent être renforcées aﬁn de déﬁnir des facettes. L’amé-
lioration des algorithmes de séparation utilisés constitue une seconde piste sérieuse pour
l’amélioration des performances. Enﬁn, il est important de préciser que dans les cas où
une résolution exacte ne peut être envisagée, notre approche permet néanmoins – grâce
à l’utilisation de l’algorithme glouton qui retourne une solution entière à partir d’une
solution fractionnaire – d’obtenir rapidement des solutions réalisables du problème de
K-partitionnement. Le développement de techniques similaires plus eﬃcaces constitue
une dernière perspective de recherche prometteuse.
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