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Abst ract - -An  automatic method for numerical differentiation, based on discrete mollification and 
the principle of generalized cross validation is presented. With data measured at a discrete set of 
points of a given interval, the method allows for the approximate recovery of the derivative function 
on the entire domain. No information about the noise is assumed. Error estimates are included 
together with several numerical examples of interest. 
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I .  INTRODUCTION 
Numerical differentiation is an ill-posed problem in the sense that small errors in the data might 
induce large errors in the computed derivative. The  method that we  present in this paper allows 
for the stable reconstruction of the derivative of a function which is known approximately at a 
discrete set of data points. The  implementation of the numerical method is based on the Method 
of Mollification to filter the noisy data. The automatic character of the algorithm--which makes 
it highly competitive--is due to the incorporation of the Generalized Cross Validation (GCV) 
procedure for the selection of the radius of mollification as a function of the perturbation level in 
the data, which is generally not known. 
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Some of the ideas discussed in this paper are sketched, without numerical results, in Section 3 
of [1]. Previous results, relating mollification, and differentiation of noisy data, can be found 
in [2,3]. More recently, a slightly different approach for the implementation f mollification tech- 
niques has been introduced in [4]. Numerical differentiation has been discussed by many authors 
and a great number of different solution methods has been proposed. A general introduction to 
the subject with a generous set of references can be found in [5]. For classical references to GCV, 
the reader may consult [6,7]. 
This paper is organized as follows: mollification and its related estimates for consistency, 
stability, and convergence, are discussed in Section 2. The corresponding analysis for the discrete 
case and the numerical differentiation procedure are investigated in Section 3. Section 4 includes 
the algorithm for data extension, selection of the radius of mollification, considerations on the 
implementation f the numerical method, and computational results. 
2. MOLL IF ICAT ION 
The Mollification Method is a filtering procedure that is appropriate for the regularization of 
a variety of ill-posed problems. In this section, we introduce the method and prove the main 
results. 
2.1. Abstract  Sett ing 
Let p > 0, 6 > 0, and Ap = (f.vp_ exp(_s 2) ds) - l .  The 6-mollification of an integrable function 
is based on convolution with the kernel 
{ Ps,v(t) = Ap6 -1 exp -~-~ , 
0, 
Itl _< p6, 
Itl > p6. 
The 6-mollifier Ps, p is a nonnegative C°°(-p6,p~) function vanishing outside [-p6,p6] and satis- 
fying fP_svs p~,v(t) dt = 1. 
Let I = [0, 1] and I6 = [pS, 1 - p6]. The interval Is is nonempty whenever p < 1/25. If / is 
integrable on I, we define its 6-mollification on Is by the convolution 
~0 
1 
J s f ( t )  = ps(t - s ) f (s )  ds, 
where the p-dependency on the kernel has been dropped for simplicity of notation. 
The 6-mollification of an integrable function satisfies well-known consistency and stability es- 
timates. In what follows, C wiU represent a generic onstant independent of 5. 
THEOREM 2.1. L2 NORM CONVERGENCE. I l l ( t )  E L2( I ) ,  then lim6-~0 IIJH -/IIL~(I~) = 0. 
PROOF. For t E 16, 
i 
t+p5 
I J 6 f ( t )  - f ( t ) l  = J r -p8  pdt  - s ) f ( s )  ds  - f ( t )  
= [ t+v6 p6(t - s ) ( f (s )  - f ( t ) )  ds 
J t -p8 
and 
2 ~I~ / t+v~ "f(t))ds 2 IIJ6f - fllL2(I~) = Jt-v~ p~(t -- s)(.f(s) -- dr. 
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For fixed t, let r = s - t. Then the inner integral becomes 
ps(t - s ) ( . f ( s )  - Y ( t ) )  ds  = pe(r)(f(t + r) - f(t)) dr 
Jr-p6 p6 
f '  /: < [ps(r)] 2 dr If(t  + r) - f(t) l  2 dr 
p~ p6 
F < C8 -x If(t  + r) - / ( t ) l  2 dr, p$ 
after using Cauchy-Schwarz inequality and the kernel's definition. 
Thus, 
,l&, ' fl,/;' - YlIL,(I,) < C~-1 If(t + r) - y(t)l 2 dr dr. p6 
Interchanging the order of integration, 
,,,,, . f;' f,, - fllLz(i,) < C¢~-1 If(t + r) - f(t)l 2 dt dr. p8 
It follows by the continuity of the L2 norm that given e > 0, there exists r/(e) > 0 such that 
whenever Irl < 7, 
t l f ( t  + r) - f(t)l 2 dt < e 2. 
Hence, choosing 0 < 8 < rl/p, we obtain 
II&f 2 ff' -- fHL2(I~) < C~- I  e 2 dr = Ce 2. 
p8 
Since e is arbitrary, we can always choose it so that rl and consequently/5, are as small as 
desired. 
COROLLAY 2.2. / f  E ~tf(t )  L2(I8), then lim6-~0 I I~&f  - d 
REMARK. Corollary 2.2 shows that the derivative of the mollified data approximates "deriva- 
tives" that belong to L2(I8) of functions which are, for instance, merely piecewise differentiable. 
Consequently, we shall concentrate on developing an approximation tothe smooth function ~ J~f. 
LEMMA 2.3. MAXIMUM NORM CONSISTENCY. I f  f is uniformly Lipschitz on I,  with Lipschitz 
constant L, then there exists a constant C such that 
I I& f  - fllo~,i, < c~. 
PROOF. Let t E 16, 
/0' q I&f(t)  - f(t)l = p~(t - -  s ) f ( s )dS  --  f ( t )  
/; < p~(s) lY(t - s) - Y(t) l  ds 
p6 
// < L pc(s) Isl ds 
p8 
ff = LAv~ e -8 ds 
< LAPS. 
4 D.A.  Mumo et al. 
LEMMA 2.5. MAXIMUM NORM STABILITY. 
ex/sts a constant C such that 
COROLLARY 2.4. If  d f is uniformly Lipschitz on I, then 
d/  < C~. 
I d J6 f - -~  oo,I, 
PROOF. Same proof as in Lemma 2.3 recalling that 
d _a/ 
-~ & Y = P~ * dt " 
I l l ,  f" • C°( I )  and I I / -  f ' l l~,z -< e, then there 
J, IIJ~f- ~f Iloo,z, < ~ and -~ A f,  e d <_ C-~. d J6 / -  "~ ood, 
differentiability of the kernel P6 on (-p~,p6). Let t • I6, PROOF. The second proof rests on the 
+-  
_ = d p~(t - s)(f(s) - if(s)) 
L Jr-p5 
---- p6(-pS) (f(t + p6) - fe(t + 196)) 
- p~(p~) ( f ( t  - p~) - f ' ( t  - p~)) (2.1) 
- ~Jt-pe arp6( -s )  , 
and the last integral is easily estimated as follows: 
_ e ft+p6 - exp 
(" J r -p5  J r -p5  
= e - 8  ds 
<_ 2Ap~. 
THEOREM 2.6. MAXIMUM NORM CONVERGENCE. Under the conditions of Lemmas 2.3 and 2.5, 
and Corollary 2.4, we have 
II&f" -/11oo,i, -< C~ + ~ and &f '  - -  ~ oo,/, 
PROOF. Both estimates follow from the triangle inequality. 
We observe that in order to obtain convergence ase ~ 0, in the first case it suffices to consider 
8 ~ 0, but in the second ease we need to relate both parameters. For example, we can choose 
8 = O(v~). This is a consequence of the ill-posedness of differentiation of noisy data. 
The restoration of continuity with respect o perturbations in the data for differentiation by 
mollification is due to the fact that the mollified differentiation operator ~J~ is a bounded oper- 
ator. 
If f is uniformly Lipschitz on I, the proofs in (2.1) and (2.2) do establish that 
dP8  * f < 4Ap~ -1 l l/ l l~,r. 
OO,]6 
We have shown the following proposition. 
THEOREM 2.7. 
operator is bounded, i.e., 
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I f  f is uniformly Lipschitz on I, then for each 6 > O, the mollified differentiation 
I d J s  ~,I, <- C6-1" 
3. D ISCRETE MOLL IF ICAT ION 
In order to define the 6-mollification of a discrete function, we consider n different num- 
bers on I, say t l , t2 , . . . , tn ,  satisfying 0 g tl < t2 < .-. < t,~-i < tn <_ 1 and define 
At  = maxx<j<n-1 Itj+l --tjl. Furthermore, we set so = 0, Sn - 1 and for j = 1,2, . . .  ,n -  1, sj = 
?% (1/2)(tj + tj+l). Let G = (gJ}j=l be a discrete function defined on the set K = {t l , t2 , . . .  ,tn}. 
The discrete 6-mollification of G is defined as follows. 
For every t E Is, 
j= l  - 
~j=l ( f ; j _ ln  s~ 
¢~s z x 
Notice that ps(t - s) ds) = J'_ps p6(s) ds = 1. 
The consistency estimates for the discrete 6-mollification are presented in the following lemma. 
LEMMA 3.1. MAXIMUM NORM CONSISTENCY OF DISCRETE MOLLIFICATION. 
1. If  g is uniformly Lipschitz on I, with Lipschitz constant L, then there exists a constant C
such that 
Ilgs - g[Ioo.1, <- C (~ + A t) , 
• n where gs is the discrete 6-mollification of G = {g3}j=l, the discrete version of g, defined 
by 9j = 
2. I f  d g E C°(I), then there exists a constant C such that 
Idgs d <_ (6+~ --~t) 
- -~g oo,16 C 
PROOF. Let t E Is. 
1. For the first part, we prove 
We have 
IJsg(t) - gs(t)l <__ 
Now, since 
IlJ~g - gsl]oo,z~ -< LAt .  
_ 
ds 
j= l  j -1  
L ps(t - s)ls - tjl ds 
LAt .  
. 
the desired result is obtained by using Lemma 2.3. 
By triangle inequality, 
dgs  d d 
- < t  g,I- +1 ,g - . 
The second term was estimated in Corollary 2.4. For the first one, let 
L = dg  
dt 
6 
We have 
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Id _ =1 8j 5=i ~p6(  - g(tj) 
j.=l -1 
< - s) Ig(t~) -g(s) l  as 
"B~ "-- 
= LAt  d 
<_ 2LAn-~-. 
In most applications, the only available data is a perturbed iscrete version of g, denoted 
a e ---- {9;}in__1, satisfying fIG - G'II~o,K _< e, where G = {g(tj)}]= I. The stability of the discrete 
/i-mollification is proved in the following lemma. 
LEMMA 3.2. MAXIMUM NORM STABILITY OF DISCRETE MOLLIFICATION. I[ the discrete func- 
tions G and G ~ satisfy" IIG - G~Hoo,K < e, then 
~g6 d J 2A,~. IIg$ - g, llooil, -< e and d ~ _ ~g8 oo,i, -< 
PROOF. We prove the second assertion: 
_, ~p, ( t -  s)ds gS 
5 =1 _ -~p. ( t - s )ds  gj 
j----1 
<~ -s) as 
j= l  -z 
E 
_< 2Ap~. 
The next theorem indicates that the 5-mollification of G ¢ is a reasonable approximation of the 
function g. 
THEOREM 3.3. MAXIMUM NORM CONVERGENCE OF DISCRETE MOLLIFICATION. I Fg  iS ufli- 
forrnly Lipschitz on I, with Lipschitz constant L, and the discrete functions G and G ~ satisfy 
HG - Ge{[oo,K ~_ E, then there exists a constant C such that 
IIg$ - glloo.z, < 6' (~ + ~ + h t ) .  
PROOF. Triangle inequality yields 
IIg$ - glloo,Z, < IIg, - g l l~,z,  + IIg$ - gs I l~ ,z , ,  
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and the two terms on the right-hand side are estimated by Lemmas 3.2 and 3.1, Part 1, respec- 
tively. 
NOTE. The corresponding abstract convergence statement readily follows. 
[[g~ - gl[oo,[~ tends to zero as 5, e, and A t tend to zero. The numerical convergence r sult 
establishes that the computed mollified function g~ converges to the mollified function J~g. More 
precisely the following. 
LEMMA 3.4. MAXIMUM NORM NUMERICAL CONVERGENCE OF DISCRETE MOLLIFICATION. Ifg 
is uniformly Lipschitz on I, with Lipschitz constant L, and the discrete functions G and G ~ satisfy 
IIG - G~l[oo,K <_ e, then there exists a constant C such that 
llg~ - J6gl[oo,I~ <- C (e + A t). 
3.1. D i f fe rent ia t ion  
This section discusses the main results on stable computation of numerical differentiation by 
the mollification method. 
THEOREM 3.5. MAXIMUM NORM CONVERGENCE OF DISCRETE MOLLIFIED DIFFERENTIA- 
TION. If d g E C°(I) and [ [G-  Gelloo,g < e, then there exists a constant C such that 
d . 
PROOF. Triangle inequality ields 
~g~ _ d d C _ ~g~ d d 
- - " 
The final result follows from estimation of the two terms on the right-hand side by Lemmas 3.2 
and 3.1, Part 2, respectively. 
NOTE. The corresponding abstract convergence statement should prescribe a link between the 
d ge parameters 5, A t, and e, as e tends to zero. We could establish convergence of ~ ~ to ~g by 
prescribing a rule of this type: A t = e and 5 = v q. 
A numerical convergence statement should relate ~6dge with dj6g,  that is, the computed 
derivative with the derivative of the mollified version of g. It is presented in the following lemma 
and states that, for fixed 5, I[ d c d j ~g~ -- ~ ~g[[oo,I~ tends to zero, as e --* 0 and At  --~ 0. 
LEMMA 3.6. MAXIMUM NORM NUMERICAL CONVERGENCE OF DISCRETE MOLLIFIED DIFFER- 
ENTIATION. H g is uniformly Lipschitz on I, with Lipschitz constant L, and the discrete functions 
G and G E satisfy IIG - G~[[oo,K <_ e, then there exists a constant C such that 
d 
PROOF. We omit the proof. 
Assuming, from now on, that Itj+l - t j [  = A t for all j = 1, 2 , . . . ,  n -  1, instead of utilizing dp~ 
and convolution with the noisy data, computations are performed with a centered ifference 
approximation of the mollified derivative ~g~, denoted Do(g~). The next lemma shows the 
relationship between these terms over the interval ~ -- [/)5 + A t, 1 - p5 - A t]. 
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LEMMA 3.7. There exists a constant C6, independent of A t, such that 
d c [IDo(g})--~g6 Ly6 < C~ (A t) 2. 
PROOF. The proof is a simple application of Taylor's theorem with the constant C6 representing 
an upper bound, in magnitude, for higher-order derivatives of Pc. 
COROLLARY 3.8. I f  ~g  • C°(I) and IIG-G~ll~c,K < e, then there exists a constant C6, depending 
on 5, such that IDo(g$)-dg I <C(5+ e + ~)  +C~(At) 2
~,~- -  
NOTE. An abstract convergence statement would require knowledge of the constant C6, in order 
to link the parameters in a suitable way. Instead, we present a numerical convergence statement 
that is a direct consequence of Lemmas 3.6 and 3.7. For fixed 5, it establishes convergence of
IlD0(g~) - ~&glloo,Y~ to zero, as e and At tend to zero. 
LEMMA 3.9. MAXIMUM NORM NUMERICAL CONVERGENCE OF CENTERED DIFFERENCE DIS- 
CRETE MOLLIFIED DIFFERENTIATION. I f  g is uniformly Lipschitz on I, with Lipschitz con- 
stant L, and the discrete functions G and G ~ satisfy IIC - G~l loo ,K  <_ e, then there exist a 
constant C and a constant C~, depending on 5, such that 
d j < Cc(At)2. 
We define a discrete mollified differentiation operator Do ~ by the following rule: D6o(G) = 
D0(g6)[KnY6, where g~ is the discrete mollification of the discrete function G and Do(g6) is 
restricted to the grid points in K n ~. The next theorem states that this operator is bounded. 
THEOREM 3.10. I f  G is a discrete function defined on K,  then there exists a constant C such 
that 
C 
[[m06(c)l[oo,K~ -< ~" IlClloo,K. 
PROOF. By definition, for t • K n ~,  we have 
IDogc(t)[ = 2At  (pc(t + At  - s) - pc(t - A t  - s)) ds 
j - I  
_< I lal l=,. 2-~ Ip6(t + At  - s) - p6( t  - A t  - s)[ ds 
j= l  j - I  
[ p6+A t I = [[G1[oo,K J-p6-~t 2~t [p~(A t -  y)-  p~(-~t-  y)[ dy 
p6+A t 1 
= IIGIIcc,K J-ps-~= 2At IPs(Y + At) - pc(y - At)l dy. 
Splitting the interval of integration, assuming p~ > A t, we obtain the following estimates: 
/_ -p6+/'' 1 _~ 
p6-~, 2At Ips(y + At)l dy < , 
6-z~t 2At[Pa(Y--At)[dY<- . 
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The intermediate rm leads to 
ps-~ t 1 
N+a t 2At  [P6(Y + At )  - P6(Y - A t)[ dy 
f 1 = 2 (P6(Y+ At )  - p~(y -  A t ) )  dy 
N+a t 2A t 
= 2(ps (O1At )  -- p~ ( -p6  + At  -- 02A t)) 
<_ 2A. 
5 '  
after using a generalized mean value theorem with 1011 < 1 and 1021 < 1. 
4. NUMERICAL IMPLEMENTATION 
4.1. Extens ion  of  Data  
Computation of J$(g) and g6 throughout the time domain I = [0, 1], requires either the exten- 
sion of g to a slightly bigger interval I~ = [-p~f, 1 + p~] or the consideration ofg restricted to the 
subinterval I~ = [p~, 1 - p~]. Our approach is the first one. We seek constant extensions g* of g 
to the intervals [-p~, 0] and [1, 1 + p~], satisfying the conditions 
II&(g*) - gllL,[0,pSl is minimum 
and 
IIJ6(g *) - gllL2[1-pe,1] is minimum. 
The unique solution to this optimization problem at the boundary x = 1 is given by 
f:_~ [g(t)- f~ p~(*-s)g(s)ds] If:+'6 p6(*-s)ds] de 
g*  = 
f:_~ [f:+P6Ps(t-s)ds]2dt 
A similar result holds at the end point t = 0. A proof of these statements can be found in [8]. 
For each ~f > 0, the extended function is defined on the interval I~ and the corresponding 
mollified function is computed on I = [0, 1]. All the conclusions of the previous ections till hold 
in the subinterval I~. 
4.2. Se lect ion  of  Regu lar i zat ion  Parameters  
Using matrix notation, the computation of the discrete mollified data vector g~ = [ (g~) l , . - . ,  
(g~)n]T from the noisy data vector G e = [g~,..., g~]T can be viewed as follows. 
Given 6 and A t, the data extension discussed in the previous section requires the addition 
of r = INT (p6 /A  t) constant values, {OQ}~=I, O/i = O~ and {f~i}~=t, j3i = fl, i = 1, 2 , . . . ,  r as 
indicated: 
a~,** = [~_, ,~_,+~,. . . ,~_~,~_l ,g l ,g~,. . . ,g ,_ ,g, ,~l ,Z~,. . . ,~,_ l ,~] t 
Now define the n x (n + 2r) circulant matrix A6 where the first row is given by 
Then 
C, t144t 35:S-8 
{ f2 ~ p~(-8) ds, j = 1,2,...,n, 
j - I  
(A~)l j= 0, j=n+l , . . . ,n+2r .  
A6G~xt = g~. 
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We observe that the mollified data vector equires the computation of n inner products. This 
compares favorably with the method of smoothing by splines where it is necessary to solve a linear 
system of equations (see [9] for details). Since the noise in the data is not known, an appropriate 
mollification parameter, introducing the correct degree of smoothing, should be selected. Such a 
parameter is determined by the Principle of Generalized Cross Validation as the value of 6 that 
minimizes the functional 
(G~xt) T ( I  T - A~) ( I  - A6) Oex t 
Trace [ ( I  T -- A T) ( I -  A6)] ' 
where the n × (n + 2r) matrix I has entries 
1, i= j ,  i= l ,2 , . . .n ,  
Iij = 0, otherwise. 
The desired 6-minimizer is obtained by a Golden Section Search Procedure. We observe that 
for fixed A t, the data extension procedure dynamically updates the 6-depending dimensions of 
all the vectors involved, and also, that the denominator f the GCV functional can be evaluated 
explicitly for each 6 > 0. Basic references on the subject are [6,7]. 
4.3.  Numer ica l  Resu l t s  
The algorithm of the previous ection has been thoroughly tested. In this section, we present 
numerical results from four examples. In all cases, the discretization parameters are as follows: 
the number of time divisions is N and A t = 1/N; the maximum level of noise in the data function 
is e; the mollification parameter is denoted by 6; and without loss of generality, we set p = 3. 
The value p -- 3 is appropriate because the difference between p$ for p -- 3 and P6 for p > 3 is 
not significant. 
The use of average perturbation values e is only necessary for the purpose of generating the 
noisy data for the simulations. The filtering procedure automatically adapts the regnlarization 
parameter to the quality of the data. 
Discretized measured approximations of the data are simulated by adding random errors to 
the exact data functions. Specifically, for an exact data function g(t), its discrete noisy version is 
g~ = g(tn) +en,  n = O, 1 , . . . ,N ,  
where the (en)'s are Gaussian random variables with variance 0 .2 = e 2. 
In order to test the stability and accuracy of the algorithm, we consider four examples and a 
selection of average noise perturbations e, and grid size A L The derivative rrors are measured 
by the weighted/2-norms defined as follows: 
1 N ~ d 2 1/2 
We recall that the maximum error norm estimates of Section 3 are also valid for the weighted 
/Z-norms, since we always have 
1 ~ ] 1/2 
Ig (t .) l  2 < max Ig(t . ) l .  
The tables were prepared with A t = 1/64, 1/128, and 1/256. Some of the examples presented 
here are variations of the ones in [4]. 
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Table 1. Relative derivative rrors as functions of e. Parameters p = 3, A t ---- 1/64. 
Relative/2-NormDerivativeErrors 
Example 1 Example 2 Example 3 Example 4 
0.00 0.00628 0.01653 0.21654 0.05510 
0.05 0.11178 0.14824 0.34345 0.06839 
0.10 0.16558 0.19858 0.40112 0.11202 
Table 2. Relative derivative rrors as functions of e. Parameters p = 3, A t  ---- 1/128. 
0.00 
0.05 
0.10 
Relative 12-Norm Derivative Errors 
Example 1 Example 2 Example 3 Example 4 
0.00384 0.01102 0.16229 0.01292 
0.10540 0.14214 0.28849 0.10168 
0.16050 0.20042 0.35381 0.16731 
Table 3. Relative derivative rrors as functions of e. Parameters p -- 3, A t ---- 1/256. 
Relative/2-Norm Derivative Errors 
e Example 1 Example 2 Example 3 Example 4 
0.05 0.00040 0.00658 0.10825 0.00285 
0.05 0.11017 0.15133 0.32336 0.12657 
0.10 0.18975 0.17783 0.38798 0.33346 
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EXAMPLE 1. This prototype xample represents an exponential pproximation to an instanta- 
neous pulse. The equation for the exact data function is 
g(t) = exp (-40(t - 0.5)2), 0 < t < 1. 
The numerical results howing the relative rror in the approximation, related with the amount 
of noise in the data can be found in the second column of Tables 1-3. A graphical comparison 
of the exact data function g and its noisy version corresponding to e -- 0.1 appears in Fig- 
ure la. In Figure lb, we show the graphs of the exact derivative function ~g and the computed 
derivative Dog~ corresponding to the mentioned level of noise. 
EXAMPLE 2. This is a relatively complicated piecewise differentiable function with different 
concavities and nonzero boundary values. The equation for the exact data function is given by 
g(t) = 
O~ 
+garcsin 4 t -  + 1"-6' 
+ 1 arcsin (4 (t - 1 ) )  + ~6 } exp ( -16  (t  - 1 )2 )  , 
exp -16 t -  
1 
O<t< - 
1 1 
1 3 ~<-t<~, 
3 
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Figure i. Example I. Exact and noisy data functions. Exact and computed deriv~ 
tive functions. Parameters p = 3, A t  ---- 1/128, and e ---- 0.1. 
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Figure 3. Example 3. Exact and noisy data functions. Exact and computed deriva~ 
tive functions. Parameters p = 3, A t  = 1/256, and e = 0.1. 
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Figures 2a and 2b give a clear qualitative indication of the approximate solutions obtained 
with the method for e = 0.1. Further verifications of stability and accuracy are provided by the 
combination of parameters that yields the data in the third column of Tables 1-3. 
EXAMPLE 3. The third example corresponds to a piecewise differentiable triangular pulse with 
exact data 1 
o, o<t<~, 
1 1 
4t -1 ,  ~<t<~,  
1 3 
-4 t  + 3, ~<_t<-~, 
3 
O, -<t<l .  
g(t) = 
Figures 3a and 3b show the good agreement between the computed and the exact derivatives 
under a large amount of noise level in the data (e = 0.1). Tables 1-3, column four, illustrate the 
stability properties and the practical accuracy of the method. 
EXAMPLE 4. Our last example consists on the approximation of the derivative of the function 
g(t) = sin(10~rt), 0 < t < 1. 
In this case, both g and _dg dt are highly oscillatory. The global results, relating the variation 
of the relative error with respect o e, are presented in the last column of Tables 1-3. The level 
of perturbation in the data can be observed in Figure 4a. Figure 4b exhibits the qualitative 
behavior of the computed solution. 
The readers are invited to interact in the Web with a Java Applet that implements the method 
described in this paper at the URL: <http://math.uc.edu/~diego>. The user can choose a 
particular example, the number of grid points on the interval I = [0, 1] and the amount of noise 
in the data, e. 
The source code of the algorithm written in C can be downloaded from <http://math. uc. edu/- 
diego/deriv/molldif f erentiat ion. c>. 
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