Three analytic algorithms based on Adomian decomposition, homotopy perturbation and homotopy analysis methods are proposed to solve some models of nonlinear age-structured population dynamics and epidemiology. Truncating the resulting convergent infinite series, we obtain numerical solutions of high accuracy for these models. Three numerical examples are given to illustrate the simplicity and accuracy of the methods.
Introduction
Individuals in a structured population are distinguished by age, size, maturity and some other individual physical characteristics. The basic assumption when modelling the evaluation of such a population is that the structure of the population with respect to these individual physical characteristics at a given time, and possibly some environmental inputs as time evolves, completely determines the dynamical behaviours of the population. Mathematical models describing this evolution have attracted a considerable amount of interest among scientists as a tool for modelling the interaction of different population communities in such diverse fields as demography, epidemiology, ecology, cell kinetics, tumer growth etc.
For a long time, there has been an interest in modelling population dynamics. The first discrete population model appears in Liber Abaci by Leonardo Pisano in 1228 [1] , which gives rise to the celebrated Fibonacci sequences. The simplest continuous model is due to Malthus in 1798 [2] . His model is an unstructured one and it leads to an exponential growth of the population which is usually invalid for large time. Forty years later, in 1838, Verhulst proposed a logistic model which impose a maximum size for the population by considering the effects of crowding and the limitation of resources.
In order to build adequate models for population dynamics, some detail concerning individual behaviour and its effects on vital rates of growth, production, and death must be included. Perhaps the most natural way to consider such effects is to introduce the age variable into the model describing the population dynamics.
Among the first continuous population models incorporating age effects were those of Sharpe and Lotka [3] and McKendrick [4] . Basically, the Sharpe-LotkaMcKendrick models assume that birth and mortality processes are linear functions of population density. In 1974, Gurtin and MacCamy [5] proposed a nonlinear age structured model. The allowed the mortality rate and the fertility rate to be affected by the total population, which is true for the most real cases. Their model generalizes Verhulst's, and under reasonable assumptions on the vital rates of the population, results in a logistic model with bounded growth.
We consider the following nonlinear age-structured population model [5] and name it as model (A):
and some related epidemic models introduced latter, where   , u x t is the population density (or age-density) 
0,t u
The nonlocal boundary condition (1.7) complicates the application of standard numerical techniques such as finite difference, finite elements, spectral methods and so on [8] . So, to avoid the complexity involved in applying those numerical methods to the population model, it is important to convert the nonlocal boundary value problem into more desirable forms. However, it turns out to be a hard work in many cases. Therefore, for nonlinear age-structured population models, there are only few methods for solving them. In recent years, the numerical approximation of the model (A) has been studied by several authors like Abia and Lopez-Marcos, they applied difference schemes based on Runge-Kutta method and other numerical integration techniques to solve it [9] [10] [11] . In [12] , Kim and Park developed an upwind scheme for the model (A). Iannelli et al. [13] solved it by using splitting methods. Reproducing kernel method was successfully applied by Cui and Chen [14] and Krzyzanowski et al. gave a discontinuous Galerkin method for non linear age structured population model [15] . Norhayati and Wake [16] used Laplace transform technique to solve and analysed the existence of steady age distribution and its stability.
Recently methods like Adomian decomposition method (ADM), homotopy perturbation method (HPM), homotopy analysis method (HAM) have been used successfully to solve a variety of non linear problems [17] [18] [19] [20] . Dehghan and Salehi [21] used VIM and ADM to solve the delay logistic equation which has been extensively used as models in biology with particular emphasis on population dynamics. In 2009, Li [8] applied VIM to solve the model (B) with great success, but ADM, HPM and HAM have yet not been used for the purpose.
The aim of the present paper is to apply these techniques for the numerical evaluation of the non linear age-structured population model (B). The basic ideas of these methods apply to other problems related to (B). In fact the same approaches are used for approximation of the age-structured SIS model.
The paper is organized as follows. In sections 2-4, we introduce the algorithms based on ADM, HPM and HAM respectively. In sec. 5, we apply these algorithms on some numerical experiments and finally conclusions are given in sec. 6.
Adomian Decomposition Method (ADM)
In this section we give a brief outline of ADM for solving nonlinear age-structured population model (NASPM). Equation (1.5) may be written in the operator form as 
Thus, applying the inverse operator to Equation (2.1), we get
The ADM [17, 18] assumes an infinite series solution for the unknown functions given by   , [17, 18] . For a given nonlinear operator     , N u x t , these polynomials are calculated using the basic formula:
The nonlinear operator
The above formula is used to set a computer code to compute the various Adomian polynomials .
n A The first few polynomials are given as follows:
where n A is an approximate Adomian's polynomial which can be calculated for all forms of nonlinearity according to specific algorithms constructed by Adomian
Identifying the zeroth component by the initial condition we obtain the subsequent components by the following recursive formula
We construct a homotopy    
Homotopy Perturbation Method (HPM)
  In this method, using the homotopy technique of topology, a homotopy is constructed with an embedding parameter
which is considered as a "small parameter". This method became very popular amongst the scientists and engineers, even though it involves continuous deformation of a simple problem into a more difficult problem under consideration. Most of the perturbation methods depend on the existence of a small perturbation parameter but many nonlinear problems have no small perturbation parameter at all. Many new methods have been proposed in the late nineties to solve such nonlinear equation devoid of such small parameters. Late 1990s saw a surge in applications of homotopy theory in the scientific and engineering computations [19] . When the homotopy theory is coupled with perturbation theory it provides a powerful mathematical tool. To illustrate the basic concept of HPM, consider the following nonlinear functional equation
where 0 is an initial approximation for the solution of (3.1). As
it shows that   , H v p continuously traces an implicitly defined curve from a starting point to a solution
The embedding parameter p increases monotonously from zero to one as the trivial linear part
can be considered as an expanding parameter [19] to obtain    ,
The solution is obtained by taking the limit as p tends to 1 in equation. (3.5) . Hence (3.1) where A is a general functional operator, B is a boundary operator,   f r is a known analytic function, and  is the boundary of the domain . The operator A is decomposed as
where L is the linear and N is the nonlinear operator. Hence Equation (3.1) can be written as
The series (3.6) converges for most cases and the rate of convergence depends on    . 
which is equivalent to
where
is an embedding parameter. Using the parameter p, we expand the solution in the following form
Substituting Equation (3.9) into Equation (3.8), and equating the terms with the identical powers of p, we obtain:
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We use the iterative scheme (3.10) to compute the various 's. Hence the solution of Equation (1.5) is given by, 
Homotopy Analysis Method (HAM)
Homotopy analysis method (HAM) was first proposed by Liao [20] based on homotopy, a fundamental concept in topology and differential geometry. The HAM is based on construction of homotopy which continuously deforms an initial guess approximation to the exact solution of the given problem. An auxiliary linear operator is chosen to construct the homotopy and an auxiliary linear parameter is used to control the region of convergence of the solution series, which is not possible in the other methods like perturbation techniques, homotopy perturbation methods, decomposition methods. The HAM provides the greater flexibility in choosing initial approximations and auxiliary linear operators and hence a complicated nonlinear problem can be transformed into infinite number simpler, linear sub problems as shown by Liao and Tan [22] .
Here we give a brief description of HAM [20] to handle the general non linear problem,
where N is a nonlinear operator and is unknown function of the independent variables  , u x t , . x t Liao [20] constructed the zero order deformation equation
where   The above expression provides us with a relationship between the initial guess and the exact solution by means of the terms
which are still to be determined. The process of their evaluations is given as follows : Differentiating the zero order deformation Equation (4.2) m times with respect to embedding parameter q, then setting and dividing by we get the following -order deformation equation, 
Numerical Applications
In this paper, we apply ADM, HPM and HAM to solve the nonlinear age-structured population models. In the following examples will denote an approximate solution of the problem under consideration, obtained by truncating the solution series (4.7) at level
,t denotes the error between exact and approximate solution at . In Table 1 , 1 denote the error between exact solution and approximate solution obtained by reproducing kernel method [14] .
 E Example 5.1 Consider the following nonlinear agestructured population model [8, 14] .
where, , and using the equations (3.10), we find that all the even terates i Table 1 . Comparison between HAM and reproducing kernel method solutions. 
x t t v x t t v x t t v x t t
Thus we see that the various terms obtained by using HPM are same as those obtained by using ADM. In general, the ADM solution is a part of HPM solution.
Substituting these values in Equation (3.11), the solution is given by       is more accurate compared to that obtain by reproducing kernel method [14] . Figure 1 shows 
Conclusion
In this paper, we have given three simple, easy to impl rithms involve infinite convergent series and in many cases, the closed form solutions are obtained. Where the closed form analy ailab th xperime ies at rel lower l of tru cation give fairly accurate solutions. Moreover, the accuracy of
ement analytic algorithms based on ADM, HPM and HAM for nonlinear models of age-structured population dynamics and epidemiology. These algo tical solutions are not readily av le, it is established rough the three numerical e nts that truncating the solution ser atively leve n Table 1 clearly establishes the accuracy of our method compared to that of the reproducing kernel method proposed by Cui and Chen [14] .
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