The phenomenal coherence and brightness of x-ray free-electron laser light sources, such as the LCLS at SLAC, have the potential of revolutionizing the investigation of structure and dynamics in the nano-domain. However, this potential will go unrealized without a similar revolution in the way the data are analyzed. While it is true that the ambitious design parameters of the LCLS have been achieved, the prospects of realizing the most publicized goal of this instrument -the imaging of individual bio-particles -remains daunting. Even with 10 12 photons per x-ray pulse, the feebleness of the scattering process represents a fundamental limit that no amount of engineering ingenuity can overcome. Large bio-molecules will scatter on the order of only 10 3 photons per pulse into a detector with 10 6 pixels; the diffraction "images" will be virtually indistinguishable from noise. Averaging such noisy signals over many pulses is not possible because the particle orientation cannot be controlled. Each noisy laser snapshot is thus confounded by the unknown viewpoint of the particle.
Given the heavy DOE investment in LCLS and the profound technical challenges facing single-particle imaging, the final two years of this project have concentrated on this effort. We are happy to report that we succeeded in developing an extremely efficient algorithm that can reconstruct the shapes of particles at even the extremes of noise expected in future LCLS experiments with single bio-particles. Since this is the most important outcome of this project, the major part of this report documents this accomplishment. The theoretical techniques that were developed for the single-particle imaging project have proved useful in other imaging problems that are described at the end of the report.
Development of the EMC single-particle imaging algorithm
A key theoretical problem that arises in single particle imaging is captured by the simulated diffraction pattern shown in Figure 1 . An enormous number of such diffraction data have to be averaged to improve the signal to the point where phase reconstruction of the particle contrast is feasible. But if the diffraction data contain no clues about the particle orientation other than the recorded photons themselves, how can the averaging be carried out? Is there sufficient information in the noisy recordings to classify the data by particle orientation? To draw attention to the unique combination of theoretical issues that come together in this problem we introduced the term "crypto-tomography" [2] . Because of its relevance to the single-particle imaging problem, the remainder of this summary focuses on our accomplishments in this area:
• Investigation of a minimal model of crypto-tomography
• Development of reconstruction algorithms based on expectation-maximization
• Demonstration of crypto-tomography with a nano-particle data set Figure 1 : Simulated diffraction pattern in a single particle imaging experiment, where color (white, red, green, blue) represents recorded photon counts (0, 1, 2, 3). Data such as this is representative of the data that was used in our single particle imaging simulations [1] .
Crypto-tomography model and noise limits
A minimal model for crypto-tomography should have (1) data sets with one unknown continuous tomography parameter θ, (2) speckle structure in the signal with respect to θ, and (3) a shot-noise relationship between signal and data. Figure 2 relates a sample signal in our minimal model with a realistic diffraction signal. Data in this model are N -tuples of photon counts normalized so the average count per pixel, over all the data, is µ.
Our analysis [2] identified the following reduced information rate as both a fundamental and practical basis for assessing the feasibility of reconstructions: r = data rate in the actual experiment with unknown θ data rate in a hypothetical experiment with known θ .
The data rates in this definition are given in terms of mutual information, the standard measure used in information theory. For the minimal model one can explicitly evaluate r in terms of the model parameters. In 3D problems, where this is not possible, r is evaluated numerically in the course of the reconstruction. In either case, the value r = 1/2 has special significance and represents the cross-over from easy to hard instances of crypto-tomography. When conditions are such that r equals 1/2, one can show [2] that the quantity of information, obtained in a single measurement with unknown θ, just matches the information in the θ-distribution of a typical measurement.
The feasibility condition r > 1/2 translates to the following inequality on the minimal model parameters:
Relationship between a molecular diffraction pattern on a 2D screen (left) and a diffraction signal of the minimal model (right) [2] . The detector is a 1D array of N pixels, whose angle θ relative to the fixed diffraction pattern (molecular orientation) is unknown in each measurement. The minimal model lacks speckle structure in the horizontal dimension because the sampling by the 1D detector, with fixed radial pixel positions on the 2D screen, is insensitive to this. The parameter M of the minimal model corresponds to the number of speckles in the vertical (θ) dimension.
It states that there is a relatively modest requirement on the total number of detected photons for the reconstruction to succeed. As argued in [2] , this number grows much more slowly with the complexity of the signal (particle) than what is tolerated by data classification schemes based on cross correlation analysis [3, 4] . The minimal model study also introduced an algorithm based on the expectation-maximization principle and demonstrated successful reconstructions up to the r = 1/2 criterion.
3D crypto-tomography in the extreme shot-noise limit
With the theoretical understanding gained from the study of the minimal model we were able to implement a reconstruction algorithm for the full 3D crypto-tomography problem. The results of this project [1] have been extremely encouraging and have not been matched by others. In brief, the input to our algorithm is millions of noisy diffraction patterns of the type shown in Figure 1 , with unknown particle orientation, and the output is the 3D contrast (electron density) of the particle. An example output, the GroEL protein complex [5] , is shown in Figure 3 .
While there are still several ways in which the simulations fall short of being realistic, this study provided positive resolutions to two of the most serious challenges directed at the single-particle imaging effort:
• Are reconstructions, at the resolution of the data, feasible with very few detected photons?
• Can the computations be performed in a reasonable time? Figure 3 : GroEL particle reconstructed from simulated noisy diffraction data ( Fig. 1) [1] . The 3D intensity was first assembled by the EMC algorithm and then phased using the difference map. The estimated resolution of 2 nm, based on the modulation transfer function of the phasing step, corresponds to half the maximum spatial frequency measured (in simulations) at the detector.
By performing dozens of reconstructions on a wide range of problem instances [1] , we believe we understand how the reconstruction process behaves with the key parameters. Here we summarize our results for two parameters: the particle size R, and the average number of detected photons 1 , N .
The dimensionless radius parameter R defines the complexity of the data. The number R 3 corresponds to the number speckles in the 3D intensity (after assembly and signal averaging), or equivalently, the number of voxels in the particle contrast at the resolution of the data. The GroEL particle above ( Figure 3 ) was simulated with data corresponding to R = 8 and the reconstruction required one day on a single 3 GHz processor. But because the algorithm parallelizes nicely and the computations scale as R 6 [1] , we know that data at twice the resolution can be reconstructed on a 64-processor cluster also in about one day.
The behavior we observed with respect to the mean number of detected photons N was anticipated in the minimal model study [2] , where the main effect was to dramatically increase the number of iterations in the intensity reconstruction stage when the associated reduced information rate r(N ) was below 1/2. Figure  4 compares the convergence for simulations with N ranging from 25 to 225 photons, all other parameters (e.g. total photons over all data) held constant. We see that the number of iterations first begins to grow when r ≈ 1/2, when fewer than N ≈ 50 photons are recorded. As shown in Figure 5 , even with this very small number of photons the quality of the reconstructed contrast is very high. Thus it seems that the small number of photons will only affect the rate of convergence and this only when the number falls below a small threshold. This critical number of photons, for the iteration count to remain small, was found to grow only slowly with R. Within the idealized framework of these simulations, it thus appears that a few 1 In the minimal model study this parameter was N µ. : Nanorice diffraction data taken at FLASH before (left panel) and after (right panel) preprocessing to remove strong background contributions. The reconstruction of the 3D intensity [8] , from randomly oriented diffraction data of which this is one sample, used only the intensities within the white circle (left panel) and outside regions dominated by streaks and detector row defects (black stripes in right panel).
hundred photons per diffraction pattern will be sufficient to reconstruct even the largest biomolecules at subnanometer resolution.
The intensity reconstruction algorithm we developed [1] , called EMC, combines a maximization step (M) of the intensity's likelihood function, with expansion (E) and compression (C) steps that map the 3D intensity model to a redundant tomographic representation and back again. Algorithms of this type, based on the "expectation maximization" principle, are among the most powerful being used in the related field of cryo-electron-microscopy [6] . Fung et al. [7] have proposed a different solution to the crypto-tomography problem based on the "generative topographic map", an idea from machine learning. The behavior and scaling of this approach have not been explored as carefully as our algorithm and reconstructions have only been attempted for orientational classifications in a 30 • × 30 • × 30 • region of the full rotation group (about 0.1%).
Crypto-tomography of nanorice particles
As the last project of his Ph.D thesis, the PI's student Duane Loh led the effort to reconstruct the 3D intensity of mono-disperse iron oxide nanoparticles ("nanorice") from very noisy diffraction data taken at FLASH [8] . Even though the particles being imaged were very simple -prolate spheroids -the success of this project represents a milestone because it combined all the elements of the single-particle imaging experiment for the first time. Because of the strong scattering and background contributions (see Figure 6 ), the EMC algorithm's likelihood function had to be modified from the weak signal form used in our single molecule simulations. The scope of the algorithm was also expanded to include the reconstruction of the shot-to-shot fluctuations of the beam fluence. Figure 7 shows the reconstructed intensity. Figure 7 : Left: Orthogonal slices of the reconstructed 3D nanorice intensity (top row) and the intensity of a prolate spheroid (bottom row) [8] . Right: SEM image of the nanorice particles used in the experiment.
Algorithms for reconstructing magnetic domains
An attractive feature of a pulsed source of intense coherent x-rays is the potential for making movies of dynamics at short length scales. While this capability may find applications to biomolecules several years from now, it can already be applied to the simpler problem of magnetic domain imaging. Here one is interested in tracking dynamics at all scales, from thermally activated elementary "flips" or local reconfiguration of the domain pattern, to large scale "avalanches" in response to a change in the applied field. On a technical level the magnetic domain and single-particle imaging problems have much in common. Since magnetic scattering is intrinsically weak, and we are allowed only one pulse per frame of the movie, the diffraction signal will suffer from photon shot noise. There is also a strong background contribution in magnetic imaging since (even at resonance conditions) a major part of the scattering amplitude has no magnetic modulation, being simply the net projected charge which has a random component due to surface roughness.
Motivated largely by the possibility of tracking dynamics shot-to-shot by a pulsed source such as LCLS, we have started to map out the phase space of experimental parameters [9] . How few photons per pixel of resolved domain are required to reconstruct an entire pattern, and how much of that signal can be from the charge background? Figure 8 shows one of our simulated single-shot diffraction patterns and the results of reconstructions right at the edge of feasibility are shown in Figure 9 . These results already show that the algorithmic reconstruction method we developed is superior at high noise to the Fourier transform holography method [10] which requires the reference signal of a pinhole adjacent to the magnetic sample. : Simulated diffraction data [9] produced by a single x-ray pulse scattering from the magnetic domain pattern shown in Figure 9 , panel (a). The low photon counts are evident in the detail shown in the upper right. In addition to shot noise, this data suffers from strong background due to charge scattering. The average charge within the circular sample mask is responsible for the fine circular rings near the beamstop. Charge non-uniformity due to sample roughness is the source of the background counts. [9] . Small contour values correspond to high fidelity. Right: The magnetic contrast of the circular sample is shown in (a) and A-C are reconstructions at the corresponding points of the contour plot on the left. Panel A is an example of extreme charge background; reconstruction C is at the shot-noise limit -about 1 photon per pixel. Data used in the reconstruction of B is shown in Figure 8 .
