Abstract. Using an ergodic inverse theorem obtained in our previous paper, we obtain limit formulae for multiple ergodic averages associated with the action of F ω p . From this we deduce multiple Khintchine-type recurrence results analogous to those for Z-systems obtained by Bergelson, Host, and Kra, and also present some new counterexamples in this setting.
1. Introduction 1.1. Convergence of multiple ergodic averages and limit formulae. Let G = (G, +) be a countable abelian group. A measure-preserving G-system, or G-system for short, is a quadruplet X = (X, X , µ, (T g ) g∈G ), where (X, X , µ) is a probability space, and (T g ) g∈G is a family of invertible measure-preserving transformations T g : X → X for each g ∈ G (thus T g and its inverse are both measurable, and µ(T g (E)) = µ(E) for all E ∈ X ), which is an action of G in the sense that T g T h = T g+h and T 0 = id µ-almost everywhere for all g, h ∈ G. In the classical case G = Z, a Z-system is generated by a single measure-preserving transformation T = T 1 : X → X, but for more general groups one usually requires more than one generator to describe the system. We will also make the technical assumption that G-systems are separable 1 in the sense that the σ-algebra X is countably generated modulo µ-null sets; in most applications one can reduce to this situation without difficulty, so this will not be a serious restriction in practice. We abbreviate the (complex-valued) Lebesgue spaces L p (X, X , µ) for 1 p ∞ as L p (X). We adopt the usual convention of identifying two functions in L p (X) if they agree µ-almost everywhere; in particular, this makes L 2 (X) a separable Hilbert space.
A Følner sequence in G is a sequence (Φ n ) ∞ n=1 of finite non-empty subsets of G such that
for all g ∈ G, where |H| denotes the cardinality of a finite set H. Note that we do not require the Φ n to be nested, or to exhaust all of G. Note that the class of Følner sequences is translation-invariant in the sense that if (Φ n ) ∞ n=1 is a Følner sequence, then (g n + Φ n ) ∞ n=1 is also a Følner sequence for any g 1 , g 2 , . . . ∈ G. It is a classical fact that every countable abelian group is amenable [32] and hence has at least one Følner sequence [12] ; for instance, if G = Z, one can take Φ n := {1, . . . , n}.
The classical mean ergodic theorem 2 asserts, among other things, that if G = (G, +) is a countable abelian group with Følner sequence (Φ n ) ∞ n=1 , X = (X, X , µ, (T g ) g∈G ) is a G-system and f ∈ L 2 (X), then the limit
converges strongly in L 2 (X) norm, where we use the averaging notation
for any non-empty finite set H, and also write T g f for f • T g . Since strong convergence in L 2 (X) implies weak convergence, we obtain as a corollary that the limit
exists for all f 0 , f 1 ∈ L 2 (X).
The mean ergodic theorem not only gives existence of these limits, but provides a formula for the value of these limits. To describe this formula we need some more notation. Define a factor (Y, Y, ν, (S g ) g∈G , π) = (Y, π) of a G-system (X, X , µ, (T g ) g∈G ) to be another G-system Y = (Y, Y, ν, (S g ) g∈G ), together with a measurable map π : X → Y which respects the measure in the sense that µ(π −1 (E)) = ν(E) for all E ∈ Y (or equivalently, π * µ = ν), and also respects the G-action in the sense that S g • π = π • T g µ-a.e. for all g ∈ G. For instance, if B is a sub-σ-algebra of X which is invariant with respect to the G-action (T g ) g∈G , then (X, B, µ ⇂ B , (T g ) g∈G , id) is a factor of (X, X , µ, (T g ) g∈G ), where µ ⇂ B is the restriction of X to B. By abuse of notation, we will thus refer to an invariant sub-σ-algebra B as a factor of (X, X , µ, (T g ) g∈G ). We call two factors (Y, Y, ν, (S g ) g∈G , π),
) g∈G , π ′ ) equivalent if the sub-σ-algebras {π −1 (E) : E ∈ Y}, {(π ′ ) −1 (E) : E ∈ Y ′ } of X that they generate agree modulo null sets. It is clear that every factor is equivalent to a unique invariant (modulo null sets) sub-σ-algebra of X , so one may think of factors as invariant sub-σ-algebras if it is convenient to do so.
Given a factor (Y, Y, ν, (S g ) g∈G , π) = (Y, π), we have a pullback map π * : L 2 (Y) → L 2 (X) defined by π * f := f • π. We define the pushforward map π * : L 2 (X) → L 2 (Y) to be the adjoint of this map. In the case when the factor arises from an invariant sub-σ-algebra B of X , the pushforward π * f is the same as the conditional expectation E(f |B) of f with respect to B. Given a G-system X = (X, X , µ, (T g ) g∈G ), we define the invariant factor (Z 0 , π 0 ) = (Z 0 (X), π 0 ) = (Z 0 , Z 0 , µ 0 , (T g ) g∈G , π 0 ) of X to be (up to equivalence 3 ) the factor associated to the invariant σ-algebra X T := {E ∈ X : T g E = E for all g ∈ G}. This factor is a characteristic factor for the averages (1.1), (1.2) , in the sense that the limit in (1.1) converges strongly in L 2 (X) to zero whenever (π 0 ) * f vanishes, and similarly the limit in (1.2) converges to zero when either of (π 0 ) * f 0 or (π 0 ) * f 1 vanishes (see [16] ). As a consequence, to compute the limits in (1.1), one may freely replace f by (π 0 ) * f (and descend from X to the factor Z 0 ), and similarly for (1.2) . On the characteristic factor Z 0 , the action of G is essentially trivial, and as a conclusion one obtains the well-known limit formulae lim
The situation is particularly simple when the G-system X is ergodic, which means that the invariant σ-algebra X T consists only of sets of full measure or empty measure, or equivalently that the invariant factor Z 0 is a point. In this case, (π 0 ) * f = X f dµ, and so This concludes our discussion of the classical ergodic averages. We now consider the more general multiple ergodic averages associated to a G-system X = (X, X , µ, (T g ) g∈G ), where k 1 and c 0 , . . . , c k are integers, and (to avoid absolute integrability issues) f 0 , . . . , f k will be assumed now to lie in L ∞ (X) rather than L 2 (X). Note that in (1.4) we may collect terms if necessary and reduce to the case when the c 0 , . . . , c k are distinct. Similarly, in (1.3) we may reduce to the case when the c 1 , . . . , c k are distinct and non-zero (since zero coefficients can simply be factored out). The reader can keep the model case c i = i in mind for this discussion, though for technical reasons it is convenient to consider more general coefficients c i as well.
The convergence and recurrence properties of these averages have been extensively studied in the literature, particularly in the model case G = Z. For instance, the celebrated Furstenberg multiple recurrence theorem [14] asserts the lower bound lim inf n→∞ E g∈Φn X f (T g f ) . . . (T kg f ) dµ > c > 0 in the G = Z case, whenever k 1 and f ∈ L ∞ (X) is non-negative and not identically zero, and where c does not depend on the choice of (Φ n ) ∞ n=1 . The same result holds for all countable abelian groups G [15] . On the other hand, the original proofs of the multiple recurrence theorem did not actually establish the existence of the limit in (1.3) or (1.4) for general k > 1. In the case of Z-actions, this was first achieved for k = 2 in [14] , for k = 3 in [35] (building upon a sequence of partial results in [7, 8, 9, 16] ). The case k = 4 was established in [21] (see also [22] ) and independently in [36] . The methods in [21] , [36] were generalized to cover all k ≥ 1 in [23] and [38] respectivley. After the general convergence of (1.3), (1.4) for G = Z was established, a number of additional proofs of this result (as well as generalisations thereof) have appeared in the literature [28] , [1] , [31] , [20] , [34] . The argument in [34] is in fact extremely general, and extends to averages over arbitrary countable abelian groups G, with the shifts g, . . . , (k − 1)g replaced by polynomial functions of g (see also [40] ). Now we turn to the question of understanding the nature of the limit in (1.3) or (1.4) for higher values of k than k = 1. For simplicity, we will focus on the case of ergodic G-systems X = (X, X , µ, (T g ) g∈G ); the results discussed here can then be extended to the non-ergodic case by ergodic decomposition (see e.g. [33] ).
The case k = 2 can be analysed by spectral theory. Define the Kronecker factor g ) g∈G , π 1 ) of an ergodic G-system X to be the factor (up to equivalence) associated to the sub-σ-algebra of X generated by the eigenfunctions of X, that is to say the functions f ∈ L 2 (X) such that for each g ∈ G one has T g f = λ g f for some complex number λ g . The Kronecker factor is (up to equivalence) is given by an abelian group rotation
where U = (U, +) is a compact abelian group with Borel σ-algebra U and Haar probability measure m U , and each S g : U → U is a group translation S g (x) := x + α g , where g → α g is a homomorphism from G to U (see [39] for a general form of this theorem). Furthermore, this factor is ergodic (which is equivalent to the image of the homomorphism g → α g being dense in U). It is known (see e.g. [6] ) that the Kronecker factor Z 1 is characteristic for the k = 2 averages (1.3), (1.4) , in the sense that the former average converges to zero in L 2 (X) norm when at least one of (π 1 ) * f 1 , (π 1 ) * f 2 vanishes, and the latter average converges to zero when at least one of at least one of (π 1 ) * f 0 , (π 1 ) * f 1 , (π 1 ) * f 2 vanishes. From this, one can effectively replace each function f i by its pushforward (π 1 ) * f i in the limits (1.3), (1.4) (and replacing X with Z 1 ). These limits can then be evaluated by harmonic analysis on U, resulting in the limit formula
(1.5) for (1.4) (in the model case c i = i), and hence (by duality, and existence of the limit) a similar formula for (1.3); similarly for other choices of coefficients c i . We can rewrite this formula as
where HP 0,1,2 (U) ⊂ U 3 is the closed subgroup
of U 3 , and m HP 0,1,2 (U ) is the Haar probability measure on HP 0,1,2 (U). (The reason for the notation HP 0,1,2 will be made clearer later.)
In the case of Z-actions, the limit of (1.3), (1.4) for higher values of k is also understood [37] , [38] , [4] . For each value of k, a characteristic factor Z k associated to the averages (1.3), (1.4) which (up to equivalence) is an inverse limit of nilsystems of step at most k−1 was constructed in [23] (see also [38] ). Projecting onto each such nilsystem and using the equidistribution theory on such nilsystems (see [25] , [37] ) a limit formula generalising (1.5), (1.6) (but for Z-actions) was established; see [38] . A closely related analysis was also performed in [4] , which among other things led to the following Khintchine-type recurrence result: if X = (X, X , µ, (T g ) g∈Z ) is an ergodic Z-system and A ∈ X has positive measure, then for every ε > 0 and all k = 1, 2, 3, the sets
are syndetic. Surprisingly, this type of result fails for k > 3; see [4] for details. The arguments in [4] also give a structural result for the correlation sequences
X) and g ∈ Z and distinct integers c 1 , . . . , c k , namely that they can be decomposed as the sum of a k − 1-step nilsequence (a uniform limit of sequences of the form n → F (θ n Γ) for a k − 1-step nilmanifold N/Γ, a group element θ ∈ N, and a continuous function F : N/Γ → C) and an error sequence n → σ(n) which converges to zero in uniform density. Recall that a bounded sequence σ : G → C in a countable abelian group G is said to converge to zero in uniform density if one has
1.2. New results. Having reviewed the preceding results, we now proceed to the description of new results in this paper, in which we focus on a family of countable abelian groups G at the opposite end of the spectrum to the integers Z, namely the infinitedimensional vector spaces G := F ω p = ⊕F p over a finite field F p of prime order p, 4 The negative signs here are artifacts of our sign conventions, and can be easily removed if desired. 5 Strictly speaking, the results in [4] are only claimed in the case f 0 = . . . = f k and c i = i, but it is not difficult to see that the argument in fact applies in general.
with a countable basis e 1 , e 2 , . . .. This can be viewed as the direct limit 6 of the finitedimensional subspaces F n p , defined as the span of e 1 , . . . , e n , and a G-system can be viewed as a probability space with an infinite sequence T en : X → X of commuting measure-preserving transformations, each of period p in the sense that T p en = id. Observe that we can view these subspaces F n p as a Følner sequence for F ω p , but this is of course not the only such sequence (for instance, one can take the affine spaces g n + F n p , where g 1 , g 2 , . . . is an arbitrary sequence in F ω p ). One can then ask for a formula for the limits in (1.3), (1.4), as well as a structure theorem for the correlation sequences (1.7) (now defined for g ∈ G rather than g ∈ Z).
To state the results, we need to introduce a variant of the concept of nilsystem that is suitable for F ω p -actions, which we refer to as a Weyl system. To define such systems, we first need the notion of a polynomial function on a G-system. Definition 1.3 (Polynomials). Let G = (G, +) be a countable abelian group, let U = (U, +) be an abelian group, and let X = (X, X , µ, (T g ) g∈G ) be a measure preserving system. For any measurable function ρ :
, thus ∆ g can be viewed as a difference operator on the measurable functions from X to U. If k 1 is a natural number, we say that ρ is a polynomial of degree < k if ∆ g 1 . . . ∆ g k ρ(x) = 0 µ-almost everywhere for any g 1 , . . . , g k ∈ G. We also adopt the convention that the zero function is the only polynomial of degree < k if k 0.
In a similar vein, a sequence g : Z → U is said to be a polynomial of degree
, with the same convention as before if k 0.
Note that a measurable function ρ : X → R/Z is a polynomial of degree < 2 if and only if the function e 2πiρ is an eigenfunction of the system X. Thus we see that the polynomials of degree < 2 are closely related to the Kronecker factor, which in turn controls the k = 2 averages (1.3), (1.4) . More generally, we will see (in the case G = F ω p ) that the polynomials of degree < k control the averages (1.3), (1.4) . One can define polynomial maps between more general groups (not necessarily abelian); see [24] . However, we will not need this more general concept of a polynomial map here.
For future reference we observe (by an easy induction using Pascal's triangle) that a sequence g : Z → U is a polynomial of degree < k if and only if it has a discrete Taylor expansion of the form
for some coefficients a j ∈ U, where
. We remark that the top coefficient a k−1 of g(n) can also be computed as a k−1 = ∆ k−1 1 g(n) for any n. 6 Note that this limit is distinct from the inverse limit Next, we recall the notion of a cocycle extension. Definition 1.4 (Cocycle extension). Let G = (G, +) be a countable abelian group, let U = (U, +) be a compact abelian group, and let X = (X, X , µ, (T g ) g∈G ) be a measure preserving system. A (G, X, U)-cocycle is a measurable function ρ : G × X → U that obeys the cocycle equation
for all g, g ′ ∈ G and µ-almost all x ∈ X. Given such a cocycle, we define the extension X × ρ U of X by the cocycle ρ to be the G-system given by the product probability space
(where U is the Borel σ-algebra on U, and m U the Haar probability measure on U), and the action (T g ) g∈G on X × U given by the formulã
Note that the cocycle equation (1.8) ensures that X × ρ U is indeed a G-system. If k is a positive integer, we say that the cocycle ρ is a polynomial cocycle of degree < k if, for each g ∈ G, the function x → ρ(g, x) is a polynomial of degree < k. Definition 1.5 (Weyl system). Let k 0 be an integer, and let G = (G, +) be a countable abelian group. We define a k-step Weyl G-system recursively as follows:
• A 0-step Weyl G-system is a point.
• If k 1, a k-step Weyl G-system is any system of the form X × ρ k U k , where X is a Weyl G-system of order k − 1, U k is a compact abelian group
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, and ρ k is a polynomial (G, X, U k )-cocycle of degree < k.
We define the notion of a continuous k-step Weyl system similarly to a k-step Weyl system, except now that all the cocycles involved are also required to be continuous. (Note that a Weyl system is a Cartesian product of compact spaces and is thus also compact.)
Informally, a Weyl G-system of order k takes the form
for some compact abelian groups U 1 , . . . , U k (which we refer to as the structure groups of the system) and polynomial cocycles ρ 0 , . . . , ρ k (the cocycle ρ 0 is essentially a homomorphism from G to U 0 and is not explicitly shown in the above notation). In the k = 1 case, a Weyl G-system is simply a group rotation T g :
Remark. In [6] we define the notion of an Abramov F ω p -system Abr <k (X). This is is a system where P <k (X) -the polynomials of degree < k -span L 2 (X). We show that in the case where k ≤ char(F) an Abramov system can be given the structure of a Weyl system.
Example. Let X 1 be the product space F p of sequences (x n ) ∞ n=1 with x n ∈ F p , with the product topology and the Haar probability measure. It becomes a 1-step Weyl G-system with G := F ω p by using the shifts
g n e n with g n ∈ F p (and with all but finitely many of the g n vanishing).
Formally, we have a quadratic polynomial Q :
x n x n+1 , however this polynomial is not actually well defined because the sum here can contain infinitely many non-zero terms. However, if we compute a formal derivative ∆ g Q of this polynomial for some g = ∞ n=1 g n e n ∈ G, we obtain
and this is a well-defined linear polynomial on F p because only finitely many of the g n are non-zero. If we set ρ 2 (g,
If we then take the cocycle extension X 2 := X 1 × 2 F p , then X 2 is a 2-step Weyl system with structure groups F p and F p , with shift given by
This system can be viewed as a G-system analogue to a 2-step nilsystem arising from the Heisenberg group. ⋄ The first main result, which is a corollary of our previous work in [6] , establishes the existence of a Weyl system as a characteristic factor for the averages (1.3), (1.4): Theorem 1.6 (Characteristic factor). Let p be a prime, and let 1 k < p be an integer. Let G := F ω p , and let X = (X, X , µ, (T g ) g∈G ) be an ergodic G-system. Then for each 0 k < p, there exists a factor (Z k , π k ) = (Z k (X), π k ) of X, with Z k an ergodic continuous k-step Weyl system, with the following properties:
(ii) (Connection with polynomials) For each 0 k < p, the sub-σ-algebra of X generated by Z k is generated by the polynomials φ : X → R/Z of degree < k + 1 on X . (Thus, for instance, Z 1 is the Kronecker factor.) (iii) (Z k−1 characteristic for (1.3)): for 1 k < p and for distinct non-zero c 1 , . . . , c k ∈ F p \{0}, the averages (1.3) converge strongly in L 2 (X) to zero for any Følner
(iv) (Z k−1 characteristic for (1.4)): for 1 k < p and for distinct c 0 , . . . , c k ∈ F p , the average (1.4) converges to zero for for any Følner sequence
We establish this theorem in Section 3. Now we discuss some consequences of Theorem 1.6. We begin with a limit formula for the average (1.4). We will need the following construction: Definition 1.7 (Hall-Petresco groups). Let p be a prime, and let U 1 , . . . , U m be compact p-torsion groups for some 0 m < p. For any 1
k+1 consisting of those tuples of the form (P (c i ))
Thus, for instance
and (for p > 2)
(with the convention h i = (h i1 , h i2 , h i3 )), and (for p > 3)
The following lemma, which we prove in Section 5, asserts that the Hall-Petresco group
Lemma 1.8 (Limit formula). Let p be a prime, let 1 k < p be an integer, and let c 0 , . . . , c k ∈ F p be distinct. Let G := F ω p , and let X = (X, X , µ, (T g ) g∈G ) be an ergodic
is the characteristic factor from Theorem 1.6, m HPc 0 ,...,c k (Z k−1 ) is the Haar probability measure on HP c 0 ,...,c k (Z k−1 ), and
The right-hand side of (1.9) can also be written more explicitly as
where the integral is over all tuples (a jl ) 1 j k−1;0 l j with a jl ∈ U j , integrated using the product Haar measure on U
, and U 1 , . . . , U k−1 are the structure groups of
We remark that HP c 0 ,...,c k (Z k−1 ) contains the diagonal group {(x, . . . , x) : x ∈ Z k−1 } and so surjects onto each of the k + 1 coordinates of (Z k−1 )
k+1 . In particular, the right-hand side of (1.9) is well-defined even though each of the f i are only defined up to µ-almost everywhere equivalence.
As examples of the formula (1.9), we have (for p > 2)
and (for p > 3)
We also remark that if for G = Z one considers nilsystems instead of Weyl systems, the analogue of the Hall-Petresco group is the group of Hall-Petresco sequences [19] , [26] , as can be seen from the equidistribution theory in [25] .
By duality, the above limit formula (1.9) also gives a formula for limits (in L 2 (X)) of the form lim
for instance, the limit lim
The formula in the general case has a similar (but messier) appearance, and is omitted here. In the above argument, we implicitly used the known result that the limit (1.10) in L 2 (X) existed; but in fact the arguments in this paper give an independent proof of this norm convergence result, see Remark 5 below.
We also have an analogous limit formula for the correlation functions I c 0 ,...,c k ;f 0 ,...,f k (g), which approximates these functions by a certain integral expression J c 0 ,...,c k ;f 0 ,...,f k (g) up to a vanishingly small error in uniform density, in analogy to a similar result [4, Proposition 6.5] for Z-systems. To state this formula, we need some additional notation. Let G = F ω p for a prime p, let 1 k < p, and let Z k be the characteristic factor from Theorem 1.6, with structure groups
Observe from the definition of a Weyl system that
for all 1 i k, where π i−1 is the projection from Z k−1 to Z i−1 . In particular, as ρ i is a polynomial of degree < i, u i is a polynomial of degree < i + 1. For any g ∈ G, the derivative ∆ i g u i is a constant function, and can thus be identified with an element of U i . Given g ∈ G, we define the subset
on the leading coefficient of each of the P i , where the tuple
Lemma 1.9 (Second limit formula). Let p be a prime, let 1 k < p be an integer, and
Then the difference I c 0 ,...,c k ;f 0 ,...,f k − J c 0 ,...,c k ;f 0 ,...,f k converges to zero in uniform density.
Let us write I(g) ≈ U D J(g) for the assertion that I(g) − J(g) converges to zero in uniform density. Then a simple special case of Lemma 1.9 is the approximation
We prove this lemma in Section 6. The sequence J c 0 ,...,c k ;f 0 ,...,f k can also be viewed as a "Weyl sequence" (analogous to the concept of a nilsequence, but with respect to a Weyl system rather than a nilsystem): Proposition 1.10 (Structure theorem). Let the notation be as in Lemma 1.9. Then there exists a continuous k-step
, and a point y 0 ∈ Y such that
for all g ∈ G.
We establish this proposition in Section 7. Combining this proposition with Lemma 1.9, we see that I c 0 ,...,c k ;f 0 ,...,f k is approximated by a k-step Weyl sequence up to an error that goes to zero in uniform density (cf. [4, Theorem 1.9]).
In analogy to [4] , we can use the limit formulae to obtain Khintchine type recurrence theorems. It will be convenient to make the following definition. Definition 1.11 (Khintchine property). Let p be a prime, and let c 0 , . . . , c k be distinct elements of F p . We say that the tuple (c 0 , . . . , c k ) has the Khintchine property (in
is an ergodic G-system, A ∈ X , and ε > 0, the set
is a syndetic subset of G (i.e. G can be covered by finitely many translates of this set).
Of course, the negative signs in the subscripts here can be easily deleted if desired. It is trivial that any singleton tuple (c 0 ) has the Khintchine property, and the classical Khintchine recurrence theorem adopted to general Abelian groups G implies that any pair (c 0 , c 1 ) has the Khintchine property (and in this case we do not need to assume the ergodicity of our G-system). It is also clear that the Khintchine property is preserved if one applies an invertible affine tranformation For comparison, the classical Khintchine recurrence theorem, that is, a version of it for G = F ω p , implies that for any distinct c 0 , c 1 ∈ F p and any G-system X = (X, X , µ, (T g ) g∈G ), any A ∈ X and any ε > 0, the set
is syndetic. In this classical setting of single recurrence, no ergodicity hypothesis is required, but by adapting the construction in [4, Theorem 2.1], one can show that ergodicity is needed for double or higher recurrence if p is sufficiently large (this hypothesis is needed to embed a version of the Behrend-type constructions used in [4] ).
We prove these results in Section 8 and Section 9 respectively. We remark that a finitary analogue of Theorem 1.13, concerning dense subsets of finite-dimensional vector spaces We conjecture that the above results exhaust all the possible tuples with the Khintchine property; thus, any tuple (c 0 , . . . , c k ) of distinct elements of F p (where k < p) will fail to have the Khintchine property if k > 3, or if k = 3 (p ≥ 5) and c 0 , c 1 , c 2 , c 3 do not form a parallelogram. In [4, Corollary 1.6], it was shown that the tuple (0, 1, 2, 3, 4) did not obey the analogous Khintchine property for Z-systems, and it is not difficult to modify the construction there to also show that (0, 1, 2, 3, 4) does not obey the Khintchine property in characteristic p if p is sufficiently large. Similarly if (0, 1, 2, 3, 4) is replaced by (0, 1, . . . , k) for any fixed k 4, if p is sufficiently large depending on k.
While we were not able 8 establish the above conjecture in general, we can do so for "generic" tuples (c 0 , . . . , c k ): Theorem 1.14 (Khintchine property generically fails). Let k 3. Then there exists a constant C k depending only on k such that for any prime p, there are at most
that obey the Khintchine property.
In other words, if one selects c 0 , . . . , c k ∈ F p uniformly at random, then the Khintchine property will only hold with probability at most C k /p, and so for large p one has failure of the property for most tuples (c 0 , . . . , c k ).
8 By some extremely lengthy computations involving a subdivision into a large number of subcases, and ad hoc constructions of counterexamples in each case, we have been able to verify this conjecture in the case when k = 3, c 0 , c 1 , c 2 , c 3 are fixed integers that do not form a parallelogram, and p is sufficiently large depending on c 0 , c 1 , c 2 , c 3 (or alternatively, if one considers Z-systems rather than F ω p -systems). We plan to make details of these constructions available elsewhere.
We establish this result in Section 10. The question remains open as to whether a weakened version of the Khintchine property can hold in which µ(A) k is replaced by a larger power µ(A) C k of µ(A). In the case of Z-systems, it was shown in [4, Corollary 1.6] that this is not the case, at least for the model case k = 4 and c i = i. However, this argument relies on the Behrend construction [2] , and it remains an interesting open problem to usefully adapt construction to the finite field setting when the characteristic p is fixed. Note though that is follows from the "syndetic" Szemerédi theorem for vector spaces over finite fields [15] that the Khintchine property does hold if µ(A) k is replaced by some sufficiently small quantity c(k, µ(A)) > 0 depending only on k and µ(A), if µ(A) is non-zero.
Continuity of polynomials
In this section we establish a technical lemma that asserts, roughly speaking, that polynomials in an ergodic Weyl system are automatically continuous.
Lemma 2.1 (Polynomials are continuous). Let G = (G, +) be a countable abelian group, let k 0, and let X = (X, X , µ, (T g ) g∈G ) be an ergodic k-step Weyl system.
(i) After modifying the cocycles used to define X on a measure zero set if necessary, X becomes a continuous k-step Weyl system. (ii) If φ : X → R/Z is a polynomial, then (after redefining φ on a measure zero set if necessary), φ is continuous.
Proof. We induct on k. The k = 0 case is trivial, so suppose that k 1 and the claims (i), (ii) have already been proven for all smaller values of k. The claim (i) for k then follows by applying the induction hypothesis (ii) to all the cocycles used to construct X, so now we turn to claim (ii) for k. Write X = X k−1 × ρ k U k for some compact abelian U k and some polynomial (G, X k−1 , U k ) cocycle ρ k of degree < k. By claim (i) for k, we may assume without loss of generality that all cocycles involved in constructing X (including ρ k ) are continuous.
Let us first handle the case when the compact group U k is finite (and thus discrete).
is a polynomial on X k−1 (see [6, Lemma B.5(iii)]), and can thus be modified on a set of zero to become continuous. Applying this for each u k and gluing, we obtain the claim.
Now we handle the general case when U k is not necessarily finite. For every t ∈ U k , define the vertical derivative ∆ t φ : X → R/Z of φ by the formula
As φ is a polynomial, ∆ t φ is a polynomial of uniformly bounded degree. On the other hand, as φ is measurable, ∆ t φ converges to zero in measure as t → 0 in U k , and in 
in which the final group U k /U ′ k is finite. By the case already treated, the quotiented version of ψ can be modified on a set of measure zero to become continuous on this system, and thus on pullback ψ and hence φ can be also, giving the claim.
Gowers-Host-Kra seminorms and characteristic factors
In this section we derive Theorem 1.6 from the theory of Gowers-Host-Kra seminorms on F ω p -systems as developed in [6] . The material here is very standard for Z-systems (see [23] ), and the adaptation of that theory to F ω p -systems is routine, but we present it here for sake of completeness.
We first recall the definition of the Gowers-Host-Kra seminorms, introduced in [23] (and closely related to the combinatorial Gowers uniformity norms from [18] ): Definition 3.1 (Gowers-Host-Kra seminorms). [23] Let G = (G, +) be a countable abelian group, and let X = (X, X , µ, (T g ) g∈G ) be a G-system. For any f ∈ L ∞ (X), we define the Gowers-Host-Kra seminorms f U k (X) recursively for k 1 by setting
and
for any k 2 and any Følner sequence (Φ n )
One can show that the above definitions are in fact independent of the choice of Følner sequence, and define a sequence of seminorms on L ∞ (X); see 9 [6, Lemma A.18] . From the mean ergodic theorem, we observe that the U 1 seminorm can also be written as
where (Z 0 , π 0 ) is the invariant factor. Lemma 3.2 (Generalized van der Corput lemma). Let G = F ω p for a prime p, and let X = (X, X , µ, (T g ) g∈G ) be a G-system. Let 1 k < p, and let c 1 , . . . , c k be distinct elements of
Proof. We induct on k. When k = 1, we may rescale Φ n by c 1 to normalize c 1 = 1, and then the claim follows from (3.1). Now suppose that k > 1, and that the claim has already been proven for k − 1. By permuting indices, it suffices to show that
where f i L ∞ (X) 1 for i = 1, . . . , k − 1, and
We may also normalize c k = 1. Using the Følner property, we can rewrite the left-hand side of (3.4) as lim sup
which we can then bound using the triangle inequality by lim sup
By Cauchy-Schwarz, this is bounded by
which we may expand as
We may upper bound this expression by
Now, for each h, h ′ we may write
Applying Cauchy-Schwarz and the induction hypothesis (and the normalization c k = 1), we conclude that lim sup
Putting all this together, we can bound the left-hand side of (3.4) by
By the triangle inequality and the pigeonhole principle, we may bound this by
for some sequence h ′ m ∈ Φ m ; by Hölder's inequality, we may bound this by (lim sup
But the Φ m − h ′ m form a Følner sequence of G, and the claim (3.4) then follows from (3.2).
We also need the following variant: Lemma 3.3 (Generalized van der Corput lemma, II). Let G = F ω p for a prime p, and let X = (X, X , µ, (T g ) g∈G ) be a G-system. Let 1 k < p, and let c 0 , c 1 , . . . , c k be distinct elements of
Proof. As before, it suffices to show that lim sup
under the normalization f j L ∞ (X) 1 for 0 j < k.
Next, we remove the supremum in the above estimate. Suppose that we can already show that lim sup
For any ε > 0, and any n, we can find h n = h n,ε ∈ G such that
Applying (3.5) to the Følner sequence (h n + Φ n ) ∞ n=1 we conclude that lim sup
and the claim then follows by sending ε to zero.
It remains to establish (3.5). Write 
and hence, by Cauchy-Schwarz, the left-hand side of (3.5) is bounded by
We can expand this expression as
which by the triangle inequality is bounded by
We can rewrite
Applying Lemma 3.2, we may thus bound the left-hand side of (3.5) by
One can then argue as in the proof of Lemma 3.2 to bound this by f k U k+1 (X) as required. 
be a Følner sequence of G.
(i) If c 1 , . . . , c k are distinct nonzero elements of F p , then the sequence
converges to zero whenever f i U k (X) = 0 for some 0 i k. (iii) If c 0 , . . . , c k are distinct elements of F p , the sequence I c 0 ,...,c k ;f 0 ,...,f k (g) converges in uniform density to zero whenever f i U k+1 (X) = 0 for some 0 i k.
Proof. The claim (i) is immediate from Lemma 3.2. To prove (ii)
, we may first permute so that f k U k (X) = 0, and then translate so that c 0 = 0. The claim then follows from (i) after using Cauchy-Schwarz to eliminate f 0 . Finally, (iii) follows from Lemma 3.3.
We remark that one can also prove (iii) using the structure of Host-Kra measures, after performing an ergodic decomposition; see [23, Corollary 4.5] . Theorem 1.6 is then immediate from Corollary 3.4 and the following result from [6] .
Theorem 3.5 (Characteristic factor for the U k norm). Let G = F ω p for a prime p, and let X = (X, X , µ, (T g ) g∈G ) be an ergodic G-system. For each 1 k p, let B <k be the sub-σ-algebra of X generated by the polynomials φ : X → R/Z of degree < k. Then there is a factor (Z k−1 , π k−1 ) of X that is equivalent to B <k , and there is a continuous ergodic k − 1-step Weyl system, with Z k = Z k−1 × ρ k U k for all 1 k < p, some compact abelian p-torsion group U k , and some polynomial (G,
Proof. This follows from [6, Proposition Remark. The condition k p was subsequently removed in [30] (but with the important caveat that the groups U j need no longer be p-torsion, but are merely p m -torsion for some m 1); however for our application we have k p, so we will not need the (more difficult) arguments from [30] here. It is also possible that the arguments in [27] could be adapted to give an alternate proof of Theorem 3.5, although we will not pursue this approach here.
Some special cases of the limit formulae
In the next two sections, we will prove the main limit formulae, namely Lemma 1.8 and Lemma 1.9. In order to motivate the proof of these formulae in the general case, we will discuss some model cases of these results here.
We begin with a special case of Lemma 1.8, when p > 2 and X is a 2-step Weyl system X = U 1 × ρ 2 U 2 , where ρ 2 is a polynomial (G, U 1 , U 2 )-cocycle of degree < 2. Furthermore we assume (abusing notation slightly) that the base system U 1 is also the Kronecker factor Z 1 (X), thus the only polynomials of degree < 2 on X are those which are functions of the U 1 coordinate only. The special case of Lemma 1.8 we will discuss is
(The factor map π 2 is not needed in this special case, as it is the identity map.) To simplify things further, we assume that each function f i for i = 0, 1, 2, 3 takes the special form f i (x 1 , x 2 ) = e(φ i,2 (x 2 )) (4.2) for some additive character (i.e. continuous homomorphism) φ i,2 : U 2 → R/Z. One can (and should) also consider the slightly more general example of functions of the form
where φ i,1 : U 1 → R/Z is an additive character of U 1 , as these Fourier-analytic examples then span a dense subspace of L 2 (X), but to keep the discussion here simple, we will ignore the lower order terms φ i,1 and focus only on the examples of the form (4.2).
The verification of (4.1) now splits into several cases, depending on the nature of the characters φ 0,2 , . . . , φ 3,2 . One easy case is when φ 0,2 , . . . , φ 3,2 all vanish identically; then both sides of (4.1) are clearly equal to 1.
Next, suppose that φ 3,2 vanishes identically, but one of the other φ i,2 is not identically zero; let's say for sake of concreteness that φ 2,2 is not identically zero. Then our task is to show that
Observe that (x 2 , t 2 , u 2 ) varies over U 3 2 , the tuple (x 2 , x 2 + t 2 , x 2 + 2t 2 + u 2 ) is unconstrained in U 3 2 , and in particular is distributed with respect to Haar measure on this group of (x 2 , t 2 , u 2 ) is distributed with respect to Haar measure. Thus the right-hand side factors as
By Fourier analysis, the third factor vanishes since φ 2,2 is assumed to not be identically zero, so the right-hand side of (4.4) vanishes. As for the left-hand side, observe that the function f 2 (x 1 , x 2 ) = e(φ 2,2 (x 2 )) has mean zero on every coset of U 2 in U 1 × U 2 ; since we are assuming U 1 = Z 1 , this implies that (π 1 ) * f 2 = 0. By Theorem 3.5, this implies that f 2 U 2 (X) = 0. Applying Corollary 3.4, we conclude that the left-hand side of (4.4) vanishes also, so we are done in this case.
Finally, we consider the case when φ 3,2 does not vanish identically. We can then simplify the right-hand side of (4.1) by noting the interpolation identity
which allows us to write the right-hand side as for all g ∈ G; since ρ is a polynomial cocycle of degree < 2, we conclude that u 2 is a polynomial of degree < 3 (i.e. a quadratic function). For any g ∈ G and x ∈ X, the sequence n → u 2 (T ng x) is then also a quadratic polynomial. In particular, we have the interpolation identity
which allows one to write the left-hand side of (4.1) as
) for i = 0, 1, 2. As such, we see that we have reduced the task of verifying (4.1) when φ 3,2 does not vanish identically, to the task of verifying (4.1) when φ 3,2 does vanish identically. But this case has already been covered by the preceding arguments. This concludes the demonstration of (4.1) for the model functions (4.2). The model cases (4.3) can be handled by similar arguments, exploiting the linear nature of n → u 1 (T ng x) in addition to the quadratic nature of n → u 2 (T ng x) to eventually reduce to the case when φ 2,1 , φ 3,1 , φ 3,2 vanish and φ 2,2 does not vanish identically, which can then be treated by Theorem 3.5 and Corollary 3.4 as before; we leave the details to the interested reader (and they are special cases of the argument in Section 5 below). Now we consider an analogous example for the second limit formula, Lemma 1.9. Keeping the system X = U 1 × ρ 2 U 2 as before, we now consider the task of showing that
where we are using the ≈ U D notation from the introduction.
Again, we will restrict attention to the model case (4.2) for simplicity. If the φ i,2 all vanish identically, then the claim is trivial as before. Now suppose that φ 2,2 and φ 3,2 both vanish identically, but φ 1,2 does not vanish identically. The right-hand side of (4.5) then simplifies to
which vanishes by a change of variables and Fourier analysis. Meanwhile, the left-hand side of (4.5) is X f 0 T g f 1 dµ; the non-vanishing of φ 1,2 guarantees that f 1 U 2 (X) = 0 by Theorem 3.5, and so by Corollary 3.4 the left-hand side goes to zero in uniform density, as required. Now suppose that φ 3,2 vanishes identically, but φ 2,2 does not. For any g ∈ G and x ∈ X, we consider the sequence ψ 2,g,x : Z → U 2 defined by ψ 2,g,x (n) := u 2 (T ng x). As discussed earlier in this section, ψ 2,g,x is a quadratic sequence. However, for fixed g, we can also compute the top order coefficient ∆ Note that as ψ 2,g,x and u 2 are both quadratic, the left and right-hand sides here are constants (i.e. elements of U 2 ). Thus, ψ 2,g,x is not an arbitrary quadratic sequence, but is in fact the sum of the sequence n → 
we may rewrite the right-hand side of (4.5) as
From the previously handled cases of (4.2), we already know that
Multiplying through by the phase e(∆ 2 g u 2 ), we obtain (4.5) in the case that φ 3,2 vanishes, but φ 2,2 does not necessarily vanish. A similar calculation (which we omit) then allows one to extend the previous cases to also cover the case when φ 3,2 does not necessarily vanish either, giving (4.5) in all instances of the model case (4.2). Again, the addition of the lower order terms in (4.3) can be handled by a modification of these arguments, which we leave to the reader (and are special cases of the argument in Section 6 below).
Proof of limit formula
In this section we prove Lemma 1.8. Let p, G, X, k, c 0 , . . . , c k , (Φ n ) ∞ n=1 be as in that lemma. If (π k−1 ) * f i = 0 for some i = 0, . . . , k then the claim is immediate from Theorem 1.6. By linearity, we may thus reduce to the case when each f i is a pullback by (π k−1 ) * from the associated functionf i := (π k−1 ) * f i . Our task is to show that for any f 0 , . . . , f k ∈ L ∞ (X), the expression
converges as n → ∞ to the integral
As noted after the statement of Lemma 1.8, HP c 0 ,...,c k (Z k−1 ) surjects onto each of the k + 1 coordinates of (Z k−1 ) k+1 . As such, we can bound (5.2) in magnitude by f i L 2 (X) for any 0 i k, if we normalize so that f j L ∞ (X) 1 for j = i. Of course, a similar bound also obtains for (5.1). By combining these observations with Fourier analysis on the compact abelian group U 1 × . . . × U k and a limiting 10 argument, it suffices to verify this claim under the assumption that eachf i , i = 0, . . . , k is a tensor product of multiplicative characters, thus
for all u 1 ∈ U 1 , . . . , u k−1 ∈ U k−1 and some additive characters (i.e continuous homomorphisms) φ ij : U j → R/Z for i = 0, . . . , k and j = 1, . . . , k − 1. The expression (5.1) is then equal to
where ψ j,g,x : Z → U j is the (periodic) sequence
and u j : Z k−1 → U j , j = 1, . . . , k − 1 are the coordinate functions. Also, by Fourier analysis, the expression (5.2) is equal to 1 when we have the identities
for all j = 1, . . . , k − 1 and all polynomials P j : Z → U j of degree < j + 1, and zero otherwise.
The strategy is to use the polynomial structure of the Weyl system to place the additive characters φ ij in a "normal form", at which point the convergence can be deduced from Lemma 3.2. This is achieved as follows. From construction of the Weyl system we have
for all g ∈ G and j = 1, . . . , k − 1. Since ρ j is a polynomial cocycle of degree < j, we conclude that u j : Z k−1 → U j is a polynomial of degree < j + 1. This implies that for any x ∈ X, the sequence ψ j,g,x defined in (5.4) is a polynomial sequence of degree < j + 1, and thus has a Taylor expansion of the form
for some coefficients a j,g,x ∈ U j . As the c 0 , . . . , c j are distinct elements of F p , we may then use Lagrange interpolation (using the p-torsion nature of U j and the hypothesis j < p to justify any division occuring in the interpolation formula), this implies that one can express ψ j,g,x (n) as a linear combination of ψ j,g,x (c 0 ), . . . , ψ j,g,x (c j ), thus
10 Here we use the basic fact that an L ∞ function on a compact abelian group can be approximated to arbitrary accuracy in L 2 norm by a finite linear combination of multiplicative characters, while still staying uniformly bounded in L ∞ . This can be established for instance by first approximating the function by a continuous function, then using the Stone-Weierstrass theorem.
for some integer coefficients b n,j,i that do not depend on g or x (but may depend on p and c 0 , . . . , c j ). Indeed, the interpolation formula gives the more general identity
for any polynomial P j : Z → U j of degree < j + 1, with the same coefficients b n,j,i . In particular, for any j < i k, we can rewrite φ ij (ψ j,g,x (c i )) in (5.3) as a linear combination of the φ ij (ψ j,g,x (c 0 )) , . . . , φ ij (ψ j,g,x (c j ))), and similarly write φ ij (P j (c i )) in (5.5) as the same linear combination of the φ ij (P j (c 0 )) , . . . , φ ij (P j (c j )). From this fact, we see that if the additive character φ ij is not identically zero for some j < i k, we may delete that character (and adjust the characters φ 0j , . . . , φ jj by appropriate multiples of the deleted character) without affecting either (5.3) or (5.5). Using this observation repeatedly, we see that to prove the convergence of (5.3) to 1 when (5.5) holds and zero otherwise, it suffices to do so under the normalization that φ ij = 0 for all i > j, which we now assume henceforth.
We now divide the argument into two cases. If the φ ij are all identically zero, then the claim is trivial. Otherwise, we may find 1 j * k such that φ ij all vanish for j > j * , but φ i * j * is not identically zero for at least one 0 i * j * . By permuting the i indices, and then readjusting the φ ij characters for j < j * as before, we may assume without loss of generality that i * = j * .
Observe from Lagrange interpolation that if P j * : Z → U j * is an arbitrary polynomial sequence of degree < j * + 1, then the tuple (P j * (c 0 ), . . . , P j * (c j * )) can take arbitrary values in U j * +1 j * ; in particular, as φ j * j * is not identically zero, the identity (5.5) does not hold for j = j * . Thus, the expression (5.2) vanishes in this case, and our task is now to show that (5.3) converges to zero. But from the vanishing of φ ij when i > j or j > j * , we can write (5.3) in the form
for some functions F 0 , . . . , F j * −1 ∈ L ∞ (X) of unit magnitude which do not depend on g or x, and whose exact form will not be important to us. Applying Lemma 3.2, we conclude that
However, as the character φ j * j * is not identically zero, the function e(φ j * j * (u j * ) has mean zero on every coset of U j * in U 1 × . . . × U k−1 , and thus (π j * −1 ) * (e(φ j * j * (u j * (π k−1 )))) = 0.
By Theorem 3.5, we conclude that
giving the desired convergence of (5.3) to zero. This concludes the proof of Lemma 1.8. Remark. The above argument gives a new proof of the convergence of the averages
, and c 0 , . . . , c k ∈ F p (since, after collecting like terms, we can reduce to the case where the c 0 , . . . , c k ∈ F p are distinct, so that k < p). A modification of the argument also shows convergence in L 2 (X) of the averages
for arbitrary k 0, c 1 , . . . , c k ∈ F p and f 1 , . . . , f k ∈ L ∞ (X). We sketch the argument as follows. Firstly, by collecting like terms and factoring out those terms with c i = 0, we may assume that the c 1 , . . . , c k are distinct and non-zero, so that k < p. By Theorem 1.6 (as in the proof of Lemma 1.8), we may assume that each f i is of the form
, and then we can use Fourier decomposition as before to assume that eachf i is the tensor product of characters e(φ ij ). We can then use identities of the form (5.6) (setting c 0 := 0) to reduce to the case where the φ ij vanish for i > j, and then one can adapt the preceding argument to show that the average (5.7) either is identically 1, or converges in norm to zero. We leave the details to the interested reader. We also remark that the limit value of (5.7) does not depend on the Følner sequence (Φ n ).
Proof of second limit formula
We now give a proof of Lemma 1.9. This will be a minor variant of the argument used to prove Lemma 1.8.
be as in that lemma. Using Theorem 1.6 as in the previous section (but with Z k as the characteristic factor, instead of Z k−1 , we may reduce to the case when each f i is a pullback by (π k )
* from the associated functioñ f i := (π k ) * f i . Our task is to show that for any f 0 , . . . , f k ∈ L ∞ (X), the expression
converges in uniform density to zero.
Observe that the closed group
, and thus surjects onto each factor Z k . Translating, we see that the cosets HP c 0 ,...,c k (Z k ) g also surject onto each factor Z k . We can then repeat the limiting argument from the previous section and reduce to the case that eachf i , i = 0, . . . , k is a tensor product of characters, thus
for all u 1 ∈ U 1 , . . . , u k ∈ U k and some characters (i.e continuous homomorphisms) φ ij : U j → R/Z for i = 0, . . . , k and j = 1, . . . , k. For any g ∈ G, the expression
where ψ j,g,x (n) := u j (π k (T ng x)) (6.3) and u j : Z k → U j , j = 1, . . . , k are the coordinate functions. Meanwhile, the value of J c 0 ,...,c k ;f 0 ,...,f k (g) depends on the behavior of the quantities
for j = 1, . . . , k, where P j ranges over all polynomials P j : Z → U j of degree < j + 1 with leading coefficient ∆
If, for each j, the expression (6.4) is equal to a constant θ j,g ∈ R/Z independent of P j , then the expression J c 0 ,...,c k ;f 1 ,...,f k (g) is equal to e( k j=1 θ j,g ). In all other cases, J c 0 ,...,c k ;f 1 ,...,f k (g) vanishes.
As in the previous section, we use the polynomial structure of the Weyl system to place the characters φ ij in a "normal form". Fix g ∈ G. As before, for each 1 j k and x ∈ X, the sequence ψ j,g,x : Z → U j is a polynomial sequence of degree < j + 1 from Z to U j . However, because g is now fixed, we see from (6.3) that we have an additional constraint on the top order coefficient of ψ j,g,x :
(6.5)
This additional (g-dependent) constraint on φ j,g,x will allow us to eliminate one further character φ ij than was possible in the previous section. Indeed, from (6.5) we see that the modified sequence n → ψ j,g,x (n) − n j ∆ j g u j is now a polynomial sequence of degree < j rather than < j + 1. Applying Lagrange interpolation to this polynomial of one lower degree and then rewriting everything in terms of ψ j,g,x , one obtains identities of the form
for all n ∈ Z and some coefficients b ′ n,j,i,g , a ′ n,j,g ∈ F p that do not depend on x. Furthermore, we have the same identity
for any polynomial P j : Z → U j of degree < j + 1 obeying the constraint ∆
Because of these identities, we see that if φ ij is not identically zero for some 1 j i k, then one can rewrite φ ij (ψ j,g,x (c i )) as a linear combination of φ ij (ψ j,g,x (c 0 )), . . . , φ ij (ψ j,g,x (c j−1 )) plus a constant independent of x, and similarly one can rewrite the expression φ ij (P j (c i )) in (6.4) as the same linear combination of φ ij (P j (c 0 )), . . . , φ ij (P j (c j−1 )) plus the same constant. Because of this, we can delete φ ij (and adjust the characters φ 0j , . . . , φ j−1,j by appropriate multiples of the deleted character), resulting in I c 0 ,...,c k ;f 1 ,...,f k (g) and J c 0 ,...,c k ;f 1 ,...,f k (g) being rotated by the same (g-dependent) phase shift. In particular, the expression (6.1) remains unchanged by these modifications of the characters φ ij . By arguing as in the previous section, we may thus reduce to the case when the φ ij vanish for all j i k (note carefully that this is a slightly stronger vanishing criterion than in the previous section, when we only had φ ij vanish for j < i k).
As in the preceding section, we now divide into two cases. If the φ ij are all identically zero, then the claim is trivial. Otherwise, we may find 1 j * k such that φ ij all vanish for j > j * , but φ i * j * is not identically zero for at least one 0 i * j * − 1. By permuting the i indices, and then readjusting the φ ij characters for j < j * as before, we may assume without loss of generality that i * = j * − 1.
Observe from Lagrange interpolation that if P j * : Z → U j * is a polynomial sequence of degree < j * + 1 that is arbitrary save for obeying the constraint ∆ j * 1 P j * = ∆ j * g u j * , then the sequence n → P j * (n) − n j * ∆ j * g u j * is an arbitrary polynomial of degree < j * . In particular, the tuple (P j * (c 0 ), . . . , P j * (c j * −1 )) can take arbitrary values in U j * j * . Thus, as φ j * −1,j * is not identically zero, the identity (5.5) does not hold for j = j * , and so J c 0 ,...,c k ;f 0 ,...,f k (g) vanishes for all g ∈ G. Our task is now to show that I c 0 ,...,c k ;f 0 ,...,f k (g) converges in uniform density to zero. But from the vanishing of φ ij when i j or j > j * , we can write (5.3) in the form
for some functions F 0 , . . . , F j * −2 ∈ L ∞ (X) of unit magnitude which do not depend on g or x. Arguing as in the previous section, we have e(φ j * −1,j * (u j * (π k−1 ))) U j * (X) = 0 and the claim now follows from Lemma 3.2.
Proof of structure theorem
We now prove Proposition 1.10. Let the notation be as in Lemma 1.9. Observe that the coset HP c 0 ,...,c k (Z k ) g only depends on g through the quantities ∆ j g u j ∈ U j for j = 1, . . . , k. Furthermore, the dependence of the integral
on θ(g) is continuous (this is easiest to see by first approximating each (
norm with a continuous function on the compact group Z k ). From this, we see that it suffices to represent each sequence θ j : g → ∆ j g u j for j = 1, . . . , k in the form
for some continuous j-step Weyl system Y j = (Y j , Y j , ν j , (S j,g ) g∈G ), some continuous function F j : Y j → U j , and some point y j ∈ Y . As the claim then follows by composing the various continuous maps together (and noting that the product of finitely many continuous Weyl systems of step at most k will be of step at most k).
For each j, we introduce the form Λ j : G j → U j by the formula
(again, note that the right-hand side is a constant function and so can be identified with an element of U j ). From the identities ∆ g ∆ h = ∆ h ∆ g and ∆ g+h = ∆ g + ∆ h + ∆ g ∆ h (and noting that any j + 1-fold derivative of u j vanishes) we see that Λ j is a symmetric multilinear form. Our task is to establish a representation of the form
, some continuous function F j : Y j → U j , and some point y j ∈ Y .
Fix j. To achieve the above goal, we will exploit a dynamical abstraction of the algebraic observation (essentially the binomial formula) that if we define
for 0 i j and x, h 1 , . . . , h j−i ∈ G, where x (i) denotes i copies of x, (so in particular Γ 0 (x) = Λ j ), then the Γ i (x) : G j−i → U j are symmetric multilinear forms (where the multilinearity is of course with respect to the field F p ) and we have the shift identity
for all 0 i j and x, g, h 1 , . . . , h j−i ∈ G.
Now we give the dynamical version of the above identity. For each 1 i j, let V i be the collection of all symmetric multilinear forms Γ i : G j−i → U j , where the multilinearity is of course with respect to the field F p . This space V i can be viewed as a closed subgroup of the product space U G j−i i and is thus a compact abelian group. Set Y j := V 1 × . . . × V j with the product σ-algebra Y j and Haar measure ν j . We define the shift maps
for g ∈ G and Γ i ∈ V i for i = 1, . . . , j by the formula
with the convention that Γ 0 := Λ j . We verify that this is an action:
where the penultimate equation follows from the symmetry and multilinearity of Γ m , and we have implicitly used the fact that the formula (7.2) extends to the i = 0 case with the convention that S j,g (Γ 1 , . . . , Γ j ) 0 and Γ 0 are both equal to Λ j .
One easily verifies by induction that Y
of cocycle extensions, where the (G,
For each 1 i j, we see from (7.2) that whenever one differentiates the coordinate function v i : (Γ 1 , . . . , Γ l ) → Γ i in some direction j, one obtains an affine-linear combination of the previous coordinate functions v 1 , . . . , v i−1 . In particular, this implies that each coordinate function v i is a polynomial of degree < i + 1, which implies from (7.3) that each cocycle η i is a polynomial of degree < i. Thus Y j is a j-step Weyl system; an easy induction then shows that it is in fact a continuous j-step Weyl system. From (7.2) we have v j (S j,g (0, . . . , 0)) = Λ j (g, . . . , g);
is clearly a continuous function, we obtain the desired representation (7.1).
Khintchine for double recurrence
We now prove Theorem 1.12. Suppose for contradiction that the claim failed, then we could find p, X, A, ε as in Definition 1.11 such that the set
failed to be syndetic. In particular, the complement of this set contains translates of any given finite set, and in particular must contain a Følner sequence (Φ n ) ∞ n=1 , thus we have
for all n = 1, 2, . . . and g ∈ Φ n . We can rewrite this as 
then we would obtain the desired contradiction. Unfortunately, a direct application of Lemma 1.8 computes the left-hand side as
where U 1 = Z 1 is the Kronecker factor and f := π 1 1 A , and it is possible 11 for this integral to be significantly smaller than µ(A)
However, we can get around this difficulty by the following trick of Frantzikinakis [11] (see also [4] ). Observe from Hölder's inequality that
As translations are continuous in (say) the L 2 norm, we conclude that
(say) for all t ∈ U 1 sufficiently close to the origin. In particular, by Urysohn's lemma, we can find a nonnegative continuous function η :
We now claim the weighted limit formula
which (on replacing A by all of X) gives lim n→∞ E g∈Φn η(ρ 1 (g)) = 1 (this can also be established from the unique ergodicity of the Kronecker factor), and this will gives a contradiction between (8.1) and (8.2).
A direct application of Lemma 1.8 gives
where we now set f := (π 2 ) * 1 A . We can twist this identity by characters as in the previous section to conclude the weighted generalization
By Urysohn's lemma and the Fubini-Tonelli theorem, it thus suffices to show that
f (x 1 + (c 2 + 1)t 1 , x 2 + (c 2 + 1)t 2 + c 2 + 1 2 u 2 )
for all t 1 sufficiently close to the origin. As before, this expression is continuous in t 1 , so it suffices to show that
f (x 1 , x 2 )f (x 1 , x 2 + t 2 )f (x 1 , x 2 + c 2 t 2 + c 2 2 u 2 )f (x 1 , x 2 + (c 2 + 1)t 2 + c 2 + 1 2 u 2 )
From Hölder's inequality and the Fubini-Tonelli theorem, one has
f (x 1 , x 2 ) dm U 2 (x 2 )) 4 dm U 1 (x 1 ) (
and so it suffices to establish the inequality for any real-valued F ∈ L ∞ (U 2 ).
This inequality can be established by Fourier analysis (cf. [4] or [17] ), but one can also give a Cauchy-Schwarz-based proof as follows. The starting point is the identity (c 2 −1)x 2 +(c 2 +1)(x 2 +c 2 t 2 + c 2 2 u 2 ) = (c 2 −1)(x 2 +(c 2 +1)t 2 + c 2 + 1 2 u 2 )+(c 2 +1)(x 2 +t 2 ).
From this and some routine computation we see that for any x, y, y ′ ∈ U 2 , there exists a unique triple (x 2 , t 2 , u 2 ) such that which by a further linear change of variables is equal to ( U 2 F dm U 2 ) 4 , giving (9.1).
Counterexamples
Now we establish Theorem 1.14. We begin by passing from sets A to functions f , which are more convenient from the perspective of building counterexamples. More precisely, we use the following "Bernoulli extension" construction:
Theorem 10.1 (Reduction to the function case). Let p be a prime, let c 0 , . . . , c k be distinct elements of F p . Let G = F ω p , and suppose that there exists an ergodic G-system X = (X, X , µ, (T g ) g∈G ), a non-negative function f ∈ L ∞ (X), and ε > 0 such that the set {g ∈ G :
As α is irrational, a 1 α does not lie in F p [t] , and a direct calculation shows that this expression converges to zero as n → ∞. If i > 1, we need to show that the left-hand side of (10.2) converges to zero. By the van der Corput lemma (see e.g. Lemma 2.9 in [5] ) it suffices to show that
for all h ∈ G\{0}. But one easily verifies that T h f f takes the form (10.3) for some tuple (a 1 , . . . , a m ) which is not identically zero, but vanishes in the a i * , . . . , a m entries, so that the claim follows from the induction hypothesis.
for some non-empty B ⊂ {0, . . . , k}, and with σ i ∈ {−1, +1} and j i ∈ {0, 1, 2, 3} for all i ∈ B. We can exclude the cases when B = {0, 1, 2, 3} and σ i = σ and j i = i for all i ∈ B and some σ = {−1, +1}, since those tuples were already considered. As the number of possibilities for B, σ i , j i depend only on k, it suffices to show that for a fixed choice of B, σ i , j i not of the above form, the condition (10.10) fails for generic (c 0 , . . . , c k ). But it is easy to see that these polynomials are linearly independent (indeed, they each contain a monomial term that is not present in any of the other three polynomials) and so by the Schwarz-Zippel lemma, any non-trivial linear combination of these polynomials is non-zero for generic (c 0 , . . . , c k ). The only remaining case is when all the coefficients of α 0 , α 1 , α 2 , α 3 in (10.19) vanish. There are two ways this can happen: either j 0 = j 1 = j 2 = j 3 = j for some j, or (up to permutation) one has j 0 = j 1 = j and j 2 = j 3 = j ′ and σ 0 , σ 2 = +1, σ 1 , σ 3 = −1 for some j = j ′ .
In the former case j 0 = j 1 = j 2 = j 3 = j, one can cancel α j from (10.20) asserts a nontrivial linear constraint between c 0 , c 1 , c 2 , c 3 with coefficients in ±1, which then fails for generic choices of (c 0 , . . . , c k ). Thus we may assume that j 0 = j 1 = j and j 2 = j 3 = j By unique factorization, the two polynomials on the left and right-hand sides here are distinct, so by the Schwartz-Zippel lemma, this identity fails for generic (c 0 , . . . , c k ), and the claim follows.
Remark. The above arguments give an explicit description of the tuples (c 0 , . . . , c k ) for which the Khintchine property is still possible. It is likely that a further analysis of these exceptional cases (possibly involving modification of the set A and the weights ε a 1,i ,a 2,i will then resolve the conjecture stated in the introduction, but this seems to require a rather large amount of combinatorial and algebraic case checking, and will not be pursued here.
Remark. Similar counterexamples can be constructed for Z-systems; they are weaker than those based on the Behrend construction given in [4] , although they have the benefit of applying to a wider class of coefficients c 0 , . . . , c k . We leave the details to the interested reader.
