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Stellingen behorende bij het proefschrift van D.J. Dijk 
1. Het door Mccarley en Hobson ontwikkelde model voor de afwisseling 
van NonREM en REM slaap is onvolledig zolang de effekten van zowel 
totale, als selektieve slaapdeprivatie op het slaap EEG niet in dit 
model geincorporeerd zijn. 
R.W. Mccarley en S.G. Massaquoi, 
Am.J.Physiol. 251: Rl011-Rl029 (1986) 
J.A. Hobson et al., 
Behav.Brain Sciences 9: 371-448 (1986) 
2. De door Zepelin en Rechtschaffen beschreven correlaties tussen 
metabolisme en slaapduur passen niet alleen binnen de hypothese dat 
slaap een energie besparende funktie heeft, maar oak binnen de 
hypothese dat slaap een herstelfunktie heeft. 
H. Zepelin en A. Rechtschaffen, 
Brain Behav. Evol. 10: 425-470 (1974) 
3. De ontdekking dat er tijdens de REM slaap gedroomd wordt heeft het 
onderzoek naar de funktie van de NonREM slaap in belangrijke mate 
vertraagd. 
4. De effekten van totale slaapdeprivatie op het slaap EEG z1Jn in 
tegenstelling tot wat Feinberg et al. beweren, niet beperkt tot de 
eerste NonREM periode. 
I. Feinberg et al., Electroenceph. 
clin.Neurophysiol. 67: 217-221 (1987). 
5. Voor een beter begrip van de mechanismen die betrokken Z1Jn bij het 
ontstaan van seizoensgebonden stemmingsstoornissen is meer kennis 
omtrent de ef f ekten van daglengte op het circadiane systeem van 
dag-aktieve zoogdieren noodzakelijk. Mits op de juiste manier 
gehuisvest is voor dit onderzoek de mens het ideale proefdier. 
6. Aangezien in het door Lavie gebruikte protokol van ultra korte 
slaap-waak cycli homeostatische en circadiane aspekten van de 
slaap-waak regulatie op een zeer complexe W1JZe z1Jn verweven is 
dit protokol ten ene male ongeschikt voor het kwantificeren of 
zelfs maar kwalitatief beschrijven van de circadiane en 
homeostatische bijdrage aan bijvoorbeeld de subjectieve 
slaperigheid. 
P. Lavie, Electroenceph. clin. 
Neurophysiol. 63: 414-425 (1986). 
7. Uit de na toediening van S2 receptor antagonisten zoals Ritanserin 
en Seganserin waargenomen toename van de NonREM stadia 3 en 4 is 
geconcludeerd dat bet serotonerge systeem betrokken is bij de 
regulatie van de NonREM-slaap. Uit de spektraal-analyse van bet 
slaap-EEG blijkt dat deze conclusie voorbarig is, aangezien de 
effekten van deze farmaka niet identiek zijn aan de door 
slaapdeprivatie geinduceerde veranderingen. 
C. Idzikowski et al., 
Brain Res. 378: 164-168 (1986). 
Beersma et al., in voorbereiding. 
8. Dat de sportpers bebeerst wordt door cbauvinistiscbe sentimenten 
wordt bet duidelijkst geillustreerd door de ruime aandacbt die in 
de media wordt besteed aan die wedstrijden in de Italiaanse 
voetbal-competitie waarin spelers zoals bijvoorbeeld R. Gullit en 
M. van Basten uitkomen. 
9. Het gebruik van bet adjectief biologiscb voor zulke uiteenlopende 
zaken als wasmiddelen, kalmeringsmiddelen, voedingsmiddelen en 
psycbiatrie, doet vermoeden dat de connotatie van dit woord 
positief is. De betekenis van dit adject1ef is ecbter geenszins 
duidelijk. 
10. Goed interdisciplinair onderzoek is alleen mogelijk met eigenwijze 
specialisten. 
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SLEEP DURATION AND INTENSITY 
Virtually all mammalian species show behavioural or electrophysiological signs of sleep. 
However they vary widely in the time allocated to sleep. This variation in total sleep time 
has traditionally been one of the arguments against theories which ascribe a recovery 
function to sleep (Meddis, 1977). A second seemingly incompatible fact is the lack of a 
substantial increase in sleep duration after sleep deprivation. For instance, in an experiment 
in which human subjects were kept awake for 88-90 hours Patrick and Gilbert (1896) reported 
a subsequent sleep duration of only 10.5-15.5 hours. As the authors suggested, this small 
increase in sleep duration does not contradict the recovery theory, if one assumes that sleep 
has an intensity dimension. Blake and Gerard (1937) were the first to report that arousal 
thresholds for acoustic stimuli are not constant throughout the night: they are highest one 
hour after the beginning of the nocturnal sleep period and decline progressively thereafter. 
The authors suggested that these changes were related to the intensity of the sleep process. 
They moreover could show that the trends over the sleep period were correlated with the 
time course of low frequency brain potentials. After sleep deprivation arousal thresholds for 
acoustic stimuli are enhanced in both man and rat (Williams et al. 1964, Frederickson and 
Rechtschaffen 1978). Also the sleep electroencephalogram (EEG) changes. In man total sleep 
deprivation results in an enhancement of stages 3 and 4 of NREM sleep (Williams et al. 1964). 
These stages are dominated by low frequency high amplitude waves and are together called 
slow wave sleep (SWS). In the rat, total sleep deprivation also induces an enhancement of 
slow wave activity (Borbely and Neuhaus 1979). In a series of experiments Webb and others 
showed that in man the sleep stages three and four are primarily determined by the history 
of sleeping and waking (Webb and Agnew 1971). A prolongation of wakefulness results in an 
increase in stages 3 and 4 whereas a reduction of prior wakefulness for instance by a nap in 
the afternoon, leads to a reduction in stages 3 and 4 in the subsequent night (Karacan et al. 
1970, Feinberg 1985). These changes have been interpreted as changes in the intensiy of 
restorative processes (Feinberg 1974). As a consequence of such potential variations in the 
intensity of the recovery process, variations in the duration of activity within and between 
individuals do not necessarily lead to large variations in the duration of subsequent rest, 
even under a recovery hypothesis (Daan 1983). 
CLOCKS AND HOURGLASSF.S 
Theoretically, the alternation of sleep and wakefulness could result from a regulatory 
process which keeps track of the "sleep debt" accumulated during wakefulness and which 
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initiates sleep whenever the sleep deficit reaches a certain threshold. The termination of 
sleep would occur when the sleep debt reaches another, lower threshold. The frequency of 
the oscillation would, if the growth and fall rate of such a sleep c'�bt process are not 
changed, depend on the distance between the two thresholds. One of the predictions which 
can be made from such a model is that extending the activity period will result in an 
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Fig. 1. Hourglass and clock models of periodic behaviour (after Daan, 1987). 
oscillator in which the manipulation of the behavioural output directly affects the oscillation 
has been called an hourglass oscillator (Daan 1987). With the exception of the model proposed 
by Feinberg (1974) the timing of sleep and wakefulness in humans has usually been modelled 
by using the clock concept (Wever 1964, Enright 1980, Kronauer et al. 1982). In contrast to 
the hourglass oscillator, a clock oscillator is not affected if its behavioural output, e.g. sleep, 
is manipulated (fig. 1). Although clock models allow simulation of the alternation of sleep and 
wakefulness in a variety of experimental protocols (e.g. Gander et al. 1984, 1985) they do not 
contain the intuitively appealing and - if sleep indeed bas a restorative function - useful 
homeostatic regulatory mechanism. 
TIIE TWO-PROCESS MODEL 
In the two-process model of human sleep regulation (Borbely 1982, Daan and Beersma 
1984, Daan et al. 1984) the timing of sleep and wakefulness is postulated to result from an 
interaction between an hourglass mechanism and a clock-like oscillator (fig. 2). The clock has 
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Fig. 2. The two-process model (from Daan et al. 1984) 
light-dark cycle. Among the many physiological processes which are modulated by this 
circadian pacemaker, one process (C) determines the preferred phases for sleep and 
wakefulness. Its time course roughly coincides with the body temperature rhythm although 
temperature itself may or may not be causally involved. When body temperature is high, 
circadian sleep propensity is low. When body temperature is low, sleep propensity is high. The 
timing of sleep is however not solely dictated by this process but is also determined by the 
homeostatic process (S) which keeps track of sleep debt. If after a certain duration of prior 
wakefulness S reaches an upper threshold sleep is initiated and continues till S reaches a 
lower threshold. Since the two thresholds ( = process C) are not constant but are modulated 
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by the circadian pacemaker sleep will under normal conditions primarily occur during the 
circadian phase were sleep propensity is high, i.e. during the night. By assuming that during 
sleep, S not only reflects sleep debt, but that the rate of reduction of sleep debt (i.e., sleep 
intensity) is proportional to S, the model reflects a regulatory mechanism which allows 
compensation for variations in activity time by variations in the intensity of sleep (Daan 
1983). The clock process further prevents that these variations in the duration of activity 
lead to permanent shifts in the timing of rest and activity relative to the daily cycle in the 
environment. The entire model has six free parameters. ,. = the period of the circadian 
process, which is set to 24 h for entrained conditions. A =the amplitude of the thresholds; L 
and H = the mean levels of the lower and upper threshold; r and r' the time constants of the 
rising and falling S process. 
EEG ANALYSIS 
Borbtly (1982) has suggested that during sleep the time course of process S is reflected in 
the EEG. If S is high, as for instance after sleep deprivation, the high amounts of the NREM 
sleep stages 3 + 4 are thought to reflect the high level of S. The declining percentages of 
these stages in the course of the sleep episode coincide with the reduction of sleep debt. The 
scoring of the sleep EEG according to the criteria of Rechtschaffen and Kales (1968) allows a 
rough estimation of the S process (Knowles et al. 1986). The need for further quantification 
of the sleep EEG has however long been felt (Van den Hoofdakker 1966, Lubin et al. 1973, 
Bos et al. 1977). From the various methods which have been proposed we have chosen 
spectral analysis of the sleep EEG by Fast Fourier Transformation (FFT). This is a 
mathematical procedure by which a time series of n datapoints which are sampled at equal 
intervals, i.e. a digitized EEG signal, is decomposed in sine- and cosine- functions of varying 
amplitude and frequency. In general the highest frequency considered is the Nyquist 
frequency which corresponds to a period of two sampling intervals. The frequency resolution 
used is 1/n*d, where d is the sampling interval (Thus n•d is the duration of the whole time 
series). The power in a frequency bin represents the contribution of this frequency bin to 
the total power of the signal. Although the central prerequisite for FFT, i.e. stationarity of 
the signal, is not met by the sleep EEG, this problem can be solved adequately by separately 
analyzing many short epochs (for instance 4 seconds) which then are considered 
"quasi"-stationary. Data reduction can be achieved by calculating an average spectrum over a 
certain time interval, and by averaging over adjacent frequencies. In fig. 3 the time course 
of EEG power density during nocturnal sleep, is depicted for a number of frequency bands 
(Beersma, unpublished data). The figure is based on the EEG of five young adult subjects. 
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Fig. 3. Time course of EEG power density during sleep. 1 = 0.25-1.0 Hz, 2 � 1.25-2.0 Hz, 
etc. In the upper panels the average visually scored sleep stage is plotted. Black 
bars indicate REM episodes. (Beersma, unpublished). 
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Since the alternation of REM (Rapid Eye Movement) and Non-REM sleep is not 
synchronousbetween subjects the average spectra have been calculated in sequential fractions 
of the EEGs, which have been synchronized to the alternation of Non-REM and REM sleep. 
In this figure power density in each frequency bin is expressed as fraction of the mean 
power density over the night in this frequency bin. The absolute values differ however widely 
over the frequencies (Borbely et al. 1981). Power densities in the lower frequencies are 
several orders of magnitudes higher than in the higher frequencies. In the lower frequencies 
power density is clearly modulated over the Non-REM-REM cycle. It increases gradually at 
the beginning of each Non-REM period and drops fast at the end of each Non-REM period. 
During REM sleep there is very little slow wave activity. From the first to the fourth Non­
REM period a steep decrease in slow wave activity can be observed. In the higher 
frequencies there is little modulation over the NREM-REM cycle. The absence of a 
noteworthy power density during REM sleep in the 12-14 Hz band is probably related to the 
absence of sleep spindles in this sleep state. 
THE EXPERIMENTS 
The major theme of this thesis is how the sleep EEG is related to the prior sleep-wake 
history, in short, to process S. In the original formulation of the two process model it was 
assumed that the time course of process S during sleep is reflected in power density 
integrated over a wide frequency range and averaged per Non-REM-REM cycle. During 
baseline sleep this EEG parameter diminishes exponentially ovc::r the first three Non­
REM-REM cycles. As a matter of fact, one parameter, the decay rate of S during sleep, was 
derived from these data. After sleep deprivation, with recovery sleep starting at 11 pm, the 
power density was significantly enhanced in the beginning of recovery sleep and again 
decayed exponentially with a time constant not significantly different from baseline sleep. On 
the basis of the time course during baseline sleep and the increase of initial power density 
during recovery sleep, the time constant of the buildup of process S was calculated. If 
power density during sleep indeed reflects the time course of the hourglass process which 
keeps track of prior wakefulness, this EEG parameter should increase monotonically with 
increasing duration of prior wakefulnes, independent of the circadian phase at which sleep 
occurs. In chapter 2 this question is investigated by means of a study of naps. Not all EEG 
frequencies are necessarily related to the S process in a similar way. From Borbely's (1981) 
data it was already clear that the delta and theta frequencies during NREM sleep were the 
most probable correlates of changes in S. We therefore analyzed the relation between prior 
wakefulness and EEG power density in narrow frequency bins. The relation between EEG 
power density and the decay of process S during sleep was at the outset of this study 
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somewhat ambiguous and has been subject of discussions (Van den Hoofdakker and Beersma 
1984, Beersma et al. 1985, Borbely 1984). On the one hand it was assumed that EEG power 
density was proportional to the momentary level of S, whereas on the other hand EEG power 
density was thought to reflect the intensity of the sleep process. The exponential nature of 
the S process indeed allows both interpretations and makes it impossible to distinguish 
between them, since the derivatives with repect to time of an exponential function are 
proportional to the original exponential function. If however EEG power density directly 
reflects the intensity of sleep (which is the decay of S), reductions in power density by for 
instance acoustic stimuli should result in a reduced decay rate of S. Consequently, after 
termination of EEG power density reduction, the level of S, and hence power density should 
then be predictable from the previous reduction. By analyzing the time course of power 
density during and after acoustic stimulation, we could indeed show that power density is 
proportional to the decay of S (chapter 3). Comparison of the effects of this manipulation 
with the effects of prior wakefulness supports the above mentioned interpretation. Both 
power density reduction and variations in prior wakelulness affect the frequency spectrum in 
the same way. In subsequent experiments (chapter 4) we replicated these findings, and tried 
to establish the relation between sleep intensity and sleep duration. Contrary to the 
prediction of the two process model, we did not succeed in increasing sleep duration by 
reducing sleep intensity. 
While chapters 2-4 evaluate the hourglass process involved in human sleep, in chapters 5 
and 6 the effects of manipulating the clock on sleep duration and EEG power density during 
sleep are discussed. According to the model such manipulations only should affect the 
duration of sleep and not the kinetics of process S. Exposing subjects to bright light in the 
early morning resulted in an advance of the circadian pacemaker, as assayed both by body 
temperature and plasma melatonin. This advance of the clock was, as predicted, accompanied 
by an earlier termination of sleep. Spectral analysis of the sleep EEG revealed that this 
manipulation of C did not affect process S, thus confirming the independency of the 
homeostatic and circadian component of the model. 
Safar, only intraindividual changes in the sleep EEG were considered and related to 
changes in the S process. In chapters 7 and 8 attempts are reported to relate interindividual 
differences in sleep EEG to changes in process S. The intraindividual fmdings served as 
reference. Spectral analysis of the sleep EEG of young adult and middle aged males revealed 
that the time course of process S during sleep is age dependent. An interpretation of the 
well known reduction of SWS in older subjects in terms of a reduction of "sleep debt" is 
however premature since the sleep EEG of older subjects is not changed in the way which 
was observed in chapters 2, 3, and 4, were process S was manipulated. 
From the literature it is known that on average females sleep longer than males (for 
references see chapter 8). In chapter 8 we attempted to relate differences in the sleep EEG 
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to sex differences in sleep duration. Comparison of the sleep EEGs of young adult males and 
females revealed that females produce higher power density over a wide frequency range. 
These differences could again not be interpreted as differences in "sleep debt" thus causing 
differences in sleep durations. Not only the levels of power density were different, there 
were also differences in the course of power density over the night. But since the decay of 
power density over successive NREM-REM cycles deviated slightly from an exponential 
function, these differences in the time courses could not directly be translated to different 
time constants of the decay of S during sleep. The two-process model was originally 
developed to describe the timing of sleep and wakefulness in humans. Its generalizability is 
largely unexplored. Circadian and homeostatic aspects of sleep-wake regulation have been 
identified also in the rat (Borbely and Neuhaus 1979, Mistlberger et al. 1983, Tobler et al. 
1983, Tobler and Borbely 1986). For the progress in understanding the complexity of sleep 
timing in humans and achieving a sound physiological basis to the two-process model, it will 
be important to develop an animal model system using a diurnal mammal with a relatively 
solid sleep episode once per 24 hours. Therefore, we initiated a study on sleep EEG spectral 
analysis in the diurnal chipmunk, Eutamias sibiricus. In Chapter 9 some aspects of sleep 
regulation in this diurnal rodent are explored and the results compared with the fmdings in 
two nocturnal species, the rat and the hamster. Baseline as well as sleep deprivation data 
suggest that the homeostatic regulatory mechanism as proposed in the model is also present 
in the chipmunk. It has been hypothesized that sleep has the function "of enforcing rest and 
limiting metabolic requirement" (Zepelin and Rechtschaffen 1974). In contrast to the 
prediction of this hypothesis, sleep deprivation, which by EEG criteria led to a higher 
intensity of recovery sleep led to an increase rather than a reduction of 02 consumption 
during recovery sleep. While more intense or deeper sleep thus seems not to be associated 
with increased energy savings, the adaptive value of the chipmunks ability to vary sleep 
intensity may be to compensate for variations in activity time, as induced by changing 
photoperiods which occur naturally in the seasonal cycle. 
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SUMMARY 
The relation between the duration of prior wakefulness and EEG power density during 
sleep in humans was assessed by means of a study of naps. The duration of prior wakefulness 
was varied from 2 to 20 hr by scheduling naps at 1000 hr, 1200 hr, 1400 hr, 1600 hr, 1800 
hr, 2000 hr, and 0400 hr. In contrast to sleep latencies, which exhibited a minimum in the 
afternoon, EEG power densities in the delta and theta frequencies were a monotonic function 
of the duration of prior wakefulness. The data support the hypothesis that EEG power 
density during non-rapid eye movement sleep is only determined by the prior history of sleep 
and wakefulness and is not determined by clock-like mechanisms. 
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INTRODUCTION 
The distribution of human sleep stages over time is not uniform. Slow-wave sleep (SWS, 
stages 3 and 4) is predominantly present at the beginning of a nocturnal sleep episode, 
whereas rapid eye movement sleep (REMS) is abundant at the end of sleep. Both distributions 
are periodic and can be considered a rhythm (Karacan et al., 1970a; Broughton, 1975; 
Kronauer et al., 1982). ''The notion of a rhythm is sufficiently vague ... to be useful in listing 
a wide variety of phenomena that might reflect quite different underlying mechanisms" 
(Aschoff, 1981, p. 3). The first obvious inquiry into the mechanisms underlying sleep rhythms 
concerns to what extent sleep is immediately dependent on prior non-sleeping and how sleep 
stages make up for their prior absence. To answer such questions, sleep has been recorded 
after various manipulations. Sleep deprivation studies have revealed that homeostatic 
regulatory mechanisms are involved in the organization of a sleep episode: When one night of 
sleep is skipped and recovery sleep is initiated the next evening the amount of SWS is 
increased and REMS remains unchanged (Williams et al. 1964; Borbely et al., 1981). In the 
second recovery night an increase in REMS above baseline levels has been reported (Williams 
et al., 1964). When subjects are selectively deprived of REMS or SWS, a selective response 
occurs (Dement, 1960; Agnew et al., 1976). Studies of sleep during naps in daytime have 
shown that in the afternoon more SWS is present than in the morning (Karacan et al., 1970) 
and that naps in the evening contain more SWS than naps in the afternoon (Maron et al., 
1964). After a nap in the morning, night sleep is hardly affected, whereas a nap in the 
afternoon reduces SWS in the following night (Karacan et al., 1970b Feinberg et al., 1985). 
All these data are compatible with the hypothesis that both SWS and REMS are regulated by 
simple homeostatic mechanisms, in conjunction with a priority of SWS over REMS. There is 
evidence, however that REMS is also to a certain extent determined by circadian phase, 
independent of the immediate prior history. Sleep in the early morning after a night without 
sleep is characterized by a short latency to REMS, despite the high level of SWS (Endo et 
al., 1981). Further evidence for a circadian influence on REMS comes from sleep recordings 
under conditions of temporal isolation. Under these conditions, REMS shifts to the beginning 
of sleep, as does the minimum of the body temperature rhythm (Czeisler et al., 1980a Zulley 
et al., 1981). Analysis of the distribution of REMS during internal desynchronization has 
revealed that REMS propensity is coupled to the body temperature rhythm (Czeisler et al., 
1980b). The question whether or not SWS is also to some extent determined by circadian 
phase is not yet settled. In the data of Weitzman et al., (1980), there is no solid evidence 
for a circadian modulation of SWS. Data presented by Webb and Agnew (1971) and Hume and 
Mills (1977) have been interpreted as evidence for a circadian influence on SWS (see Gagnon 
et al., 1985), although also in these studies the amount of SWS was primarily determined by 
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the duration of prior wakefulness. Additional evidence for a circadian influence on SWS has 
been derived from studies in which sleep latency (i.e, the length of the interval between 
lights-off and the first epoch of sleep) was measured at several times within a single day. 
The pattern of sleep tendency is essentially bimodal. Shortest sleep latencies were found in 
the afternoon and in the early morning (Richardson et al., 1982; Carskadon and Dement, 
1985). Broughton (1975) has suggested that this bimodal pattern of sleep propensity will be 
accompanied with a bimodal pattern of deep non-REM sleep (NREMS). In contrast, in the two 
process model of sleep regulation (Borhely, 1982; Daan et al., 1984) it is assumed that NREMS 
intensity is a monotonic function of the duration of prior wakefulness, without any circadian 
modulation. 
To distinguish between these two hypotheses sleep tendency and NREMS intensity have 
to be measured in the same experiment at several times of day. For a quantification of 
NREMS intensity the classical scoring of the sleep EEG is not sufficiently sensitive; the 
changes induced by manipulating prior wakefulness are incompletely reflected by scoring of 
stages. In a sleep deprivation experiment in which spectral analysis of the sleep EEG was 
combined with the classical scoring, an increase in power density in the lower frequencies 
was found within SWS. These changes in power density were not limited to SWS, but were 
also present in stage 2 and REMS. The insensitivity of visual scoring was further 
demonstrated by the changes over a sleep episode. Apart from the well-known decay in the 
amount of SWS and the increase in stage 2 towards the end of the sleep episode, an 
attenuation of power density in the lower frequency range within stage 2 was observed 
(Borbely et al., 1981). In a first approximation of the underlying process the average integral 
EEG power density (0.75-15.0 Hz) per NREM-REM cycle has been used. This measure decays 
exponentially over successive NREM-REM cycles during undisturbed sleep and increases after 
prolonged wakefulness, as in sleep deprivation (Borbely et al., 1981). It is not known whether 
this is a monotonic, non-circadian increase, although this has been assumed in our model of 
the sleep timing process (Daan et al., 1984). In this model the timing of sleep and 
wakefulness results from an interaction between a homeostatic "Process S" and a circadian 
"Process C". Process S is only determined by the prior history of sleep and wakefulness. It 
has been assumed that process S is reflected in the EEG power density during sleep. Under 
this assumption EEG power density should only be determined by the duration of prior 
wakefulness and not by the circadian phase at which sleep occurs. We have therefore 
investigated how power densities between 0.25 and 15.0 Hz, in naps taken at different times 
of day depend on prior wakefulness. The data presented here are consistent with a monotonic 
increase of EEG power density between 0.25 and 8.0 Hz, with increasing duration of prior 
wakefulness; hence they support the hypothesis that EEG power density in NREMS reflects a 
homeostatic control process, not circadian variability. 
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MErHODS 
Subjects were 6 female students (age 23±3 (s.d) years) who did not habitually nap. They 
were free of sleep complaints as assessed by a general sleep quality scale (Mulder and Van 
den Hoofdakker, 1984). They signed a written informed consent in which they were instructed 
not to nap (except for the scheduled naps) and not to use alcohol or other drugs for the 
duration of the experiment. All subjects used oral contraceptives. EEG recordings were made 
only during non menstrual periods. All naps were preceded by night sleep in the laboratory. 
The subjects were allowed to go to bed at their habitual time (range: 2300-2400 hr), but were 
awakened at 0800 hr. Naps were scheduled at 1000 hr, 1200 hr, 1400 hr, 1600 hr, 1800 hr, 
2000 hr, and 0400 hr. So, at the beginning of the naps the duration of pnor wakefulness was 
2, 4, 6, 8, 10, 12, and 20 hrs, respectively. At the beginning of the baseline sleep preceding a 
nap, subjects had been awake for 15-16 hours. Three to six of these baseline nights were 
recorded in each subject. In two subjects a nap was recorded thrice at each time. In these 
two subjects the average of the data points for each nap was calculated and used in the 
further computations. In the remaining subjects, each nap was recorded once. To prevent 
contamination between naps, the interval between two consecutive naps was at least three 
days. In each subject, the order of naps was such that possible order effects could not 
influence the group average substantially. To standardize the conditions before a nap, 
subjects entered the laboratory 90 min before the start of the nap. In the case of the "nap" 
at 0400 hr, the subjects entered the laboratory at midnight and were under continuous 
surveillance to prevent sleep. Subjects were awakened from a nap when they bad completed 
one NREM-REM cycle. The nap starting at 0400 hr was not terminated but lasted until the 
subjects awakened spontaneously in the morning. All sleep recordings were made in a 
completely darkened room. 
The EEG was derived from C3-A2 and C4-Al (Jasper, 1958) and low-pass filtered at 25 Hz 
(24 dB/oct). EEG, EMG and EOG were recorded at a paper speed of 10 mm*sec-i. Paper 
recordings were scored according to the criteria of Recbtschaffen and Kales (1968). All 
signals were digitized with a sampling rate of 64 Hz and stored on magnellc tape. Both EEG 
signals were subjected to spectral analysis by using a fast Fourier transform subroutine on a 
PDP11J34 computer. The epoch length was 4 seconds. Power spectra between 0.25 and 15.0 Hz 
were calculated. Data were reduced to 1-Hz bins by adding powers over adjacent 0.25-Hz 
bins. The EMG was rectified and stored on disk together with the EEG power spectra. The 
visual scorings were also fed into the computer. This enabled us to calculate power densities 
per sleep stage or per NREM-REM cycle. In all data presented here, epochs of stage 0, stage 
1, REMS, and movement time during sleep were excluded. Epochs in which the EEG signal 
was disrupted by short lasting movement arousals were removed when the value of the 
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rectified EMG exceeded a predetermined threshold. 
RESULTS 
Sleep latencies: 
All six subjects succeeded in falling asleep at all scheduled times of the day. (Two 
additional subjects failed to fall asleep within 30 minutes on the fust two occasions and left 
the experiment.) The sleep latencies - the times between lights-off and the first epoch of 
stage 2 (i.e., sleep onset) - varied considerably (fig. 1). The overall variation over the day 
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Fig. 1. Average latencies to stage 2 at eight times of day. Bars indicate 1 S.E.M. 
was significantly nonrandom (Friedman nonparametric ANOVA with repeated measures 
(Siegel, 1956), X2 = 27.1, df = 7; p < 0.001). However, the latency to stage 2 was not a monotonic 
function of the duration of prior wakefulness. There was a steep decrease in sleep latency 
from 1000 hr to 1600 hr, followed by an increase till midnight. When wakefulness was 
extended till 0400 hr, sleep latency dropped again to values below those obtained for the 
baseline nights. 
Sleep stages in the first NREM-REM cycle 
Table 1 summarizes the data obtained from the visual scoring of the first NREM-REM 
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cycle of the naps and the baseline nights. In only one nap no REM sleep occurred; this nap 
was excluded from the analysis of sleep stages in the first NREM-REM cycle. The duration of 
the first NREM-REM cycle varied considerably. On average, shortest cy<-;es were observed at 
1000 hr, whereas longest cycles occurred at 2000 hr. The large variation in cycle length al 
0400 hr may be due to so-called "skipped" first REM periods. Time spent in stages 3 and 4 
during the first NREM-REM cycle gradually increased from 2.6 minutes at 1000 hr lo 60.7 
minutes al 0400 hr. This variation over time was preserved when the percentage of time 
spent in stages 3 and 4 per NREM-REM cycle was calculated. When an exponential 
saturating curve was fitted to the percentage of stage 3 and 4, 48.8% of the total variance 
could be explained. Although al 1400 hr the percentage of time spent in stages 3 and 4 was 
somewhat higher on average than al 1600 hr, no significant variation over time remained 
after removal of the monotonic trend, F(7 ,35) = 1.29; p > 0.05. 
Table 1: Sleep stages during the first NREM-REM cycles of naps starting at different 
times of day 
Time of nap STAGE 
0 1 2 3 4 MT R RL CD 
10 am 1.9 8.3 31.8 1.2 1.4 0.9 14.4 44.5 59.9 
(1.8) (8.5) (14.0) (2.4) (3.5) (0.8) (9.0) (14.7) (19.4) 
12 am 3.6 8.8 36.9 5.9 9.3 0.8 22.0 64.9 87.3 
(7.2) (8.7) (14.2) (5.1) (10.0) (0.5) (4.2) (19.4) (16.8) 
02 pm 0.9 5.4 27.7 10.2 20.0 0.6 18.0 63.9 82.9 
(0.4) (3.4) (8.6) (2.5) (16.1) (0.3) (8.3) (15.4) (17.0) 
04 pm 1.0 4.9 43.7 10.4 14.6 0.7 20.9 73.6 96.2 
(0.8) (3.5) (26.3) (5.5) (8.4) (0.6) (13.2) (34.2) (36.0) 
06 pm 0.5 5.2 36.6 7.8 15.7 0.8 11.0 66.1 77.6 
(1.0) (4.3) (19.0) (3.5) (13.5) (0.5) (7.9) (28.9) (37.0) 
08 pm 2.6 8.7 53.0 12.2 24.0 1.9 20.4 101.2 122.8 
(2.9) (6.0) (29.4) (2.4) (9.5) (1.1) (9.4) (37.5) (47.4) 
Baseline 0.1 3.8 29.3 12.7 36.3 1.2 11.0 80.9 94.4 
(11-12 pm) (0.1) (3.5) (11.0) (2.8) (8.1) (0.5) (6.7) (12.3) (11.9) 
04 am 0.1 4.6 39.8 14.6 46.1 2.1 15.1 101.1 122.4 
(0.2) (7.4) (27.5) (7.3) (14.9) (1.8) (7.9) (47.0) (54.6) 
Note. Six subjects in all cases, except for sleep starting at 1400 hr, where n = 5. 
All values are in minutes. Values between parentheses represent standard deviations. 
MT Movement time 
R REM sleep 
RL REM latency 
CD First cycle duration 
EEG power density during the first 30 min of NREM sleep 
Since a considerable variation in the duration of the first NREM-REM cycle was 
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observed, power densities were calculated over the first 30 min of sleep. This procedure also 
allowed us to include the single nap which was terminated spontaneously before any REMS 
had occurred. In figure 2 power densities are expressed relative to power densities during 
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Fig. 2. Average power densities during the first 30 minutes of sleep at eight times of day 
plotted against the average time of sleep onset. For the first eight frequency bins, 
the line fitted to the data is also shown. The open circles represent the 100% values, 
i.e., EEG power densities during the first 30 minutes of sleep in the baseline nights. 
These values were not included in the fitting procedure. Bars indicate 1 S.E.M. 
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ANOVA for repeated measures (Winer, 1971) revealed a significant nonrandom variation over 
time for power densities between 0.25 and 8.0 Hz and in the highest frequency band analyzed 
{14.25-15.0 Hz) (see table 2 for details). In 
Table 2: Summary of the stat1Slics describing 
duration of prior wakefulness 
Frequency 
(Hz} F(6,30} Q< A 
1 5.54 0.001 105.5 
2 8.88 0.001 131.9 
3 14.05 0.001 134.2 
4 13.61 0.001 121.3 
5 13.40 0.001 119.3 
6 13.24 0.001 116.4 
7 10.04 0.001 110.5 
8 3.15 0.05 111.7 
9 1.29 NS 
10 1.16 NS 
11 1.97 NS 
12 0.96 NS 
13 0.60 NS 
14 0.40 NS 
15 4.45 0.01 
Integrated 
(0.25-15.0} 8.89 0.001 117.0 
Note. Frequency bins are: 
0.25-1.0 Hz 
1.25-2.0 Hz, etc. 
A = Asymptote (%) 
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PY A = percentage of total variance accounted for by the function presented. 
increased with increasing duration of prior wakefulness. In the 9- to 14-Hz bins no 
significant changes were observed. In the 15 Hz band power densities decreased with 
increasing duration of prior wakefulness. 
In those frequency bands in which a significant variation over time was observed, there 
was no indication of a non-monotonic trend. Power densities in these frequency bands were, 
however, not equally affected by the duration of prior wakefulness. The differences between 
power densities at 0400 hr and 1000 hr (those are the naps with 20 and 2 hours prior 
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Fig. 3. Differences in EEG power densities during the first 30 minutes of sleep starting at 
0400 hr and 1000 hr, (i.e power density at 0400 hr minus power density at 1000 hr). 
This difference gradually decreased from the 2-Hz band to the 8-Hz band. The difference 
between power density at 0400 hr and 1000 hr in the 1-Hz band was nearly the same as the 
difference in the 4-Hz band. Figure 2 shows that the increase in power densities in the lower 
frequency bands was not linear. For a quantitative description of this increase, a saturating 
exponential function P,= A*(I-e·•·<..,0>), was fitted to the data, using the least squares 
criterion. P, represents power density at time t; A represents the asymptote; r is the inverse 
of the time constant, t is the duration of prior wakefulness and tO allows power density not 
to be zero at t = 0. Since all values were expressed as a fraction of the value in the first 30 
min of baseline night sleep, these baseline values were not included in the fitting procedure. 
In the lower frequencies 24 to 70% of the variance could be explained by fitting the three 
free parameters (Table 2). The highest rate of increase was observed in the 1-Hz band. The 
buildup rates obtained for the frequencies from 2 to 8 Hz were somewhat smaller and not 
much different from each other. Going from 2 to 8 Hz, tO decreased steeply. Finally, the time 
course of the integral power density (0.25-15.0 Hz) was quantified. Also, integral power 
density increased monotonically with increasing duration of prior wakefulness in a saturating 
exponential way (see Table 2). 
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DISCUSSION 
In the present nap study, EEG power density in the lower frequencies increased 
monotonically with increasing duration of prior wakefullness, whereas the length of the 
interval between lights-off and the onset of sleep was not a monotonic function of the 
duration of preceding wakefulness. In the afternoon sleep latencies were lower than in the 
evening. This dip in sleep latency has also been reported in experiments in which sleep 
propensity was measured several times in one day by means of the multiple sleep latency test 
(MSLT; Richardson et al., 1982). Carskadon and Dement (1985) showed that this midafternoon 
decline in sleep latency does not disappear when food intake is uniformly distributed over the 
day. It can be argued however, that the pattern obtained by the MSLT is a consequence of 
multiple testing within a single day (Richardson et al., 1982). In the present experiment the 
interval between two successive naps was at least three days. So, it must be concluded that 
the midafternoon decline in sleep latency is not a consequence of lunch or multiple testing. 
The pattern of sleep tendency as measured by the MSL T is essentially bimodal with a 
second minimum in sleep latency in the early morning (Richardson et al., 1982; Carskadon and 
Dement, 1985). The observed short sleep latencies at 0400 hr in the present experiment may 
correspond to this second minimum. But, since we did not measure sleep latencies beyond 
0400 hr, we cannot be sure whether or not this really represents a minimum. Under 
conditions of temporal isolation there are two preferred phases for sleep: one located near 
the minimum of the body temperature rhythm, the other near the maximum of the body 
temperature rhythm (Zulley and Cambell, 1985). Under entrained conditions these phases of 
the body temperature rhythm coincide with the early morning and afternoon, respectively. It 
has been suggested that this bimodal pattern of sleep propensity is due to an approximately 
12 hour rhythm of pressure for deep NREMS (i.e., SWS), (Broughton, 1975). 
Classical visual scoring arbitrarily divides NREMS in stages. Borbely et al. (1981) showed 
that in response to sleep deprivation, apart from the increase in SWS, power densities in 
stage 2 are also affected. So, the classical visual scoring incompletely reflects the changes 
induced by manipulating prior wakefulness. This makes it very difficult to quantify the 
relation between prior wakefulness and NREMS by means of visual scoring. Despite this 
limitation, visual scoring in the present experiment revealed that the percentage of SWS in 
the first NREM-REM cycle at different times of day could be adequately described by a 
monotonic function. After removal of this trend no significant variation over time remained. 
One could argue, though, that the (nonsignificant) higher percentage of SWS at 1400 hr, as 
compared to 1800 hr, does reflect signs of a high pressure for NREMS. Quantification of 
NREMS by means of spectral analysis revealed a significant variation over time in power 
densities between 0.25 and 8.0 Hz. In contrast with sleep latency, however, power densities 
during NREMS in the first 30 minutes of sleep were a monotonic function of prior 
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wakefulness. In a recent experiment by Knowles et al. (1986), the amount of SWS during the 
first hour of sleep was shown to be a monotonic function of the waking interval preceding 
sleep. In their experiment the interval varied from 3 to 28 hours. Also these data could be 
satisfactorily described with a saturating exponential curve. If the "post lunch dip" in sleep 
latency were due to a high pressure for NREMS, one would expect high power densities in 
the delta and theta range (0.25-8.0 Hz) in the afternoon to be followed by lower power 
densities in these frequencies in the evening. In the data presented here, there is no sign of 
such a time course. In the two subjects in whom each nap was recorded thrice, EEG power 
density also increased monotonically (data not shown). Thus the absence of high power 
densities in the afternoon in the group data cannot be attributed to small differences 
between subjects in the tunmg of the high pressure for NREM sleep. Obviously, there is a 
dissociation between sleep propensity and EEG power density during sleep. In the present 
experiment the duration of prior wakefulness and circadian phase are confounded. The 
dissociation between sleep propensity and EEG power density, however, does indicate that, in 
contrast to sleep propensity, EEG power density is not influenced by circadian phase. Further 
evidence for the independence of EEG power density of circadian phase was derived from an 
experiment in which the duration of prior wakefulness was kept constant, but the circadian 
phase at which sleep was initiated was varied by shifting the circadian system by means of 
light pulses (Dijk et al., 1987b) . In this experiment EEG power density was not affected by 
varyrng the circadian phase. 
In the two-process model of sleep regulation (Borb�ly, 1982; Daan et al., 1984) the 
alternation between sleep and wakefulness results from an interaction of a process measuring 
sleep debt (process S) and a process (process C) that is thought to be generated by a 
circadian pacemaker. Under normal conditions process C sets upper and lower thresholds for 
sleep debt (process S). When, after a certain duration of wakefulness the upper threshold is 
reached, sleep is initiated and process S decays unttl the lower threshold is reached. The 
upper and lower thresholds covary with the body temperature rhythm. This results in a gating 
of sleep and wakefulness to the appropriate times of day. Process S is fully determined by 
the prior history of sleep and wakefulness. In this model naps can be simulated by assuming 
that conscious decisions and experimental conditions such as darkness result in a temporary 
lowering of the upper threshold. 
The ability of our subjects to fall asleep at all times of day assayed in the present 
experiment underscores the influence of conscious decisions and evironmental conditions on 
the mechanisms responsible for the initiation of sleep. Since a physiological correlate of the 
upper threshold remains to be identified, one can only speculate about the mechanism by 
which conscious decisions affect the initiation of sleep. 
Sleep lacency can be thought of as reflecting the distance between process S and the 
upper threshold. Simulations with standard parameters, however, produce a monotonic 
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decrease in sleep latency and do not result in a midafternoon decline in sleep latency. If one 
wants to simulate this dip in sleep latency with the two-process model, the upper threshold 
has to be changed. We suggest that this threshold itself may vary bimodally in the circadian 
cycle. Process S is thought to be reflected in the EEG power density during sleep. Over a 
sleep episode, power densities between 0.25 and 7.0 Hz decrease over consecutive NREM-REM 
cycles, whereas after sleep deprivation an increase in the same frequency band is observed 
(Borbely et al., 1981). Reduction of EEG power density during the first 3 hours of sleep by 
means of acoustic stimuli resulted in an increase of power densities between 0.25 and 7.0 Hz 
during the second part of the night (Dijk et al., 1987a). In the present experiment EEG 
power densities between 0.25 and 8.0 Hz increased with increasing duration of prior 
wakefulness. In all these experiments the largest effects were found in the 2 Hz band. The 
similarities in the effects of these manipulations on power densities strongly suggest that a 
common mechanism underlies these changes. The decrease in power density in the 15 Hz band 
with increasing duration of prior wakefulness may be related to the same process, since a 
decrease in this frequency was also observed after sleep deprivation (Borbely et al., 1981). 
The changes in power densities in the delta and theta frequencies are all in the same 
direction, i.e., if the value of the hypothetical variable S increases, power densities in the 
delta and theta band increase, whereas power densities decrease when process S decreases. 
The quantitative relation between power densities and the duration of the period 
preceding sleep is dependent on the frequencies considered. The time course of power 
densities in the delta and theta band and the time course of the integrated power density 
can satisfactorily be described by a saturating exponential function. The positive values of tO 
for the first three frequency bins imply, however, that at t = O, (i.e., when the duration of 
prior wakefulness is 0), power densities in these frequencies would be negative, which is 
physiologically impossible. This result points to a systematic deviation from an exponential 
function which becomes especially apparent near the extreme of the range of nap-times 
studied. Scheduling naps with preceding waking intervals shorter than those used in the 
present experiment may lead to necessary refinements of the descriptive function. 
The increase rate of process S originally derived from Borbely's data (Daan et al., 1984) is 
somewhat different from those presented here (see table 2). The original time constant was 
based on integrated power density averaged over NREM-REM cycles. In the present analysis, 
power densities were calculated over the first 30 min of sleep. The advantage of this method 
over the former is that it is not dependent on the length of the NREM-REM cycle. Since 
power densities in the delta and theta frequencies decrease during sleep, variations in the 
duration of the first cycle may affect the relation obtained between the duration of 
wakefulness and power densities during sleep. A preliminary analysis of the relation between 
the duration of prior wakefulness and integral EEG power density averaged over the first 
NREM-REM cycle based on the same data, showed that when average power densities are 
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corrected for the variation in cycle length, the buildup rate obtained is very close to the 
one originally derived from Borbely's data (Beersma et al., 1987). The difference in build up 
rate obtained by the present analysis does not affect the basic assumption that EEG power 
densities in the delta and theta frequencies are linked to the time course of the 
hypothetical process S. But, since the quantitative relation between power density and 
preceding waking is dependent on the frequency band analyzed and the interval over which 
power density is averaged, it remains to be seen, by way of simulation, how differences in 
the buildup rate of process S affect the quantitative predictions based on integrated EEG 
power density (Daan et al., 1984). These simulations can only be fruitful when the decay of 
power density during sleep is also analyzed in a similar way. 
Qualitatively the data support, in all frequency bands where changes were observed, that 
these changes were monotonically dependent on prior wakefulness, in spite of the circadian 
variation in sleep latency. 
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SUMMARY 
The relation between EEG power density during slow wave sleep (SWS) deprivation and 
power density during subsequent sleep was investigated. Nine young male adults slept in the 
laboratory for 3 consecutive nights. Spectral analysis of the EEG on the 2nd (baseline) night 
revealed an exponential decline in mean EEG power density (0.25-15.0 Hz) over successive 
nonrapid eye movement · rapid eye movement sleep cycles. During the first 3h of the 3rd 
night the subjects were deprived of SWS by means of acoustic stimuli, which clid not induce 
wakefulness. During SWS deprivation an attenuation of EEG power densities was observed in 
the delta frequencies, as well as in the theta band. In the hours of sleep following SWS 
deprivation both the power densities in the frequency range from 1 to 7 Hz and the amount 
of SWS were enhanced, relative to the same period of the baseline night. Both the amount of 
EEG energy accumulating subsequent to SWS deprivation and its time course could be 
preclicted accurately from the EEG energy deficit caused by SWS deprivation. The data show 
that the level of integral EEG power density during a certain period after sleep onset 
depends on the amount of EEG energy accumulated during the preceding sleep rather than on 
the time elapsed since sleep onset. In terms of the two-process model of sleep regulation 
(Borbely 1982; Daan et al. 1984) this finding indicates that EEG power density reflects the 
rate of decay of the regulating variable, S, rather than S itself, as was originally postulated. 
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INTRODUCTION 
The temporal distribution of stages 3 + 4 (slow wave sleep, SWS) of human nonrapid eye 
movement (NREM) sleep is well established. Maximum amounts of SWS are found in the 
beginning of a sleep period and a steep decrease in the hourly percentage of SWS is observed 
thereafter (Dement and Kleitman 1957; Williams et al. 1964b; Webb and Agnew 1971). The 
total amount of SWS can easily be influenced by manipulating the duration of prior 
wakefulness. Numerous reports have shown increased amounts of SWS after increased duration 
of waking (Berger and Oswald 1962; Williams et al. 1964a; Moses et al. 1975; Nakazawa et al. 
1978; Karacan et al. 1970a; Berger el al. 1971), whereas after extended sleep (Feinberg et al. 
1980, 1982), or daytime naps (Karacan et al. 1970b; Feinberg et al. 1985) a decrease in SWS 
was observed. All these data are compatible with the hypothesis that the amount of SWS at 
the beginning of sleep is determined by the prior history of waking and sleeping. The time 
course of SWS during sleep is not affected by these manipulations. Furthermore, this time 
course is independent of the time of sleep onset relative to the phase of the body 
temperature rhythm (Akerstedt and Gillberg 1981; Czeisler et al. 1980) and is observed under 
conditions of both entrainment and freerun of the circadian system (Weitzman et al. 1980; 
Zulley 1979). These data indicate that the time course of SWS is not determined by circadian 
processes but is a consequence of sleep itself. To resolve the question whether it is the time 
passed since sleep onset or the events within sleep which determine the time course of SWS, 
sleep has to be experimentally disturbed without inducing wakefulness. Agnew and Webb 
(1968) reported an increase in the amount of stage 4 in the last hours of sleep subsequent �o 
depriving subjects of stage 4 during the previous part of sleep. These data suggest that the 
increase in SWS over a sleep episode is dependent on the amount of SWS permitted to be 
present in the beginning of sleep rather than the time passed since sleep onset. For a 
quantitative description of this dependency the classical visual scoring of the sleep EEG is 
inadequate. The application of all night spectral analysis revealed that changes in EEG over a 
sleep period and changes induced by sleep deprivation are incompletely reflected in traditional 
sleep stages. Under baseline conditions for instance, a progressive decrease over the night in 
EEG power density within stage 2 has been observed (BorMly et al. 1981). After sleep 
deprivation, apart from an increase in SWS, an enhancement of power density during SWS and 
stages 1 and 2 was reported. Even during rapid eye movement (REM) sleep the power 
densities of the lower frequencies were enhanced (Borb6ly et al. 1981). From these and 
related findings (Feinberg et al. 1982; Sinha et al. 1972) it has been concluded that the 
classical division of NREM sleep into stages is merely an arbitrary subdivision of a 
continuous (NREM) sleep process which can be quantified by spectral analysis. 
In the two-process model of sleep regulation (Borb6ly 1982; Daan et al. 1984; Daan and 
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Beersma 1984) the changes in NREM sleep over a sleep episode and after sleep deprivation 
are supposed to reflect changes in a hypothetical process, S. In this model the timing of 
sleep results from an interaction between a homeostatic process (S) and a circadian process 
(C). The regulating variable S increases during wakefulness in a monotonic saturating way 
and declines exponentially during sleep. Sleep onset and the termination of sleep occur when 
S reaches a sleep or wake threshold. These thresholds are modulated by a circadian 
oscillation. A central supposition in the two-process model is that the level of the variable S 
is reflected in the mean power density (0.75-15.0 Hz) per NREM-REM cycle. This EEG 
parameter has been shown to decay exponentially over the first three NREM-REM cycles 
during undisturbed sleep (Borbely et al. 1981). However, from the experiment by Agnew and 
Webb (1968) it must be concluded that during experimental disturbance of sleep EEG power 
density does not reflect the level of S, i.e., the reduced amount of stage 4 during stage 4 
deprivation does not indicate a reduced level of S. Furthermore, the observed increase in the 
amount of stage 4, after stage 4 deprivation indicates that during stage 4 deprivation the 
decay of S is slowed down. This may lead to the hypothesis that EEG power density is 
proportional to the rate of change of S rather than to S itself. Under this hypothesis it 
should be possible to quantitatively predict EEG power density after SWS deprivation from 
the EEG power density during SWS deprivation. In this article we report an experiment to 
test this hypothesis, the results of which clearly support the idea. They are discussed in the 
frame work of the two-process model of sleep regulation. 
METHODS 
Nine male subjects (mean age 22.8, range 20-28 years) were paid to participate in the 
study. They were free of sleep complaints as assessed by a general sleep quality scale. They 
all gave their written consent and were asked not to use drugs or alcohol and to avoid 
irregular activities throughout the experiment. The subjects slept in the laboratory for 3 
consecutive nights and went to bed at their habitual bedtimes (23:00-00:00 h). For the 1st 
and 2nd night sleep was restricted to 8 h and 15 min but subjects were allowed to rise 
earlier if they felt wide awake. For the 3rd (experimental) night the duration of sleep was 
not restricted. 
During the first 3h of the experimental night the subjects were deprived of SWS by means 
of acoustic stimulation. Care was taken not to induce wakefulness by adjustment of the 
loudness of the clicks. Sleep was recorded on all 3 nights. The EEG was derived from C3-A2 
and C4-Al. To avoid differences in EEG amplitude between nights due to small differences in 
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electrode placement, electrodes were not removed between the 2nd and 3rd nights. In addition 
to the EEG, EMG and EOG signals, a time signal was recorded. Paper recordings were made 
at a paper speed of 10 mm/s. All signals were on-line analog to digital converted with a 
sampling rate of 64 Hz. Before the analog to digital conversion the EEG signals were low 
pass filtered at 25 Hz (24 dB/octave). Digitized data were stored on magnetic tape. On both 
EEG signals spectral analysis was performed on consecutive 4s epochs with a fast Fourier 
transform routine (DEC Laboratory subroutine package). By adding the power densities over 
adjacent frequencies the data were reduced to 1 Hz bin width between 0.25 and 15 Hz, and 
stored on disk. The EMG was rectified and integrated over 4 s epochs and also stored on 
disk. In addition, paper recordings were scored manually according to the criteria of 
Rechtschaffen and Kales (1968). 
The power density data were analyzed in two ways. For the baseline night the average 
integral power density (0.25-15.0 Hz) was calculated for each NREM-REM cycle using 
Feinberg and Floyds (1979) definition of a NREM-REM cycle. For the last cycle to be 
completed the only prerequisite was that REM sleep had occurred. Movement artifacts were 
removed automatically by elimination of epochs in which EMG values exceeded a 
predetermined value. 
The accumulation of EEG energy was calculated over successive 30-min periods of NREM­
REM sleep (stage 1 included) for the first 7h of sleep, both on baseline and experimental 
nights, 7h being the greatest common sleep length. All comparisons between baseline and 
experimental nights were made within subjects. Differences were tested two-sided using 
Wilcoxon's matched pairs signed-rank test (Siegel 1956). 
RESULTS 
Baseline night 
During the baseline night the well-known decrease in SWS over successive NREM-REM 
cycles was observed. The first 3 cycles contained 50.2 (14.4), 34.7 (21.4) and 12.7 (11.5) min 
(SD) of SWS. For an analysis of the time course of EEG power denstity the mean power 
densities (0.25-15.0 Hz) for all NREM-REM cycles of each subject were standardized on the 
basis of the absolute amount of EEG energy (0.25-15.0 Hz) accumulated over the first 420 min 
after sleep onset. The 0log values of normalized power density were plotted as a function of 
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Fig.1. Correlation between the "log of normalized mean power density (0.25-15.0 Hz) per 
nonrapid eye movement-rapid eye movement (NREM-REM) cycle and the corresponding 
cycle midpoint. n = 38; r = -0.868; p < 0.001; slope = -0.243 "log units.h· 1 
Linear regression analysis showed a highly significant negative correlation (p < 0.001). 
Adding a quadratic term did not significantly improve the correlation (F ratio = 1.63 NS). This 
shows that the decrease of the mean power density over successive NREM-REM cycles was 
essentially exponential. The time constant derived from the regression analysis was -0.243 
0log units.h-1• 
Experimental nights 
Table 1 contains the mean duration of the sleep stages for both the baseline and 
experimental nights. Both nights were divided into two intervals. The first interval started at 
sleep onset and ended 3 h later. The second one started 3 h after sleep onset and ended 7 h 
after sleep onset. 
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Table L Sleep stages during baseline and experimental nights. 
0-3h 3-7h 
Baseline Experimental Baseline Experimental 
Stage night night night night 
0 6.5 (14.2) 10.5 (17.5) 1.8 (3.3) 0.7 (1.2) 
1 6.3 (7.9) 21.6 (13.6)**  12.7 (10.3) 7.8 (5.4)* 
2 76.0 (19.2) 109.6 (21.5)* *  123.0 (25.8) 105.6 (14.7) 
3 28.9 (12.8) 11.1 (12.0)* 21.11 (14.2) 27.7 (11.1) 
4 44.0 (19.2) 3.6 (9.4)* *  10.5 (12.8) 36.0 (25.2)* 
REM 15.2 (10.9) 21.1 (12.7) 65.2 (22.6) 58.0 (13.6) 
MT 3.2 (1.9) 2.5 (2.4) 5.7 (4.3) 4.2 (2.4) 
sws 72.9 (15.1) 14.7 (19.5)**  31.6 (25.5) 63.7 (19.0)**  
The duration (minutes) of  sleep stages is  presented for the intervals 0-3 and 3-7h after sleep 
onset for the baseline and experimental nights. Values between brackets indicate SD. 
*p < 0.05, •• p < 0.01; baseline vs experimental night 
MT movement time 
SWS = slow wave sleep (stage 3 + 4) 
Comparison between the baseline and experimental nights showed that during SWS 
deprivation there was indeed very little SWS left. This reduction of SWS was accompanied by 
a significant increase in stages 1 and 2 but not in stage 0 and stage REM. In the interval 
following SWS deprivation there was a strong and significant increase in SWS and a 
significant decrease in stage 1. No other significant changes were observed. 
Figure 2 depicts the effects of SWS deprivation on the EEG power densities between 
0.25 and 15.0 Hz. During SWS deprivation an attenuation of EEG power densities in the delta 
range was present, but also in the theta band, up to 7 Hz, significant reductions in power 
densities were observed. In the higher frequency bands no significant changes were present. 
During the 4 h subsequent to SWS deprivation a significant increase in power densities in the 
delta range was present, as compared to the comparable interval of the baseline night but 
here also changes were not limited to the delta band, as the increase extended up to 8 Hz. 
For higher frequencies no significant changes were observed. 
For an analysis of the time course of this power 'rebound' phenomenon the power 
densities were integrated over the entire frequency range and over time, resulting in EEG 
energy. The percentage of EEG energy accumulated since sleep onset relative to EEG energy 
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F"ig. 2. Mean power densities per 1 Hz bin width during SWS deprivation (A) and during 4h 
after termination of SWS deprivation (B). All values are expressed as percentage of 
power density in the corresponding frequency bin and time interval of the baseline 
night and are plotted at the upper boundary of each bin. Bars indicate S.E.M. 
•p < 0.05; ••p < 0.01; experimental vs baseline night 
experimental night (Fig. 3). Since the absolute power densities of the higher frequency bins 
are several orders of magnitude lower than those of the lower frequencies (Borbely et al. 
1981), changes in integral power density to a large extent reflect changes in the lower 
frequency range. The curve (Fig. 3) for the baseline night shows that integral power 
accumulates fast at the beginning of sleep, whereafter a steady decrease in the rate of 
accumulation can be seen. This is not surprising since the decrease in the mean power 
density over successive NREM-REM cycles was shown to be exponential. The modulation of 
power density over the NREM-REM cycle disappeared by averaging the accumulation of 
energy over nine subjects because the timing of NREM-REM cycles, relative to sleep onset, 
varied between subjects. In contrast, during SWS deprivation the accumulation of EEG energy 
was virtually linear. Immediately after termination of SWS suppression an increase of the rate 
of EEG energy accumulation was observed, followed by a steady decrease. 
The question arises whether the EEG energy accumulation after termination of SWS 
deprivation can be predicted from the amount of energy accumulated during the first 3 h of 
the experimental night. Figure 3 suggests that the
' 
time course of energy accumulation after 
termination of SWS deprivation was similar to the time course of accumulation during the 
baseline night starting at the timepoint at which the amount of EEG energy accumulated was 
equal to the amount accumulated during the first 3 h of the experimental night. 
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Fig. 3. Accumulation of EEG energy ( ± SEM) during the baseline and experimental night. 
100% = energy accumulated during the first 7h of the baseline night. Dashed vertical 
line indicates the end of SWS deprivation during the experimental night. 
This leads to the hypothesis that the EEG energy accumulated during 3h of SWS suppression 
would predict the EEG energy for the following hours of undisturbed sleep. To test this 
hypothesis the power density was integrated over those hours of the baseline night following 
the timepoint at which the amount of energy accumulated was equal to the energy 
accumulated during the 3 h of SWS deprivation. By this method a prediction for each subject 
was generated about the amount and time course of the energy accumulation during the first 
4 h following SWS deprivation. 
Figure 4 shows that on average this prediction was very close to the observed 
accumulation. At the end of the 4-h interval the mean deviation between the observed and 
the predicted values relative to the observed amount of energy, i.e., ((observed­
predicted)/observed) x 100 was -1.1% ± 15.6% (SD). In contrast, the mean deviation between 
energy accumulated during 4h after SWS deprivation and energy accumulated during the same 
4-h interval (3-7h after sleep onset) of the baseline night was 33.9% ± 20.7% (SD), whereas 
the mean deviation between energy accumulated during the 4h after SWS deprivation and 
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F"ig. 4. Comparison of mean EEG energy accumulatior during the first 4h of the baseline 
night, hours 3-7 of the baseline night, hours 3-7 of the experimental night; i.e., the 
first 4h after termination of SWS deprivation, and EEG energy accumulation during 
the 4h of the baseline night starting at the timepoint at which energy accumulated 
was equal to energy accumulated at the end of SWS deprivation. 100% = energy 
accumulated over 7h of the baseline night, vertical bars indicate 1 SEM 
DISCUSSION 
The exponential decrease in mean EEG power density over successive NREM-REM cycles 
as reported by Borb�ly et al. (1981), was confirmed in this study and is in agreement with 
the reported exponential decline of the EEG amplitude (Feinberg 1974). Moreover the time 
constant of the exponential decline calculated from the data presented here (0.243 °log 
units.h·1) is very close to the time constant derived from Borbely's data (0.238 °log units. 
h-1) on subjects of about the same age. It has beed shown that the changes in EEG power 
during sleep are independent of electrode placement (Bos et al. 1977). Hence the exponential 
decay in EEG power density over the sleep period seems to be a fundamental iwd robust 
characteristic of undisturbed human sleep. 
SWS deprivation during the first hours of sleep resulted in an increase in SWS in the 
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second part of the sleep period. This finding has previously been reported by Agnew and 
Webb (1968) and has also been observed in experiments designed for other purposes (Bunnell 
et al. 1984). Spectral analysis, however, revealed some unexpected effects of SWS deprivation. 
During SWS deprivation not only were power densities in the delta band reduced but the 
reduction of power densities extended up to 7 Hz. After termination of SWS deprivation an 
enhancement of EEG power densities was present in the same frequency range. Interestingly, 
recovery sleep after total sleep deprivation was characterized by enhancement of power 
densities in the delta and theta range as well and the decrements of power densities over the 
sleep period were again limited to the same frequencies (Borbely et al. 1981).  These findings 
strongly suggest that a common mechanism underlies the changes seen after SWS 
deprivation, total sleep deprivation, and the changes in EEG power densities over the sleep 
period. 
The increase in EEG power density after SWS deprivation, as compared to the same 
interval of the baseline night, indicates that the decrease in EEG power density during a 
sleep period is not dependent on the time elapsed since sleep onset but on the amount of 
EEG energy accumulated up to that time. The observation that after SWS deprivation the 
amount of energy accumulated and its time course could be accurately predicted from the 
energy accumulated during the SWS deprivation and the time course of accumulation during 
the baseline night has some implications for the relation between process S and EEG power 
density. Since at the beginning of the baseline night and the experimental night the prior 
history of sleeping and waking was identical, it must be assumed that the level of S was 
identical at the beginning of the two nights. So, the reduced power density during the first 3 
h of sleep in the experimental night cannot be interpreted as a reduced level of S. Since 
during the undisturbed part of the experimental night power density was higher as compared 
to the corresponding part of the baseline night, it must be concluded that the decay of S 
was slowed down during SWS deprivation. But since EEG energy after SWS deprivation could 
be predicted accurately from EEG energy during SWS deprivation this EEG parameter must be 
proportional to the rate of decay of S. Since the decay of S is thought to be exponential and 
the derivatives of exponential functions are exponential, during undisturbed sleep the rate of 
decay of S will be proportional to the level of S. This is in accordance with the observed 
exponential decay of EEG power density over successive NREM-REM cycles. So, the present 
interpretation does not affect theoretical conclusions derived from the hypothesis that power 
density reflects the level of S. It may however lead to other interpretations of SWS 
deficiencies, or power deficiencies in subjects with poor sleep continuity, as in depression. In 
these subjects EEG power density will reflect the rate of decay of S but, due to the many 
interruptions of sleep, may not be proportional to the level of S (Beersma et al. 1985, 1986; 
Borbely and Wirz-Justice 1982). 
Additional support for the hypothesis that power density reflects the rate of decay of S 
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can be derived from comparisons of the amount and time course of SWS in habitual long and 
short sleepers. The small amount of SWS in long sleepers would mean, as Benoit et al. (1983) 
suggested, that the rate of decay of S is reduced in these sleepers as compared to short 
sleepers, which results in a longer sleep period. This hypothesis could also be tested 
experimentally. If EEG power density does indeed reflect the rate of decay of S, reduction in 
EEG power density should result in an increase in sleep duration. This hypothesis is presently 
being tested. 
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SUMMARY 
In order to test predictions of the two-process model of sleep regulation, the effects of 
SWS deprivation by acoustic stimulation during the first part of the sleep period on EEG 
power density and sleep duration were investigated in two experiments. In the first 
experiment 8 subjects were deprived of SWS during the first 5 hours of a baseline nocturnal 
sleep period without awakening the subjects. Compared to the same interval of undisturbed 
sleep, power densities in the delta frequencies were attenuated. In the hour following SWS 
deprivation power densities in the delta and theta frequencies were considerably enhanced in 
comparison with the same interval of undisturbed sleep. No change in sleep duration was 
observed. In the second experiment 8 subjects were sleep deprived for one night and recovery 
sleep was initiated at 11 am on two occasions. In one condition subjects were deprived of 
SWS during the first 3 hours of recovery sleep. In the other condition recovery sleep was 
not experimentally disturbed. During undisturbed recovery sleep, power densities in the delta 
and theta frequencies were higher than during baseline sleep. During SWS deprivation power 
densities in this frequency range were lower than during undisturbed recovery sleep. In the 
hour following SWS deprivation power densities were enhanced relative to the same interval 
of undisturbed recovery sleep. Again, SWS deprivation did not cause an increase of sleep 
duration. The observed changes in EEG power density are in support of the hypothesis that 
this EEG parameter reflects the homeostatic process S. The absence of an increase in sleep 
duration after SWS deprivation is however contradictory to the hypothesized causal role of 
this process in the regulation of sleep length. 
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INTRODUCTION 
There is considerable evidence for the involvement of clock-like mechanisms in the 
regulation of human sleep duration. Under normal conditions (Aferstedt and Gillberg, 1981) 
and in the absence of Zeitgebers (Czeisler et al. 1980; Zulley et al. 1981) sleep duration is 
dependent on the circadian phase of sleep onset. Shifting the circadian pacemaker, by 
repetitive exposure to bright light in the early morning resulted in an advance of the rise in 
plasma melatonin in the evening, an advance of the rise of body temperature during sleep and 
an advance of sleep termination (Dijk et al. 1987a, Dijk et al. in prep). All these data 
underscore the circadian influence on sleep duration. Evidence for homeostacic involvement in 
the regulation of sleep duration has been scarce. In his analysis of sleep timing in internally 
desynchronized subjects, Strogatz (1987) failed to find any contribution of the variation in 
the duration of activity to the variation in subsequent sleep duration after correction for the 
circadian influence (see however Beersma 1987). Under normal laboratory conditions it has 
long been known that loss of one night of sleep only lengthens the subsequent night sleep 
for only approximately 10-20% (Patrick and Gilbert 1896; Webb and Agnew 1975; Benoit et al. 
1980). This lack of a clear homeostatic component in the regulation of sleep duration may be 
explained by assuming that NREM sleep has an intensity dimension. Evidence for variations 
in the intensity of sleep has been derived from different areas. In the first place, the arousal 
threshold during sleep might be an indicator of sleep intensity. Arousal threshold studies 
revealed that during the nocturnal sleep period arousal thresholds become progressively lower 
(Loomis et al. 1937). As shown by EEG studies, the modulation of the arousal threshold is 
paralleled by the modulation of NREM sleep: arousal thresholds for acoustic stimuli are 
highest during stages 3 and 4 (Slow Wave Sleep; SWS) and lowest during stage 2. They are 
furthermore, enhanced after sleep deprivation (Williams et al. 1964). SWS diminishes over the 
sleep period for at least the first 11 hours of sleep, and after sleep deprivation SWS is 
enhanced. The relation between the duration of prior wakefulness and SWS has been 
extensively described (Webb and Agnew, 1971, Knowles et al. 1986). Computer assisted 
analysis of the changes within NREM sleep has resulted in a quantitative description of the 
relation between the duration of activity and the intensity of NREM sleep (Dijk et al. 1987c). 
Spectral analysis of the sleep EEG further revealed that the changes within NREM sleep are 
not limited to the delta frequencies but extend up to 7 or 8 Hz (Borbely et al. 1981; Dijk et 
al. 1987c). The two-process model of sleep regulation (Borbely, 1982; Daan et al 1984) 
attributes a role in sleep regulation to both a circadian and a homeostatic component. The 
homeostatic component is represented by process S. S increases during wakefulness in a 
saturating exponential way and decreases exponentially during sleep. Sleep is initiated and 
terminated when S reaches an upper threshold and a lower threshold respectively. The 
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circadian component in the regulation of sleep duration is represented by a circadian 
variation in these two thresholds. The intensity aspect is accounted for by the assumption 
that S not only represents sleep debt, but during undisturbed sleep, also sleep intensity. 
During undisturbed sleep process S is thought to be reflected in EEG power density. One of 
the predictions of this model is that a positive correlation between sleep debt at sleep onset 
and sleep duration should emerge when the circadian phase of sleep onset is kept constant, 
even though part of the sleep debt is compensated by changes in sleep intensity. Akerstedt 
and Gillberg (1986a 1986b) could verify this prediction in an experiment in which sleep debt 
at sleep onset was manipulated by varying the duration of nocturnal sleep preceding the 
day-time recovery sleep period. They also showed that as the length of the nocturnal sleep 
period preceding recovery sleep increased, EEG power at the beginning of recovery sleep 
decreased. This latter fmding indicates that NREM sleep intensity is a function of the prior 
history of sleeping and waking. In terms of the two process model of sleep regulation these 
findings indeed indicate that at a particular circadian phase the level of S at sleep onset is 
positively correlated to subsequent sleep duration. A second prediction of the model is that 
despite equal levels of S at sleep onset, sleep duration should increase if the rate of decay 
of S during sleep is slowed down. The rate of decay of S can be thought of as the intensity 
of NREM sleep and is proportional to EEG power. This was shown in an experiment in which 
subjects were deprived of SWS during the first three hours of their nocturnal sleep period 
without inducing wakefulness (Dijk et al. 1987b). In the undisturbed part of the night an 
enhancement of SWS and EEG power density relative to the same interval of the baseline 
night, was observed, indicating that S was higher in the second part of the experimental 
night as compared to the same interval of the baseline night. Since it can be assumed that 
the level of S was identical at the beginning of the baseline night and the experimental night 
it must be concluded that during SWS deprivation the decay of S is slowed down. Under the 
assumption that during SWS deprivation EEG power density is proportional to the rate of 
decay of S, this rebound could be accurately predicted from the reduction of EEG power 
during the SWS deprivation. The experimental conditions did not allow us to assess 
spontaneous sleep duration. The purpose of the two experiments presented here is to further 
investigate the effects of SWS deprivation in the first part of the sleep period on EEG power 
density during the second part and to assess the effects of SWS deprivation on the 
spontaneous termination of sleep. 
METHODS 
EMG, EOG and EEG were recorded on paper with a paper speed of 10 mm.s-1 and scored 
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according to the criteria of Rechtschaffen and Kales (1968). EEGs were derived from C4-Al 
and C3-A2 and low pass filtered at 25 Hz (24 dB/act). The time constant of the preamplifier 
was 1 second. All signals were digitized with a sampling rate of 6'' Hz and stored on 
magnetic tape. Both EEG signals were subjected to spectral analysis wit a fast Fourier 
routine on a PDPll/34 computer. Power densities per 4 sec epochs from 0.25 to 15.0 Hz were 
collapsed into 1 Hz bins by adding adjacent 0.25 Hz bins. Visual scores (30 sec epochs) were 
also transmitted to the computer and synchronized with the power data. This allowed us to 
calculate power densities per sleep stage and to remove epochs of stage 0 and MT (Movement 
time). Brief disruptions of EEG signals due to short lasting EMO arousals were removed on 
the basis of the value of the rectified EMO. For all computations the best of the two EEG 
leads was used. Body temperature was recorded with a rectal probe (Vita-log). The sampling 
rate was 0.25 min (data not shown). After each sleep period subjects filled out the Groningen 
sleep quality scale (Mulder-Hajonides van der Meulen and Van den Hoofdakker (1984)). 
Experiment 1 
Eight healthy adult male subjects (mean age 23.1 years range: 21-26) participated in a 
balanced cross-over design. They were free of sleep complaints and had regular sleep habits. 
After an adaptation night (00:00 to 08:00 hours) sleep was recorded. Lights went off at 
midnight. The subjects were instructed not to rise before they felt that they had completed 
their normal sleep quotum. Before the sleep recording they were told that their sleep would 
be disturbed by acoustic stimuli. Two weeks later the subjects came to the laboratory again 
and the entire procedure (including the adaptation night) was repeated. Again they were told 
that their sleep would be disturbed. The subjects were however deprived of SWS during one 
of the two sleep recording nights. The night in which the deprivation took place will be 
called the "experimental night", and the other the "baseline night". The order of SWS 
deprivation was balanced. The deprivation was achieved by acoustic stimuli which were 
administered through an intercom. Whenever a subject entered stage 3, clicks of which the 
loudness could be varied, were administered. Care was taken not to induce wakefulness. The 
SWS deprivation lasted for the first 5 hours after sleep onset, to allow spontaneous 
termination of sleep during the undisturbed remaining part of the night. 
Experiment 2 
Subjects were 8 healthy male subjects (mean age 24.5 years; range 23-26). They were free 
of sleep complaints and had regular sleep habits. The experiment consisted of two sessions 
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with an interval of two weeks. After an adaptation night, baseline sleep from 00:00 till 08:00 
was recorded. The following evening the subjects came to the laboratory and were kept 
awake until 11:00 the next morning when recovery sleep was allowed. During the sleep 
deprivation night subjects were sitting in a room together with the experimentator. EEG was 
recorded throughout the night. At the beginning of the daytime recovery sleep subjects were 
mstructed not to rise before they felt wide awake and were told that their sleep would be 
disturbed by acoustic stimuli. Two weeks later the subjects returned to the laboratory and 
the entire procedure was repeated, including the adaptation and baseline night. Before the 
recovery sleep the subjects were told again that their sleep would be disturbed. As in 
experiment 1, only one of the two recovery sleep periods was disturbed. In four subjects the 
first recovery sleep was the sleep period in which they were deprived of SWS, whereas in the 
remaining four subjects the second recovery sleep was disturbed. Acoustic stimuli were 
administered during the first three hours of recovery sleep. 
Results experiment 1 
Sleep stages 
For the two nights time spent in the various sleep stages was calculated for two intervals. 
The first interval covered the first five hours after sleep onset, (the deprivation interval) 
whereas the second interval started five hours after sleep onset and ended one hour later 
(recovery interval). The reason for this short duration of the second interval is that the 
longest common sleep duration was 6 hours. Compared to the first five hour interval of the 
baseline night no significant enhancement of stages zero, one and movement time was 
observed during the deprivation interval (table 1). Stage four was virtually absent during the 
deprivation, but stage three was hardly affected by the deprivation pocedure. The reduction 
in SWS resulted in an increase of stage 2. Averaged over the entire interval, the amount of 
REM sleep was not affected, although in the first 3 hours of sleep, more REM sleep was 
produced in the experimental night. Between the two nights no significant differences in REM 
latency were present (117.8 ± 17.8 (S.E.) and 97.1 ± 12.2 minutes for the baseline and 
experimental nights respectively). During the recovery interval of the experimental night 
significantly more stage 4 was present than in the comparable interval of the baseline night. 
Stage 4 was increased at the expense of stage 2. Time spent in stages 0, 1 and MT was also 
slightly reduced. For this interval no significant differences in REM sleep were observed. 
Sleep termination was operationally defmed as the first 15 minutes interval in which no 
epoch of stage 2, 3, 4 or REM sleep was present. In fig. 1 the resulting sleep durations are 
plotted for the two conditions. No consistent trend can be observed. On average the 
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Table 1. Sleep stages during two intervals of the baseline night and experimental night of 
experiment 1. 
Interval 0-5 h 5-6 h 
night baseline experimental baseline experimental 
Stage 
0 8.6 (4.5) 13.2 (7.8) 0.5 (0.5) 0.0 (0.0) 
1 9.0 (1.8) 11.1 (3.1) 2.5 (1.2) 0.5 (0.2) 
2 140.7 (8.1) 173.4 (5.4)* 39.2 (4.5) 19.0 (2.5)* 
3 26.3 (3.8) 35.7 (4.6) 1.4 (1.3) 4.9 (1.7) 
4 54.0 (6.2) 13.0 (5.2)* 0.6 (0.3) 12.0 (4.7)• 
MT 11.9 (1.4) 10.9 (0.8) 3.1 (0.5) 2.5 (0.7) 
REM 49.6 (7.0) 42.7 (4.5) 12.7 (4.3) 21.1 (6.7) 
Figures represent mean values in minutes. Values between brackets are S.E.M.; •: p <  = 0.05 
Wilcoxon matched pairs signed ranks test, baseline vs experimental night. n = 8; MT = 
movement time 
resulting sleep durations were 451.8 ± 22.0 (S.E) and 466.1 ± 17.9 minutes for the baseline and 










Fig. L Sleep durations during baseline (B) and experimental (E) nights. 
Power density 
In fig. 2a power densities during the first five hours of the experimental night are 
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depicted as percentage of power density during the first five hours of the baseline night. 
Power densities were calculated for stages 1, 2, 3, 4 and REM sleep combined and for NREM 
sleep (stages 2, 3, 4) and REM sleep seperately. From the eight subjects one subject was 
excluded from this analysis because the quality of the EEG signal did not allow reliable 
calculation of spectral power densities. During the SWS deprivation power densities during 
NREM sleep were attenuated from 0.25 to 7 Hz although only in the 2 and 3 Hz bin this 
reduction was statistically significant. During REM sleep no significant changes in power 
densities were observed. Averaged over all sleep stages there was also a significant reduction 
in power density in the 2 and 3 Hz bins. In the first hour after termination of the SWS 
deprivation, power densities during NREM sleep were significantly enhanced compared to the 
same interval of the baseline night (fig. 2b ). These changes were however limited to the delta 
and theta frequencies and the largest increase was found in the 2 Hz bin. During REM sleep 
no significant changes were observed. Calculated over all sleep stages the observed changes 
were similar to the changes in NREM sleep, albeit only significant in the 6 and 7 Hz bin. For 
an estimation of the remaining deficit after 6 hours, the total EEG energy (called total power 
by others; cf Akerstedt and Gillberg; 1986) was calculated by multiplying the power densities 
in the delta and theta frequencies in all sleep stages, with time. Compared to the energy 
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Fig. 2a. EEG power density during SWS deprivation (0-5 h) expressed as percentage of EEG 
power density during the same interval of the baseline night. Values are plotted 
at the upper boundary of the frequency bins. Horizontal bars indicate significant 
differences between the two conditions. (Wilcoxon Matched pairs signed ranks test 
(p< 0.05). TOT = stage 1 + 2 + 3 + 4 + REM. 
Fig. 2b. EEG power density during the first hour after SWS deprivation (interval: 5-6 h) 
expressed as percentage of EEG power density during the same interval of the 
baseline night. 
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deficit was located in the 2 Hz bin. During the first 6 hours of the experimental night 
energy accumulated in this bin amounted to 88.7 ± 12.7 (sd)% of the energy accumulated 
during the same interval of the baseline night. To investigate whether this deficit was related 
to sleep duration, the rank correlation between this deficit and the difference in sleep 
duration between the baseline and the experimental night was calculated. This correlation was 
not significant (r. = 0.142, n = 7). Finally EEG energy (0.25-8.0 Hz) was accumulated from sleep 
onset to sleep end for the baseline and experimental night. Expressed as percentage of 
energy accumulated during baseline sleep, the subjects woke up in the experimental night at 
an accumulated EEG energy value of on average 101.1 % ± 25.1 (sd). 
Experiment 2 
Sleep stages 
For a description of the effects of sleep deprivation on sleep stages, comparisons were 
made between the first 3 hours of baseline sleep (averaged over the two baseline nights) and 
the first three hours of the undisturbed recovery sleep (table 2). The effects of SWS 
Table 2. Sleep stages during the first 3h of baseline sleep and during two intervals of 
recovery sleep starting at 1100 hr. 
Interval 0-3 h 0-3 h 0-3 h 3-4 h 3-4 h 
undisturbed disturbed undisturbed disturbed 
baseline recovery recovery recovery recovery 
Stage 
0 2.2 (1.1) 0.6 (0.4) 11.8 (5.9)* 0.4 (0.3) 0.2 (0.2) 
1 6.3 (0.9) 5.0 (0.9) 15.1 (4.2) 1.5 (0.4) 0.7 (0.3) 
2 80.2 (5.8) 71.9 (12.3) 93.0 (9.4) 39.3 (3.0) 17.9 (3.0)* 
3 23.6 (2.1) 15.7 (2.0) 20.4 (4.6) 4.4 (4.6) 9.3 (2.0) 
4 48.5 (3.8) 60.1 (4.sr 18.9 (8.2)* 2.5 (0.9) 25.2 (2.9)* 
MT 2.8 (0.4) 2.9 (0.4) 3.4 (0.9) 1.3 (0.2) 1.1 (0.2) 
REM 17.9 (2.6) 23.9 (3.7) 17.2 (5.4) 10.6 (2.2) 5.7 (2.4) 
For the first 3 hours of both baseline and recovery sleep n = 8. Values of baseline sleep are 
the average of the two baseline nights. For the second interval of recovery sleep n = 6. 
Values between brackets are S.E.Ms. •: p < 0.05 Wilcoxon matched pairs signed ranks test 
(variable vs variable in preceding columm). All values are in minutes. 
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deprivation were evaluated by comparing the first three hours of the undisturbed and the 
disturbed day time recovery sleep. In the six subjects who slept for at least 1 hour after 
termination of the SWS deprivation a comparison was made between this one hour interval 
and the comparable interval of the undisturbed recovery sleep. Sleep deprivation resulted in 
a significant reduction of latency to stage 2. REM sleep latency was not significantly 
affected by the sleep deprivation. Time in stages 3 and 4 was enhanced although the 
difference was only significant for stage 4. SWS deprivation by the acoustic stimuli resulted 
in a significant reduction of stage 4. Stage 2 was enhanced, as was stage 0. REM latency was 
not significantly altered by the SWS deprivation although the variation was much larger than 
during the undisturbed recovery sleep. Time in REM sleep was not significantly changed. 
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F'ig. 3. Sleep durations during undisturbed (U) and during disturbed (D) recovery sleep. 
Squares represent the two subjects in whom no spontaneous sleep termination during 
disturbed recovery sleep was assessed. 
Two subjects woke up at the end of or immediately after the 3 hour SWS deprivation 
interval. As a result no spontaneous sleep termination could be determined in these two 
subjects for the disturbed condition. Exclusion of these two subjects did however not result 
in a significantly longer sleep duration in the SWS deprivation condition ( 442.2 ± 60.1 (SE) 
and 395.9 ± 35.5 min for the undisturbed and disturbed condition respectively). In the six 
subjects who slept for at least one hour after termination of the SWS deprivation a 
significant increase in stage 4 was present compared to the same interval of the undisturbed 
recovery sleep. This increase was at the expense of stage 2. 
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Power density 
Sleep deprivation effect 
Power densities during the first 3 hours of undisturbed daytime recovery sleep were 
expressed as percentage of power densities during the first 3 hours of the two baseline 
nights (fig. 4a). During NREM sleep power densities were significantly enhanced from 2 to 7 
Hz and in the 15 Hz bin. The largest increase was observed in the 2 Hz band. In the spindle 
frequencies (12.25-14.0 Hz) power densities were attenuated during recovery sleep. During 
REM sleep power densities in the delta and theta frequencies were also increased by the 
sleep deprivation, although only the change in the 3 Hz bin was statistically significant. 
When all sleep stages were taken together power densities were enhanced in the delta and 
theta frequencies whereas in the spindle frequencies an attenuation was observed. As a 
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Fig 4a. EEG power density during recovery sleep (0-3 h) expressed as percentage of EEG 
power density during the same interval of the baseline night. For further details see 
fig 1. 
Fig 4b. EEG power density during SWS deprivation (0-3 h) expressed as percentage of EEG 
power density during the same interval of undisturbed recovery sleep. 
Fig 4c. EEG power density during the first hour after SWS deprivation (3-4 h) expressed as 
percentage of EEG power density during the same interval of the undisturbed 
recovery sleep. 
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consequence of SWS deprivation power densities in the delta frequencies were attenuated 
during NREM sleep (fig. 4b). The largest reduction was present in the 2 Hz bin. In the other 
frequencies no significant changes were present. Interestingly, during REM sleep power 
densities were also reduced by the SWS deprivation. Although the largest effects were 
observed in the delta frequencies, significant reductions were also present in the other 
frequency bins. When all sleep stages were taken together, power densities in the delta and 
theta frequencies were reduced. In the higher frequencies no significant changes were 
observed. After termination of the SWS deprivation, power densities during NREM sleep were 
higher in the delta and theta frequencies than those measured in the same interval of the 
undisturbed recovery sleep (fig. 4c). Reductions were observed in power densities from 9 to 
14 Hz. During REM sleep power densities in theta frequencies were also somewhat enhanced, 
although not significantly. When all sleep stages were taken together a similar picture 
emerged. For the six subjects who still slept at the end of the SWS deprivation EEG energy 
from 0.25-8.0 Hz was accumulated from sleep onset till the end of sleep for both the 
undisturbed and the disturbed recovery sleep. In the disturbed condition all subjects woke up 
before they had accumulated the amount of EEG energy produced in the undisturbed 
condition. The average amount produced expressed as percentage of EEG energy produced 
during the undisturbed condition was 78.9 ± 8.0 (sd)%. 
DISCUSSION 
SWS deprivation during the first five hours of night sleep (experiment 1) resulted in a 
reduction of stage 4. SWS deprivation was however not complete. Despite the modest SWS 
deficit a significant compensatory response was observed at the end of this nocturnal sleep 
period. This finding is in accordance with a previous experiment in which subjects were 
deprived of SWS during the first 3 hours of a nocturnal sleep episode (Dijk et al 1987b). Like 
in the former experiment also in the present study, during SWS deprivation power densities 
during NREM sleep were reduced in the delta frequencies while a significant enhancement in 
the delta and theta frequencies was present after termination of SWS deprivation. The data 
from the visual scoring and the spectral analysis show that the time course of SWS and delta 
and theta power is not determined by the time passed since sleep onset but depends on the 
events within NREM sleep. Even at the end of a nocturnal sleep period where REM sleep 
pressure is thought to be very high, a deficit in 'NREM energy can be compensated for. In 
our previous SWS deprivation experiment we could actually show that the rebound production 
of power could be accurately predicted from the EEG energy deficit which had accumulated 
during the SWS deprivation. In the present experiment we did not attempt to verify this 
finding since the largest common sleep episode after the first five hours was only one hour. 
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For the undisturbed and disturbed night this hour starts at different phases of the 
NREM-REM cycle which makes it unlikely that the quantitative increase is accurately related 
to the EEG energy deficit. As a consequence of the compensatory response the energy deficit 
at the end of the sixth hour of the experimental night was very small. In terms of the two­
process model of sleep regulation this means that the level of S at the end of the sixth hour 
was not much different for the two conditions. It is therefore not surprising that SWS 
deprivation during the first five hours did not result in an increase in sleep duration. At the 
beginning of the SWS deprivation interval somewhat more REM sleep accumulated than in the 
undisturbed night. In the second half of the interval, time in REM sleep was slightly lower 
than during the undisturbed night. REM latency was not significantly altered. Also in the 3 
hour SWS deprivation experiment (Dijk et al. 1987b) more REM sleep (not statistically 
significant) was present during the SWS deprivation night. Although a discussion of the 
interactions between NREM and REM sleep is beyond the scope of the present paper it is 
tempting to speculate that the presence of, rather than the pressure for slow wave activity 
at the beginning of a nocturnal sleep episode, inhibits REM sleep. The first 3 hours of 
recovery sleep starting at 11 am, after one night of sleep deprivation were characterized by 
a significant enhancement of power density during NREM sleep in the delta and theta 
frequencies and an enhancement of stage 4. The largest increase was observed in the 2 Hz 
bin. REM sleep power densities were also higher than during the first 3 hours of baseline 
night sleep. These findings correspond with those from a sleep deprivation experiment by 
Borbtly et al. (1981) in which recovery sleep started at 11 pm. They also reported significant 
enhancements of power density in the delta and theta frequencies during NREM sleep. 
Furthermore, also in their data the effects of sleep deprivation on power densities were not 
limited to NREM sleep, but slow wave activity was increased also in REM sleep. From a nap 
study (Dijk et al. 1987c) we concluded that power densities of the delta and theta 
frequencies during the first 30 minutes of sleep are a monotonic rising function of the 
duration of prior wakefulness independent of the circadian phase at which sleep is taken. In 
this nap experiment the range in the duration of prior wakefulness was 2 to 20 hours. The 
results of the present experiment in which the duration of prior wakefulness was 27 hours 
and sleep was initiated at 11 am, con.firm this conclusion. The reduction of power densities in 
the 13 and 14 Hz bin was not observed in the nap study. There we found a reduction in the 
15 Hz bin, as was reported by Borbtly et al. (1981) in their sleep deprivation experiment. 
This discrepancy may not be incidental. Also in another sleep deprivation experiment (Dijk et 
al. in prep) in which recovery sleep also started at 11 am we found a significant reduction in 
the 14 Hz bin and no significant change in the 15 Hz bin. At present we do not have an 
explanation for these findings, although the reductions of power densities in these higher 
frequencies may be related to changes in the occurrence and or amplitude of sleep spindles. 
In the first hour after termination of the SWS deprivation power densities in the 14 Hz bin 
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were lower than in the comparable interval of the undisturbed recovery sleep. To deprive 
subjects of SWS during recovery sleep from total sleep deprivation turned out to be difficult. 
The amount of SWS was however significantly reduced. Again this deficit was partially 
compensated for by an increase in the amount of stage 4 in the first hour after termination 
of the SWS deprivation. The effects of SWS deprivation on power densities during NREM 
sleep were qualitatively similar to the changes observed in the first experiment. The 
enhancement of power densities in the delta and theta frequencies during NREM sleep after 
SWS deprivation shows that also during recovery sleep after total sleep deprivation at this 
circadian phase the time course of delta and theta power is not solely dependent on the time 
passed since sleep onset. In contrast to the findings in the first experiment, in the second 
experiment we now found a significant effect of SWS deprivation on power densities during 
REM sleep. Over the entire frequency range analyzed power densities during SWS deprivation 
were somewhat lower especially in the delta frequencies. This finding is reminiscent of the 
reductions in power density from REM period one to three (Borbely et al 1981). For an 
explanation of these phenomena a better understanding of the interactions between slow wave 
activity during NREM sleep an slow wave activity during the subsequent REM period is 
needed. Slow wave sleep deprivation did not result in an increase of the duration of daytime 
recovery sleep. The length of the undisturbed day sleep was, in view of the long preceding 
waking period, rather short. This is in accordance with the prediction of the two-process 
model of sleep regulation. Compared to the data of Akerstedt and Gillberg (1981) which were 
used to derive the lower threshold the present durations are however somewhat longer. The 
absence of an increase in sleep duration after the SWS deprivation in the daytime recovery 
sleep experiment can not be explained in the same way as in the first experiment, by a small 
energy deficit at the end of the fourth hour. All six subjects woke up with a considerable 
energy deficit but they did not sleep longer than in the undisturbed condition. The two­
process model predicts that the level of S at sleep termination, depends on the circadian 
phase. Nevertheless, if the decay of S is slowed down, sleep duration should increase 
irrespective of circadian phase. There are several possible explanations for the discrepancy 
between the data and the predictions of the model. Firstly, SWS deprivation may not slow 
down the decay of the regulating variable S. This explanation is very unlikely in view of the 
similarities in the changes in the EEG induced by SWS deprivation and those observed over 
the sleep period (Borbely et al 1981). The changes in the sleep EEG after termination of the 
SWS deprivation resemble the changes seen after sleep deprivation in substantial detail, 
indicating that the level of S at the end of SWS deprivation interval is higher than at the 
end of the comparable interval of undisturbed sleep. One could argue that the changes in the 
sleep EEG are merely correlates of changes in S and that a regulatory process responsible for 
the time course of power density during sleep, which is normally correlated with changes in 
S, dissociates during SWS deprivation from the time course of S. This hypothesis can not 
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easily be tested experimentally and is therefore not very attractive. Alternatively, SWS 
deprivation may raise the lower threshold, either as a direct result of the acoustic stimuli or 
as consequence of the reduced slow wave activity. Although this explanation is intuitively 
appealing it cannot be investigated until a measurable correlate of the level of the wake up 
threshold has been identified. In conclusion, the data presented underscore the homeostatic 
properties of the processes involved in the regulation of slow wave activity, but they do not 
support the hypothesis that a reduction of NREM sleep intensity increases sleep duration at 
all circadian phases. 
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SUMMARY 
In 8 subjects the spontaneous termination of sleep was determined after repetitive 
exposure to either bright or dim light, between 6.00 and 9.00 h, on 3 days preceding sleep 
assessment. Sleep duration was significantly shorter following bright light than following dim 
light. During sleep the time course of EEG energy was not affected by the light treatment. 
Analysis of the time course of body temperature during sleep indicated an earlier rise of 
body temperature following the bright light treatment. In terms of the two-process model of 
sleep regulation this can be interpreted as a direct effect of light on the circadian phase of 
the wake up threshold. 
68 
INTRODUCTION 
The duration of human sleep is determined by both homeostatic ancl circadian factors. A 
homeostatic component has been demonstrated in experiments in which sleep debt at a fixed 
sleep onset time was manipulated by varying the length of the preceding sleep episode. With 
increasing sleep debt an increase in sleep duration was observed (2, 17). The changes in 
sleep duration are small and not proportional to the variations in sleep debt (10). This may 
be explained by postulating that sleep has an intensity dimension. Electroencephalogram (EEG) 
studies revealed that the amount of slow-wave sleep increases with increasing duration of 
prior wakefulness (16). Furthermore, spectral analysis of the sleep EEG showed that after 
sleep deprivation EEG power density increases within all sleep stages (4). So, the 
homeostatic aspects of sleep regulation are not limited to sleep duration but also encompass 
changes within sleep. 
The circadian influence on sleep duration has been inferred from experiments in which the 
circadian phase of sleep onset was varied. If this was achieved by extending the duration of 
prior wakefulness, contrary to the predictions from a simple homeostatic model, sleep 
duration decreased with increasing duration of prior wakefulness up to about 32 h (1). The 
circadian influence on sleep duration is also present under conditions of temporal isolation. 
Longest sleep episodes occur when sleep is initiated near the maximum of the body 
temperature rhythm whereas shortest sleep episodes start near the minimum of the body 
temperature rhythm (6, 20). 
In the two-process model of sleep regulation (5, 9) both the homeostatic and the 
circadian aspects of sleep duration are accounted for. During wakefulness a regulatory 
variable (S) increases until an upper threshold is reached and sleep is initiated. During sleep 
S decays exponentially until a lower threshold is reached. This results in the transition from 
sleep to wakefulness. The time course of S is reflected in the EEG power density (0.25-15.0 
Hz) during sleep. Under normal conditions waking up occurs on the rising part of the lower 
threshold which coincides with the rising part of the body temperature curve. The two 
thresholds are modulated over the circadian cycle. This results in variation of sleep duration 
with the phase of sleep onset. The threshold variations are thought to be generated by a 
circadian pacemaker, presumably located in the suprachiasmatic nuclei. The period of the 
threshold rhythm is identical to the period of the body temperature rhythm, which is 
approximately 25 h in the absence of Zeitgebers (19). 
Under natural conditions circadian rhythms are synchronized to Zeitgeber cycles with a 
period of 24 h. From animal studies it was concluded that the light-dark cycle is a powerful 
Zeitgeber (3). An essential feature of the process of entrainment is the phase-dependent 
sensitivity of the circadian system to light. For example, in the diurnal squirrel monkey, light 
pulses given just prior to the activity onset phase advance the drinking rhythm, whereas 
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phase delays can be induced by light pulses at the end of the activity period (11). 
In man the role of light in the process of entrainment has been debated and social factors 
have long been thought to be more powerful Zeitgebers (18). However, experiments in which 
the imposed light-dark cycle was adequately controlled showed that also the human circadian 
system can be entrained by light-dark cycles (7). There is a controversy on the mechanism by 
which light exerts its influence on the ciradian system. In the model of Kronauer and 
colleagues the effects of light are mediated by shifts of the sleep wake cycle (12). In the 
two-process model light acts directly on the circadian pacemaker, which in turn exerts its 
control over the sleep-wake cycle. The present experiment was designed to differentiate 
between these two alternatives. 
METIIODS 
In February and March of 1986, 8 male subjects (age 23.1 ± 2.5 (S.D.)years) participated in a 
cross-over design of exposure to two light conditions. In both instances they came to the 
laboratory on 4 consecutive evenings. During the first 3 evenings they were sitting from 
19.00 to 22.00 h in a darkened room at a light intensity of 1 lux. From 22.00 till 06.00 they 
were allowed to sleep in a completely dark room. Between 06.00-09.00 h, they were sitting 
awake in a laboratory room. In this room light intensity was kept at 1 lux (candle light) in 
one condition whereas under the other condition light intensity was increased to 2000 lux by 
white fluorescent tubes (vita lux). Four subject entered the bright condition first and were 
subjected to the dim light treatment 3 weeks later. In the other 4 subjects the order was 
reversed. 
On the fourth evening of both conditions subjects were sitting in a darkened (1 lux) room 
from 18.00 until 24.00 h when sleep was allowed to start. The subjects were instructed not to 
rise until they felt refreshed. They slept in a darkened room and had no knowledge of clock 
time. During this experimental night body temperature, electromyogram (EMG), 
electrooculogram (EOG) and EEG were recorded. The EEG was derived from C3·A2 and C..­
Ai. Paper recordings were made at a paper speed of 10 mm.s-1 and were scored according to 
the criteria of Rechtschaffen and Kales (15). After low pass filtering at 25 Hz (24 dB/oct) 
the EEG was digitzed with a sampling rate of 64 Hz. EEG power densities between 0.25-15.0 
Hz were calculated per 4-s periods, by means of a fast Fourier transformation. For an 
estimation of the time course of S the accumulation of EEG energy (0.25-15.0 Hz) during 
sleep within stages 1, 2, 3, 4 and REM sleep was calculated. Sleep onset was defined as the 
first occurrence of stage 2, provided that less than 2 min of stage 0 (waking) or 1 was 
present in the next 10 min. 
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RESULTS and DISCUSSION 
The average time of sleep onset was virtually identical for both conditions: 00.24 h ± 2.5 
min (S.E.M.), after exposure to darkness vs 00.20 h ± 2.9 min (S.E.� 1.) after exposure to 
bright light. Sleep latencies in the two conditions did not differ either: 19 ± 3.5 (S.E.M.) min 
vs 15 ± 1.9 (S.E.M.) min after dim and bright light, respectively. For the determination of 
the effects of treatment on the spontaneous termination of sleep we proceeded in two ways. 
First the end of sleep was operationally defmed as the beginning of the first 15-min interval 
after sleep onset in which no epoch of stage 2, 3, 4 or REM sleep was present. By this 
definition of sleep end the resulting clock times were 08.42 h ± 18.2 (S.E.M.) min for the 
dark condition vs 07.44 h ± 7.44 (S.E.M.) min for the light condition (P < 0.05; Wilcoxon 
matched-pairs signed rank test). The resulting sleep durations were 498.6 ± 18.6 (S.E.M.) min 
vs 444.0 ± 10.9 (S.E.M.) min for the dark and light condition respectively (P < 0.05; Wilcoxon 
matched-pairs signed rank test). 
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Fig.1. Rectangles: accumulation of stages 0, 1 and movement time ( ± S.E.M.). *p < 0.05, 
Wilcoxon matched pairs signed ranks test. Circles: accumulation of EEG energy 
(0.25-15.0 Hz) within stages 1, 2, 3, 4 and REM sleep during the night after the 
dim light treatment and after the bright light treatment. Bars indicate 1 S.E.M. 
100% = EEG energy accumulated during the first 6 h of the night after exposure to 
dim light. Filled symbols, after dim light; open symbols, after bright light. 
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For a less arbitrary evaluation of waking up tendency, the accumulation of stages 0, 1 and 
movement time after sleep onset was calculated and plotted at 30 min intervals. Fig 1 shows 
that the curves for both conditions are identical during the first hours after sleep onset, but 
dissociate after 7 h. Wakefulness accumulates faster in the night after the light treatment. 
In the two-process model a shortening of sleep may result from either a lower level of S 
at sleep onset, a faster decay of S during sleep or a change of the wake-up threshold at 
sleep end. Fig. 1 therefore depicts the accumulation of EEG energy during the two nights. 
The data are expressed relative to the amount of energy accumulated during the first 6 h of 
the night after the dim treatment ( = 100% ). During the first 6 h of sleep the two curves are 
virtually identical. In the first 6 h of the night after the bright light treatment the amount 
of energy accumulated (98.22 :!: 4.8% (S.E.M.)) was not significant different from 100%. The 
absence of a difference in both the amount of EEG energy accumulated and its time course 
indicates identical levels of S at sleep onset and identical decay rates during sleep under the 
two conditions. The shortening of sleep then may be explained by a change in the wake-up 
threshold. Although a physiological correlate of this threshold remains to be identified, the 
time course of body temperature may provide some information. Due to technical difficulties 
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Fig.2. Time course of rectal temperature during the night after exposure to dim light and 
after exposure to bright light. Data are expressed as deviations from the mean 
temperature between 00.00 and 07.00 h. Bars indicate 1 S.E.M. 
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conditions were obtained in only 6 subjects. The 10 min interval with the lowest median 
body temperature value was located at 02.30 h ± 49.8 (S.E.M.) min after the dim light 
condition vs 01.30 h ± 17.0 (S.E.M.) min after the light treatment. The difference was not 
statistically significant. It should be kept in mind though that the minimum of body 
temperature is not a precise marker of the endogenous rhythm. For a further analysis of the 
time course of body temparature the average temperatures per 30 min were expressed as 
deviations from the mean temperature between 00.00 and 07.00 h (fig. 2). 
Analysis of variance revealed that the difference between the two conditions was significant 
(F13,6.s = 2.71; P < 0.01). The difference can be interpreted as an earlier rise of body 
temperature after the bright light treatment as compared to the time course of body 
temperature after exposure to dim morning light. 
In conclusion, repetitive treament with bright light in the early morning advanced wake up 
time relative to wake up time after exposure to dim light. Since during both treatments sleep 
was scheduled at the same clock times, this effect must be attributed to an effect of light 
not mediated through the sleep wake behaviour. This conclusion is in agreement with a 
recent experiment of Czeisler et al. (8) in which in one subject, exposure to bright light in 
the evening, while the sleep-wake cycle was fixed, induced a delay of the circadian rhythms 
in body temperature and cortisol secretion. Since the time course of EEG energy was not 
different after the two treatments it must be concluded that the dynamics of process S was 
not affected. The explanation that sleep after light treatment is shorter because of a change 
in the wake up threshold is supported by the difference in time course of body temperature 
after the two treatments. 
When animals living in constant conditions are exposed to bright light pulses, their major 
reaction is a phase shift of their circadian rhythms. It is tempting, therefore, to assume a 
similar shift to occur in the human wake-up threshold subsequent to morning light treatment. 
The direction of the shift following bright light is consistent with the advance shift observed 
in circadian rhythms of animals exposed to light in their subjective night and is indeed a 
theoretical prerequisite for entrainment by light (14). 
This research was supported by BION/STW Grant 430.162.STW 
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SUMMARY 
Eight male subjects were exposed to either bright light or dim light between 06.00 and 
09.00 hours for three consecutive days each. Relative to the dim light condition, the bright 
light treatment advanced the evening rise in plasma melatonin and the time of sleep 
termination (sleep onset was held constant). The magnitude of the advance of the plasma 
melatonin rise was dependent on its phase in dim light. The reduction in sleep duration was 
at the expense of REM sleep. Spectral analysis of the sleep EEG revealed that the advance of 
the circadian pacemaker did not affect EEG power densities between 0.25 and 15.0 Hz during 
either NREM or REM sleep. The data show that shifting the human circadian pacemaker does 
not affect NREM sleep homeostasis. These fmdings are in accordance with the predictions of 
the two-process model of sleep regulation. 
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INTRODUCflON 
The timing of human sleep has been the subject of various theoretical models. In this 
journal two models have been published recently (17,8). In the model of Kronauer et al. (17) 
two selfsustaining circadian pacemakers (x and y), interact to generate the sleep wake cycle. 
The x or deep oscillator, located outside the suprachiasmatic nuclei (SCN), is reflected in the 
endogenous component of the body temperature rhythm and REM sleep propensity, whereas 
the y oscillator is thought to regulate the rhythm in Slow Wave Sleep (SWS). In the original 
formulation (17) sleep occurs during the central two-thirds of the trough in y whereas in a 
more recent formulation sleep ends when y upwardly crosses its mean value and sleep begins 
approximately one third of a y-cycle earlier (14). In the two-process model (4,8,9) the 
alternation between sleep and wakefulness results from the interaction of a circadian process 
(process C), which is generated by the circadian pacemaker located in the SCN, and an 
hourglass process. This latter process, called process S, keeps track of the history of sleep 
and wakefulness and thereby monitors the physiological need for sleep. Sleep is initiated 
when S reaches an upper threshold whereafter S decays during sleep until a lower threshold 
is reached and sleep is terminated. Both thresholds together are called process C and are 
modulated by the circadian pacemaker. The minima and maxima coincide roughly with the 
minimum and maximum of the body temperature rhythm respectively. Under normal 
conditions waking up occurs on the rising part of the lower threshold which coincides with 
the rising part of the body temperature curve (15). The time course of process S can be 
monitored by spectral analysis of the EEG during NREM sleep. Power densities of the delta 
and theta frequencies decay exponentially during sleep, reflecting the diminishing sleep need 
(3,12). The build up of process S has been quantified by measuring power density at the 
beginning of a sleep episode as a function of the duration of the preceding wake episode. 
This EEG parameter indeed does increase monotonically as the duration of prior wakefulness 
increases without any sign of circadian modulation (13). 
Since in both models the sleep wake cycle is governed by circadian pacemakers with 
intrinsic periods deviating from 24 hours, pathways by which Zeitgebers exert period and 
phase control over these pacemakers have been postulated. In the Kronauer model (17,14 ) it 
is assumed that Zeitgebers act on the y (the sleep wake) oscillator which in turn influences 
the x (body temperature) oscillator. In contrast, in the two process model it is assumed that 
Zeitgebers directly act on the pacemaker which generates the C process (2,8). Since under 
steady state conditions process S is virtually phase locked to process C, changes in the 
period or phase of the C process will lead to similar changes in the sleep wake cycle. 
There has been some discussion over the nature of the Zeitgebers for the human 
circadian system. Social cues have long been considered powerful Zeitgebers (27) but more 
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recent experiments indicated that light also in humans, as in other mammals, acts as a 
Zeitgeber (6,20,28). The discovery that light of an intensity much higher than ordinary room 
light suppresses the night time melatonin secretion in humans (19) inspired further 
experiments in which the influence of bright light on the human circadian system was 
investigated. It was shown that the rise in plasma melatonin, which can be considered a 
reliable marker of the phase of the circadian pacemaker, could be shifted by shifting dawn 
and dusk even when the timing of sleep was held constant (20). These results indicate that 
the Zeitgeber acts on the deep oscillator directly. An experiment by Czeisler et al (7) in 
which the phases of the body temperature and cortisol rhythms in a single subject were 
delayed after repetitive exposure to bright light in the evening is consistent with this 
hypothesis. Since also in this experiment the timing of sleep was fixed it indeed was 
concluded that "Bright light resets the human circadian pacemaker independent of the timing 
of the sleep-wake cycle" (7), as was postulated in the two-process model (8,9). The next 
question is how shifts of the circadian pacemaker affect sleep timing. The two-process model 
predicts tliat if the history of sleeping and waking is kept constant an advance of process C 
will result in an earlier interception of S and the lower threshold of C, and thus an earlier 
termination of sleep at a slightly higher value of S. The model further predicts that the time 
course of integral EEG power density during sleep, which is thought to reflect process S, is 
not affected. We indeed found that repetitive exposure to bright light in the early morning, 
which resulted in an advance of the rise of body temperature during sleep, did advance 
wake up time whereas the time course of integral EEG power density, which is mainly a 
reflection of the time course of the lowest EEG frequencies (3), was not affected (11). 
Whether power densities of specific sleep EEG frequencies were affected was not analyzed. 
Furthermore no data are available on how an advance of the circadian pacemaker affects the 
duration of the various sleep stages. In the present study we analyzed the time course of 
REM and NREM sleep and the spectral EEG composition following bright or dim light 
treatment. We report that bright light shifted circadian phase as assayed by melatonin, 
without exerting discernible effects on any sleep parameter except (REM) sleep duration. 
MEmODS 
The experiment was carried out in February and March at the department of Biological 
Psychiatry. Eight male subjects (age 23.1 ± 2.5 (S.D.) years) were selected. They all had 
regular sleep habits and were free of sleep complaints. They were exposed to two light 
conditions in a balanced cross-over design. In both conditons the subjects came to the 
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laboratory on 4 consecutive evenings. During the first 3 evenings they were sitting from 
19.00 to 22.00 h in a darkened room at a light intensity of 1 lux. From 22.00 till 06.00 h 
they were allowed to sleep in a completely darkened room. Between 06.00 to 09.00 h, they 
were sitting awake in a laboratory room exposed to 1 lux (candle light) in the dim light 
condition or to 2000 lux (white fluorescent tubes; vita light) in the bright light condition. 
After 09.00 h the subjects left the laboratory. During the morning and evening hours the 
subjects filled out the Stanford Sleepiness Scale (16), every hour. Each morning the 
subjective sleep quality was measured by the Groningen sleep quality scale (22). The interval 
between the two conditions was 3 weeks. 
On the fourth evening of both conditions subjects entered the laboratory at 18.00 h. Light 
intensity was 1 lux. From 19.00 h to 23.00 h blood samples were collected every 30 min by 
venous puncture. These were centrifuged immediately and the plasma was stored at -20°C. 
On the fourth evening the subjects went to bed at 24.00 h. To assess the spontaneous 
termination of sleep, the subjects were instructed not to rise until they felt refreshed. They 
slept in a darkened room without knowledge of clock time. 
EEG, EMO, EOG and body temperature were recorded. The EEG was derived from C3-A2 
and C4-Al. The subjects were adapted to the electrodes during the third night. The EEG was 
recorded at a paper speed of 10 mm*s-1. Paper recordings were scored per 30 sec epochs 
according to the criteria of Rechtschaffen and Kales (23). After low pass filtering at 25 Hz 
(24 dB/oct) both EEG signals were digitized with a sampling rate of 64 Hz. The EMO, EOG 
and a time signal were also digitized and stored on magnetic tape together with the EEG 
data. Both EEG signals were subjected to spectral analysis by a fast Fourier transformation 
on a PDP11J34 computer. Power densities between 0.25 and 15.0 Hz were calculated per 4 sec 
periods, resulting in a 0.25 Hz bin width. The data were reduced to 1 Hz bins by adding 
power densities of adjacent frequencies. The visual scorings of the EEGs were also 
transmitted the computer. This enabled us to calculate power densities per sleep stage and to 
remove movement time epochs. Brief disruptions of EEG signals were removed automatically 
on the basis of the value of the rectified EMG. The blood samples were coded and sent 
deeply frozen to Portland were plasma melatonin levels were assayed by means of gas 
chromatography mass spectrometry (18). The phase of the melatonin rhythm was defined as 
the time at which plasma melatonin concentration reached or exceeded the 10 pg level (Dim 
Light Melatonin Onset, DLMO). The phase of the melatonin onset was determined without 
knowledge of the treatment, to the nearest quarter of an hour by linear interpolation. 
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RESULTS 
Dim light Melatonin onset 
Fig. 1 depicts the clocktime of the dim light melatonin onset in the eight individuals after 
morning exposure to dim light and after morning exposure to bright light. In the dim light 
conditon the inter-individual variation is considerable. The earliest DLMO was located at 
19.30 h, whereas the latest DLMO was at 22.30 h. On average plasma melatonin reached the 
10 pg level at 21.13 h ± 55 (sd) min. After repetitive exposure to bright light the 
interindividual variation was reduced (mean 20.19 h ± 34 (sd) min, range 19.00 - 20.45). In all 
8 subjects the time at which plasma melatonin reached the 10 pg criterion was advanced 
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Dim light melatonin onset after repetitive exposure to dim or bright light. 
suggests that the magnitude of the advance (DLMO time after dim light minus DLMO time 
after bright light) is related to the phase of the OLMO after the dim light treatment. 
Maximum advances are observed in those subjects in whom the OLMO was late after the dim 
light treatment. Statistical analysis of this relation is difficult since stochastic variation will 
result in correlations between dependent variables. The correlation between the advance of 
the OLMO (calculated as time of DLMO after dim light minus time of DLMO after bright 
light) and the time of OLMO after dim light indeed is significantly positive (r =0.807; df=6; 
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p < 0.05). That this is not only due to stochastic variation is suggested by a significant 
correlation of the OLMO times for the two conditions (r = 0.779;df= 6  p < 0.05). This indicates 
that the contribution of stochastic intraindividual variation is restricted. 
Subjective Sleep quality 
Subjective sleep quality was assessed after all nights in the laboratory by means of the 
Groningen sleep complaints scale. The minimum score on this scale is 0, whereas the 
maximum score is 14. High scores indicate low sleep quality. In both conditions sleep 
complaints tended to decrease in the course of the experiment although not significantly 
(F(3,21) = 2.79; p >  0.05; Two factor ANOVA for repeated measures on both factors). Between 
the two conditions no significant differences could be detected (F(l,7) = 2.72; p > 0.05; table 1). 
Table 1. Scores on the Groningen Sleep Quality Scale during the two treatments. 
Night 
Condition 1 2 3 4 
n 8 8 8 5 
Dim light mean 4.1 3.1 3.6 2.2 
S.D 1.6 2.4 2.5 0.8 
n 8 8 8 7 
Bright light mean 3.8 3.5 2.5 1.4 
S.D 2.0 2.4 1.6 1.8 
Sleep stages 
The effects of light treatment on the spontaneous termination of sleep have been reported 
elsewhere (11). After exposure to bright light, a more rapid acccumulation of stages 0,1 and 
MT was observed, indicating an advance of the waking up tendency. If sleep end was 
operationally defined as the first 15 min interval without any epoch of stage 2,3,4 or REM 
sleep, sleep duration was significantly reduced after exposure to bright light by 54 minutes 
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sleep stages 
Sleep stages after exposure to dim (grey bars) or bright light (open bars). Bars 
indicate 1 S.E.M.; n = 8 in both conditions. 
onset and sleep end. Time spent in both stage 3 and stage 4 was virtually identical for the 
two conditions. After exposure to bright light time in stage 2 was insignificantly reduced. 
The total amount of REM sleep however, was significantly smaller after the bright light 
treatment as compared to dim light treatment (94.0 ± 29 vs 116.8 ± 37.5 (sd) minutes; p < 0.05, 
Wilcoxon matched pairs test). The latency to REM sleep was not significantly different for 
the two conditions although the median REM latency was somewhat smaller after the 
exposure to bright light (89.0 and 110.5 min for the bright and dim light condition 
respectively). For an analysis of the temporal distribution of REM sleep, time in REM sleep 
was accumulated for the first 390 minutes, and plotted at 30 minutes intervals (fig. 3). No 
clearcut differences in the rate of accumulation between the two conditions did emerge. The 
percentage of time spent in the various sleep stages mentioned was in no case significantly 
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Accumulation of REM sleep during the first 390 minutes of sleep. Open symbols: 
bright light; Filled symbols: dim light. Bars indicate 1 S.E.M. 
EEG power density 
Integral EEG power density (0.25-15.0 Hz) during stages 1, 2, 3, 4 and REM sleep was 
accumulated from sleep onset to sleep end, resulting in EEG energy. Since large differences 
in the absolute power densities existed between individuals, EEG energy was expressed 
relative to the EEG energy accumulated from sleep onset to sleep end during the night after 
the dim light treatment ( = 100% ). After exposure to bright light the total EEG energy 
amounted to 94.8 ± 17.6%. This was however, not significantly different from 100%. The time 
course of this accumulation was analyzed by fitting an exponential saturating curve, 
E(t) = A(l-e-r*C<-<0>) to the data, using a least square criterion. E(t) represents energy 
accumulated at time t. A represents the asymptote, r the inverse of the time constant, tO 
allows the fitted curve to be different from 0 at t = 0, and t represents time. The resulting 
decay rates r were 0.245 and 0.239 "log units/h for the dim and bright light condition 
respectively. The percentage of the total variance accounted for by the fitted curve was 91 
and 87% for the dim and bright light data respectively. For a further analysis of the effects 
of treatment on the sleep EEG, power densities were calculated per 1 Hz bin during REM 
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sleep and NREM sleep (stage 1 not 
included) separately, for the first 390 minutes of sleep. In all subjects, power density in each 
frequency bin was expressed relative to power density during either NREM or REM sleep in 
the first 390 minutes of sleep after the dim light treatment ( = 100%). By this method both 
interindividual differences in power density, differences in power density between NREM and 
REM sleep and differences in power density between the various frequencies are eliminated. 
Since in both conditions only the first 390 minutes of sleep were included differences 
between the two treatments cannot be attributed to the difference in sleep duration. The 
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Power densities during REM (upper part) and NREM sleep (lower part) during the 
first 390 minutes of sleep after repetetive exposure to bright light. 100% = power 
density after exposure to dim light. Bars indicate 1 S.E.M.; n = 8 in both conditions. 
power density in any of the frequencies analyzed differed significantly between the two 
conditions. Only small deviations !':'om the 100% level can be observed. 
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Sleep duration and phase of melatonin onset 
For an analysis of the relations between the phase of the dim light melatonin onset and 
the spontaneous termination of sleep, Pearsons correlation between the clocktimes of sleep 
end and of the DLMO was calculated for all 16 nights: r = 0.216, df = 14, p > 0.1. If the small 
variation in sleep onset times was accounted for by calculating the correlation between sleep 
duration and DLMO the correlation was 0.152, df= 14, p > 0.1. Finally the correlation between 
the change in sleep duration and the change in the DLMO between the two treatments was 
calculated. Also this correlation was not significant (r = -0.141, df= 6, p > 0.1). So, neither 
variation in the phase of melatonin onset, nor the change of this phase in response to light 




The observed advance in the rise of plasma melatonin in the evening after repetitive 
exposure to bright light in the morning relative to the rise of plasma melatonin after 
repetitive exposure to dim light is in accordance with the findings reported by Lewy et al. in 
both healthy control subjects (20) and patients suffering from winter depression (21). Since 
also in the present experiment sleep times were fixed and identical during the two treatments 
the observed advance in the DMLO indicates that the circadian pacemaker by which the 
melatonin rhythm is driven can be phase advanced by bright light pulses in the early morning 
independent of the temporal placement of sleep. Also this finding is in accordance with those 
by Lewy et al. (20,21). We reported earlier that the rise of body temperature at the end of 
the night was also advanced after the exposure to bright light in the early morning (11). 
Czeisler et al. (7) reported that bright light in the evening phase delayed the body 
temperature and cortisol rhytm. So, it is now well established that the effects of bright light 
on the phase of the circadian rhythms of at least three physiological variables are not 
entirely mediated through the sleep-wake cycle. The magnitude of the phase shift of the 
DLMO correlated with the phase of the DLMO after exposure to dim light. The trivial 
statistical explanation that correlations between dependent stochastic variables turn 
significant is unlikely to explain everything since the correlation of the DLMO phase of 
individuals was significant over the two conditions. An alternative explanation is that the 
87 
small advance observed in those subjects in whom the DLMO is already early after the dim 
light treatment is due to the exposure to normal daylight in the afternoon. This light may 
either prevent the phase advance of the circadian pacemaker driving the melatonin rhythm or 
mask the advance by direct suppression of the melatonin production. A third possibility is 
that the particular part of the phase response curve exposed to light differs between the 
subjects with early and late DLMO after exposure to dim light. From the present data it can 
not be concluded which hypothesis is most likely to be true. Interestingly though, in patients 
suffering from seasonal affective disorders the DLMO is delayed relative to normal controls 
(21). This delayed OLMO can be normalized by light treatment. Compared to the normal 
controls, the induced phase advance in these patients, was much larger. The observed relation 
between initial phase and phase shift within the present sample of normal subjects may 
reflect a similar underlying mechanism. 
Sleep parameters 
The advance of the DLMO and body temperature rise induced by the bright light 
treatment was accompanied by an advance of the spontaneous termination of sleep. The 
resulting reduction of sleep duration did not affect the amount of stages 3 and 4, which are 
predominantly present at the beginning of a sleep episode (29). This finding is in accordance 
with studies in which sleep duration was curtailed by varying the phase of sleep onset by 
extending prior wakefulness (1). Also in experiments in which sleep duration was limited 
during several nights the duration of SWS was not reduced (25). The somewhat smaller 
amount of stage 2, which is predominant at the end of a sleep episode, after the bright light 
treatment is reminiscent of the reduction in stage 2 in the experiments of both Akerstedt 
and Gillberg (1), and Webb (25). The reduction in the total amount of REM sleep in the 
present experiment is also in accordance with the findings in the studies cited. The absence 
of an effect on the percentage of REM sleep and on REM latency was also reported by 
Akerstedt and Gillberg (1). However, an increase in the percentage of REM sleep at the 
beginning of sleep and a reduction of REM latency have been reported under conditions of 
temporal isolation (5,30). Under these circumstances the minimum of the body temperature 
rhythm shifts to the beginning of the major sleep episode. The failure to fmd an effect of 
phase advancing the circadian rhythm of body temperature and melatonin on the percentage 
of REM sleep, the time course of REM sleep and REM latency may be due to the relatively 
small advance induced in this experiment (1 hour vs 4-5 hours in free running experiments). 
In the Akerstedt and Gillberg experiment the absence of a circadian modulation of REM 
latency may have been due to the interaction of circadian REM propensity and pressure for 
SWS which increases with increasing duration of prior wakefulness. The present data support 
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the notion that NREM sleep and esspecially deep NREM sleep (SWS) is regulated very 
accurately by a homeostatic control mechanism, whereas the amount of REM sleep is lo a 
large extent directly determined by sleep duration. The analysis of power densities during 
NREM and REM sleep in the frequency range from 0.25 -15.0 Hz during the first 390 minutes 
of sleep revealed that the light treatment did not affect any of the EEG frequencies analyzed 
during either NREM or REM sleep. The analysis of the effects of light treatment on the time 
course of integrated EEG energy, which is largely determined by slow wave activity, resulted 
in similar decay rates for the two conditions (0.245 and 0.239 °log units *h-1 for the dim and 
bright light condition respectively). So, in accordance with findings on SWS (24,26), the 
different phase relation between sleep and the human circadian system did not affect the 
time course of EEG power density. In terms of the two process model of sleep regulation this 
indicates that the timecourse of process S is not dependent on the circadian phase of sleep 
onset. These decay rates obtained in the present study are very similar to the decay rates 
derived from Borbely's data (.238) (8) and data from a previous experiment (.243) (12). In a 
previous experiment (12) we showed that EEG power density is proportional to the first 
derivative of S with respect lo time. So, the somewhat smaller total amount of EEG energy 
which accumulated during sleep after the bright light treatment can be interpreted as a 
higher level of S al which sleep termination occurs when the lower threshold is advanced. 
The absence of a significant correlation between the shift of the DLMO and the change in 
sleep duration may be explained by the noise which is superimposed on the wake up threshold 
(8). Alternatively it could be explained by assuming that light exposure not only shifts the 
phase of the C process but also changes the shape of the threshold. This suggestion can be 
derived from a model of the circadian pacemaker in which two coupled oscillators constitute 
this pacemaker (10). Increase in daylength by bright light in the early morning will change 
the phase relation between the two oscillators, which may result in a change in the shape of 
various circadian rhythms, including the wake up threshold. Although in the present 
experiment the circadian pacemaker was advanced by only one hour the data are in 
accordance with the predictions of the two process model of sleep regulation. An advance of 
the circadian pacemaker was induced by exposure to bright light in the early morning. This 
effect of light was not mediated through the sleep wake cycle. The advance of the circadian 
pacemaker resulted in a reduction of sleep duration. This reduction in sleep duration was not 
accompanied by any change in EEG power density or its time course. These data indicate 
the independency of the events within NREM sleep from the circadian system and the strong 
influence of the circadian system on the termination of this sleep process. Experiments in 
which more dramatic shifts of the human circadian pacemaker are induced may further 
elucidate these interactions. 
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SUMMARY 
The sleep EEGs of 9 young adult males (age 20-28 years) and 8 middle aged males (42-56 
years) were analyzed by visual scoring and spectral analysis. The age related differences were 
compared to the changes over the sleep episode. In the middle aged subjects power densities 
in the delta, theta and sigma frequencies were attenuated as compared to the young subjects. 
In both age groups power densities in the delta and theta frequencies declined from NREM 
period 1 to 3. In the sigma frequencies however, no systematic changes in power density 
were observed over the sleep episode. In both age groups the decay of EEG power (0.75-7.0 
Hz) over successive NREM-REM cycles and the time course of EEG power during NREM sleep 
were analyzed. The decay rate of both EEG power over successive NREM-REM cycles and 
EEG power during NREM sleep was smaller in the middle aged subjects than in the young 
subjects. It is concluded that the age related differences in the human sleep EEG are not 
identical to the changes over the sleep episode. The smaller decay rate of EEG power during 
NREM sleep in the middle aged subjects is interpreted as a reduced sleep efficiency. The 
results are discussed in the frame work of the two-process model of sleep regulation. 
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INTRODUCTION 
Age related changes in human sleep have been studied extensively and profound 
differences between age groups have been reported (for a review see 13). Most studies used 
conventional sleep scoring techniques and a consistent fmding across these studies is a 
decrease in stage 4 of NREM sleep with increasing age. Changes in stage 3 are less 
consistently reported. Compared to young adults, both normal and reduced levels of stage 3 
have been described with increasing age. These changes in slow wave sleep are accompanied 
by an attenuation of the amplitude of delta waves (8,10,14). One interpretation of this age 
related change is that the reduction in SWS reflects a reduced need for deep NREM sleep 
(13, pag 198; 1). This interpretation is supported by similarities between the age related 
differences on the one hand and the changes over a sleep episode and those induced by sleep 
deprivation on the other. In the young adult the most striking change over a sleep episode is 
the steep decrease in the duration of the stages 3 + 4 from the beginning of sleep to the 
end (21). Also in older subjects SWS is predominantly present in the beginning of sleep (9). 
In both age groups this sleep dependent decrease in SWS is thought to reflect diminishing 
NREM sleep need. Enhancement of sleep pressure by increasing the duration of prior 
wakefulness results in an increase in the amount of SWS both in young adults (3) and older 
subjects (5,18,20). In a recently developed model for the timing of sleep and wakefulness (4,6) 
these changes are thought to reflect a sleep regulatory process. In this model the timing of 
sleep and wakefulness results from an interaction between a homeostatic process S and a 
circadian process C. Process S reflects sleep debt which increases during waking in a 
saturating exponential way and decreases exponentially during sleep. The circadian process 
modulates the upper and lower limits of S. If S reaches the upper threshold sleep is initiated 
lo continue until the lower threshold is reached. Both thresholds covary with the body 
temperature rhythm. In young adults the time course of process S was quantified on the basis 
of the changes in EEG power density over a sleep episode and the changes induced by sleep 
deprivation (3). The shape of the thresholds was derived from an experiment in which the 
spontaneous termination of sleep was assessed after varying the duration of prior wakefulness 
(2). The parameters obtained allowed computer simulations of the timing of sleep and 
wakefulness in a variety of experimental conditions, including temporal isolation. Whether or 
not the parameter values in this model are age dependent has not been investigated. A 
fundamental question is whether or not the changes in the sleep EEG with increasing age can 
be explained completely by an attenuation of sleep need (i.e a reduced level of S at the 
beginning of sleep). To answer this question we need a detailed analysis of the age related 
changes of the sleep EEG. Visual scoring of the sleep EEG is not sensitive enough for such a 
comparison. This can be concluded from an experiment in which visual scoring was combined 
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with spectral analysis (3). Sleep deprivation not only increased the amount of SWS but power 
densities in the delta and theta freqencies within SWS were enhanced. Also within stage 2 
and REM sleep spectral analysis detected changes in specific frequency bands which went 
unnoticed by the visual analysis. Furthermore, spectral analysis allows a quantitative 
description of the time course of EEG power density during sleep. In this paper we compare 
power densities during NREMS and REMS of young adult and middle aged male subjects and 
analyse the time course of power density in these two groups. The results are interpreted in 
the framework of the two process model of sleep regulation. 
MFfHODS 
Nine young adult males (mean age 22.8 years; range 20-28) and eight middle aged males 
(mean age 49.8 years; range 42-56 ) were paid to participate in the study. They were all in 
good health and were free of sleep complaints as assessed by a general sleep complaints 
scale. During the experiment the use of alcohol or other drugs was not allowed. The subjects 
were asked not to take naps and to avoid irregular activities. The data presented here were 
collected after one adaptation night in the laboratory. All subjects went to bed in the 
laboratory at their habitual bedtimes. EEG, EMO and EOG were recorded. The EEG was 
derived from C4-Al and C3-A2. All signals were on line analog to digital converted with a 
sampling rate of 64 Hz. Before the conversion the EEG signals were low pass filtered at 25 
Hz (24 dB/oct). Digitized data were stored on magnetic tape. On both EEG signals spectral 
analysis was performed on consecutive 4 seconds epochs, with a fast Fourier transform 
routine on a PDPll/34 computer. By adding the power densities over adjacent frequencies the 
data were reduced to 0.5 Hz bin width for the frequencies up to 1.0 Hz and 1.0 Hz bin width 
between 1.25 and 15.0 Hz. The lowest bin was not included in the final analysis. The EMO 
was rectified and integrated over 4 sec. epochs. All EEGs were scored manually per 30 
seconds, according to the criteria of Rechtschaffen and Kales (16). Power spectra were 
calculated for NREM sleep (stages 2,3, and 4) and REM sleep. All epochs of stages 0, and MT 
(movement time) were excluded from the analysis. Short lasting disruptions of the EEG signal 
due to arousals were removed on the basis of the rectified EMO. 




Table 1 contains the time spent in the various sleep stages during the first 360 min after 
sleep onset for the two age groups. Sleep onset was defined as the first occurrence of stage 
2 provided that less than 2 minutes of stage 0 or MT was present in the next ten minutes. 
The middle aged males ("old" subjects) had significantly less stage 4 than the young adult 
males ("young" subjects). In 4 of the 8 old subjects only 1 min or less stage 4 was scored. In 
the duration of stage 3 no significant differences were observed between the two groups. 
Table 1. Sleep stages in minutes (SD) during the first 360 minutes of sleep. 
Age 20-28 42-56 p 
n = 9  n = 8  
Stage 0 7.3 (15.5) 10.6 (9.2) ns 
Stage 1 14.8 (12.1) 26.0 (14.7) ns 
Stage 2 167.7 (36.9) 193.3 (46.3) ns 
Stage 3 48.9 (21.5) 42.8 (28.9) ns 
Stage 4 54.8 (26.8) 21.1 (34.4) < 0.05 
sws 103.7 (33.2) 63.9 (52.0) ns 
MT 6.4 (3.3) 3.4 (5.7) ns 
Stage REM 62.2 (13.0) 62.7 (14.0) ns 
Although on average old subjects had more stage 0,1 and 2 than young subjects, for none of 
these stages the difference was statistically significant. Time spent in stage REM during the 
first 360 minutes of sleep was virtually identical for the two groups. The differences between 
the two age groups were preserved when the total recording period was analyzed. 
Power densities during the first 360 minutes of sleep were calculated for NREM sleep 
(stage 2, 3 and 4) and REM sleep. Profound differences were found between the two age 
groups. For a visualization of these differences the absolute power densities are not suitable 
since from 1 to 15 Hz the absolute values encompassed several log units. Therefore, the old 
subjects' power density in each frequency bin was expressed as a fraction of the average 
power density in the young subjects in that bin, for both REM sleep and NREM sleep (fig 1). 
During NREM sleep power densities in the delta and theta band in the old subjects were on 
average lower than those of the young subjects. These differences were statistically 
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significant between 2 and 5 Hz (For the statistical evaluation the absolute values were used). 
The largest attenuation was observed in the 1.25-2.0 Hz bin. In this frequency band power 
densities in the old subjects were on average as low as 32 percent of the value in the young 
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EEG power density during the first 360 minutes after sleep onset, in middle 
age subjects, expressed as percentage of power density in young adult 
subjects. Filled symbols: NREM sleep. Open symbols: REM sleep. Absolute 
power densities of uderlined frequency bins differed significantly between the 
two age groups (Students t-test). Power densities are plotted at the upper 
boundaries of the frequency bins. 
also significantly lower than in the young subjects. During REM sleep power densities over 
the entire frequency range, with the exception of the lowest frequency bin, were somewhat 
lower in the old subjects. Only in the 2.25-3.0 Hz bin this difference was statistically 
significant. Power densities during NREM sleep were calculated for the first three 
NREM-REM cycles, in both age groups. In fig. 2 the power densities during the second and 
third NREM period are expressed relative to the values of the first NREM period for both 
the old and young subjects. Friedman's non parametric ANOVA for repeated measures 
revealed that in the young subjects there was a progressive reduction in power densities 
between 1 and 11 Hz from cycle 1 to 3. The largest change from cycle 1 to 3 was present in 
the 1.25-2.0 Hz band. In the third cycle power densities in this band had dropped to 32.6 ± 
5.0% (S.E.M.) of the value in the fust cycle. In the highest frequencies analyzed no 
significant changes were observed. In the old subjects the reductions from cycle 1 to 3 were 
on average smaller than those in the young subjects. In the old subjects the significant 
changes from cycle 1 to 3 were limited to 1 to 7 Hz. But also in the old subjects the largest 
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Fig. 2. EEG power density during the second and third NREM period expressed as percentage 
of power density in the first NREM period. A: young subjects; B: middle aged 
subjects. Power densities of underlined frequencies varied significantly over the first 
three NREM periods. (Friedman's non parametric ANOVA for repeated measures.) 
density in the 2 Hz band during the third NREM period amounted to 52.2 ± 3.9% (S.E.M.) of 
the value in the first cycle. In the frequencies above 7 Hz no significant changes were 
observed. The somewhat smaller reduction from cycle 1 to 3 in the old subjects suggest that 
the changes over the entire sleep period are smaller in the old subject than in the young 
subjects. This further implicates that the observed differences in the absolute power densities 
(fig. 1) change from the beginning of the sleep period to the end. The changes over the 
sleep period in the absolute power densities were analyzed by calculating the integral power 
(0.75-7.0 Hz) in stage 1, NREM and REM sleep for all NREM-REM cycles in both age groups. 
The average values per NREM-REM cycle were plotted against the corresponding cycle 
midpoint (fig. 3). The difference between the two age groups was largest at the 
beginning of the night i.e during the first NREM-REM cycles, and then gradually became 
smaller. 
To quantify the changes over the sleep period integral powers (0.75-7.0 Hz) per 
NREM-REM cycle were in each subject expressed as a fraction of the average power densities 
during the first 360 minutes of sleep of that subject. The "log transformed values were 
correlated with the cycle midpoints. In both age groups a highly significant correlation was 
obtained (r = -0.878, df=36, p < 0.001; r = -0.918, df=30, p < 0.001, for the young and old subjects 
respectively). The decay rates were calculated from the slopes which resulted from the linear 
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regression analysis. These decay rates were 0.225 ± 0.021 and 0.155 ± 0.012 °log units ( ± SE) 
per hour for the young and old subjects respectively. The 95% confidence intervals of the 
two decay rates did not overlap. Adding a quadaratic term to the analysis revealed a small 
but significant positive quadratic term in the young subjects (F1,35 = 5.826; p < 0.05). In the old 
subjects the quadratic term was not significant (F1,31 = 1.528; p > 0.05). Since power density 
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Fig. 3 EEG power (0.75-7.0 Hz) during stage 1,2,3,4 and REM averaged per NREM-REM 
cycle. Values are plotted at cycle midpoints. Filled symbols: young subjects; open 
symbols: middle aged subjects. Number of subjects contributing to each average is 
indicated. Bars indicate 1 S.E.M. Plotted lines are the exponential decay functions 
which resulted from linear regression analysis on the 0log values of the absolute 
powers per NREM-REM cycles. In this analysis all NREM-REM cycles were included; 
n = 38 and 32 for the young and middle aged subjects respectively. (The deviation 
between this line and the average power density in the first cycle in the young 
subjects is a consequence of the logarithmic transformation). 
during REMS is very low, differences between the two groups in the temporal distribution of 
REMS may have caused the different decay rates. This would imply that the different decay 
rates do not necessarily reflect a difference in the time course of the NREM sleep process. 
To investigate the influence of REMS we accumulated EEG power density (0.75-7.0 Hz) 
during NREMS over the first 4 hours of NREM sleep, resulting in NREM EEG energy. The 
values were expressed relative to the total energy after 4 hours of NREM sleep and plotted 
at 30 minute intervals (fig. 4). For both the young and old subjects EEG energy accumulated 
in a saturating exponential way. This shows that the decay of power density over time in 
NREM sleep is essentially exponential. The rate of accumulation was however somewhat faster 
in the young subjects than in the old subjects. For a quantitative evaluation the function 
E(t) == A(l-e-r"C<-<0>) was fitted to the data without including the normalization points, using 
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the least squares criterion. A represents the asymptote, r the accumulation rate (the inverse 
of the time constant) and to allows a correction for the low power densities in the first 
minutes of sleep. (Power densities are modulated over all NREM periods but the accumulation 
procedure is especially sensitive to the low power densities in the first part of the first 
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Fig. 4 Accumulation of EEG energy (0.75-7.0 Hz) during the first 4 hours of NREM sleep 
plotted against elapsed NREM time. Values are plotted at 30 minute intervals and 
expressed relative to EEG energy accumulated after 240 minutes of NREM sleep. 
Filled symbols: young subjects; Open symbols: middle aged subjects. Plotted lines 
resulted from fitting an exponential saturating function (Et = A(l-e-r<<-<0>) to the 
data. (see text for details). 
the same time. In later NREM periods the parts with low power densities, just before and 
just after a REMS episode, do not occur at the same NREM time due to the variation in 
length of the NREM periods.) In the young subjects, 95% and in the old subjects 96% of the 
total variance could be explained by fitting the 3 free parameters. The resulting parameters 
were however not identical for the two age groups. The asymptote A for the young subjects 
was 120% whereas in the old subjects a value of 214% was obtained. The accumulation rates 
were 0.430 and 0.163 "log units per hour for the young and old subjects respectively. Thus 
also after exclusion of REM sleep the changes over a sleep episode were different for the 
two age groups. It could be argued though that the assumption of an exponential decline of 
power density over a sleep episode, which implicates that at t = co power density = 0 is not 
valid. If this limit is identical in the two age groups, but different from zero, the higher 
absolute power densities in the young subjects could obscure this limit but in the old 
subjects its contribution may be considerable. Not including this limit in the fitting 
procedure could then result in a lower decay rate in the old subjects which however, does 
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not reflect the rate of change over the sleep episode. Assuming that this limit is positive 
would mean that the accumulation of EEG energy should be fitted with a saturating 
exponential function with a additional linear trend (E(t) =A(l-e-r•ct-to) + c*t). In both age 
groups this procedure resulted in a positive linear trend. The difference in the (horizontal) 
asymptote became much smaller (65.1 % and 98.7% for the young and old subjects respectively). 
The difference in the inverse of the time constant of the exponential process however, was 
preserved (0.713 and 0.265 °log units/hour for the young and old subjects respectively). 
DISCUSSION 
The analysis of the sleep stages revealed that in the middle age males the amount of 
stage 4 but not stage 3, was reduced as compared to the young adults. This finding is in 
agreement with those studies in which the 75 µ. V criterion for the scoring of delta sleep was 
maintained (see 13 for references) . In these studies in general, also no reduction in stage 3 
was reported. Spectral analysis revealed that during NREM sleep power densities between 1 
and 5 Hz were significantly lower in the old subjects. But also in the sigma band (13 and 14 
Hz) power densities were attenuated in older subjects. This latter fincling is in accordance 
with the reduced spindle amplitude reported by Principe et al (15). Thus the age dependent 
changes in the NREM sleep EEG are not limited to those frequencies which are typical for 
stages 3 + 4, i.e the delta frequencies, as is often suggested in the literature. Another 
conclusion from fig. 1 is that not all frequencies are affected equally. The largest reduction 
is observed in the 2 Hz band. Feinberg et al (11) analyzed the amplitude/frequency relation 
during NREM sleep, in young (22.2 years) and older subjects (71.8 years). From their analysis 
it was also concluded that the amplitude of delta waves declines more with age than 
amplitude in the higher frequencies. In the present analysis power densities in the old 
subjects were also reduced during REM sleep, especially in the 3 Hz band, a fincling which 
has not been reported before. Despite the large differences in the absolute power densities 
the changes over the sleep episode were remarkably similar in the two age groups. In both 
age groups the power densities in delta and theta frequencies decreased. In the young 
subjects the sleep related changes extended up to 11 Hz. The present findings are in good 
agreement with the analysis of Borbl\ly et al (3), of changes in power densities over the 
sleep period in young adults. Furthermore, after sleep deprivation power densities in the delta 
and theta frequencies were enhanced, and power density in the 15 Hz band was attenuated. 
In a nap study in young adult female subjects it was shown that the power densities in the 
delta and theta frequencies during sleep were a monotic rising function of the duration of 
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prior wakefulness (7). In this study power density in the 15 Hz band decreased with 
increasing duration of prior wakefulness. In all these studies power density in the 2 Hz band 
was most strongly affected. Recovery sleep after sleep deprivation in aged subjects has not 
been subjected to spectral analysis, although an increase in SWS after sleep deprivation has 
been reported also in older subjects (5,18,20). The picture emerging from these experiments is 
that the amplitude and/or number of delta and theta waves go up and down with sleep debt 
whereas power density in the sigma frequencies may follow an inverse pattern. One 
interpretation of the observed lower power densities in the delta and theta frequencies in the 
middle aged subjects is that in these subjects sleep debt at the beginning of the nocturnal 
sleep episode, is much smaller than in the young subjects. 
The reduced power density in the spindle frequencies however can not be attributed to a 
reduced sleep debt, since over the sleep period no change or even an increase in power 
density is observed. So the age related changes of the sleep EEG cannot be fully explained 
by changes in the hypothetical process S. Since this 'age effect' or 'non process S effect' 
may also affect power densities in the delta and theta frequencies the reduced sleep debt 
interpretation is premature. The observed attenuation of power density in the delta and theta 
frequencies could equally well be explained by assuming that not the level of S is reduced 
but that the relation between the sleep EEG and process S has changed with increasing age. 
In our present sample the decay of power density integrated over 0.75-7.0 Hz and averaged 
over successive NREM-REM cycles was in both age groups essentially exponential, although in 
the young subjects a small deviation from an exponential decline could be observed. When 
disregarding the quadratic term, the time constants of the exponential decay however were 
diferent for the two age groups. The decay rate in the young subjects (0.225) was virtually 
identical to the decay rate obtained by Borbely (0.238) in an independent study in subjects of 
about the same age (3) . The decay rate in the middle aged subjects however was significantly 
smaller (0.155). In the quantitative formulation of the two process model (6) the time 
constant of the decay of process S during sleep was derived from the decay of EEG power 
density averaged over NREM-REM cycles. This implies that the decay rate of process S will 
change if the temporal distribution of REM sleep changes. The possible contribution of a 
different REMS distribution, which has been reported in older subjects (17) and was also 
present in our sample (data not shown) could not explain this different decay rate since the 
time constant of the accumulation of NREM EEG energy was also different for the two age 
groups. This difference was preserved when a linear trend was added to the fitting 
procedure. Keane et al. (12) also reported a flatter distribution of delta waves across the 
night in older subjects, although they did not analyse NREM sleep separately. So, it can be 
concluded that in older subjects not only the temporal distribution of REM sleep is changed 
but the time course of NREM sleep is also affected. One interpretation of this finding is that 
in the middle aged subjects sleep is less efficient; i.e. the decay of NREM sleep debt during 
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sleep is slowed down. This interpretation is in accordance wilh complaints of older subjects 
about less restorative sleep (13), What are theoretically the consequences of this reduced 
sleep efficiency for the timing of sleep in older subjects? The only parameter of the two 
process model which has been measured directly in the present analysis is the decay rate of 
S during sleep. The value for the young subjects, based on the analysis per NREM-REM 
cycle, is very close to the value originally derived from the data of Borbely, which implies 
that the decay rate is a rather robust characteristic of sleep in young adults. Simulations 
with the decay rate obtained in the middle aged subjects, leaving the remaining parameters 
unchanged, result in a prolonged sleep duration (562 ± 22 (sd) min vs 497 ± 24 min for the 
middle aged and young subjects respectively). This longer sleep duration is not accompanied 
with an earlier sleep onset, but the moment of waking up is delayed for on average 70 
minutes. These results are at variance with existing data on the Liming of sleep in older 
subjects. No change or a reduction in sleep duration with increasing age is generally reported 
(13,19). Furthermore, sleep end is generally advanced in middle aged subjects as compared to 
young subjects (19,22). In free running conditions older subjects sleep less than younger 
subjects (22). The simulations further show that reduction of the decay rate does not result 
in a lower level of S at sleep onset. So, if the reduced power density in the delta and theta 
frequencies are interpreted as a reduced level of S during sleep, this reduction is not the 
consequence of a slower decay of S during sleep. Changing the decay rate only, and leaving 
the remaining model parameters unchanged does not produce any of the characteristics of 
sleep timing in aged subjects. For a complete understanding of the age related changes in 
sleep regulation, in the frame work of the two-process model, experiments designed to 
measure the remaining parameters are needed. 
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SUMMARY 
In order to interpret the sex difference in sleep duration in terms of the two process 
model of sleep regulation, baseline sleep of 13 men (mean age 23.5 years ) and 15 women 
(21.9 years) was analyzed. Visual scoring of the EEG's revealed no significant differences 
between the sexes in the amount of SWS and REM sleep. Spectral analysis however, detected 
significantly higher power densities during NREM sleep over a wide frequency range 
(0.25-11.0 Hz) in the female subjects. Also during REM sleep power densities were higher in 
the female subjects. Comparison of these differences with published data on the effects of 
sleep deprivation on EEG power density did however not suggest that a common mechanism 
underlies the effects of sleep deprivation and the sex difference in the sleep EEG. The 
analysis of the time course of EEG power during sleep revealed that the decay of EEG 
power (0.25-15.0 Hz) averaged per NREM-REM cycle over consecutive NREM-REM cycles 
deviated slightly from an exponential function, in both males and females. This contrasts the 
assumption of the two-process model of sleep regulation. If only the changes in power over 
consecutive NREM periods were considered, an exponential function adequately described the 
timecourse in the male subjects but in the female subjects there still was a slight but 




Comparison of objective sleep parameters of males and females has revealed differences in 
NREM sleep and sleep duration. In this report an attempt is made to interpret these 
differences. A sex difference in sleep duration has been detected under conditions of 
temporal isolation. During internal synchronization of the sleep-wake cycle and the body 
temperature rhythm, women sleep on average approximately one and a half hour longer than 
men although the period of the body temperature rhythm in women is shorter (1,2,3). Also 
under normal laboratory conditions a difference in sleep duration has been reported (4). A 
sex difference in human NREM sleep has been reported for middle aged and older subjects. 
Visual analysis of the sleep EEG according to the criteria of Rechtschaffen and Kales (5) 
revealed that in these age groups women spent more time in stage 4 than men (6,7). In young 
adults however, to our knowledge no significant differences in SWS between the sexes have 
been reported (4). This may be due to a sex difference in the aging process which is 
accompanied with a reduction in SWS (6). Alternatively, a sex difference in the number and 
or amplitude of delta waves may be already present in young adults but can not be detected 
by the classical visual scoring since differences in amplitudes above 75 µ. V and percentages of 
delta waves per epoch over 50% do not influence the classification. These differences in the 
sleep EEG can however be detected by spectral analysis (8). Both sex differences are of 
interest to the two-process model of sleep regulation (9,10) since in this model sleep 
duration is in part regulated by a homeostatic process S which is thought to be closely 
linked to NREM sleep. If only process S is considered, a longer sleep duration in women may 
result from either a faster accumulation of S during wakefulness resulting in a higher level 
of S at sleep onset, or from a slower decay of S during sleep. The time course of process S 
is considered to be reflected in the power density of the sleep EEG. Power density of the 
delta and theta frequencies as well as SWS were shown to increase monotonically with 
increasing duration of prior wakefulness (11, 12) whereas during sleep power densities 
decayed (8). Not all frequencies are equally affected by variations in the duration of prior 
wakefulness or prior sleep. Power densities in both the delta and theta frequencies increase 
monotonically with increasing duration of prior wakefulness, and power densities in these 
frequencies decrease during sleep. Within these frequency bands power density from 1.25-2.0 
Hz shows the strongest change. A similar differential reaction of power densities could be 
observed during and after SWS deprivation (13,14). Also here the reaction was maximal in 
the 1.25-2.0 Hz band. These data may provide cues for the interpretation of the differences 
between sexes. If women do have a higher level of S at sleep onset they should have higher 
power densities in the delta and theta frequencies than men and the difference should be 
largest in the 1.25-2.0 Hz band. The two process model assumes that S decays exponentially 
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during sleep. This assumption was based on an analysis of the time course of EEG power 
density over successive NREM-REM cycles in 8 subjects during baseline sleep anC: recovery 
sleep after sleep deprivation (8) and earlier suggestions in the literature (15,16,17). We could 
not reject this assumption in an analysis of baseline sleep in 9 male subjects (13). If the 
longer sleep duration of women is due to a different decay rate of S, the decay of power 
density during sleep should be slower in women than in men. In a small sample (n = 6) we 
indeed did find that women have a lower decay rate as compared to men (18). For the 
present paper we increased the sample size and report that women have higher EEG power 
density during both NREM sleep and REM sleep and that the time course of EEG power over 
successive NREM-REM cycles is different for the sexes, but that the decay deviates slightly 
from an exponential process. 
MEmODS 
For the present comparison data were used obtained in baseline nights of other 
experiments as well as nights recorded exclusively for the present purpose. All nights were 
preceded by one adaptation night. Subjects were 13 males (mean age: 23.5 years, range 20-28) 
and 15 females (mean age: 21.9, range 19-27). All subjects were free of sleep complaints and 
had regular sleep habits. Nine female subjects used oral anticonceptives. No sleep 
registrations were made during the menses. The sleep EEG was recorded with a paper speed 
of 10 mm.s-1 and scored per 30 second epochs according to coventional criteria (5). The time 
constant of the preamplifier was 1 sec. The EEG signals were low pass filtered at 25 Hz (24 
dB/oct). The EEG (C3-A2, C4-Al) and the EMG signals were digitized on line with a sampling 
rate of 64 Hz. The EMG was rectified and both EEG signals were subjected to spectral 
analysis by means of a Fast Fourier Transform (FFT) routine on a PDPll/34 computer. Power 
densities were calculated between 0.25 and 15.0 Hz per 4 sec. epoch. Data were reduced to 1 
Hz bins by adding power densities over adjacent 0.25 Hz bins. The resulting 1 Hz bins will be 
referred to by mentioning their upper limit, so the 2 Hz band ranges from 1.25-2.0 Hz. At 
the beginning of each recording a 10 Hz, 50 µ. V calibration signal was recorded and processed 
identically. For the calculation of power spectra the best of the two EEG leads was used. 
The visual scores were also fed into the computer and synchronized with the FFr data. This 
allowed us to calculate power densities per sleep stage, per NREM-REM cycle or per time 
interval. Besides movement time epochs and epochs of stage 0, also short lasting disruptions 




Table 1 contains sleep parameters derived from the entire sleep period in addition to 
parameters for the first 390 minutes after sleep onset. A comparison of TST of women and 
men is not very informative since not all nights were terminated spontaneously. On average, 
the latency to stage 2 tended to be somewhat longer in females than in males (t-test 
two-tailed; p = 0.07). No difference in mean or median REM latency or duration of the first 
REM period was observed. REM % for the entire night and minutes of REM sleep during the 
first 390 minutes of sleep were not significantly different for the sexes. Likewise, no 
Table 1. Sleep stages and related EEG parameters in men and women. 
Sleep period first 390 min 
men women men women 
TSP (min) 462.1 (28.8) 500.3 (59.1) 
STO % 2.7 (2.5) 1.1 (1.0) 4.7 (5.3) 3.0 (3.7) 
STl % 4.7 (2.4) 5.7 (2.2) 16.9 9.8 19.5 (8.6) 
ST2 % 48.6 (6.5) 45.1 (7.1) 188.5 (27.2) 169.7 (32.7) 
ST3 % 10.2 (3.8) 12.2 (4.3) 45.9 (17.8) 53.0 (20.3) 
ST4 % 12.2 (5.4) 13.5 (3.2) 55.7 (24.1) 66.4 (17.2) 
sws % 22.5 (6.8) 25.7 (5.9) 101.7 (28.5) 119.4 (29.8) 
REM % 21.4 (4.3) 20.6 (4.0) 71.3 (13.8) 70.2 (15.1) 
MT % 1.6 (0.8) 1.8 (1.1) 6.9 (3.2) 8.2 (4.2) 
lat.st2 (min) 14.7 (7.9) 20.3 (8.0) 
lat.rem 77.6 (24.1) 72.6 (16.2) 
remp 1 " 7.5 (7.2) 8.1 (9.0) 
Men: n = 13; women: n = 15; TSP = total sleep period; %:percentage of TSP; lat.st2: latency to stage 
2; lat.rem: latency to REM sleep; remp 1: duration of first REM period; MT: movement time; 
Q:s.d. 
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significant differences between the two groups could be detected for the percentages of 
stage 3, stage 4 and SWS. During the first 390 minutes of sleep women spent slightly more 
time in stage 3 and stage 4 and consequently had more SWS but also this difference failed to 
reach statistical significance (p >0.1 in all cases). Power densities during NREM sleep (stage 1 
excluded), and during REM sleep, were calculated over the first 390 minutes after sleep 
onset. For a visualisation of the comparison of males and females, absolute power densities 
are less suitable since these absolute values encompass several orders of magnitude over the 
0.25 to 15 Hz frequency range (8). We therefore expressed power densities for NREM and 
REM sleep in the females as a percentage of the average value of the males in each 
frequency bin during the relevant sleep stage (fig 1). For statistical evaluation the absolute 
values were used. During NREM sleep power densities in the delta frequencies were 
significantly higher in the females as compared to the males. The differences between the 
two groups were however not limited to the delta frequencies. Actually, power densities 
during NREM sleep were significantly higher in the females in all frequency bins studied 
except those of 12,13 and 14 Hz. Also during REM sleep power densities were higher in the 
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EEG power density during NREM and REM sleep in the female subjects, 
expressed as percentage of average power density, in the corresponding 
frequency bin and sleep stage of the male subjects. 
spectral distribution is not constant over the sleep period. Especially within NREM sleep a 
considerable reduction of power in the dominant lower frequencies can be observed in the 
course of the night. For an analysis of the distribution of these differences in absolute EEG 
power over successive NREM-REM cycles, EEG power was integrated over all frequency bins 
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and averaged per NREM-REM cycle, both for NREM sleep alone and for stages 1,2,3,4 and 
REM sleep combined. The integrated power mainly reflects power density of the lower 
frequencies (8). In both males and females power decreased from cycle 1 to 5 although in the 
female subjects power in the fifth cycle was on average somewhat (not significantly) higher 
than the fourth (fig. 2). The differences in power between males and females was not 
limited to the beginning of the night but extended into the fifth cycle. For a quantitative 
description of the time course of EEG power absolute values are not suitable since large 
differences existed between individuals. Therefore, in all subjects powers per NREM-REM 
cycle were expressed relative to the power in NREM (stage 1 included) + REM averaged over 
the first 390 min of sleep. The 0log values of these normalized values were plotted against 
the corresponding cycle midpoint (fig 3a,b ). If the decay of power over successive 
NREM-REM cycles were exponential, a linear relation should emerge. Visual inspection of the 
data suggests that in both males and females there is a slight deviation from a straight line 
towards the end of the night. Multiple regression analyses indeed revealed that adding a 
quadratic term to the equation significantly reduced the unexplained variance in both men 
and women (Fqundradc 1.sa =7.56 p <  0.01; Fquadru.ic 1.73 = 21.99 p < 0.001 for men and women 
respectively). To investigate whether this non exponential decline of power averaged per 
Fig 2. 
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EEG power (0.25-15.0 Hz) per NREM-REM cycle (squares) and per NREM 
period (circles) for female subjects and male subjects. Bars indicate 1 
S.E.M. Numbers between brackets indicate number of subjects 
contributing to the mean. 
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Fig 3. Power density per NREM-REM cycle plotted against cycle midpoint for 
males (3a) and females (3b ). 
Power density per NREM period plotted against nrem midpoint for males 
(3c) and females (3d). 
NREM-REM cycle could be explained by the lengthening of REM episodes towards the end of 
the night we calculated power per NREM episode. The resulting values were expressed 
relative to power density during NREM sleep in the first 390 minutes of sleep. The "log 
values were plotted against the midpoint of the corresponding NREM period. If the decline of 
power during NREM sleep is exponential a straight line should adequately describe the 
relation between NREM power and NREM sleep time (fig 3 c,d). The multiple regression 
analysis revealed that the quadratic term was no longer significant for the male data 
(Fqundrntlc 1,58 = 3.96 p >0.05). In the women however a significant quadratic term was still 
present (Fquadrnuc 1,73 "' 11.37 p < 0.01; see table 2 for a summary of the multiple regression 
analysis). 
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Table 2. Summary of the multiple regression analysis on the decay of EEG power during 
sleep. 
EEG power (0.25-15.0 Hz) per NREM-REM cycle 
Males Females 
predictor 
variable coefficient se r2 coefficient se 
constant 5.393 0.095 5.295 0.085 
cmp -0.369 0.058 0.765 -0.351 0.047 
sqr(cmp) 0.020 0.007 0.788 0.025 0.005 
EEG power (0.25-15.0 Hz) per NREM period 
Males Females 
predictor 
variable coefficient se r2 coefficient 
constant 5.104 0.076 5.191 0.096 
nrmp -0.252 0.022 0.679 -0.388 0.068 
sqr(nrmp) 0.694 0.033 0.009 
The general model used was: 
cJog (power%) at time t = constant + a•t +b*(t2). 







Coefficients of the time variables are in hours-1 or in hours-2; se = standard error; 
r2 refers to the adjusted r2• 
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DISCUSSION 
Visual scoring of the sleep EEG failed to detect a significant difference between the sexes 
m the amount of SWS, although women spent slightly more time in SWS than men. Williams 
( 4) also reported a non-significant difference in SWS between the sexes in subjects of 
approximately the same age. Spectral analysis revealed an impressive difference between the 
sleep EEGs of males and females. Io accordance with the somewhat larger amount of SWS, 
power densities in the delta frequencies during NREM sleep were about 50% higher in the 
females. The sex differences were not limited to the delta frequencies but extended up to 11 
Hz. Furthermore, also during REM sleep power densities were significantly higher in the 
females over a wide frequency range. Hence, a sex difference in human sleep is already 
present in subjects in their twenties. This suggests that the sex differences in SWS in older 
subjects are not necessarily caused by a differential aging process, as suggested by Webb (6). 
Can these differences be taken as evidence that women generally have a higher sleep 
"debt" at sleep onset as suggested by Webb (6) for subjects aged 50-60 years? For that 
purpose we have to compare the differences between the two sexes with the effects of sleep 
deprivation on EEG power densities (8). Both similarities and dissimilarities emerge. After 
sleep deprivation power densities in the delta and theta frequencies during NREM sleep are 
enhanced relative to baseline sleep. Power densities in these frequencies do not respond 
equally. The largest increases are observed in the 2 Hz bin. The senstivity of this frequency 
bin to changes in the duration of prior wakefulness was confirmed in a nap study (11). But 
also over the sleep period (8) and during and after SWS deprivation (13,14) power density in 
this frequency bin changes strongest. In contrast to the changes observed after varying prior 
wakefulness, the differences in power densities between males and females are approximately 
similar from 0.25 up to 10.0 Hz. After sleep deprivation power densities during REM sleep 
were also enhanced, but the significant differences were restricted to the 1 to 5 Hz range. In 
contrast, females had higher EEG power densities during REM sleep than males over a wide 
frequency range. Taken together these fmdings do suggest that the EEG differences between 
the sexes cannot be explained by only assuming that sleep debt at sleep onset is higher in 
females than in males. The somewhat larger latency to stage 2 in women which was also 
reported by Webb (6), but not by Williams (4), is also at variance with this hypothesis. In 
terms of the two-process model the higher power densities in the delta and theta frequencies 
in the females may suggest that the level of S at sleep onset is higher but the fact that 
power densities in all other frequencies are also higher indicates that the sleep EEG 
differences between the sexes are probably not related to process S. Consequently, the 
difference between men and women in sleep duration cannot be explained simply by assuming 
that the level of S at sleep onset is higher in women. The analysis of the time course of 
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EEG power in the present sample revealed that averaged per NREM-REM cycle the decay in 
both males and females, is not exactly exponential. In the original formulation of the two 
process model, the time course of the exponential decaying process S was derived from the 
averaged EEG power per NREM-REM cycle although it was implied (9,10) tnat the S process 
is linked especially to changes in NREM sleep. The increase in the length of REM periods 
towards the end of the night could therefore be the cause of the observed non-exponential 
decline of EEG power averaged per NREM-REM cycle. Analysis of the time course of EEG 
power after excluding the possible influence of REM sleep by restricting the analysis to 
NREM sleep, indeed resulted in an exponential decline in the male subjects. In the female 
subjects however, the quadratic term was still significant, although the reduction in the 
unexplained variance by adding the quadratic term was not large. This implies that in the 
females the decline of NREM power is not exactly exponential, which result is at variance 
with the assumption in the two-process model. If we assume that the deviation from an 
exponential decline becomes larger towards the end of the slee.p period, the presence of a 
non-significant quadratic term in the males may be caused by the somewhat shorter sleep 
duration in our male sample. This explanation is unlikely since after omitting the NREM 
periods with a NREM cycle midpoint beyond 360 minutes the quadratic term was still 
significant in the females. Alternatively, the difference in the time course between males and 
females may be explained by assuming that the asymptote of the exponential decline is not 
zero. In the regression analysis we have assumed that this asymptote is zero. From a 
physiological point of view this is however unlikely. The presence of the significant quadratic 
term in the female subjects could then be explained by assuming that this asymptote is larger 
in females. Finally, the difference in the time course of NREM power between males and 
females may be explained by assuming that NREM power is subjected to circadian modulation, 
eventually mediated by the circadian variation in the pressure for REM sleep as suggested by 
Webb (19). From a REM sleep deprivation experiment we now have some evidence that 
variations in REM pressure can cause changes in NREM power (20). The circadian influence 
may become apparent at an earlier time in the night in females since the phase relation 
between for instance the body temperature rhythm and the light dark cycle is probably 
different for males and females. This is due to the smaller freerunning period of the 
circadian body temperature rhythm in women (1). To differentiate between these possibilities 
it will be necessary to study long sleep periods starting at various circadian phases, in both 
men and women. At present we can not simulate the sex difference in sleep duration by 
assigning a different time constant to the decay of S, simply because there is no time 
constant in a non-exponential process. The present data do however demonstrate that there is 
a sex difference in EEG power density during both NREM sleep and REM sleep. This 
difference is probably not related to sleep regulatory processes, but may be caused by 
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SUMMARY 
I. Sleep was studied in the diurnal rodent E11tamias sibiricus, chronically implanted with 
EEG and EMG electrodes. Analysis of the distribution of wakefulness, non-rapid eye 
movement (NREM) sleep and rapid eye movement (REM) sleep over the 24 h period showed 
that total sleep time was 27.5% of recording time during the 12 h light period and 74.4% 
during the 12 h dark period. Spectral analysis of the sleep EEG revealed a progressive decay 
in delta power density in NREM sleep during the dark period. Power density of the higher 
frequencies increased at the end of the dark period. In the course of the light period, power 
density of the higher frequencies decreased, whereas power density in the lower frequencies 
tended to increase. 
II. Analysis of the distribution of the vigilance states under three different photoperiods 
(LD 18:6; 12:12; 6:18) revealed that changes in day length mainly resulted in a redistribution 
of sleep and wakefulness over the light and dark period. During long days the percentage of 
sleep during the light period was enhanced. The time course of delta power during NREM 
sleep was also affected by the different photoperiods. During long days this time course was 
characterized by a long rising part and a short falling part whereas during short days a 
reversed picture emerged. As a consequence, power density during the light period of long 
days was relatively high. 
III. After 24 h sleep deprivation by forced activity, no significant changes in the 
percentage of wakefulness and NREM sleep were observed, whereas REM sleep was slightly 
enhanced. EEG power density however, was significantlj increased by ca 50% in the 
1.25-10.25 Hz range in the first 3 h of recovery sleep. This increase gradually decayed over 
the recovery night. 
IV. The same 24-h sleep deprivation technique led to a ca 25% increase in oxygen 
consumption during recovery nights. While the results of the EEG spectral analysis are 
compatible with the hypothesis that slow wave activity reflects the "intensity" of NREM sleep 
as enhanced by prior wakefulness and reduced by prior sleep, such enhanced sleep depth 
after sleep deprivation is not associated with reduced energy expenditure as might be 
anticipated by some energy conservation hypotheses on sleep function. 
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INTRODUCilON 
Much of our knowledge on sleep regulation in mammals is based on a few species. Apart 
from human subjects, only rats have been used extensively in laboratory studies (Campbell 
and Tobler 1984). Comparative studies have focussed on the relations between ecological niche 
and sleep patterns and the descriptions of the latter were often limited to the temporal 
distribution of sleep states and, or the total durations of NREM and REM sleep (cf Zepelin 
and Rechtschaffen 1974). Regulatory processes underlying the sleep wake cycle were not 
investigated in these comparative studies. Some data exist on such processes in nocturnal 
rodents, but in diurnal rodents they are virtually unexplored. 
The main experimental tool for investigating sleep regulatory processes has been sleep 
deprivation. In the rat, sleep deprivation studies have revealed that both homeostatic and 
circadian processes are involved in sleep regulation. The presence of a homeostatic regulatory 
process can be inferred from the changes in the "intensity'' of NREM sleep induced by 
variations in the prior sleep-wake history. The intensity of NREM sleep can operationally be 
defined as the arousal threshold for acoustic stimuli. It was shown to increase after sleep 
deprivation (Frederickson and Rechtshaffen 1978). In the cat the awakening threshold for 
electrical brain stimulation was higher during SWS-2 (The NREM stage with more than 50% 
delta waves per epoch) than during SWS-1 (Grahnstedt and Ursin 1980). 
After sleep deprivation slow wave activity (SWA) is enhanced, and this change has been 
interpreted as an increase in NREM sleep intensity (Borbely and Neuhaus, 1979; Friedman et 
al. 1979, Borbely et al. 1984). The effects of total sleep deprivation are not fully restricted 
to NREM sleep. Ao increase in the duration of REM sleep following sleep deprivation has 
been reported in the rat (Borbely and Neuhaus 1979) while in more recent studies it was 
shown that during REM sleep power densities in the theta frequencies are enhanced (Borbely 
et al. 1984, Tobler and Borbely 1986). Circadian aspects of sleep regulation in the rat have 
been most directly demonstrated by so called conflict experiments (Borbely and Neuhaus 1979, 
Trachsel et al. 1986). When sleep deprivation ends in the beginning or in the second half of 
the activity phase, recovery sleep is only of short duration. 
These observations are qualitatively compatible with a recent model of human sleep 
regulation (Borbely 1982; Daan et al. 1984) in which the timing of sleep and wakefulness 
results from an interaction of an hourglass process coding for the duration of prior 
wakefulness and a circadian clock which allows the organism to keep track of environmental 
time. The hourglass process is thought to be reflected in NREM sleep. Key properties of this 
model are that the circadian clock determines a preferred phase for sleep, while NREM sleep 
intensity is a monotonic rising function of the duration of prior wakefulness and a monotonic 
decreasing function of the duration of prior sleep which in it self is not directly modulated 
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by the circadian pacemaker. In humans, EEG power density in the delta and theta 
frequencies have been shown to increase monotonically with increasing duration of prior 
wakefulness (Dijk et al. 1987b). During sleep, power density in these frequencies decreased 
(Borbely et al. 1981). That in man, the time course of delta power during sleep is indeed 
regulated by an hourglass process, was shown in an experiment in which delta power during 
the first part of sleep was reduced by acoustic stimuli (Dijk et al. 1987a). In the second part 
of sleep delta power turned out to be enhanced relative to the comparable part of baseline 
sleep. This result indicates that the time course of delta power during sleep is not 
determined by the time passed since sleep onset but by the power produced during the 
preceding part of the sleep period. 
It has hardly been investigated whether this model is at least qualitatively applicable in 
diurnal rodents. We have therefore undertaken a study of the sleep-wake cycle in the 
chipmunk, in particular with respect to the homeostatic aspects of the sleep-wake 
regulation. Sleep was analyzed both in terms of sleep stages and by means of spectral 
analysis, under baseline conditions, during long days, short days, and after sleep deprivation. 
Moreover, the functional significance of NREM sleep and changes in its intensity, remains to 
be established. Ecological theories on sleep function have emphasized that metabolic rate is 
reduced during sleep (Berger, 1984). If energy conservation is indeed the primary function of 
NREM sleep it can be hypothesized that changes in NREM intensity are correlated with 
changes in metabolic rate. In man 02 consumption does reach the lowest values during the 
deepest NREM stages, i.e stages 3 + 4  (Brebbia and Altschuler 1965). Likewise, lower levels of 
mean cerebral metabolism are associated with NREM sleep in cats (Ramm and Frost 1986). To 
our knowledge no data are available on the effects of sleep deprivation on 02 consumption in 
small rodents. We have therefore complemented our study of the effects of sleep deprivation 
on the EEG with the assessment of its effects on metabolic rate. 
Eutamias sibiricus (the Siberian chipmunk or Burunduk) is a diurnal rodent living in the 
northern part of the Sowjet Union, Siberia, the Far East, Northern China and Japan. Some 
aspects of its circadian rest activity cycle and sleep-wake cycle have been described (Pohl 
1972, 1976, 1982). The circadian organization of its rest-activity and sleep-wake cycle are, as 
in the rat and hamster (Rusak and Zucker 1979), dependent on the suprachiasmatic nuclei 
(Sato and Kawamura 1984a). With respect to the phase relation between multiple unit activity 
(MUA) of the SCN and locomotor activity the chipmunk however differs from the rat. In the 
rat the rest phase coincides with the period of highest MUA (Inouye and Kawamura 1979) 
whereas in the chipmunk MUA is highest during the active phase (Sato and Kawamura 1984b). 
Hence, the time course of MUA of the SCN relative to the light dark cycle, is similar for 
the nocturnal rat and the diurnal chipmunk. If SWA is only determined by prior sleep and 
wakefulness and does not depend on circadian phase, SWA should decrease progressively 
during the major rest phase also in the chipmunk. Furthermore, SWA should be enhanced 
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after sleep deprivation. 
METIIODS 
Adult wild caught animals were obtained directly from Korea via a commercial pet shop. 
Consequently no accurate data on age were available. Animals used in the experiment were all 
sexually mature males (body weight: 89-137 g). In the laboratory they were kept in groups in 
large cages. Ambient temperature was 23°C. Under these conditions chipmunks do not 
hibernate (Sato and Kawamura, 1984). Food and water were given ad lib. The diet consisted 
of various weeds, cedar nuts, lucerne, fruits and rat chow (Muracon•). Under anesthesia 
silver electrodes were implanted on the dura above the parietal cortex, and above the 
cerebellum. A third electrode was attached to stainless steel screws, which were placed near 
the frontal cortex, and served as a common ground. 
EMG electrodes (Plastic Products Company (MS303nl)) .vere attached subcutaneously to 
the dorsal neck muscles. After the operation the animals were individually housed in cages 
(54•38•41 cm) in which they had access to a running wheel (diameter 44 cm). At least one 
week of recovery was allowed. 48 h before an EEG recording the animals were connected to 
the recording lead to allow adaptation. 16 to 24 h before the start of a recording the animal 
in its cage was transferred to a sound attenuated room. During the light phase the animals 
could be observed via a one-way screen. To prevent any interaction no other animals were 
present in the recording room. 
The EEG and EMG were recorded on an Elema Schonander polygraph with a paper speed 
of 5 or 10 mm•s-1• Filtersettings were 30 Hz, time constant 0.6 sec. and 700 Hz, time 
constant 0.015 sec. for EEG and EMG respectively. For quantification of the EEG signal two 
methods were used. In the first and second experiment, the EEG was fed into 9 parallel 
analoge bandpass filters (Burr-Brown; type: UAF41). Centre frequencies of these filters were 
0.75, 1.5, 2.5, 3.5, 4.5, 6.0, 8.0, 10.0 and 13.5 Hz. The high and low pass 3 dB points of the 
filters were positioned symmetrically (on a linear scale) around the centre frequency. The 
high and low 3 dB points of adjacent filters coincided. The output from each filter was 
squared and integrated over 10 sec epochs. The EMG signal was also squared and integrated 
over 10 sec. epochs. According to Parcevals relation (Rabiner and Gold, 1975 pag 36) the 
obtained values are proportional to signal power (for further discussion of the similarities 
between this method and fast Fourier transformation see Mendelson et al. 1980). An Apple 11-
E computer stored the 10 sec values on floppy disk. To allow synchronisation between the 
paper recordings and power data, a time signal was recorded on the EEG paper. 
The EEG was visually scored per 10 second epochs. Three vigilance states were 
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distinguished: Wakefulness, NREM sleep and REM sleep on the basis of EEG and EMG 
characteristics (see results). The scores were also stored on floppy disk. Software written in 
Pascal enabled us to calculate power densities per frequency band and per vigilance state. 
Power spectra during wakefulness were not calculated since many artefacts due to movements 
were present during this state. 
In the third experiment the EEG was recorded on analog tape (Philips analog-7). The 
signal was played back into an ND converter with a sampling rate of 64 Hz and stored on 
magnetic tape. Power densities between 0.25 and 15.0 Hz were calculated per 4 sec epoch by 
means of a fast Fourier transformation, on a PDPll/34 computer. Data were stored per 1 Hz 
bin per 4 sec epochs. The paper recordings were scored per 30 sec epoch and matched with 
the power spectra. Since this time resolution is rather limited, power spectra were 
calculated for NREM and REM sleep combined. Power densities during wakefulness were not 
analyzed. In the first experiment 8 animals were recorded for 24 h under LD 12:12. EEG 
recording started at time of lights on. In the second experiment the effects of different 
photoperiods (LD 6:18; 12:12; 18:6) on the distribution of the vigilance states and the time 
course of delta power were studied in 10 animals (8 of these animals were also used in 
experiment 1). After a 24 h EEG recording under LD 12:12, the light period was extended by 
6 h by advancing lights on for three hours and delaying lights off for three hours. After 
approximately 3.5 weeks 24 h EEG recordings were made. Next, the light period was reduced 
to 6 h by delaying lights on for six hours and advancing lights off for six hours. After 
approximately 8.5 weeks 24 h EEG recordings were made. All other conditions were identical 
to those in experiment 1. In the third experiment the effects of 24 h forced activity on 
vigilance states and power spectra during the dark period were investigated in a group of 7 
animals. The light-dark schedule was LD 12:12. After recording of a baseline night the 
animals were placed in a slowly rotating drum (diameter 45 cm; 1 revolution per 19 sec ) at 
the end of the light period. 24 hours later (i.e at the beginning of the dark period), animals 
were returned to their home cage and recovery sleep was recorded for 12 h. The animals had 
access to water and food throughout the experiment. 
In the fourth experiment 02 consumption during the night was measured in 6 animals, 
before and after 24 h sleep deprivation by forced activity. The animals were placed in a 
metabolic chamber (31 •20•22 cm) of an open flow system to which the animals had been 
adapted during one night. The chamber was placed in a temperature controlled cabinet (23°C). 
During the baseline night and the recovery night, the oxygen concentration of the dry 
outflowing gasses was measured with a S3A Applied Electrochemistry oxygen analyser and 
recorded continuously, except for 15 min. every 2 h when 02 of inflowing air was recorded. 
02 consumption was calculated according to equation 2 of Hill (1972) and expressed at 
standard temperature and pressure (D°C, 1 atm.). In four out of six animals, 02 consumption 
was also measured during the second night after sleep deprivation. 
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RESULTS 
experiment 1.: 24 h EEG records 
Vigilance states 
On the basis of the EEG records and observations during the light period three vigilance 
states were distinguished: Wakefulness (JV), NREM sleep and REM sleep. In fig la examples 
of the EEG and EMG records characteristic of the three states are given. Figure lb shows 
the squared outputs from the filters together with the relative contribution of each filter to 
total power during the 10 sec epoch (fig le). During wakefulness the EEG consisted of a low 
fig 1. EEG and EMG recordings of NREM, REM and Wakefulness (la). Absolute (lb) and 
relative power spectra (le) for these epochs are also shown. Note the twitches and 
heart beat in the EMG signal. 
amplitude mixed frequency EEG, and high muscle tone. Occasionally delta waves were 
observed when the animal was sitting with eyes half open and high muscle tone. These 
epochs were scored as W. During NREM sleep muscle tone was lower and spindles and delta 
waves could be observed. During REM sleep a prominent theta rhythm was present in the 
absence of muscle tone. Twitches in the EMG could occasionally be observed. During the 12 h 
light period the animals were awake for 72.5 ± 5.5 (sd) % of recording time. Time in NREM 
sleep was 13.7 ± 4.1%, whereas 3.6 ± 3.0% of recording ti.me was spent in REM sleep. During 
the 12 h dark period the data for the last 6 hours were missing in 2 animals. Hence the 
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average over the dark period was calculated over only six animals. NREM sleep was the 
predominant vigilance state during the dark period (53.5 ± 7.7%). Wakefulness was reduced to 
25.6 ± 4.7%. REM sleep contributed 20.9 ± 3.7% to the recording time during the dark period. 
In figure 2 the temporal distribution of the vigilance states over the 24 h period is plotted 
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fig 2. Distribution of the three vigilance states over the 24 h period. The black bar 
indicates the dark period. 
per hourly interval. Highest percentages of W were present in the first hours of the light 
period. In the course of the light period W remained stable around 75% until the last two 
hours when it dropped to ca 55%. During the first hour of the dark period animals were still 
awake for 52% of time. In the hour thereafter a steep decrease in the time awake could be 
observed. W remained around 15% until the last two hours of the dark period. In the last 
hour a steep increase in time awake occurred. Time asleep during the light period was mainly 
spent in NREM sleep. REM sleep contributed only 12.6 ± 8.6 (sd)% to TST during the day. 
During the dark period time in REM sleep was 28.4 ± 6.1 % of TST. No clear increase in REM 
sleep towards the end of the night could be observed. Maximum time in REM sleep was 
located in the interval 4 h before lights on. Calculated as percentage of TST, REM sleep 
gradually increased from lights off till 4 h before lights on. 
Power density 
In figure 3 the time course of power density in the 1.5 Hz band during NREM sleep is 
plotted for one animal. During the light period a gradual increase in power density was 
present. Maximum power density was reached 2 h after the beginning of darkness, whereafter 
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fig 3. EEG power density in the 1.5 Hz band pass filter during NREM sleep in one animal. 
In figure 4 the average time course of power density (1.5 Hz) during NREM sleep of 8 
animals is plotted per hourly interval. In each animal data wereexpressed relative to the 
average power density in this frequency bin during NREM sleep in the first 4 hours of the 
dark period. Power density during the second part of the light period was somewhat higher 
than during the first part, but the increase was less pronounced than in the example shown 
in figure 4. During the first two hours of the dark period a further increase was observed, 
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fig 4. EEG power density in the 1.5 Hz bin during NREM sleep. 100% = average power 
density during the first 4 h of the dark period. N = 8 but not all animals contributed 
to the mean of all intervals. 
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The time course of power density in all frequencies was analyzed per 4 h interval. In each 
animal and each frequency bin power density was expressed relative to power density during 
the fust 4 hours of the dark period (Figure 5). For the statistical evaluation of the changes 
over the 24 hour period, the relative power densities were subjected to a non parametric 
ANOVA (Kruskal Wallis). Significant nonrandom variations over time were observed in the 
0.75, 1.5, 2.5, 3.5, 8, 10 and 13.5 Hz bands. The direction of the trends was different for the 
lower and higher frequencies. Power densities in the lower frequencies increased during the 
light period and decreased during the dark period, whereas power densities in the higher 
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fig 5. EEG power density per frequency band during NREM sleep per 4 h interval. Data are 
expressed relative to power density during the fust 4 h of the dark period. Interval 
1: 0-4 h of the light period; Interval 2: 4-8 h of the light period etc. 
Experiment 2: Photoperiods 
Due to technical difficulties not all animals were recorded under all conditions and not all 
recordings covered the entire 24 h period. Therefore the number of animals contributing to 
the presented mean values varies among conditions and variables. 
Vigilance states 
The distribution of the vigilance states over the 24 h period for the three light-dark 
regimes are depicted in fig 6. The data were calculated per 1 h intervals and double plotted 
to facilitate visual inspection. Under all three photoperiods the chipmunks main rest phase 
coincided with the dark period. However, during the long days high percentages of sleep 
could be observed before the beginning of the dark period. During long nights, animals were 
awake for a considerable amount of time at the beginning and end of the dark period. The 
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time course of REM sleep was also affected by the different photoperiods. During the short 
nights REM sleep increased towards the end of the night. During the long nights REM sleep 
gradually increased towards the middle of the night followed by a gradual decline. In table 1, 
the effects of tbe different photoperiods on the distribution of total sleep time (TST) and 
time in REM sleep over tbe ligbt periods and the dark periods are summarized. TST and REM 
sleep per 24 h are also presented. The different day lengths did not significantly affect TST 
per 24 h although TST was on average smallest under LD 18:6. Time in REM sleep per 24 h 
was not significantly affected either. The distribution of sleep over the light and dark 
periods were however significantly different across conditions. Highest percentages of sleep 
during the light period were observed under LD 18:6. During the dark periods highest 
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fig 6 Distribution of REM sleep (lower line), NREM + REM sleep (middle line) and 
Wakefulness over the 24 h period under three different photoperiods. LD 18:6, n = 9; 
LD 12:12, n = 9; LD 6:18, n = 5. Data are double plotted. 
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percentages of sleep were also observed during the LD 18:6 schedule. If the first 18 h 
interval which in each condition started at the beginning of the light period, was considered 
time in NREM sleep was highest during the short days (see table 1). So, although during the 
long photoperiods the animals slept more during the light period this increase in sleep time 
did not result in an equal amount of sleep during the first 18 h of the 24 h period. Hence, 
relative to the short photoperiods a NREM sleep deficit accumulated during the long light 
periods. 
Table 1: Sleep stages during three photoperiods 
LD 18:6 LD 12:12 LD 6:18 
x sd n x sd n x sd n H P< 
TSTD 39.3 10.3 8 29.1 6.9 9 17.2 12.1 5 8.37 0.02 
TSTN 77.6 9.5 9 74.7 4.4 7 65.7 4.7 4 6.61 0.05 
TSTT 48.7 6.5 8 52.8 3.7 7 53.0 6.3 4 1.34 ns 
REMO 7.3 4.0 8 3.1 2.1 9 2.0 3.0 5 6.88 0.05 
REMN 22.3 4.8 9 20.6 3.5 7 14.0 3.4 4 7.33 0.05 
REMT 10.7 3.6 8 12.1 2.5 7 10.7 2.7 4 0.43 ns 
NREM18 31.2 7.2 8 36.9 4.5 9 42.9 4.7 5 7.7 0.05 
TSTD: Total Sleep Time during the day; TSTN: TST during the night; TSTT: TST averaged 
over day and night; REMO: REM sleep during the day, etc. NREM18: Time in NREM during 
the first 18 h of the 24 h period. This interval begins in each condition at the beginning of 
the light period. All values are expressed as % of recording time; H = Kruskal-Wallis one way 
non parametric ANOV A. 
Power density 
The time course of EEG power density in the 1.5 Hz band during NREM sleep was 
analyzed for all three photoperiods (fig 7). In each animal and in each condition power 
densities were expressed as deviations from the mean power density per 24 h. Data were 
calculated per 2 h intervals. In all three conditions power density increased during the light 
period and decreased during the dark period. This resulted in a long rising part of the power 
curve during the LD 18:6 schedule and a short rising part during the LD 6:18 schedule. The 
phase of highest power densities relative to the beginning of the dark period was different 
for the three conditions. During the long photoperiod maximum powers were located before 
the first hours of the dark period, whereas under the short photoperiod maximum powers 
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were reached 3 hours after the beginning of the dark period. Relative to the average power 
densities during the dark period, power densities during the light period were highest during 
the long days (Ratios power density day: power density night were 1.0 ± 0.13 (sd), 0.79 ± 
0.17, and 0.75 ± 0.11 for LD 18:6; 12:12 and 6:18 respectively). During the dark periods the 
time course of power density did not parallel the time course of TST. Under all conditions, 
power density already decreased before a decline in TST could be observed. 




























LD 12 : 1� 
[LD 6 : 1!l.J 
6 12 18 24 6 12 24 
t1me (h)  
fig 7 Time course of EEG power density (1.5 Hz) during NREM sleep under three 
different photoperiods. 
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Experiment 3: Sleep deprivation 
Vigilance states 
During the baseline night the average percentages of time spent in the three vigilance 
states were 22.2 ± 4.6% (sd) in W, 58.8 ± 5.9% in NREM and 18.1 ± 4.2% in REM. During the 
night following 24 h of forced activity, W was not significantly reduced (20.9 ± 6.2%). Time 
in NREM sleep was not significantly changed either (57.1 ± 7.2%). REM sleep was enhanced in 
6 out of 7 animals. The average percentage of time in REM sleep was 20.5 ± 4.1 % (p = 0.075, 
Wilcoxon matched pairs signed ranks test, baseline vs recovery). 
Power densities 
In fig 8 the power density (0.25-4.0 Hz) during baseline sleep and recovery sleep is 
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EEG power density (0.25-4.0 Hz) during NREM + REM sleep before and after 
sleep deprivation in one animal. 
density over the baseline night was present. After sleep deprivation a decreasing trend could 
be observed in the second half of the night. The absolute value of EEG power density after 
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sleep deprivation was higher than during baseline sleep. 
The time course of power density (0.25-4.0 Hz) during sleep (NREM + REM) for the baseline 
night and recovery night averaged over all animals is depicted in figure 9. During the 
baseline night power densities in the delta frequencies decreased, although the decrease was 
not as impressive as in the first experiment. After sleep deprivation delta power was 
markedly enhanced especially in the first 4 h of recovery sleep. The effect of sleep 
deprivation on power density was further analyzed by comparing power densities during 
recovery sleep to baseline values for 3 h intervals (fig 10). During the first three h of 
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fig 9 EEG power density (0.25-4.0 Hz) during NREM + REM sleep before and after 
sleep deprivation (n = 8).  Values are expressed relative to the average power 
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Changes in power density during NREM and REM sleep after sleep deprivation. 
Values are expressed relative to power density in the corresponding interval of 
the baseline night. Horizontal bars below the x-axis indicate significant 
differences between recovery and baseline night. (P < 0.05 Wilcoxon Matched 
pairs). 
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recovery sleep power densities were significantly elevated over a wide frequency range (from 
2 to 10 Hz). The differences with baseline sleep became progressively smaller towards the end 
of the night. Nevertheless significant enhancements of power densities in the theta 
frequencies (but not in the delta frequencies) were still present in the third and fourth 3 h 
interval. 
Experiment 4: Metabolic rate after sleep deprivation 
In figure 11 the time course of oxygen consumption during the baseline and first recovery 
night, is depicted for one animal. In both nights a considerable variation in 02 consumption 
can be observed. It is likely that high values represent episodes of wakefulness whereas low 
values probably have been measured during sleep. During the recovery night the overall 02 
consumption was considerably higher than during the baseline night. Also the lowest values in 
the recovery night exceeded those of the baseline night. Averaged over six animals oxygen 
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Oxygen consumption of  one animal plotted at 5 min intervals during the 
baseline night (broken line) and the first recovery night after sleep deprivation 
(solid line). 
consumption was 0.168 ± 0.006 (SE) I 02•h-1 during the baseline night and 0.207 ± 0.005 
1•h-1 during the first recovery night (p < 0.01 paired t-test). In figure 12 oxygen consumption 
per hour expressed as percentage of the mean oxygen consumption during the whole baseline 
night is plotted for hourly intervals. During the entire recovery night values exceeded those 
of the baseline night. Even during the second recovery night oxygen consumption was still 
higher than during the baseline night although it was somewhat lower than during the first 
recovery night. In order to determine whether minimal 02 consumption values were also 
affected, for each night in each individual the ten lowest 5 min values were determined. This 
analysis showed that also minimum levels of 02 consumption were increased after sleep 
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deprivation. (0.130 Uh-1 ± 0.012 (SE) and 0.158 ± 0.011 for baseline and first recovery night 
respectively; p < 0.01; paired t-test). 
fig 12 
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Oxygen consumption plotted at hourly intervals during the baseline night ( n = 6), 
first recovery night (n =6) and second recovery night (n = 4). All values are 
expressed relative to the mean oxygen consumption during the baseline night. 
Bars represent 1 S.E.M. 
DISCUSSION 
Under our experimental conditions total sleep time in the siberian chipmunk, expressed as 
a percentage of 24 h is approximately 50%. Almost identical values are reported for the rat, 
but in the hamster TST is higher (Tobler and Jaggi 1987, table 4; Van Luijtelaar and Coenen 
1984). TST as estimated by observation in Eutamias dorsalis and Tamias striatus as reported 
by Estep et al. (1978) was 62% and 68% respectively. The predominance of wakefulness during 
the light period and of sleep during the dark period clearly show that the siberian chipmunk 
is a day-active animal. Under LD 12:12 the ratio TST D: TST L is 2.83 whereas in the 
hamster the ratio TST L:TST D is 1.5. (Tobler and Jaggi 1987). In the rat ratios of 2.5 
(Tobler and Jaggi 1987) and 1.88 (Van Luijtelaar and Coenen 1983) have been reported. The 
ratio's TST D: TST L in Eutamias dorsalis and Tamias striatus were 1.20 and 1.04 respectively 
as determined by observation (Estep et al. 1978). These differences in the temporal 
distribution of sleep are not necessarily species specific differences but may be a 
consequence of housing conditions. In the present experiments the chipmunks had access to a 
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running wheel. In most other laboratory studies animals are kept solitarily in cages in which 
they have no access to for instance a running wheel and do not have to work for their food. 
If the occurrence of sleep is indeed to a large extent determined by external conditions as is 
assumed in the two process model, then it may not be very useful to compare TST of 
different species if they are not recorded under identical conditions. 
There is a large difference in REM sleep, as percentage of TST for the light and dark 
period. Similar differences have been reported for the rat and the hamster. In these 
nocturnal species largest percentages are however present in the light phase. As in the rat 
and the hamster, also in the chipmunk the percentage of REM sleep tended to increase 
towards the end of the major rest phase. 
Spectral analysis revealed trends over the 24 h which were not apparent in the data based 
on visual scoring. Especially the power densities in the lower frequencies deserve attention. 
In the first experiment an increase in SW A in the course of the light period and a 
subsequent decline during the major rest phase were observed. This trend over the 24 h 
period again mirrors the situation in the the rat and the hamster. As in the rat and the 
hamster, power densities of the higher frequencies declined over the activity phase and 
tended to increase over the rest phase in the chipmunk. 
Increments and decrements of the light period did not result in dramatic changes in TST 
per 24 h even though the animals were exposed to the different photoperiods for several 
weeks. Borbely and Neuhaus (1978) also reported an absence of significant changes in TST in 
the rat after extending tbe light period, although their experiment lasted only 8 days. In the 
chipmunk, the distribution of sleep over the light and dark periods was affected by the 
different photoperiods. Highest percentages of wakefulness were present in the beginning of 
the light period under all three photoperiods. In the later part of the long light periods TST 
was higher than in the later part of the short days. TST during the dark period and the time 
course of REM sleep were also dependent on the photoperiod. The enhancement of NREM 
sleep in the later part of the light period of the long days was not sufficient to obtain the 
amount of NREM sleep which accumulated during the first 18 h of the short photoperiods. 
During the later part of the long light period power density was however relatively high. 
This may represent a compensation in the intensity domain for the accumulated deficit in 
sleep time. The dissociation between the time course of TST during the dark period and 
power density does indicate that these two sleep parameters are indeed regulated 
differentially. The mechanisms which are involved in the effects of photoperiod on the 
temporal distribution of sleep and wakefulness remain to be elucidated. A model of the 
circadian pacemaker developed by Daan and Berde (1978), does assume that changes in 
photoperiod do affect tbe phase relation between the two oscillators (M and E) which 
constitute this pacemaker. These changes would then result in changes in activity time. 
Unfortunately, changes in activity time have thus far only been determined by measuring 
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motor acti,rity (cf Daan and Aschoff, 1975). Since bouts of motor activity may be interrupted 
by periods of sleep, changes in activity time as measured so far, are not necessarily 
accompanied by changes in TST. The present data are however compatible with the view that 
in diurnal rodents, increments in the photoperiod lead to a lengthening of the interval in 
which activity prevails. This increase in activity time is compensated by high sleep intensity 
during the day and high percentages of sleep during the night. 
In the third experiment the decline in SW A during the rest phase was on average less 
prominent than in the first and second experiment although in 5 out of 7 animals a clear-cut 
decline was present. We do not have an adequate explanation for this difference between the 
two experiments. The time in NREM and REM sleep during the night was very similar for the 
two experiments. Possibly the animals which did not exhibit a decline of SW A over the dark 
period, slept more during the light period. By more daytime sleep they may have reduced 
sleep pressure at the beginning of the dark period. This interpretation is supported by a 12 h 
sleep deprivation experiment (data not shown) in wich the animals were sleep deprived 
during the light period preceding the EEG recording. During the subsequent dark period we 
observed a steep decline in SW A. In experiment 3 we found a similarly steep decline in SWA 
during the recovery night. 
Twenty-four hours of sleep deprivation did not produce significant changes in TST. Time 
in NREM sleep was somewhat reduced whereas REM sleep was slightly enhanced. A larger 
REM rebound after 24 h of sleep deprivation is present in the rat, (Borbely et al. 1984) 
whereas the hamster (Tobler and Jaggi 1987) showed a REM rebound similar to the 
chipmunk. At the beginning of the recovery night power densities were significantly enhanced 
compared to baseline values. Similar observation have been reported after 24 h sleep 
deprivation in the rat, and in humans (Borbely et al. 1984, Borbely et al. 1981). In the 
hamster however, no significant enhancement of delta power was reported after 24 h sleep 
deprivation. Remarkably, only 3 h sleep deprivation did produce a massive enhancement of 
delta power in the hamster (Tobler and Jaggi 1987). 
The enhancement of power densities in higher frequencies after sleep deprivation cannot 
be explained by assuming that they are a monotonic function of prior wakefulness since in 
the course of the activity period the period power densities in these frequencies decline in 
all three species. In the rat power densities in the higher frequencies were also enhanced 
after sleep deprivation (Borbely et al 1984). These effects may be related to prolonged sleep 
deprivation in an aspecific way. 
The results from experiment 4 do not support the hypothesis that an increase in SW A is 
accompanied by a further reduction in 02 consumption. On the contrary, after sleep 
deprivation, 02 consumption was higher than during baseline conditions. Although we did not 
record EEG and 02 consumption simultaneously it seems unlikely that in the 02 consumption 
experiment no enhancement of SWA has occurred since the experimental procedure was 
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identical to the sleep deprivation experiment. It may be that the increase of 02 consumption 
is a result of aspecific effects of the sleep deprivation procedure. In the rat forced activity 
does not result in a long lasting elevation of corticosterone levels (Tobler et al. 1983) which 
indicates that the method of sleep deprivation may have been not particularly stressful. These 
considerations, however are speculative, since we do not dispose of 02 consumption data in 
rats, neither of stress data in chipmunks. Comparing the effects of different sleep deprivation 
methods may solve this problem. 
From the present experiments two major conclusions can be drawn. Like in nocturnal 
rodents, also in the diurnal chipmunk SW A increases during the activity phase and decreases 
during the rest phase. Since the activity and rest phases of diurnal and nocturnal animals 
differ 180° in phase relative to the light-dark cycle, these trends cannot be direct 
consequences of the absence or presence of light. They can also not be attributed directly to 
the circadian pacemaker since in diurnal and nocturnal animals the phase relations between 
the LD cycle and the circadian pacemaker are similar, as shown by electrophysiological and 
behavioural studies (Sato and Kawamura 1984b, Hoban and Sulzman 1985). Since sleep and 
wakefulness are not uniformly distributed over the 24 h period the hypothesis that SW A is a 
function of prior wakefulness and sleep can explain these trends. The finding that after 24 h 
sleep deprivation slow wave EEG activity is enhanced further supports this hypothesis. 
The EEG data are qualitatively compatible with the two-process model of sleep 
regulation. The increase in SWA after sleep deprivation and the high delta power at the end 
of the long light periods can be interpreted as a compensation for sleep loss by intensifying 
subsequent sleep. Experiments in which under naturalistic conditions variations in activity 
time and variations in sleep intensity are monitored simultaneously are needed to further 
establish the adaptive value of these regulatory mechanisms. 
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In the preceding chapters, the data collected during a research project financed by 
BION/STW, are presented and discussed. Some of these chapters have already been published, 
the others are or will be submitted. At the beginning of this study the two-process model 
had not yet been tested explicitly. Now, four years later, some of its assumptions were 
verified and a number of predictions derived from it came true (Beersma et al. 1987). This is 
not to say that the two-process model has been shown to be valid in all respects. Although 
we could show that during NREM sleep EEG power densities of the delta and theta 
frequencies obey the rules of an hourglass process (Chapters 2 and 3; Daan et al. 1988) no 
evidence bas accumulated that this process is directly related to sleep timing (Chapter 4). 
Published data (Webb and Agnew 1975, Akerstedt and Gillberg 1986) do indicate that sleep 
duration depends on sleep debt. These experiments do however not constitute solid proof of 
the involvement of a homeostatic process in the timing of sleep end, since the subjects were 
aware of their experimental condition. In future research homeostatic aspects of sleep timing 
should be explored more extensively by either manipulating sleep debt at sleep onset or 
manipulating the intensity of sleep. In order to conceal the experimental conditions to the 
subjects and to guarantee that the timing of sleep is indeed spontaneous, it will be preferable 
to carry out these experiments in an isolation unit. 
The changes in the power spectrum of the sleep EEG which could be induced by 
manipulating prior wakefulness or by SWS deprivation were highly reproducable (Chapters 2, 
3, 4). Comparison of the effects of sleep deprivation on EEG power spectra in different 
mammalian species further suggests that the mechanisms responsible for these changes are 
not species specific (Chapters 2 and 9, Borb�ly et al. 1981, BorMly et al. 1984, Tobler and 
Jaggi 1987). The deprivation effects on power spectra thus provide some basic insight into 
the "natural" or "physiological" mechanisms underlying the regulation of sleep. These 
considerations have important consequences for sleep research. Clearly, the evaluation and 
interpretation of the effects of drugs on sleep for example, should imply frequency analysis 
of the EEG. We now have investigated (supported by Wyeth Laboratoria BY, Ciba-Geigy BY 
and Janssen Pharmaceutica BY) the effects of pharmaca on the sleep EEG in both humans 
and chipmunks (Beersma et al. in prep; Dijk et al. in prep) and compared the results of visual 
scoring and spectral analysis. From these experiments it can be concluded that spectral 
analysis allows a more complete evaluation of the effects of pharmaca on the sleep EEG than 
the visual scoring. 
An aspect of sleep which was not highlighted in this thesis is the alternation between 
NREM and REM sleep and the interactions between these two vigilance states. A better 
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understanding of the mechanisms responsible for this ultradian rhythm may help to explain 
some anomalous facts, such as the small deVJation from an exponential decline of power 
density over consecutive NREM-REM cycles (Chapter 8), the non-monotonous decline of 
power density over consecutive NREM-REM cycles during nocturnal sleep after a nap in the 
afternoon (Feinberg 1985, Dijk et al. unpublished), and the eventual reoccurrence of SWS 
after approximately 12 h of bed rest (Gagnon and De Koninck 1984, Gagnon et al. 1985, Webb 
1986). A recently developed model for the alternation of NREM and REM sleep (Achermann in 
prep), in which an exponentially declining S process is interrupted by REM sleep indeed does 
allow simulation of some of these "anomalous" data. 
In the two-process model homeostatic aspects of REM sleep regulation are not accounted 
for. A recent carefully controlled REM sleep deprivation experiment (Beersma et al. in prep) 
has however shown the necessity of an extension of the model in this direction. Furthermore, 
from this experiment there is now evidence that REM sleep, as well as wakefulness, 
contributes to NREM pressure. 
Depressive patients generally suffer from sleep disturbances. Moreover, in about 50% of 
the endogenous depressive patients sleep deprivation induces a short lasting but dramatic 
improvement of mood (Pflug and Tolle 1971, Van den Burg and Van den Hoofdakker 1975), 
suggesting that sleep disturbances are not only epiphenomena but are also in one way or 
another, causually involved in the regulation of mood. One aim of the present studies was to 
extend our knowledge of sleep regulation in healthy subjects in order to eventually 
understand the mechanisms underlying the therapeutic effects of sleep deprivation in 
depressive patients. Hypotheses which have been developed to explain these therapeutic 
effects have focussed on either circadian, ultradian, or homeostatic dysfunctions in 
depressives (Wehr and Wirz-Justice 1981, Vogel et al. 1980, Beersma et al. 1984, 1985, Borbely 
and Wirz-Justice 1982). Some of the findings in the present study may be used to further 
investigate these hypotheses. For instance, while total and REM sleep deprivation have 
already been used to manipulate mood (Elsenga and Van den Hoofdakker 1987, Vogel et al. 
1980) also SWS deprivation as described in chapters 3 and 4 may be employed. This might 
have two important advantages. Firstly, the "S deficiency hypothesis" can be tested more 
specifically than it has been done thus far (Van den Hoofdakker and Beersma, in press). 
Secondly, this intervention provides the opportunity to at least partially control for placebo 
effects which may play a role in the effects of total sleep deprivation. 
Another example concerns the hypothetical circadian dysfunctions in depression. Although 
the effects of light on the human circadian system should be further explored, our results 
(chapters 5 and 6) strongly suggest that exposure to light may be the way to test directly 
the phase advance hypothesis as formulated by Wehr and Wirz-Justice (1981). Also the 
involvement of the human circadian system and its interaction with sleep in other mood 
disturbances such as in seasonal affective disorders (Rosenthal et al. 1984, Lewy et aL 1987) 
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can be investigated in this way. 
Finally, the findings of the present study have implications for the wide area of 
complaints and disturbances induced by shifts of living schedules in numerous healthy 
subjects. We refer to "modern circadian illnesses" such as jet-lag and shiftwork syndromes. 
For the development of effective therapies of these illnesses, by scheduled exposure to light, 
further knowledge of the mechanisms by which light influences the circadian pacemaker and 
the timing of sleep and wakefulness, is needed. Some experiments (Daan and Lewy 1984, 
Eastman 1987, Czeisler and Allan 1987) have already shown the potential value of scheduled 
exposure to light. 
The conclusion of this thesis seems justified that the representation of the sleep-wake 
regulation as proposed in the two process model is a fruitful tool to uncover the mechanisms 
by which organisms organize the fulfilment of basic needs in a periodically changing 
environment, and to specify the interventions by which dysregulations in this organization 
can be corrected. 
147 
REFERENCES 
Akerstedt, T., Gillberg, M. (1986). A dose-response study of sleep loss and 
spontaneous sleep termination. Psychophysiol. 23: 293-297. 
Beersma, D.G.M., Daan, S., Van den Hoofdakker, R.H. (1984). Distribution of REM 
latencies and other sleep phenomena in depression as explained by a single 
ultradian rhythm disturbance. Sleep 7: 126-136. 
Beersma, D.G.M., Daan, S., Van den Hoofdakker, R.H. (1985). The timing of sleep in 
depression: theoretical considerations. Psychiatr. Res. 16: 253-262. 
Beersma, D.G.M., Daan, S., Dijk, D.J. (1987). Sleep intensity and timing - a model 
for their circadian control. In: Carpenter, G.A. (ed) Lectures on mathematics in 
the life sciences, Vol 19, Some mathematical questions in biology: circadian 
rhythms. The American mathematical society, Providence RI. pp 39-62. 
Borbely, A.A., Baumann, F., Brandeis, D., Strauch, I., Lehmann, D. (1981). Sleep 
deprivation: effect on sleep stages on EEG power density in man. 
Electroencephalogr. Clin. Neurophysiol. 51: 483-493. 
Borbely, A.A., Wirz-Justice, A. (1982). Sleep, sleep deprivation and depression - a 
hypothesis derived from a model of sleep regulation. Human Neurobiol. 1: 205-210. 
Borbely, A.A., Tobler, I., Hanagasioglu, M. (1984) Effect of sleep deprivation on 
sleep and EEG power spectra in the rat. Behav. Brain Res. 14: 171-182. 
Czeisler, C.A., Allan, J.S. (1987). Acute circadian phase reversal in man via bright 
light exposure: application to jet-lag. Sleep Res 16: 205. 
Daan, S., Beersma, D.G.M., Dijk, D.J., Akerstedt, T., Gillberg, M. (in press) Kinetics 
of an hourglass component involved in the regulation of human sleep and 
wakefulness. In: Rietveld, W. (ed). Advances in the Bio-Sciences. Pergamon Press. 
Daan, S., Lewy, A.J. (1984). Scheduled exposure to daylight: a potential strategy to 
reduce "jet-lag" following transmeridian flight. Psychopharm. Bull. 20: 566-568. 
Eastman, CJ. (1987). Bright light in work-sleep schedules for shift workers: 
application of circadian rhythm principles. In: Rensing, L., Van der Heiden, V., 
Mackey, M.C. (eds). Temporal disorders in human oscillatory systems. Springer 
Verlag Berlin. pp 176-185. 
Elsenga, S., Van den Hoofdakker, R.H. (1987). Response to total sleep deprivation 
and clomipramine in endogenous depression. J. Psychiat. Res 21:157-161. 
Feinberg, I. (1974). Changes in sleep cycle patterns with age. J Psychiat. Res. 10: 
283-306. 
148 
Feinberg, I. (1985). Homeostatic changes during post-nap sleep maintain baseline 
levels of delta EEG. Electroencephalogr. Clin. Neurophysiol. 61: 134-137. 
Gagnon, P., De Koninck, J. (1984). Reappearance of EEG slow waves in extended 
sleep. Electroencephalogr. Clin. Neurophysiol. 58: 155-157. 
Gagnon, P., De Koninck, J., Broughton, R. (1985). Reappearance of 
Electroencephalogram slow waves in extended sleep with delayed bedtime. Sleep 
8: 118-128. 
Lewy, A.J., Sack, R.L., Miller, L.S., Hoban, T.M. (1987). Antidepressant and 
circadian-phase shifting effects of light. Science 235: 353-354. 
Pflug, B., Tile R (1971) Therapie endogener Depression durch Schlafentzug. 
Nervenartz 42: 117-124. 
Rosenthal, N.E., Sack, D.A., Gillin, J.C., Lewy, A.J., Goodwin, F.K., Davenport, Y., 
Mueller, P.S., Newsome, D.A., Wehr, T.A. (1984). Seasonal affective disorder: a 
description of the syndrome and preliminary findings with light therapy. Arch. 
Gen. Psychiat. 41: 72-80. 
Tobler, I., Jaggi, K. (1987). Sleep and EEG spectra in the Syrian hamster 
(Msocricetus auratus) under baseline conditions and following sleep deprivation. J. 
Comp. Physiol. A 161: 449-459. 
Van den Burg, W., Van den Hoofdakker, R.H. (1975). Total sleep deprivation on 
endogenous depression. Arch. Gen. Psychiatr. 32: 1121-1125. 
Van den Hoofdakker, R.H., Beersma, D.G.M. (in press). On the contribution of sleep 
wake physiology to the explanation and the treatment of depression. Acta 
Psychiat. Scand. 
Vogel, G.W., Voge� F., Mcabee, R.S., Thurmond, A.J. (1980). Improvement of 
depression by REM sleep deprivation. New findings and a theory. Arch. Gen 
Psychiat. 37: 247-253. 
Webb, W.B., Agnew, H.W. (1975). The effects on subsequent sleep of an acute 
restriction of sleep length. Psychophysiol. 12: 367-370. 
Webb, W.B. (1986). Enhanced slow wave sleep in extended sleep. Electroencephalogr. 
Clin. Neurophysiol 64: 27-30. 
Wehr, T.A., Wirz-Justice, A. (1981). Internal coincidence model for sleep deprivation 




The sleep electroencephalograms (EEGs) of humans and chipmunks (Eutamias sibiricus, a 
day active rodent) were subjected to spectral analysis in a variety of _xperimental protocols. 
The major aim of these studies was to test several assumptions and predictions of the two­
process model of sleep regulation. lo this model, the timing of sleep and wakefulness is 
assumed to result from an interaction of a homeostatic process which keeps track of sleep 
dept, which accumulates during wakefulness, and a circadian process which codes for 
environmental time of day. 
A central assumption of this model is that the homeostatic process is reflected in the 
power of the NREM sleep EEG. la humans, power densities in the delta and theta frequencies 
during the first 30 minutes of NREM sleep indeed increased monotonically with increasing 
duration of prior wakefulness, without noticable circadian modulation (chapter 2). The relation 
between the sleep EEG and the hypothetical homeostatic process was further investigated by 
experimental reduction of power density during the first part of the sleep episode. The 
observed enhancement of power density in the second -undisturbed- part of the sleep episode 
indicated that power density reflects the rate of decay of sleep debt rather than the 
momentary sleep debt (chapter 3). This experimental reduction of the decay rate of sleep 
debt did, contrary to the prediction of the model, not result in an increase of sleep duration 
(chapter 4). 
A second assumption of the model is that the effects of light on the circadian pacemaker 
are not mediated by the sleep-wake cycle. Repeated exposure to bright light in the early 
morning, while the timing of sleep was fixed, resulted in an advance of the evening rise in 
plasma melatonin (chapter 6). During sleep subsequent to the light exposure, the rise of body 
temperature was advanced and in accordance with the predictions of the model, sleep was 
terminated earlier (chapter 5). EEG power spectra during NREM and REM sleep were not 
affected by this manipulation. 
In order to interpret interindividual differences in the sleep EEG, the effects of age and 
sex were studied. Spectral analysis of the sleep EEG of young adult and middle aged males 
revealed significant reductions of power densities in the delta and theta frequencies in the 
old subjects (chapter 7). Power densities in the spindle frequencies were also significantly 
reduced. These differences could not be interpreted as a difference in sleep debt, since the 
age related changes in the power spectrum were not the same as those found in the course 
of sleep nor as those observed after extending the duration of prior wakefulness. The decay 
of power over the sleep episode was shown to be different for the two age groups, indicating 
a change in the time course of the homeostatic process. 
A prominent sex difference in the human sleep EEG was discovered in young adults. 
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During both NREM and REM sleep power densities over a wide frequency range were higher 
in females than in males (chapter 8). These differences in the power spectrum could again 
not be interpreted as a difference in the homeostatic process. 
In the chipmunk power densities in the delta frequencies during sleep decayed over the 
major rest phase, whereas they increased during the activity phase. Increments and 
decrements of the photoperiod affected both the distribution of sleep over the 24 h period 
and the time course of delta power during NREM sleep. In accordance with the hypothesis 
that power density during sleep is a function of the duration of prior wakefulness, 24 h sleep 
deprivation resulted in an enhancement of power density. The observed changes in EEG power 
can be interpreted as a compensation for sleep loss by intensifying sleep. The same sleep 
deprivation procedure did not result in reduced oxygen consumption during the recovery 
night, as might be predicted from energy conservation hypotheses on sleep function (chapter 
9). 
It is concluded that the two-process model of sleep regulation is a powerful tool to 
analyze the mechanisms underlying the timing of sleep and wakefulness. Some implications of 
the present findings for basic and clinical research are discussed (chapter 10). 
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SAMENVATI1NG 
Het slaap electroencephalogram (EEG) van mensen en dag-alctieve grondeekhoorns 
(Eutamias sibiricus) werd onderworpen aan spectraal-analyse in een aantal experimenten. Deze 
experimenten waren ontworpen met als doe! enige aannames en voorspellingen van een model 
voor de regulatie van slaap te toetsen. In dit model (het zgn. twee-processen model) wordt de 
timing van slapen en walcen gereguleerd door een interactie tussen een homeostatisch en een 
circadiaan proces. Het homeostatische proces meet de slaapschuld die toeneemt tijdens bet 
wakker zijn en afneemt tijdens de slaap. Het circadiane proces regelt de fase-relatie van 
slapen en walcen ten opzichte van de licht-donker cyclus. Een centrale aanname in dit model 
is dat bet homeostatische proces gereflecteerd is in bet NREM slaap EEG. Bij de mens was 
bet vermogen ("power density") in de delta en theta frekwenties tijdens de eerste 30 minuten 
van de NREM slaap inderdaad een monotoon stijgende functie van de voorafgaande 
wakkerduur (hoofdstuk 2). De relatie tussen het slaap EEG en bet hypothetische 
homeostatische proces werd verder onderzocht door de slaapdiepte in bet eerste gedeelte van 
de slaap experimenteel te verminderen met behulp van acoustische stimuli. In bet tweede­
ongestoorde- gedeelte van de slaap werd een toename van bet delta en theta vermogen 
gevonden (hoofdstuk 3). Deze gegevens impliceren dat bet delta en theta vermogen 
gerelatcerd zijn aan de afnamesnelheid van de slaapschuld. Experimentele reductie van de 
afnamesnelheid van de slaapschuld leidde echter niet tot een verlenging van de slaapduur 
(hoofdstuk 4), dit in tegenstelling tot de voorspelling van het model. 
Een tweede aanname in bet model is dat de effecten van licht op de circadiane klok niet 
gemedieerd worden door de slaap-waalc afwisseling. Herhaalde blootstelling aan helder licht in 
de ochtend, terwijl bet slaap-waalc ritme gefixeerd was, leidde tot een vervroeging van de 
stijging van de plasma melatonine spiegel in de avond (hoofdstuk 6). Gedurende de slaap 
volgend op de lichtbehandeling steeg de lichaamstemperatuur eerder en was bet moment van 
spontaan ontwalcen vervroegd (hoofdstuk 5). De EEG spectra gedurende de NREM en de REM 
slaap waren niet veranderd als gevolg van deze fase verschuiving van de circadiane klok. 
Teneinde interindividuele verschillen in bet slaap EEG te interpreteren werden de slaap 
EEG's van twee leeftijdsgroepen en de slaap EEG's van jonge mannen en vrouwen vergeleken. 
Het slaap EEG van mannen van middelbare leeftijd werd gekenmerkt door sterk 
gereduceerde vermogens in de delta en theta frekwenties. Ook bet vermogen in bet 
frekwentiegebied van de slaapspoelen was gereduceerd (hoofdstuk 7). Aangezien deze 
verschillen tussen de leeftijdsgroepen niet exact overeenkomen met de gevonden 
veranderingen in bet EEG in de loop van de slaap en de veranderingen na verlenging van de 
wakkerduur, konden deze verschillen in bet slaap EEG niet direkt geinterpreteerd worden als 
een leeftijdsafhankelijke verandering in bet homeostatische proces. De afname van bet EEG 
vermogen tijdens de slaap was verschillend voor de twee leeftijdsgroepen. Dit kan 
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geinterpreteerd worden aJs een leeftijdsafhankelijke verandering in de kinetiek van bet 
bomeostatische proces. 
De vergelijking van de EEG spectra van jonge mannen en vrouwen liet zien dat vrouwen 
een hoger vermogen hebben over een breed frekwentiebereik, tijdens zowel de NREM als de 
REM slaap (hoofdstuk 8). Deze verschillen tussen mannen en vrouwen konden niet 
geinterpreteerd worden aJs een sexe verschil in bet homeostatische proces. 
In de dag-aktieve grondeekhoorn nam bet deltavermogen in de NREM slaap toe tijdens de 
lichtperiode en af gedurende de donkerperiode. Verlenging en verkorting van de photoperiode 
veranderde de verdeling van slapen en waken over bet etmaal. Ook bet verloop van bet EEG 
vermogen werd door deze ingrepen beinvloed. In overeenstemming met de hypothese dat bet 
vermogen in bet slaap EEG een monotoon stijgende functie van de voorafgaande wakkerduur 
is, leidde 24 uur slaapdeprivatie tot een toename van bet vermogen tijdens de herstelslaap. 
Deze veranderingen in bet EEG kunnen worden gezien als compensatie voor vermindering in 
slaapduur door een toename in de intensiteit van de slaap. Dezelfde slaapdeprivatie procedure 
leidde niet tot een vermindering van de zuurstof consumptie tijdens de herstelslaap 
(hoofdstuk 9). Dit in tegenstelling tot de voorspelling van hypotheses waarin reductie van 
energetische uitgaven de voornaamste functie van de slaap is. 
Geconcludeerd wordt dat bet twee-processen model een vruchtbaar uitgangspunt is voor de 
analyse van de mechanismen die betrokken zijn bij de timing van slapen en waken. Enkele 
implicaties van de resultaten voor toekomstig fundamenteel en toegepast onderzoek warden 
besproken (hoofdstuk 10). 
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Troelstra ben ik alien zeer erkentelijk voor bun bijdrage aan dit proefschrift. EEG onderzoek 
is niet mogelijk zonder technische ondersteuning: Dirk Wieringa en Jan Bakker hebben de 
nodige apparatuur ontwikkeld en onderhouden. Dick Visser heeft bet merendeel van de 
plaatjes getekend. Hij doet dat mijns inziens smaakvoller dan welk grafisch programma dan 
ook. Ellen van Dijk zorgde ervoor dat elk bezoek aan de bibliotheek op psychiatrie prettig en 
efficient was. Zonder de dierverzorgers in Haren waren de leefomstandigheden van de 
proefdieren ongetwijfeld minder optimaal geweest. Gea Breider heeft een belangrijke rol 
gespeeld in de afwerking van dit proefschrift. Wieke van der Meer heeft in bet laatste 
stadium van bet drukklaar maken op enthousiaste wijze de rol van reddende engel gespeeld. 
Vriendinnen en vrienden bedank ik voor bun steun op velerlei wijze en bet geduld waarmee 
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