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ABSTRACT 
INTEGRAL AND NON-INTEGRAL DIMENSION OF MODULES OVER 
NON-COMMUTATIVE RINGS 
by Sejal K. Dharia 
This thesis studies the conditions under which certain ZY(G)-modules have in-
tegral dimension. Specifically, the paper explores the circumstances under which 
certain W(G)-modules are free modules. Two main theorems are proven for this en-
deavor. The first theorem takes the matrix representation A of a submodule N of a 
free left module M over an arbitrary ring R. The theorem states that if A can be 
put into reduced row echelon form, then N and M/N are both free left /?-modules. 
The second theorem takes the matrix representation B of an arbitrary left H-module 
homomorphism T. If B can be put into reduced column echelon form, then Ker(T) 
is a free left /^.-module as well. The results of these theorems are well-known if R is 
a field or division ring. The results are also probably known for an arbitrary ring R, 
but there does not seem to be a readily accessible source in the standard literature. 
Recall that the group von Neumann algebra, denoted J V ( G ) , is the ring of all 
bounded C[G]-module endomorphisms on £2(G). Von Neumann dimension is defined 
for Hilbert jV~(G)-modules. Using results from Luck [Liic02], this paper demonstrates 
that a Hilbert A/^Gj-module can have fractional von Neumann dimension. Liick 
shows there is a dimension-preserving bijection between Hilbert .A/"(G)-modules and 
finitely generated projective left A/"(G)-rnodules, and thus there exists a projective 
left Ar(G)-module, P, of of fractional dimension. Furthermore, per Liick, the tensor 
product U(G) ®JV(G) P, which is itself a left £Y(G)-module, has the same fractional 
dimension as P. It is therefore non-trivial to show that some £Y(G)-modules have 
integral dimension. 
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CHAPTER 1 
INTRODUCTION 
The "traditional" definition of dimension signifies the number of elements in a 
basis for a vector space V over a field F. For example, the dimension of the complex 
numbers over the reals is 2, that is, dimg C = 2. or the dimension of the vector 
space of rn x n matrices over a field F is mn, that is, dim/? Mmxn(F) = mn. It 
would be "odd" to think of dimension as having a fractional or real-number value. 
However, as we shall see, there are alternate notions of dimension of a module that 
allow for fractional/real number values, specifically, von Neumann dimension and 
£/(G)-dimension (where G is a countable group, and U{G) is a ring to be described 
later). 
The motivation behind this thesis is as follows. The results of this thesis will 
be used in [BDH] which studies modules over a ring U(G). The W(G)-dimensions of 
these modules are called £2-Betti numbers. There are certain topology and algebra 
problems that may be solved if it can be shown that these £2-Betti numbers have 
an integral (i.e., whole number) value. The conclusion of this thesis discusses the 
conditions under which certain W(G)-modules have integral ^/(G')-dimension. 
This paper is divided into four main chapters (after the Introduction). Chapter 
2 offers background information on (left and right) modules over a ring R. Exam-
ples of modules are given and the notions of /?-module homomorphisms, submodules, 
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and direct sums/products are examined. The latter sections of Chapter 2 define free 
i?-modules, modules over division rings, and group algebras, and discuss theorems 
associated with these objects. The discussion on free modules is particularly impor-
tant, as it is needed to understand the theorems at the end of Chapter 3 and Chapter 
5. In particular, it is important to note that free /^-modules always have integral 
dimension. The theorems related to group algebras are also essential to follow some 
of the discussion in Chapter 5. 
Chapter 3 looks at standard linear algebra theory for matrices over an arbi-
trary ring R. The topics that are discussed include matrix multiplication, coordinate 
matrices, and row/column operations. The final section of the chapter uses matrix 
operations to examine the conditions under which certain /^-modules are actually free 
/^-modules. The two theorems at the end of Chapter 3 are important for proving the 
results at the end of Chapter 5. 
Chapter 4 offers a review of topics from analysis a,nd topology including metric 
spaces, sequences, series, limits, and convergence. The notions of normed linear space, 
inner product space, and Hilbert space are defined, and important theorems related to 
these spaces are proven as well. The space £2(G) C C G is defined, and its relationship 
with the group algebra, C[G] is established. The final sections of Chapter 4 explore 
complete orthonormal sets, closed subspaces, and orthogonal projections. The latter 
two concepts are used in definitions and theorems in Chapter 5. 
Chapter 5 defines the notions of bounded operators, group von Neumann alge-
bra (denoted Af(G)), Hilbert A/'(G')-modules, and von Neumann dimension. Section 
5.4 demonstrates a particular circumstance under which von Neumann dimension may 
take on a fractional value. Section 5.5 relates the notion of von Neumann dimension 
to W(G)-dimension, and uses the results of Chapter 3, section 3.6, to demonstrate the 
conditions under which certain ZY((7)-modules have integral dimension. 
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CHAPTER 2 
MODULES 
This chapter offers a brief overview of module theory and assumes some familiar-
ity with basic concepts from abstract and linear algebra. We use Hungerford [Hun74, 
Ch. IV] as our standard reference. 
2.1 Basic Definitions and Examples 
Definition 2.1.1. Let R be a ring with (multiplicative) identity 1/?. A left R-
module is an additive abelian group A together with a function R x A —> A (given 
by (r, a) i—> ra) such that for all r, s & R and a, b G A: 
(1) r(a + b) — ra + rb 
(2) (r + s)a = ra + sa 
(3) r(sa) = (rs)a 
(4) lRa = a 
Definition 2.1.2. Let R be a ring with (multiplicative) identity 1R. A right R-
module is an additive abelian group A together with a function A x R —> A (given 
by (a, r) i—> ar) such that for all r, s £ R and a, fr € A 
(1) (a + 6)r — ar + br 
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(2) a(r + s) = ar + as 
(3) (ar)s = a(rs) 
(4) a\R = a 
Note that a module over a division ring D is referred to as a vector space. 
Additionally, the function R x A -> .4 [or A x i? -» A] in Definitions 2.1.1 and 2.1.2 
is also referred to as a left [resp. right] act ion of R on A 
Further note that all future references to "ring" will mean "ring with identity", 
unless otherwise noted. 
Definition 2.1.3. Let R and S be rings. An abelian group A is an R-S b imodule if 
A is both a left jR-module and a right S'-module, and r(as) = (ra)s for all a G A r G 
/?,, s e S. If R = S, then A is called an /?-bimodule. 
Theorem 2.1.4. Let R be a commutative ring and let A be a left R-module. Then A 
can be given the structure of a right R-module with right action ar = ra for all r G R 
and a G A 
Proof. Let a, b G A and let r, s G R. First of all, 
(a + b)r = r(a + b) = ra + rb = ar + 6r. (2.1) 
Furthermore, 
a(r + s) = (r + s)a = ra + sa = ar + as. (2.2) 
Additionally, 
(ar)s = (ra)s = s(ra) (*) 
= (sr)a 
(2.3) 
= (r.s)a 
= a(r's), 
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where (*) follows because ra € A. It follows that A is a right i?-module. • 
Note that Theorem 2.1.4 also holds, mutatis mutandis, when A is a right R-
module. 
Theorem 2.1.5. If R is a ring with additive identity OR and A is a left R-module 
with additive identity OA, then for all a £ A and r 6 R, we have: 
(1) TOA = OA, and 
(2) 0Ra = 0A-
Proof. (1) Since A is an fl-module, rOA + 0A = rOA = r(0A + 0.4) = rOA + rOA. 
By cancellation in the additive group A, it follows that rOA = QA. 
(2) Since A is an /?-module, 0Ra + 0A = O^a = (0^ + 0R)U = QRa + 0Ra. By 
cancellation in the additive group A, it follows that O^a = 0A- D 
Theorem 2.1.6. Let R be a ring and A a left R-module. Then for all r E R and 
a € A, (-r)a = ~{ra) — r(—a). 
Proof. The element —{ra) E-A is the (unique) additive inverse of ra. in A. Thus, 
if we can show that (-r)a + ra = 0A, then we have (-r)a = —(ra). By property 
(2) of a left /?-module and Theorem 2.1.5, (-r)a + ra = ( —r + r)a = 0/ja = 0A- It 
follows that (-r)a = —(ra). In the same way, by property (1) of a left 7?-module, 
r(—a) + ra = r( — a + a) = r0,4 = 0^. It follows that r( — a) = —(ra). • 
Note: Theorems 2.1.5 and 2.1.6 also hold, mutatis mutandis, for right R-
modules and R-S bimodules. 
Examples of Modules: 
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(1) Every additive abelian group G is a Z-module, with na (n e Z , a £ G) given 
by a + a + • • • + a. 
* v ' 
n times 
(2) If R is a ring, then its subrings {0} and R are i?-bimodules. More generally, 
if / is a left ideal of a ring R, then / is a left i?-module with ra (r E R,a G /) 
being the ordinary product in R. 
(3) If R. is a ring and S is a subring, then R is an S-bimodule where ar and ra 
(a E S,r £ R) are multiplication in R. 
2.2 /^-module Homomorphisms 
Definition 2.2.1. Let A and B be left modules over a ring R. A function / : A -+ B 
is a left /^-module homomorphism provided that for all a,c G A and r € R, we 
have 
(1) / ( a + c ) = /(o) + / ( c ) and 
(2) f{ra)=rf{a). 
If / satisfies the conditions above and is a bijective map, then / is a left ft-module 
isomorphism and we say that A. is isomorphic to B (denoted A = B). A right 
/^-module homomorphism is defined as above, except that A and B are right 
/^-modules, and instead of (2) we have f(ar) — f(a)r. An R-S bimodule homo-
morphism is both a left i?-module and right S-module homomorphism. 
Henceforth we will write 0 to represent the additive identity of a group or ring 
when the meaning is clear from the context. 
Examples of R-module homomorphisms: 
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(1) Let A and B be modules over a ring R. The zero map 0 : A —> B given by 
a i—> 0 (a G /I) is a left and right .ft-module homomorphism as well as an R 
bimodule homomorphism. 
Proof. Let a, c G A and r G R. Then / ( a + c) = 0 = 0 + 0 = f(a) + f(c) and 
/ ( m ) = 0 = rO = r / (a) . • 
(2) Fix x G /?. Let / : /?—>/? be given by /(a) = a.r. Then / is a left .R-module 
homomorphism of the left R-module R. 
Proof. Let a, b, and r E R. Then f(a + b) = (a + b)x = a.r + bx = /(a) + /(6) 
and f(ru) — (ra)x = r(ax) — rf(u). (Both results use the definition of a 
ring). • 
(3) Let A be an .R-bimodule. Fix x 6 R and define f : A —> A by f(a) = ax for 
all a £ A Then / is a left /^-module homomorphism but not necessarily a 
right /^-module homomorphism. 
Proof. Let a,b G A, and r E R. Then / ( a + 6) = (a + 6).x = ax + fe.x = 
/(a) + f{b). Additionally, f(ra) = (ra)x = r(ax) = rf(a), but f(ar) = (ar)x 
which is not necessarily equal to (ax)r. Thus, / may not be a right /?-module 
homomorphism. D 
Definition 2.2.2. Let A and B be left /^-modules over a ring /? and let / : A —> J5 
be a left /^-module homomorphism. The kernel of / (denoted Ker / ) is the set 
{a G A\f(a) — 0}. The image of / (denoted Im/ ) is the set {/(a)|a G A}. 
Theorem 2.2.3. Let R be a ring, and let f : A —> B be a left R-module isomorphism. 
Then if g : B —> A is the inverse function of f, it follows that g is a left R-module 
isomorphism. 
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Proof. Since g is the inverse function of / , it is bijective. It remains to show that g 
is an /^-module homomorphism. Suppose 61,62 G B and r G R. Then 6] = f{ax) and 
62 — f{a2) for some a\, a2 G /I, and 5(61) = 0,1 and <?(62) = o,2 (since g is the inverse 
function of / ) . So 
g{bl + b2) =g(f{al) + f{a2)) 
= g(f(ai+a2)) (*) 
(2.4) 
= ai + a2 
= g(bi) + g{b2) 
Additionally, 
9(rbi) = g(r(f(ai))) 
= <?(/(™i)) (**) 
(2.5) 
= ra\ 
= rg{bi) 
where (*) and (**) follow from the fact that / is a left /^-module homomorphism. D 
Definition 2.2.4. Let R be a ring and let V be a left /^-module. Then a left R-
module homomorphism from V to V is called a left /^-module endomorphism, 
and the set of all such functions is denoted End^K) . Similarly, if V is a right R-
module, then the set of all right H-module endomorphisms from V to V is denoted 
End(Kfi). 
Note that per Lam [LamOl, Ch. 1, Sect. 3], elements / of End(^K) operate 
on the right, that is, (ra)f = r(a)f for all a G V, r G R. Similarly, we adopt the 
convention that elements / of End(V/j) operate on the left, with f(ar) = f(a)r. 
Theorem 2.2.5. Let R. be a ring and let V be a right R-module. Then the set 
End(V/j) is a ring with addition given by 
(f + g)(a) = f(a)+g(a), (2.6) 
and multiplication given by 
(fg)(a) = f(g(a)) (2.7) 
for f,g e End(Vk) and a <E VR. 
Proof. Suppose / , g, and h E End(V), a, b in V, and r £ R. Then 
(/ + s)(ar + b) = f(ar + b) + #(ar + 6) 
(2.8) 
= [f(a)r + f(b)} + [g(a)r + g(b)} 
= {f(a,)r + g(a)r} + [f(b)+g(b)} (*) 
= (/ + .7)(a)r+ (/ + .?)(&), 
where (*) follows by associativity and commutativity of addition in (the additive 
group) V. Furthermore, 
(/ + 9){o) = f(a) + g(a) = g(a) + f{a) = (g + / )(a) , (2.9) 
by commutativity of addition in (the additive group) V. Additionally, 
[(f + g) + h](a) = (f + g)(a) + h(a) 
= [f(a)+g(a)}+h(a) 
= f(a) + [g(a) + h(a)] (*) 
= [/ + (p + /i)](a), 
where (*) follows by associativity of addition in (the additive group) V. 
Let 0 be the zero homomorphism. Then 0 6 End(K), and 
(/ + 0 ) ( a ) = / ( a ) + 0 ( a ) = / ( a ) 
= 0 + / (a) = 0(a) + / (a) . 
(2.10) 
(2.11) 
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Finally, define ( — f)(a) = —f(a). Then 
(-f){ar + b) = -f(ar + b) 
= - [ / ( a ) r + /(&)] 
(2.12) 
= -f(a)r ~ f(b) 
= ( - / ) (a ) r + (-/)(&), 
and 
[ ( - / ) + /](«) = ( - / ) («) + / (a) = - / ( a ) + / (" ) = 0. • (2.13) 
It follows that End(Vft) is an abelian group. 
In terms of multiplication, we have that 
(fg)(ar + b) = f(g(ar + b)) = f(g(a)r + g(b)) 
(2.14) 
= f(g(a)r) + f(g(b)) = (fg)(u)r + (fg)(b). 
Furthermore, f(gh) = {fg)h by the associativity of function composition. 
Additionally, if we let id denote the identity map in End(VR), then since (/ id) = 
/ = ( id/) , it follows that id is the identity element of End(VR). 
It remains to prove the left and right distributive laws. We have 
f(g + h){a) = f[(g + h)(a)} = f[g(a) + h(a)} = f(g(a)) + f(h(a)) 
= (f9)(a) + (fh)(a) = (fg + fh){a). 
(2.15) 
The right distributive law is proved similarly. It follows that End(Vfi) is a ring. • 
Theorem 2.2.6. Let R be a commutative ring, V a right R-module, and f €E End(V^). 
Let c £ R and a £ VR. Then the function (cf) given by (cf)(a) = cf(a) is an element 
of End(VR). 
Proof. Let a,b 6 VR and let We have that 
(cf)(ar + b)= c[f(ar + 6)] = c[f(a)r + f(b)] = cf(a)r + cf(b) = (cf)(a)r + (cf)(b), 
(2.16) 
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where cf(a) and cf(b) G A by Theorem 2.1.4, since R is commutative. 
• 
Note that Theorems 2.2.5 and 2.2.6 also hold, mutatis mutandis, for End(fiK). 
Definition 2.2.7. Let V be a left i?-module. Then we define GL(ftV) to be the set 
of all left i?-module isomorphisms from K to V. Similarly, if V is a right ^-module, 
then GL{VR) is the set of all right /?.-module isomorphisms from V to V. 
Note that although GL(RV) is a subset of End(flK), it is not a subring of 
End(/jl/) because the sum of two elements of GL{RV) may not necessarily be in 
GL(RV). Specifically, if / , - / G GL{RV), then the sum (/ + ( - / ) ) = 0 (the zero 
map) will not be in GL(RV), as this map is not bijective. However, GL(RV) is the 
group of units of End(fiV). 
2.3 Submodules 
Definition 2.3.1. Let R be a ring, A a left .R-module and B a non-empty subset 
of A. We say that B is a (left) submodule of A provided that B is an additive 
subgroup of A and rb G B for all r G R, b G B. 
Theorem 2.3.2. If B is a submodule of a left R-module A, then B is a left R-module. 
Proof. Since B is a submodule of A, it is an additive (abelian) subgroup of A. Ad-
ditionally, since rb G B for all r G R, b G B, the operation R x B —+ B given by 
(r, b) i—> rb is well-defined. Finally, since A is an /^-module and B Q A, the elements 
of 5 satisfy properties (l)-(4) in the definition of an i?,-module. • 
Note that Definition 2.3.1 and Theorem 2.3.2 also hold, mutatis mutandis, for 
right /^-modules and R-S bimodules. 
Examples of submodules: 
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(1) If R is a ring and A is a left /^-module, then A and {0} are both submodules 
of A 
(2) If i? is a ring and / : A —> B is a left /^-module homomorphism, then Ker/ 
is a left submodule of A and Im / is a left submodule of B. 
Proof, (a) Since / is a homomorphism of additive groups, Ker / is an ad-
ditive subgroup of A. Suppose r £ R and a, £ Ker / . Then f{ra) = 
rf(a) — rO — 0, since / is an /?-module homomorphism and a £ Ker/ . 
It follows that ra £ Ker/ . 
(b) Since / is a homomorphism of abelian groups. Im / is an additive sub-
group of B. Suppose r £ R and b £ Im/ . Then there exists a £ /I such 
that / (a) = 6 and / ( ra ) = rf(a) = r6. It follows that rb £ Im / . • 
(3) If R is a ring, / : A —* 5 is a left /^-module homomorphism, and C is any-
left submodule of B, then f~l{C) = {a £ >l|/(a) £ C} is a left submodule of 
A 
Proof. Since / is a homomorphism of abelian groups, f~l(C) is an additive 
subgroup of A. Suppose r £ R and a £ / _ 1 (C) . Then / (a) £ C and 
/ ( ra) = r / (a) £ C because C is a submodule of 5 . So, ra £ / _ 1 (C) . • 
(4) Let /? be a ring and ,4 a left fl-module. Let a be in A. Then i?a = {ra|r £ R] 
is a submodule of A. 
Proof, (a) We first show that Ra is an additive subgroup of A. 
(i) Let x, y £ 7?a. Then x = rxa and y = r2a for ri,r2 £ /?, and 
x + y = rxa + r2a = (rx + r2)a £ Ra. 
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(ii) 0Ra = 0A E Ra. 
(iii) Let x £ Ra. Then x = ra for some r £ R. By Theorem 2.1.6, 
—x = ~(ra) = (-r)a, £ Ra,. 
(b) Let r £ 7? and 6 £ Ra. Then 6 = r'a for some r' £ /?. By property (3) 
of a left /("-module A, it follow that rb — r(r'a) = (rr')a £ /?a. D 
Note that if A is an R-S bimodule, then RaS = {ras\r E R, s E S} is not 
necessarily a submodule of A, as it may not be an additive subgroup of A. 
Specifically, if we let x,y £ RaS, then x = nas i and y = r^as-i for T],/^ £ R, 
and 5i, s2 £ 5*. So, x + y = r\as\ + r^asi, which is not necessarily in RaS. 
5) If {Bt\i £ /} is a family of submodules of a left /?-module /I, then B = | ) 5,, 
i e / 
is a submodule of A. 
Proof. Since each Bt is a submodule of A, it follows that each B% is an additive 
subgroup of A. The arbitrary intersection of subgroups is itself a subgroup; 
therefore B is an additive subgroup of A. Suppose r £ R and b £ B. Then 
6 £ Bz for all z. So, rb £ £?j for all i (because each B% is a submodule). It 
follows that rb £ Z?. Thus, B is a left submodule of A. • 
Definition 2.3.3. If AT is a subset of a left .R-module A, then the intersection of all 
submodules of A containing X is called the submodule generated by X and is 
denoted (X) or (xz\i £ /) for xx £ X. Note that (0) = {0} (the zero submodule). If 
X is finite, and X generates the module B, then B is said to be finitely generated. 
If X consists of a single element, e.g. if X = {a}, then the submodule generated 
by X is called the cyclic (sub)module generated by a (see example (4) above). If 
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{Bl\i E / } is a family of submodules of a module A, then the submodule generated 
by X = I ) Bx is called the sum of the modules B% and is denoted B\ + B2 + .... 
re/ 
Definit ion 2.3.4. Let /I be a left /^-module and X an arbitrary subset of A. A 
left /^-linear combinat ion of elements of X is defined to be a sum of the form 
r1xn + r2xl2 + • • • + r/~xlk, rt E R, xlt E X, 1 < t < k','k E N (where it ^ is for t ^ s). 
(Note that, by definition, left /("-linear combinations are finite even if X is infinite.) 
The span of X is the set of all left i?-linear combinations of elements in X. (Similar 
definitions hold, mutatis mutandis, for right /?.-modules). 
T h e o r e m 2.3 .5 . Let R be a ring with identity, A a left R-module, and x, G A for 
each i E I. Then (xt\i E I) = span{x,|z G / } . 
Proof. (1) Suppose y E span{x,|z £ / } . Then y = a\Xn + a2xl2 + • • • + UkXlk, 
for some k 6 N, ij E / , a, G R. Let 5 be a submodule of A such that 
{xi\i E 1} C B. Then a ^ ^ , a2Xj2,. . . ,akxlk E B for a-j E R. Since B is an 
additive subgroup, it follows that y = ajx,, + a.2xl2 + • • • + a^xlk E B. 
(2) It remains to show that span{xj|z G / } is a submodule of A. 
(a) Let y, z G span{x,|z £ / } . Then y and z can be expressed as left /^-linear 
combinations of elements of {x%\i E I}. Let {ii, i2)... , ig} represent the 
union of the indices appearing in y and z. Then y = a\xn + a2xl2 + 
• • • + aixH and z ~ b\xix + b2xl2 + • • • + bixtl, for some a,r b? G R. 
Since .T;?, G A,arb2 G /?, and /I is an H-module, it follows that y + z = 
(a-! +bi).Ti, + ( a 2 + 62)xl2H h(a; + ^ ) x i r Thus, y + z E spanjxjv; G / } . 
(b) We see that 0^ — O^x^ G span{xj|z G / } 
(c) Suppose y E span{x t |z G / } . Then y = a\x%1 + a2xi2 + • • • Jrak:xlk, k E N, 
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dj G R. It follows that — y = ( —l)y = ( — l)[ai£n + a2xl2 + • • • -\-akxlk) = 
-aiXjj - a2xl2 afcxtfc G span{xj|z G / } . 
(d) Finally, suppose r G ft and y G span{xT|z G / } . Then ?/ = ajx^ +a2XI2 + 
• • • + akxlk, for some /c G N, z;- G /, a3 G .ft. It follows that 
ry = r[axxti + a2xl2 H \- akxik] 
= r{a,ixn) + r(a2xl2) -\ h r(a/c.x,;J (2-17) 
= (ra^Xj, + (ra2):rl2 H + (rafc)xifc, 
an element of span{x,|?! G / } . • 
Note: Theorem 2.3.5 holds for right ft-modules, but may not necessarily hold 
for an R-S bimodule A, since for a G .4, RaS may not be a submodule of A. (See 
examples of submodules, note after item (4).) 
Theorem 2.3.6. Let B be a submodule of a left R-rnodule A. Then the quotient 
module A/B is a left R-module with elements a + B G A/B, (a G .4), and the action 
of R on A/B is given by r(a + B) — ra, + B for all a G A and r G R. 
Proof. Since B is a submodule of A, A/B is an additive abelian group with elements 
a + B,(a G A). Let a, a1 G A and r E R. Suppose a + B = a' + B. Then a — a' G 5 . 
Since 5 is a submodule of A, r(a — a') = ra — ra' G 5 . It follows that ra + B = ra' + B. 
Thus, the operation r(a + ft) = ra + 5 for all a G .4 and r G .ft is well-defined. 
It remains to show that A/B satisfies the four properties of a left R module: 
(1) Suppose ai + B and o2 + B G A/B and r G ft!. Then by definition of , 4 /5 , 
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(ax + B) + (a2 + B) = (ax + a2) + B. It follows that: 
r[(ax + B) + (a2 + B)\ = r[(ax + a2) + B] 
= r(ax + a 2 ) + B 
= {rax + ra2) + B (2.18) 
= (rai + 5 ) + {ra2 + B) 
= r(al + B) + r(a2 + B). 
(2) L e t r . s G H a n d a + B G /1/B. Then 
( r + ,s)(a + 5) = (r + s)n + B 
= (ra + so) + B 
= (ra + 5 ) + (sa + 5) 
= r(a + B) + s(a + B). 
(2.19) 
(3) Let r,s e R and a + B e A/B. Then r[s(a + B)\ = r(sa + B) = r(sa) + B = 
(rs)a + B = (rs)(a + B). 
(4) Let 1R be the identity element of R. Then lR(a + B) = 1 ^ + 5 = a + 5 . • 
Theorem 2.3.7. (The First Isomorphism Theorem for Modules). Let A and B be 
R-modules, f : A —> B a left R-module homomorphism, and K = Ker / . Then 
A/K = f(A). 
Proof. Define / : A/K -> f(A) by / ( a + K) = /(a) for all a + K e A/K. 
The function / is well-defined because if a + K = 6 + K, then a = 6 + /c for 
(2.20) 
(2.2]) 
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some k £ K, and 
f(a + K) = f(a) 
= f(b + k) 
= f(b) + f(k) 
= /(6) + 0 
= f(b) 
= f(b + K). 
Furthermore, / is a left /^-module homomorphism because 
f[(a + K) + (b + K)) = /[(a + b) + K] 
= f(a + b) 
= /(a) + /(6) . 
= f(a + K) + f(b + K) 
and 
f[r(a + ^ ) ] = J{ra + K) 
= f(ra) 
= rf(a) 
= rf(a + K). 
Additionally, / : A/K —* f(A) given by f(a + K) = f(a) is clearly surjective. Finally, 
suppose f(a + K) = f(b + K). Then f(a) = f(b), so, /(a) - f(b) = f(a ~ b) = 0. 
Hence a — b E K which implies that a + K = b + K. Thus, / is injective. • 
Theorem 2.3.8. (The Second Isomorphism Theorem for Modules). Let B and C be 
submodules of a left R-module A. Then B/{B C\C) = (B + C)/C. 
Proof. First note that C is a submodule of B + C, hence (B + C)/C is a left .R-module. 
Define / : B - • (B + C)/C by f(b) = b + C. 
[2.22) 
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First, we show that / is a left R-module homomorphism. 
Suppose b^,b2 E B and r G R. Then 
f(bi + b2) = (b1+b2) + C 
= (b1 + C) + (b2 + C) (2.23) 
= /(6i) + /(62)-
Additionally, 
f(rbl)=rb,+C 
= r(bx + C) (2.24) 
= r/(6,) . 
We see that Ker(/) = B f l C . since 
x G Ker(/) «==>• i G B and /(x) = C 
<=> x e B and x + C = C 
(2.25) 
4=> x G 5 and x G C 
<^=> xeBnC. 
Finally, we show that / is surjective. Suppose x G (B + C)/C. Then for some b <E B, 
c G C, it follows that 
.x = (b +
 c) + C 
= 6 + C (2.26) 
= f(b). 
By Theorem 2.3.7, it follows that B/(B n C) = ( 5 + C)/C. D 
Theorem 2.3.9. fTTie TTuraf Isomorphism Theorem for Modules). Let B and C be 
submodules of a left R-module A. If C C B, then B/C is a submodule of A/C and 
{A/C)/{B/C) = A/B. 
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Proof. Suppose C C B where B and C are submodules of a left R-module A. 
We first show that B/C is a submodule of A/C. 
(1) By the third isomorphism theorem for groups, we know that B/C is an ad-
ditive subgroup of A/C. 
(2) Let r E R and b + C £ B /C (where b £ B). Then since 2? is a submodule of 
A, it follows that r6 £ B. Therefore r(b + C) = rb + C E B/C. 
Define / : A/C -* A/B by f(a + C) = a + B, where a E A. 
(1) We claim that / is a well-defined function. Suppose a-\, a2 E A and a,\ + C = 
a2 + C. Then aY = a2 + c for some c £ C. Furthermore, a,\ + B = (a2 + c) + B = 
a2 + B (since cEC C B). It follows that f{ax + C) = f(a2 + C). 
(2) Wre further claim that / is a left /^-module homomorphism. Suppose a,\, a2 £ 
A. Then 
f[(ai + C) + (a2 + C)] = /[(a, + a2) + C] 
= (ax + a2) + B 
= (en + 5) + (a2 + B) 
= / ( a i + C ) + / (a 2 + C). 
(2.27) 
Additionally, 
/ ( ra x + C) = raj + B 
= r(a, + B) (2.28) 
= r / ( a ] + C ) . 
(3) It also follows that Ker(/) = {a + C|a G B} = 5 /C , since 
a + C 6 Ker(/) ^ ^ / (a + C) = B 
<=> a + B = B (2.29) 
^ ^ a e 5 . 
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(4) Finally, we show that / is surjective. Suppose a + B G A/B for some a £ A. 
Then a + C G A/C. It follows that f(a + C) =a + B. 
By Theorem 2.3.7, it follows that (A/C)/(B/C) ^ A/B. • 
Note: Theorems 2.3.7, 2.3.8, and 2.3.9 also hold, mutatis mutandis, for right 
/?.-modules and R-S bimodules. 
2.4 Direct Product and Direct Sum 
Definition 2.4.1. Let {A,]i G /} be a family of sets. The Cartesian product of 
the sets Ax is the set of all functions a : I —» ( I A; such that a(i) = at G At for every 
i G /. The Cartesian product is denoted by J j At and elements of TT Xj are denoted 
by (a,). 
Definition 2.4.2. Let R be a ring and {Az\i G /} a family of left /^-modules. The 
direct product of the family of left .ft-modules {Ai\i G /} (denoted TJA) is the 
ief 
Cartesian product of the sets Ax together with the operation given by {af) + (bf) = 
(at + 6j) for (a;), (&,;) G TT-4,, and the action of R on TT A% given by r(az) = (ra,,). 
The support of (a,) (denoted supp(at)) is the set of all i G / such that a,: 7^  0. The 
direct sum of the family of left /^-modules {At\i G / } denoted by ( 7 7 ^ , is the 
iei 
subset of the direct product consisting of all elements of finite support. 
Theorem 2.4.3. Let R be a ring with identity 1^, and let {A^i G /} be a family of 
left R-modules. Then 
(1) the direct -product. ] j Ait is a left R-module, and 
(2) the direct sum, An At, is a left submodule of 1J A% 
iei iei 
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Proof. (1) Since A% is an additive abelian group for each i G / , TT A% is an addi-
tive abelian group [Hungerford p. 59, Thm 8.1]. Additionally, if (cj). (bz) G 
TT Ai and r,s £ R, then: 
(a) r[(aj) + (&*)] = r{at + 6,,) = (rc^ + rbt) = (rat) + {rb%) = r(al) + r(bt). 
(b) (r + s)(al) = ((r + s)at) = (raz + sat) = (ra,) + (saz) = r(a7) + s(a,). 
(c) r[s(cLi)] = r(sai) = ({rs)^) = (rs)(al). 
(d) lfl(ai) = (lflOj) = (a,:). 
(2) (a) Claim: (4H y4t is a subgroup of TT At. 
Suppose (a-i), (6J G (T) A- Then supp(u2) and supp(6.J are both finite. 
Therefore, supp(aj) U supp(6j) is finite. Observe that supp(a, + bt) C 
supp(a,;) Usupp(6t). It follows that supp(az + bi) is finite and therefore 
(a,j) + (bi) = (az + bt) G (+) Ai. By definition of direct sum, the identity 
element, (0), of TT A% is also the identity element of r p ) A • Finally, if 
(a,) G ( J ) A , then -(al) = (-at) G ( J ) A , since s u p p ( - a , ) = supp(a,:). 
(b) Suppose r G R and (<2j) G ( 4 ^ / l j . Then by definition, the support of 
ier 
(a,;) is finite. Also, r(at) = (m,) has finite support because if ax = 0, 
then ra% = rO = 0. Thus, r(at) G HH A%. • 
Definit ion 2.4.4. Let /? be a ring and let {Bj|i E / } be a family of submodules of a 
left /^-module A. Then the s u m of the family {B%\i G / } (denoted V j ^ ) 1S the set 
i€l 
consisting of all finite sums of the form 6Z] + bl2 + • • • + bln, where 'i*, G / , blk G £ ^ , 
n G N. 
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Theorem 2.4.5. Let R be a ring, and let {Bz\i £ 1} be a family of submodules of a 
left R-module A. Then I | J B% \ = ] T Bt. 
\iei I is/ 
Proof. Suppose C is a submodule of a left .R-module A such that Bx C C for alH G /. 
Then since C is a submodule, it follows that 2_. B% - C. It remains to show that 
y Bi is a submodule of A. Suppose x, y G \_, ^ a n d r £ R. 
i&I iel 
(1) Let J C / b e the set whose elements are all of the it which are used to describe 
x and y. Then x = aM +a,2 + - • •+aj„ and y = bi} +bi2 + - • -+bln, for some n G N, 
Zi G J, ait, bit G £?„. It follows that x + y = (aM +bn) + • • • + (a,n + 6ln), z( G J. 
Since each (a,( + blt) G 5j ( , it follows that x + y G >^ ^?-
ze/ 
(2) Since 0 G B% for all i G /, it follows that 0 G ] T 5 t 
i€l 
(3) For x = an + aI2 + • • • + ain, ait G 5 i ( , we have -x = - (an + al2 + • • • + alri) = 
-au - al2- ••• - ain G ] P fit. 
(4) Finally, for x = an + al2 + • • • + aln, alt G Blt, we have rx = r{aH + al2 + • • • + 
i<=i 
The result follows. • 
Definition 2.4.6. Let R be a ring and let {Ar\i G /} be a family of left submodules 
of an H-module A such that: 
(1) A = Y^A ; and 
'2) For every ke I, Akn (*T A) = 0. 
Then .4 is said to be the internal direct sum of the family of left submodules 
{Ai\iel}. 
23 
L e m m a 2.4.7. Let R be a ring and let a left R-module A be the internal direct sum 
of the family of left submodules {At\i G / } . Then if an + al2 + • • • + alk = 0, where 
alk G Alk and i^ G I, it follows that alt — 0 for all 1 < t < k. 
Proof Suppose a,, + a,2 + • • • + alk = 0, where k G N, alk G Alk and ?^  G / . Let 
1 < t < k. Then a,:, = —(all + • • • +a,;e-i +aH+\ +o,ik) G ,4 l ( n(V_] Az). By Definition 
2.4.6 (2), it follows that aH = 0 . D 
Theorem 2.4.8. Let R be a ring and {Ax\i G / } a family of submodules of a left 
R.-module A such that A is the internal direct sum of {At\i G / } . Then (+) A% = A. 
Proof. Define / : ( J ) At -> A by / ( (a , ) ) = ah + av, H + alk where au G Aif, and 
it G supp(aj). Suppose a = (aj),6 = (6,) G Hp) / l t and r G R, where {ii, . . . ,ik) —• 
ier 
supp(a) U supp(6). Then 
f(ra) = /(r(a? ;)) 
= Hiroi)) 
= ran + ral2 -\ h ralk (2.30) 
= r(an + al2 H h alk) 
rf((Oi)\ 
and 
f(a + b) = {an + bu) -\ h (alk +blk), it G supp(a + b) 
= (a4l + • • • + aifc) + (6tl + • • • + blk) (2.31) 
= f(a) + f(b). 
It follows that / is a left R-module homomorphism. 
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(2) Suppose (aA G Ker/ . Suppose further that supp(a,) ^ 0. Let {ix,... ,ik) = 
supp(aj). Then /((a t)) = 0 implies an +ai2 + - • -+alk = 0, where it G supp(at). 
By Lemma 2.4.7, it follows that alt = 0 for all 1 < t < k. Thus, we must have 
that supp(al) = 0, and therefore, (a7) = (0). It follows that / is injective. 
(3) Suppose y G A. Then y = an + al2 + • • • + aik, ik G /, and |fc| < oo. Define 
a = (at) by 
alm if i = im G [h, . . . ,1k) 
at = < 
0 otherwise 
Then (at) G ^ H A, and /((a)) = aM + al2 + • • • + alk = y. It follows that / is 
surjective. D 
2.5 Free Modules 
The following definitions build from Definition 2.3.4. 
Definition 2.5.1. Let R be a ring, and let X be a subset of a left /^-module A. 
The set X is said to be linearly independent over R if whenever an /^-linear 
combination of distinct elements of X is set equal to zero, all of its coefficients must-
be equal to zero. In other words, to say X is linearly independent means that if 
r\Xlx +r2.xl2H Yrkxik = 0, rt G R, xlt G X, and k G N, then r, = r2 = • • • = rk = 0. 
Definition 2.5.2. Let R be a ring, and let X be a subset of a left /^-module A. Then 
X is a basis for y4 if X generates A and X is linearly independent. 
Theorem 2.5.3. Let R be a ring, and let A be a left R-module with basis X C A. 
Then every element of A can be expressed uniquely as a left R-lvnear combination of 
the elements of X. (Specifically, the non-zero coefficients of the left R-linear combi-
nation will be unique.) 
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Proof. Suppose y 6 A such that y = r\U\ + • • • + rnun — S\V\ + • • • + smvm, where 
r'j, Sj £ R and ur, Vj £ X. Let {wi, w 2 , . . . , wk) — {ut\l < i < n} U {VJ\1 < j < m}. 
Then y — a\W\ + • • • + a^w^ = b\W\ + • • • + bkWk for some al,bl G R, and y — y = 0 = 
(aj — /?i)^i + • • • + (a.fc — bk)wk. Now since the Wj G X, they are linearly independent, 
and it follows that {a\ — b\) = • • • = (ak — bk) = 0, which implies that ar = bt for all 
i. The result follows. D 
Theorem 2.5.4. Let R be a ring and let X be a set. The following conditions on a 
left R-module F are equivalent: 
(1) F is left R-m,odule isomorphic to a direct sum of copies of the left R-module 
R, indexed by X. 
(2) F has a non-empty basis indexed by X. 
(3) There exists a function i : X —> F with the following property: given any left 
R-module A and function f : X —> A, there exists a unique left R.-m,odule 
homomorphism f : F —> A such that fi — f. 
Note that item (3) in Theorem 2.5.4, essentially says that , if F and A are two 
left /^-modules such that F is a free left i?-module, then there is a unique left R-
module homomorphism, / : F —> A, that will be completely determined by where the 
generators of F are sent in A. 
Proof. (1) => (2): Let F = 0 f l . Consider the set B = {ex\x e X} C F, where 
xex 
ex(x) = 1, ex(y) = 0 for x ^ y. We claim that B is a basis for F. Suppose 
riex,+---+rneXn = 0, (2.32) 
where r, £ R and eXz G B. Then r\eXl{xi) + • • • + rneXn(xA = 0(x t). It follows that 
rx = 0(xt) — 0 and thus B is a linearly independent set. 
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Suppose further that a = (ax) G F. Let {xi, x 2 , . . . , xn} = supp(a). We claim 
that a = aXiexl + • • • + aXneXn- There are two cases to consider. 
If xl G supp(a), then axleXl(xi)-\ t-aXrieXn(xi) = aXi = a(x%). If x% £" supp(a), 
then aXleXl(xA + • • • + aXneXn(xl) — 0 = ofxA. The result follows. 
(2) => (3): Suppose {ux\x G X) is a basis for F. Define i : X —-> F by t(x) = ux. 
Suppose /I is a left .R-module and / : X —> /I is a function. Suppose further that 
/ , g : F —> A are left /^-module homomorphisms and ft, = / , gi = / . For y G F, 
y = r\ux, + • • • + TnuXn for some r% G /?, x,: G X. So, 
/(y) = /(nui, H — + ?v«rj 
= f{r\UXl) H + / ( r r i i i x J 
= rif(uXl) H h rnf(uXn) 
= rifi{x^) H \-rnft(xn) 
= rif(xi) + ••• + rnf(xn) 
(2.33) 
= npt(xi) + hr n j t ( in) 
= rig(uxi) + ••• + rng(uXn) 
= g(rxuxi)^ \-<j(rnuXn) 
= g{rxuxi H +rnuXn) 
= g{y)-
It follows that / is unique. 
As for existence, define / : F —> A as f(y) = r1 /(x1) + ••• + rnf(xn) for 
y = ?"IWJI + • • • + TnuXn G F. By Theorem 2.5.3, / is well-defined. 
(1) Let x G X. Then /(t(x)) = f{ux) = f{x). It follows that ft = f for all 
xe X. 
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(2) (a) Let r G R, y = rxuXl H t- rnuXn G F. Then 
Rry) = f(rriuxi +••• + rrnuXn) 
= rrif(xi) + \-rrnf(xn) 
= r(rif{xi) + • • • + rnf(xn)) 
= rf(y). 
(2.34) 
(b) Suppose y,z G F such that y = rluXl -\ VrnuXn, z = sxuXl-\ \-snuXn, 
where {xi\i G /} is the union of the indices of the basis elements in which 
y and z are expressed. Then 
f(y + z) = (n + Si)/(xO + • • • + (rn + sn)f(xn)) 
= [n/(xi) + • • • + rnf{xn)) + [si/(x!) + • • • + snf(xn)} 
= m+ /(*)• 
(2.35) 
(3) =>• (1) Define A = 0 R and define / : A" -> ,4 by /(x) = e.r for all x G X (where 
(ex) G /I such that ex(x) = 1 and ex(y) = 0 for y ^ x). By (3), we know that there 
exists a unique left /?-module homomorphism f : F —> A such that / t = / ; that is, 
/(/,(.x)) = ex for all x G X. We claim that / is a left .R-module isomorphism. 
Let a G A. Then a = aX]eXl + • • • + aXneXn, where {x t |l < i < n} = supp(a). 
Define g : A —> F by 
</(a) = aXlt(2i) + h a I n t(xn) . (2.36) 
Then 5 is well-defined because supp(a) is finite. Additionally, 2.36 is also holds for 
any set {y3} that contains supp(a). 
We claim that g is a left /^-module homomorphism. 
Suppose a, b G A and r G R. Let {x^,.. . ,xn} = supp(a) U supp(fe). Then 
a = aXleXl + • • • + aXneXn and b = bXleXl + • • • + bXneXn for some aXi, 6X G R, and 
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(a + b) = (aXl +bXl)eXl + ••• + (aXn + bXn)eXn. So, 
g(a + b) = (aXl + bXl)t(x1) + ••• + (aXn + bxJt{xn) 
= (aXli(xi) + \-aXni(xn)) + (bXii(xl) + h bXni{xn)) (2.37) 
= g{a)+g{b) 
and 
g(ra) = raXxt{x^) + h raXnt(xn) 
= r{aXli{xx) + • • • + aXni{xn)) (2.3? 
=
 r9{a>-
It remains to show that g is the inverse of / : 
Let a G A be defined as above. Then 
f(g(a)) = f(ax^{xi) H + aXni{xn)) 
= aT] / i (Ki) H h aXnfi(xn) (*) 
= a I 1 / ( ^ i ) + - - - + a I n / ( x n ) (2.39) 
where (*) follows because / is a left .R-module homomorphism. 
Let x <E X. Then t(a;) € F and 
S(/W*)))=0(/(*)) 
= <?(ex) 
= L(X). 
(2.40) 
Now, j o / : F —> F and idp : F -+ F are left /^-module homomorphisms such that 
g o f(i(x)) = idF(t(x)). Then by the uniqueness part of property (3), we have that 
g ° f = idF. In other words, by property (3), since j o / and id/? agree on t{x) for all 
x G X, it follows that they agree everywhere. 
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Thus, / is a left /^-module isomorphism. • 
Definit ion 2.5.5. A module F over a ring R, that satisfies the equivalent conditions 
of the theorem above is called a free /^-module on the set X. 
Definition 2.5.6. Let B C ff) R such that B = {ex\x e X}, where ex(x) = 
xex 
l:fix(?/) — 0 for x 7^  y. Then the elements of the set B are called the s tandard 
basis vec tors of 0 R. 
xEX 
2.6 Module s over Divis ion Rings 
Theorem 2.6.1. Let D be a division ring, and let A be the left D-module generated 
by {xi, x2, . . . , xn), where x% 6 A. Then a subset of {x\, x2, . . . , xn} is a basis of A. 
In particular, every finitely generated left D-module is free. 
Proof. We proceed by induction on n. The base case n = 0 is true because the 
D-module {0} is generated by the empty set (that is, {0} = (0)), and since 0 is a 
(vacuously) linearly independent set by definition, it. follows that 0 is a basis for {0}. 
Suppose that the theorem is true for k and that A = (xi,x2 -^fc+i)- If 
{.2'i,.x'2,. . . , Zfc+i} is a linearly independent set, then we are done. Otherwise, there 
exists a left D-linear combination a,\X\ + a2x2 + • • • + ak+ixk+] = 0 such that not all 
a% — 0. Without loss of generality, suppose ak+Y ^ 0. Then 
xk+\ = ~ak+\aix\ ~ &k+la2x2 — • • • — ak+]akXk 
= d1xl+d2x2-\ \-dkxk, (2-41) 
where dt = —a^'jOj £ D. 
We now claim that A = (x-y, x2). . . , xk+i) — (x\, x2, . . . , xk). Suppose y G 
(xux2,. . . , .r f c+1). Then y = byxx -\ \-bkxk + bk+lxk+l) for some bt G D. By (2.41), 
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it follows that 
y = bixi H h 6fcxfc + 6fe+1(diXi + C/2X2 H h 4x/c) 
(2.42) 
= (6] + 6fc+1d1)x1 H \- (6fc + bk+1dk)xk. 
Thus, y G (xl5 x 2 , . . . , xk). The result follows since (x\, x 2 , . . . , xk) C (xi, x2,. . . , xfc+1). 
By the induction hypothesis, it follows that some subset of {xj, £2, • • • , x„} is a 
basis of A. The theorem follows by induction. • 
Theorem 2.6.2. Let D be a division ring, let A be a finitely generated left D-module, 
let {?/],.. . ,yk, yk+\.. .. yrn} be a linearly independent subset of A, and suppose A = 
(xi, . .. xg,yi,. . . yk), where 0 < k < m. Then for some j , 1 < j < t, it follows thai 
A = (x],..., XJ_J , xj+i,..., xe, yi,..., yk, yk+\) • 
Proof. Let A = (xx,. .. x£, yx,.. . yk). Let Y = {yu y2.... . ym) C A be a linearly 
independent set. Since Y is a linearly independent set, it follows that yk+x 7^  0. 
Since yk+x e A, yk+l = rxxx H (- rexe + sxyx H (- skyk, rust G D. We must 
have r% ^ 0 for some 1 because otherwise yk+\ would be expressible as a left D-linear 
combination of yx,..., yk, which would contradict the linear independence of Y. Let 
Tj be the first non-zero coefficient. Then, 
XJ = rflyk+i-rflrxx1-r~1rJ^lx:j_1-r~1rj+1xj+i rjlrtxt-r~lsiyx rjxskyk. 
(2.43) 
Let A1 — (xi , . . . , Xj_i, x J + 1 , . . . ,xg,yi,... ,yk, yk+\). We claim that A' = A. First of 
all, clearly A' C A. On the other hand, if v £ A, then 
v = axX] H + a-jXj H (- a^x£ + 61J/1 H + 6feyfc. (2.44) 
By equation 2.43, 
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v — a,\X\ + • • • + cijXj + • • • + aexc + &!'</! + • • • + bk'tjk 
= a,\X\ + • • • + aJ(rJ yk+\ — Vj r^X\ — r^ Tj-\Xj_\ — r^ r J + ] .x J + i — . . . 
- T~xrnXt - r~\sxyi - • • • - r~lskyk) -\ + aexe, + b^ H + bkyk 
= (aT - a-jTjW-i) H h (aj_i - c^rj^r^^x^r + (aj+1 - a ^ V . , ^ ) ^ ! + . . . 
+ (a* - ajrjlre)xe + (61 - a^S!)'*/! H \-{bk - Cbjr~lsk)yk + K^" 1 )? / /^] 
(2-45) 
It follows that /I C .4'. • 
Corollary 2.6 .3 . Let D be a division ring and A be a finitely generated left D-module. 
If A = (xi, x'2,. . ., xn), and Y = {yi, j/2, • • • y™.} C .4 is a linearly independent set, 
then m < n. 
Proof. Suppose X = {xu x2,. .. xn) spans A. Let Y = {y,, y2, • • • Vm) C 4 be a 
linearly independent set. By Theorem 2.6.2, we know that 
(.xj,. . . , Xj_u xj+u . . . , xn,yk) = A, (2.46) 
for some j , k, 1 < j< n, 1 < k < m,. 
By applying Theorem 2.6.2 repeatedly, at the end of the pth step, we will have 
a spanning set consisting of y m , y m _ i , . . . , T/m_p+1 together with n — p of the x t . If 
m > n, then at the end of n steps, we will have that {ym, • • • , Vm-n+\} spans A. Since 
m — n > 0 it follows that 777 — 77 + 1 > 2, and thus, yx can be expressed as a left 
D-linear combination of ym,... , y m _ n + ] . But this contradicts the linear independence 
of Y. Thus, we must have m < n. 
Note that the last statement is also true when Y = 0. • 
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Corollary 2.6.4. Let D be a division ring and A be a finitely generated left D-module. 
Then any two bases of A have the same cardinality. 
Proof. Suppose X = {xx, x2, •.. xn] and Y — {yX) y2,.. • ym) are two bases of A. 
Then by Theorem 2.6.3 since X spans A and Y is linearly independent, we must have 
m < n. On the other hand, since Y spans A and X is linearly independent, we must 
have n < m. It follows that m = n. • 
Definition 2.6.5. Let D be a division ring and F a free Z)-module. The number of 
elements in a basis for F is called the dimension of F over D. 
Theorem 2.6.6. Let D be a division ring. Let X be a linearly independent subset of 
a D-module A and let a G A such that a £ X. Then X U {a,} is linearly dependent if 
and only if a G span(A'). 
Proof. Suppose X U {a} is linearly dependent. Then there exist w\, iv2, . . . , wn G 
X U {a} such that b\w-[ + 62^2 + • • • + bnwn = 0 and not all bx equal zero. Since X 
is a linearly independent set, it follows that one of the wt must be equal to a, and 
its corresponding coefficient bi 7^  0. Without loss of generality, let w\ = a. Then 
b\a-\-b2u)2 + • • • + bnwn = 0 which implies that a = —b^b2w2 — • • • b^xbnwn. Since 
a can be expressed as a left D-linear combination of w2,. .., wn G X, it follows that 
a G span(vV). Conversely suppose that a G span(X). Then there exist w-i,. .. ,wn 
and 61,. .. ,bn G D such that a — b\W\ + • • • + bnwn. It follows that ( — \)a-\-b\W\ + 
• • • + bnwn = 0. Thus, X U {a} is linearly dependent. • 
Corollary 2.6.7. Let D be a division ring. If X = {xX) x2,. . . , xn] is a linearly 
independent subset of a finitely generated D-module A, then X can be expanded to a 
basis of A. 
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Proof. If span(A) = A, then we are done. Otherwise there exists xn+i G A-span(X). 
Since xn+\ £ span(A), it follows by Theorem 2.6.6 that X U {xn+1} is still linearly 
independent. If span(X U {xn+\}) = A, then we are done. Otherwise there exists 
x
n+2 G A — span(A). If span(A U {xn+2}) = A, then we are done. Since A is finitely 
generated, by Corollary 2.6.3. this process can only continue for a finite number of 
steps. • 
2.7 Group Algebras 
The following definitions are adapted from Serre [Ser77, Sections 1.1 and 6.1]. 
Definition 2.7.1. Let G be a group and let K be a commutative ring. The group 
algebra of G over Kt denoted K[G], is a ring with elements r = 2_.ag9 where 
gee 
G K and only finitely many of the the ag are non-zero. If r,s G K[G] such that 
= 2 . ag9 a n d s — 2^ bgg, then 
geG geG 
ag 
r -
r + s = Y^(a9 + ba)9 and (2.47) 
geG 
rs = J2J2aM9h)- (2-48) 
g€G h€G 
(Note: both of these definitions are well-defined because only finitely many of the ag 
and bh are non-zero). We identify g G G with \K9 G K[G), where \K is the identity 
element of K. The identity element of K[G] is denoted IK\G\, where IK[G\ — {^K){^G)-
Definition 2.7.2. Let G be a multiplicative group, K a commutative ring, and V/c 
a right /f-module. A linear representation of G in VK is a group homomorphism 
A from G into GL(VK) given by A(^) = As, where 
\gh{x) = XgXh(x) = Xg{Xh{x)) (2.49) 
for all g, h G G and x G VK. 
34 
Definit ion 2.7.3. Let G be a multiplicative group, K a commutative ring, and RV 
a left /{'-module. A linear representat ion of G in
 KV is a group homomorphism p 
from G into GL(KV) given by p(g) = pg, where 
(x)pgh = {x)pgPk = {xPg)Ph (2 '50) 
for all g,h G G and x G^ V. 
Theorem 2.7.4. Lei G be a multiplicative group, K a commutative ring, and VK a 
right K-module. Let A : G —> GL(l/^-) 6e a linear representation. For r = \ agg G 
,9ec 
/C[G] and .x G V/<-. define the left action of K[G] on VK by 
J2 a99 x = J2(Xg(x))ag = Yl a A 
\geC J geG geG 
rx
 = I / ,a9-<? I ;r  > iMx))ag  > ,a9 fl(.r). (2.51) 
(since K is commutative). Then VK IS a left K{G]-module. 
Note that, given the, definition of the left action of K[G\ on V/< in Theorem 
2.7.4, for r = h G G and x G V/<, we have 
/ix = {lKh)x = [Xh(x)}lK = Xh{x). (2.52) 
T h e o r e m 2.7.5. Let G be a multiplicative group, K a commutative ring, and ^V a 
left K-module. Let p : G —> GL(KV) be a linear representation. For r = \^agg G 
geG 
K[G] and x G KV, define the right action of K[G] on ^V by 
Y2a99j = J2ag((x)pg 
\geG J geG 
xr = x\yjagg)  y ^ g((x)pg). (2.53) 
Then VK is a right K[G]-module. 
Note that, given the definition of the right action of K[G] on V^ in Theorem 
2.7.5, for r — h G G and x G VK, we have 
xh = x{\Kh) = l,<[(x)ph] = (x)ph. (2.54) 
We prove Theorem 2.7.4. The proof for Theorem 2.7.5 is similar. 
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Proof. Let r,s €. K[G]. Then r — V ] agg and 5 = V , bgg, where ag, bg £ K. Suppose 
geG
 geG 
x, y € V. Then 
r(x + V) = I ^ 2a99j (x + y) 
\geG / 
= '^2agXg(x+ y) 
geG 
= ^2aglXg(x) + Xg(y)} » 
geG (2.55) 
= ^(agXg(x) + agXg(y)) (**) 
geG 
J2agXg(x) + J2a9Xa(y) 
geG geG 
= rx 4~ ry, 
where (*) follows because Xg is a right /('-module homomorphism and (**) follows 
because Xg(x), Xg(y) £ VK and VK has the structure of a left /^-module since K is 
commutative. (See Theorem 2.1.4.) Similarly, 
[r + s)x J2(a9 + b9)9 
geG 
Y^(ag + bg)X& 
geG 
= X ^ V ' X ) + bg\g(x)) (2.56) 
geG 
J2a9Xg(x) + Ylb9X9(x) 
geG 
= rx + sx, 
geG 
where (*) follows because Xg(x) £ VK and and VK has the structure of a left /C-module 
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since K is commutative. Furthermore, 
r(sx) = Y^aa9 
geG 
C^bhh)x 
. heG 
= (J2a99) 
\geG J 
Y^bhK{x) 
.heG 
= ^2a9X9 ^2bkXk(x) j 
geG \heG / 
=
 Yla9J2bhX^Xh^ 
geG heG 
(*) 
(**) 
(2.57) 
geG heG 
=
 YU2a9b^X9h(X) 
geG heG 
^ZYla9b>^9h) 
.geG heG 
X 
= \rs )x. 
where (*) follows because Nb^A/^x) is in VR and (**) follows because Xg is a right 
heG 
A'-module homomorphism. 
Let 1K[G] £ ^[C]- Since A is a group homomorphism, we must have that 
A(1G) = AlG = id G GL{VK). Then lK[G]x = (lK)(lG)x = (1K)A1 G( .X) = lKx = x 
because x 6 V}< and V}< has the structure of a left /f-module. D 
Theorem 2.7.6. Let G be a, group. K a commutative ring, and V a left K[G]-module. 
Then the map A : G —> GL{VK) given by \(g) = Xg, where Xg(v) = gv for all v e V. 
is a linear representation. 
Note that since V is a left K[G]-module, it is also a left A"-module (because 
K C K\G]). Since K is commutative, it follows by Theorem 2.1.4 that V is also a 
right K-module. 
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Proof. Suppose V is a left /f[G]-module. Let g G G. 
(1) We claim that Xg : V —> V is a right A"-module isomorphism (and therefore 
A9 G GL(V^)). 
(a) Suppose u, w E V and Aff(t>) = Ag(ui). Then gv = gw. By multiplication 
on the left by g~l, it follows that v = w, and therefore Xg is injective. 
(b) Suppose v G V. For 9 G G it follows that g~l = (l^)g^1 G A"(c7]. Since 
V is a left /C[G]-module, it follows that g~lv G V. Then Av(<7_1u) = 
g{g~xv) = (gg~l)v = v. It follows that As is surjective. 
(c) Suppose v, w G V and r G K. Then 
A5(t> + u>) = #(f + vS) 
= gv + gw (*) (2.58) 
= Ag(w) + As(iw), 
where (*) follows by property (1) of the left A'[G]-module V, and 
Xg(rv) = g(rv) 
= 1/<3[(?"1GH 
= [(lKg)(rlG)]v (*) 
= [lKr(^lG)]v (**) (2-59) 
— (rg)v 
= r{gv) (* * *) 
= rXg(v), 
where (*) and (* * *) follow by property (3) of the left A"[G]-module 
V and (**) follows by definition of multiplication in the group algebra 
K[C\. 
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(2) We claim that A : G —* GL[V) is a linear representation. Suppose g, h E G. 
Then X(gh) — Xgh. Let v E V. Then Xgh(v) = {gh)v = g(hv) (by property 
(3) of the left /T[G]-module V), and g(hv) = Xg(Xh(v)). It follows that 
X(gh) = Xgh = (Xg)(Xh) = X(g)X(h). D 
Theorem 2.7.7. Le£ G be a group, K a commutative ring, and V a right K[G]-
module. Then the map p : G —> GL(^V) is a linear representation given by p(g) = pg 
where (v)pg = vg for all v EK V• 
Proof. The proof is similar, mutatis mutandis, to the proof of Theorem 2.7.6. • 
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CHAPTER 3 
LINEAR ALGEBRA OVER NON-COMMUTATIVE RINGS 
This chapter extends standard linear algebra theory to matrices over an arbi-
trary ring R. The topics that are discussed include matrix multiplication, coordinate 
matrices, and row/column operations. We use Friedberg, Insel, and Spence [FIS03, 
Chapters 2 and 3] and Spence, Insel, Friedberg [SIFOO, Chapters 1 and 2] as our 
standard references, as well as Day [Day, Handout] as a reference for the section on 
coordinate matrices. The final section of this chapter discusses the sufficient condi-
tions under which certain /^-modules are actually free /^-modules. 
3.1 Conventions 
Let R be a ring. Let T : A —> B be a left /^-module homomorphism and let 
x e A. In this chapter, the value of T at x will be written as xT instead of T(x). 
m 
Furthermore, the elements of the free left /?-module Rm = Hp) R. will be written 
in the form x = [Xl . . . Xm\- Let c <E R. Then we write the left action of c on x as 
a scalar-vector product ex, given by ex = \Cx\ .. . cxm]-
n 
On the other hand, elements of the right /^-module Rn = (+) R. will be written 
i = i 
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as x = 
Xi 
and we write the right action of c on x as a vector-scalar product 
xc, given by xc = 
X\C 
X
 nC 
Definition 3.1.1. Let R be a ring. Then the set of m x n matrices with entries in R 
will be denoted by Mmxn(R). We write Mnxn(R) as Mn{R). If A G Mmxn(R), then 
the ?//'th entry of A will be denoted as aZJ, where i represents the row and j represents 
the column of the matrix. Furthermore, the zth row of A will be denoted by a,, (where 
a% £ Rn for A = MmXn{R)). 
3.2 Matrix Multiplication 
Definition 3.2.1. Let A G Mmxn(R.) and .f G Rm. Then the row vector-matrix 
product of x and /I is given by 
xA [Xi . . . Xr I i f l i T" ' ' ' ~h Xm(l„ 
Let ,4 G Mmxn(R) and 5 G Mnxk(R). Then the matrix product .45 is given by 
£ MmXk(R). Note that the r/th entry of the matrix product AB may 4 £ = 
a-mB 
also be depicted as (AB)lJ = N^ aifc6, fcj-
fc=i 
Lemma 3.2.2. Lei f, y G /i"71 and 1^ G Mmxn(R). Then (f + y)A = xA + yA. 
Proof. Let x = [Xl . . . x j and y = [Vl . . . ym], where xu yx e R. Then 
{x + y)A = [(Xl+yi) . . . (xm + ym)] 
fli 
= (x! + yi)ai H + (xm + ym)am (3 
= (ffifli + yiai) H + (xmam + ymam) (*) 
= (x'itt] H h xmam) + (yjai H h ymam) 
= xA + yA, 
where (*) follows by property (2) of the left i?-module Rn. 
Lemma 3.2.3. Let x e Rm and A, B e Mmxn(R.). Then x(A + B) = xA + xB. 
Proof. Let x = [x^  . .. xm] where x% G R. Represent the rows of A and B as 
( f l i + 6 i ) 
and by Definition 3.2.1, we have and h;. Then A + B 
(am + bm) 
x(A + B) = [Xl 
( a i + 6 i ) 
(am + bm) 
= Xi(al + 6'i) H h xm(am + bm) 
= (xidx + xibi) -\ h (xmam + xmbm) 
= (xjaj H h xmam) + (x^j H h xm67; 
= xA + xB, 
where (*) follows by property (1) of the left /^-module Rri 
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Lemma 3.2.4. Let x G Rm, A G Mmxn(R), and c G R. Then (ex)A = c(xA). 
Proof. Let x = [Xl . . . xm] where x% G R. Then 
(ex) A [ex i ... cxT 
(cxi )a i 
c(xla]) 
ar 
+ (cxm)am 
+ c(xmam) 
(3.3) 
= c{x^aA H +xmam] (**) 
= c(xA), 
where (*) follows by property (3) of the left /^-module Rn and (**) follows by property 
(1) of the left ^-module Rn. • 
Definition 3.2.5. Let £ £ Rm and A G Mmxn(R). Then fiA : Rm -> Rn is defined 
by xfiA = xA. 
Theorem 3.2.6. Let A G Mmxn(R). Then /JA %S & left R-module homomorphism. 
Proof. The result follows immediately from Lemmas 3.2.2 and 3.2.4. 
• 
Lemma 3.2.7. Let vi,...,vp G Rm. A G Mmxn(R), and c\,...,cv G R. Then 
(ciVi H + cpvp)A = c1(-t71^ 4) H + cp(vpA). 
Proof. The result follows by induction on p and Lemmas 3.2.2 and 3.2.4. • 
Theorem 3.2.8. Let R be a ring and let x G Rm. Let A £ Mmxn(R) and B G 
Mnxk(R). Then x(AB) = (xA)B. 
43 
Proof. Let x = [Xl Xr; By Definition 3.2.1, 
x(AB) = [Xl 
d,B 
(ImB 
= xx(alB) + ---+xm(amB) (3.4) 
= (x\fi\)B + • • • + (xmam)B by Lemma 3.2.4 
= (xiS] + • • • + xmam)B by Lemma 3.2.7 
= (xA)B. D 
Corollary 3.2.9. Let R be a ring and let x G Rm. Let A e Mmxn(R) and B E 
Mnxk(R). Then iiAB = /J-A^B-
Proof. We see that X/J.AB — x(AB) = (xA)B = X^A^B- O 
Corollary 3.2.10. Let A e Mmxn(R), B G Mnxp{R) and C G Mpxk{R). Then 
(AB)C = A(BC). 
Proof. First note that both (AB)C and A(BC) are m x k matrices. Let u2 be the 
j th row of AB. Then by Definition 3.2.1, u3 = djB. Furthermore, u3C is the j/'th row 
of (AB)C. Now, UjC = (ajB)C = <ij{BC) (by Theorem 3.2.8). But a^BC) is the 
jth row of A(BC), so it follows that (AB)C = A(BC). D 
Corollary 3.2.11. Let R be a ring. Then the set of n x n matrices A G Mn(R) form 
a ring under the operations of matrix addition and matrix multiplication. 
Proof. The set o f n x n matrices A G Mn(R) form an abelian group under the opera-
tion of matrix addition. By Corollary 3.2.10, matrix multiplication is associative. We 
also claim that the right and left distributive laws hold. That is, for A, B, C G Mn(R), 
we have 
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(1) (A + B)C = AC + BC and 
(2) A(B + C) = AB + AC. 
For (1), let di,bi represent the rows of A and B, respectively. Then 
(ai+bi) 
(A + B)C C 
(am + bm) 
(ai+h)C 
(am + hl)C 
aiC + biC 
SmC + b\C 
by Definition 3.2.1 
(3.5) 
by Lemma 3.2.2 
1 
dxc 
amC 
+ 
hC 
bxC 
= AC + BC 
The left distributive law, (2), follows using a similar argument, replacing Lemma 3.2.2 
with Lemma 3.2.3. • 
3.3 Coordinate Matrices 
Definition 3.3.1. Let (3 = {ui,. . . , un} be an ordered basis for a (finitely generated) 
free left i?-module F. If x G F, then by Theorem 2.5.3, x = c\Ui + • • • + cnun for 
some unique q G R. We define the coordinate vector of x relative to (5 to be 
M*» = k ... cj-
45 
Lemma 3.3.2. Let F be a free left R-module with basis (3 = {u1 : . . . , un}. Then for 
x,y £ F and a £ R, we have 
(1) [x + y]0 = [x}3 + [y]0, and 
(2) [ax)fl = a[x)p. 
Proof. Let (3 = {u\,..., un} be a basis for F. 
(1) Since x, y £ F, it follows that x = C\U\ + • • • +cnun and y = d\U\ + • • • -\-dnun 
for some cx, d% £ R. Furthermore, x + y = {c\ + d})u\ + • • • + (cn + dn)un. 
Then 
[* + 2/]/3 = [(ci+di) . . . (cn + rfn)] 
= k ... d + k ... c/J (3'6) 
(2) Let x be defined as above. Then 
[ax]fl = [a(c!?ii + • • • + cnHn)],3 
= [a(ci'Ui) H \-a(cnun)}0 
= [(aci)ui H h ( a c j t i ^ 
(3.7) 
— [aci . . . acn\ 
= a[cj . .. cn] 
= a[x]p. D 
Theorem 3.3.3. Let F be a free left R-module with basis [3 = {u\,. .. ,un}. Then 
the function <p : F —> Rn given by xcf) = [x]p is a left R-module isomorphism with 
inverse ip : Rn —> F given by [C] . . . cJV-' = ci^i + • • • + cnun. 
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Proof. By Lemma 3.3.2, we see that 0 is a left .R-module homomorphism. 
It remains to show that 0 is a bijection. We see that Ker(0) = {0}, since 
x G Ker(^) xcp=[o . 
[An = [0 
x = Owi + 
x = 0. 
0 ] e i ? n 
0] 
0Ur, 
for some r, G /?. Let x Furthermore, suppose y G F n . Then y* = [r] 
ryui + • • • + rnitn G F. Then x<f> = [n . . . r j = y. 
By Theorem 2.2.3, tjj = </r' is itself a left /^-module isomorphism, and the 
definition of ip follows from Definition 3.3.1. 
• 
Definition 3.3.4. Let T : F\ —» F2 be a left /?,-module homomorphism between the 
free left /^-modules Fi and F2, let a = {ui , . . . , un) be an ordered basis for F\, and 
let /5 be a finite ordered basis for F2. Then the matrix representation of T in a 
and p, denoted [T]^, is given by [T]^ 
f'«r.T n J J/3 
If a = /3, then [T]^ is denoted 
Theorem 3.3.5. Let T : Fj —> F2 fee a /e/t R-module homomorphism between the 
free left R-modules F\ and F2) /ei a = {u\,... ,un} 6e an ordered basis for F\, and 
let P be a finite ordered basis for F2. If x G F], i/ien [x]Q[T]f = [.xF]^. 
Proof. Suppose .x G Fj. Then .x — CiUi + • • • + cnun for some c, G /? and [.x] 
c ]. Furthermore, 
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[x]«[T\ P _ lei 
[«in 
= Ci[u1T]/3H + cn[u„T]^ (3.9) 
= [c!(7/iT) + ••• + cn(unT)]p (*) 
= [(Cl'U! H h C V u j T ^ (**) 
where (*) follows by Lemma 3.3.2 and (**) follows because T is a left /^-module 
homomorphism. D 
Corollary 3.3.6. Let F be a left R-module with ordered bases (J and ,0'. Let Ip be 
the left R-module identity isomorphism on F and let Q = [Ip]^ . Then for any x € F. 
[x]p> = [x]pQ. 
Proof. Let x E F. Then 
[x]0, = [xIF)p, = [xUh]1* = [x]0Q. (3.10) 
D 
Note that if F is an m-dimensional free .R-module with basis P, and (3' is a 
re-ordering of p, then the matrix Q = [Ip]'g is a permutation of the m x m identity 
matrix Im. If A G Mnxrn(R), then the product .4Q will permute the columns of 
,4 in the same manner that the columns of Im are permuted in Q. Similarly, if 
B G Mmxn(/?.), then the product QB will permute the rows of B is the same manner 
as Q. 
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Theorem 3.3.7. Let T,U : F\ —> F2 be left R-module homomorphisms between the 
free left R-modules F\ and F2, let a = {Hi,... ,un} be an ordered basts for F\, and 
let P be a finite ordered basis for F2. Then [T + U]0a = [Tfa + [£/]£. 
Proof. By Definition 3.3.4 and Lemma 3.3.2, 
[T + Ufa 
IMT + U)]0 
[un(T + U)](j 
ImT + mU]/, 
[unT + unU]p 
Ml/3 u,U\l-
.f> o-
(3.ii; 
[Un 
= m
p
a + [u]i n 
Theorem 3.3.8. Let F\, F2, and F3 be free left R-modules and let T : F\ —> F2 and 
U : F2 —-> F$ be left R-module homomorphisms. If a = [u\.... ,un} is an ordered 
basis for F\, (3 is an ordered basis for F2. and 7 is an ordered basis for F3, then 
\TW\l = \TU\l-
Proof. First note that by Theorem 3.3.5, for vt G Fi, we have 
MPMJ, = [viTU]. f3.12) 
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Then 
[TtlU] a 
[u{T\, 
[unT]n 
TO 
[uxTUU]} 
[UnTUU] 
[uiTU]y 
by definition of matrix multiplication 
(3.13) 
by (3.12) 
{unTU}, 
= \TU]l D 
Theorem 3.3.9. Let End(RRn) be the ring of left R-module endornorphisrns on Rn. 
Then Find{aRn) and Mn(R) are isomorphic as rings. 
Proof Define $ : End{RRn) -» Mn(R) by $(T) - [T]0 where (1 = { ^ , . . . , 4 } is 
the standard basis of Rn. By Theorems 3.3.7 and 3.3.8, it follows that $ is a ring 
homomorphism. It remains to show that $ is a bijection. 
By Theorem 2.5.4, for any a l t . . ., an G Rn, there exists a unique left /^-module 
homomorphism T such that exT = a, for all i. In other words, if we choose an 
ai 
arbitrary matrix A G Mn(R) such that A , then there exists a unique left 
.R-module homomorphism T G End^Ji"1) such that 
\eiT\. ai 
[Th = A. f3.14) 
^T\ 
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This simultaneously proves that $ is both surjective and injective. • 
3.4 R o w Operations 
Definit ion 3 .4 .1 . Let A be a matrix over a ring R with identity. The following are 
referred to as e lementary row operat ions on A 
(1) Interchange two rows of A. 
(2) Left multiply a row of A by a unit k G R. 
(3) For r E R and i ^ j add r times row i to row j . That is. if A is an n x m 
matrix, let row i be [a?;i al2 . . . aim] and row j be [ajl ap_ . . . a j ?J-
Then we replace row j by 
r k i a*2 • • • a tm] + [aji aj2 • • • ajm] 
= [ran + o,]X rai2 + aj2 • • • raim + ajm\-
Definit ion 3.4.2. Let A be an n x m matrix over a ring R with identity. Let 
di, a2,. . . , an represent the n rows of A. Then the row space of A (denoted Row(/l)) 
is the set of all left /Minear combinations of the rows of A In other words, Row (.A) = 
{aua2,. . .an) = {xidx H h xnan\xi G R). 
T h e o r e m 3.4.3. Let A be an n x m matrix over a ring R. Elementary row operations 
leave ROW(Y4) unchanged. 
Proof. Denote the rows of A by d\, a 2 , . . . , an. 
(1) Let A' be the matrix obtained by interchanging a% and a1-of A, 1 < z, j < n, 
(i ^ j). Then 
Row(.4) = (au...,ai,...,aj,..., an) 
= (au . . . , aj , . . . ,at, . . . , a n ) 
= Row(A). 
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(2) Let A" be the matrix obtained by multiplying ax (1 < i < n) on the left by a 
unit k £ R. Then the rows of A" are: E\,..., kaz,..., an, and 
Row (4) = Row(y4") because 
x £ Row(A) <=> x = C\a,\ + • • • + clal • • • + cnan, for some c2 £ R 
<£=> x — Cid\ + • • • + (Cj/c_1)(/ca,) • • • + cnan 
^ f E Row(/l"). 
Note that {cjk~l\cj £ R] = R because k is a unit. 
(3) Let A'" be the matrix obtained by adding p times row i to row j . Then 
the rows of A"' are: d\, . . . . a,,. . . . , pa,, + a}•, . . . , an, and Row (/I) = Row(/T") 
because 
x £ Row(A) <=> x — C\Cii + • • • + c,a,j + • • • + CjCLj -\- • • • + cnan. for some c^ £ R 
<=> x = c\di + • • • 4- (c; - Cjp)a7; + • • • + ^-(p^ + dj) • • • + c„a„ 
«=>• f e Row(/T). 
Note that given c, G R, {ct — c-jp\cz £ R} — R. 
It follows that elementary row operations leave Row(v4) unchanged. • 
Definition 3.4.4. Let R be a ring with identity 1^. Then the n x n identity matrix 
A = In is the matrix with entries 
\lR if i = j 
an = < (3.15) 
0 otherwise. 
Definition 3.4.5. Let /„ be the nxn identity matrix. Then the elementary matr ix 
E is obtained by applying a single elementary row operation to In. There are three 
types of elementary matrices: 
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(1) The first type of elementary matrix, E\(i,j), is obtained by interchanging 
row i and row j of the n x n identity matrix. 
(2) The second type of elementary matrix, E2{i)k), is obtained by multiplying 
row % of /„ by a unit k G R. 
(3) Finally, the third type of elementary matrix, E^(i,j,p), is obtained by adding 
p times row i of /„ to row j . 
Lemma 3.4.6. Let A be an m x n matrix over a ring R. Let E be an elementary 
matrix obtained by applying an elementary row operation to the identity matrix Im. 
Then the product EA achieves the same result as directly performing the identical 
elementary row operation on A. Furthermore, all elementary matrices are invertible. 
Proof. By definition, Im — w here el are the standard basis vectors of Rm and 
A 
<2] 
Define Ex = E\{i, j) 
(t\ 
By definition of matrix multiplication and 
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the standard basis vectors, it follows that 
EXA 
exA 
ejA 
e%A 
emA 
a\ 
a3 
Oi 
^rn 
(3.16) 
Thus, the product EXA achieves the same result as interchanging row / and row j of 
A. 
Let k be a unit in R. Define E2 = E2(i, k) = kel Then 
Ei A 
exA 
KC-i/i 
e
mA 
= 
ax 
kal 
Q"m 
(3.17) 
Thus, the product £2,4 achieves the same result as multiplying row 1 of A on the left 
by the unit k. 
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Finally, let p £ R. Define E3 = E3(i,j,p) 
ei 
(pez + e • . Then 
£M = 
exA 
(pet + ej)A 
a i 
pa% + dj (3.18) 
e
mA 
The product E^A attains the same result as adding p times row i of A to row j . 
We can use the results above to define the inverses of E\, E2, and E3. 
Let Ei be defined as above, and consider the product E\E\. By equation (3.16), 
it follows that E\E\ = Im. 
Define E2 as above, and let E'2 = E2(i,k 1] 
(3.17), it follows that E2E'2 = E'2E2 = Iv 
k~le ij Then by equation 
Similarly, if we define £3 as above and E3 = E3(i, j , —p) — 
Then by equation (3.18), E3E3 = E'3E3 = I„ 
ei 
-P^ + e3, 
U 
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Definition 3.4.7. A matrix A over a ring R is said to be in reduced row echelon 
form (rref) provided that: 
(1) Any row containing a non-zero entry precedes any row in which all of the 
entries are zero; 
(2) If a row is non-zero, then the first non-zero entry in that row will be the only 
non-zero entry in its column; and 
(3) If a row is non-zero, then the first non-zero entry is 1 and occurs in a column 
strictly to the right of the first non-zero entry in the preceding row. 
Definition 3 .4 .8 . Let A be a matrix over a ring R. Then A is said to be R-
row-reducible provided that it may be put into reduced row echelon form using 
elementary row operations. 
Note that we disregard the issue of whether rref (A) is unique and use rref (.4) 
to denote any matrix in reduced row echelon form that is R-row equivalent to A. 
Additionally note that by induction and Lemma 3.4.6, if a matrix A is R-row-
reducible, then there exists an invertible matrix P such that PA — rref (A). 
Definition 3.4.9. Let A be a matrix with entries in a division ring D. The Gauss ian 
el imination algorithm is defined as follows: 
(1) If necessary, interchange rows so that the entry in the first row and leftmost 
non-zero column of A is non-zero. Then, if required, multiply the first row 
by a unit so that the entry in the leftmost non-zero column is ID-
(2) Add appropriate multiples of the first row to the subsequent rows so that all 
of the entries below the I D (obtained in step (1)) become zero. 
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(3) Repeat step (1) for the next row, without using any previous rows. 
(4) Using the same procedure as in step (2) zero out all entries below the ID-
(5) Repeat steps (3) and (4) on each succeeding row until no non-zero entries 
remain. 
(6) Begin with the last non-zero row and add appropriate multiples of that row 
to the preceding rows to zero out all entries above its first non-zero entry. 
(7) Repeat step (6) on the preceding rows. 
Theorem 3.4.10. Every matrix with entries in a division ring D is D-row-reducible. 
Proof. We proceed by induction on n, the number of rows in a matrix. 
Let A be a 1 x m matrix with entries in a division ring D. If A = [o o . . . Oj-
then we are done. Otherwise, if required, multiply the matrix by a unit a £ D m 
order to transform the leftmost entry of A into ID- Then A will be in reduced row 
echelon form, and therefore the base case is true. 
Suppose the theorem is true for k. Let A be a (k + 1) x m matrix. Apply 
steps (1) and (2) of Gaussian elimination to A to obtain a matrix that looks like 
0 . . . 0 1 * . . . 
0 . . . 0 0 
; • • . : : A1 
where A' is a matrix with k rows. We can apply the induction 
0 . . . 0 0 
hypothesis to A' to put A' in reduced row echelon form and then use steps (6) and (7) 
on A to clear any entries in the first row that lie above each leading 1. The resulting 
matrix will be in reduced row echelon form. • 
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3.5 Column Operations 
Please refer to section 3.4 for proofs of the theorems and lemmas below (shown 
there in terms of row operations). 
Definition 3.5.1. Let A be a matrix over a ring R with identity. The following are 
referred to as elementary column operations on A: 
(1) Interchange two columns of A; 
(2) Right multiply a column of A by a unit a G R; 
(3) For r £ R and i ^ j add column i times r to column j . 
Definition 3.5.2. Let A be an n x m, matrix over a ring R with identity. Let 
c\, c2. • • . , cm represent the m columns of A. Then the column space of A (denoted 
Co\(A)) is the set of all right /^-linear combinations of the columns of A. In other 
words, Col(^l) = (c\. c2) • • • , cm) (a right i?-module). 
Theorem 3.5.3. Let A be an n x rn matrix over a ring R with identity. Elementary 
column operations leave Col (A) unchanged. 
Proof. See proof of Theorem 3.4.3. • 
Definition 3.5.4. Let In be the nxn identity matrix. Then the elementary matrix 
E is obtained by applying a single elementary column operation to In. 
Lemma 3.5.5. Let A be an m. x n matrix over a ring R. Let E be an elementary 
matrix obtained by applying an elementary row operation to the identity matrix In. 
Then the product AE achieves the same result as directly performing the identical 
elementary column operation on A. • 
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Definit ion 3.5.6. A matrix A over a ring R is said to be in reduced co lumn 
echelon form (reef) provided that: 
(1) Any column containing a non-zero entry precedes any column in which all of 
the entries are zero; 
(2) The first non-zero entry in each column is the only non-zero entry in its row; 
and 
(3) The first non-zero entry in each column is 1 and occurs in a row strictly below 
the first non-zero entry in the preceding column. 
Definition 3.5.7. Let A be a matrix over a ring R. Then A is said to be R-
column-reducible provided that it may be put into reduced column echelon form 
using elementary column operations. 
Theorem 3.5.8. If A is R,-column-reducible, then reef (A) = AP for some invertible 
matrix P. • 
Theorem 3.5.9. Every matrix with entries in a division ring D is D-column-reducible. 
• 
3.6 Some Sufficient Condit ions for Freeness 
The following two theorems specify the conditions under which certain (left) 
/?-modules are actually free (left) /^-modules. 
Theorem 3.6.1 . Let R be a ring, let M be a free left R-rnodule with ordered basis 
P = {u\,. . . , iim], and let N = (vi, . . . ,vn) be a submodule of M. Suppose that 
A = \ is an n x m R-row-reducible 'matrix. Suppose further that p is ordered 
M/3 
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so that the first k columns of rref(A) form the k x k identity matrix with n — k rows 
of zeroes underneath. That is, 
rref(A) = 
1 0 . . . 0 rhk+l ... rlrr 
0 1 . . . 0 r2,k+\ • • • r2rr 
0 0 . . . 1 T'fcfc+i . . . Tkn 
0 0 . . . 0 0 . . . 0 
(3.19) 
0 0 . . . 0 0 . . . 0 
Finally, let <f> : M —* Rm be defined as x,(f> = [x]p and let ?/; = (p~l. Then 
(1) N is a free left'R-module with basis {f\ijj,.. . ,fk'ijj}, where r% is the ith non-
zero row ofrrei(A). 
(2) M/N is a free left R-module with basis {e^+vip + N,. . . , emijj + N}, where ez 
is the ith standard basis vector of Rm (see Definition 2.5.6). 
Note that for any R-row-reducible matrix A, whose reduced row echelon form 
does not match the format of (3.19), there exists a permutation matrix Q such that 
N/3 
rref(y4)Q has the layout of (3.19). In the case of Theorem 3.6.1, where A = \ 
K]/3 
the basis 0 may be reordered to form the matrix (3.19). Specifically, by Corollary 3.3.6 
(and the note afterwards), if we let P' represent a reordering of fi and Q = [IM]'I . then 
M/3' 
[vih' = b'i]p[lM]p = VhhQ, and the matrix : 
resentation of the submodule A''. Furthermore, rref(A)Q = rref(AQ). That is, since 
AQ will still be a matrix rep-
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A is /2-row-reducible, there exists an invertible matrix P such that PA = rref(A). By 
the argument above, the right-hand side of (3.19) = rvei(A)Q — (PA)Q — P(AQ). 
Since (3.19) is in reduced row echelon form, we must have P(AQ) = rref(AQ). 
Proof. (1) Let A' = rref (^ 4). Let f\, f2,..., fk G Rm be the non-zero rows of A'. 
Suppose C\f\ + c2r2 + • • • + ckfk = 0 (the 1 x m zero row). Then by (3.19) 
above, it follows that [d . . . ck * . . . *] = 0, so Ci = c2 = • • • = c^  = 0. 
Thus, the non-zero rows of A' are linearly independent. 
Furthermore, since f\. f2,. . . , fk are the non-zero rows of A' and fk+i,.. ., fn 
are zero rows, it follows that 
(f,,..., rk) = (f, ,...,fn)= Row(A') = Row(.4) = N</>, (3.20) 
where Row (A') = Row (A) by Theorem 3.4.3. 
Thus, the non-zero rows of A' form a basis for Row (A). 
By Theorem 3.3.3, 4> and xb are /^-module isomorphisms. Since i?-module 
isomorphisms map bases onto bases, the set {f\i]j,.. . , fkijj} is a basis for A,r. 
(2) We showed in (1) that {f\... . , fk} is a basis for N(p. We claim that 
{f i , . . . ,fk,ek+ 
11 • • • i £m 
} is a basis for Rm, where tx are the standard basis 
vectors in Rm. 
Suppose 
C]f] H h ckfk + cfc+1efc+, H h cmem = 0. (3.21) 
By assumption, fx = [fj 0 . . . 1 . . . rxk+\ ... rim\ where the zth coor-
dinate of vector fi is 1. For k + 1 < i < m, let 
bi = Ciru-\ \-ckrki + Ci. (3.22) 
Then (3.21) implies that 
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k . . . ck bk+l . . . bm} = 6. (3.23) 
We immediately see that cx — 0 for all ?', 1 < i < k. When we plug-
in the values of c\ — • • • = ck = 0 into (3.22), and use bt = 0, we get 
ck+x = • • • = cm = 0. It follows that cx = 0 for for all i, 1 < i < m,. 
Suppose y G Rm. Then y = [dx . . . dm] f° r some d% G /?. 
Let 
d.j for 1 < j < k 
Cj = \ (3.24) 
— d\rij — ••• — rffc^fcj + ofj for fc + 1 < j < rn 
where r%] is the j t h entry in vector r%. 
Then by using the fact that 
cifiH hckfk + ck+lek+l-\ + c m e m = [ci . . . cfc 6fc+i . . . 6m] (3.25) 
and plugging the c7 into the right-hand side of (3.25), we get 
c i n + ••• + ckfk + ck+lek+l H + c m e m = [dj . . . d j = y. (3.26) 
It follows that {f*i,. . . , ffe, efc+i,... , e*m} is a basis for i?m . 
Let A7 = 7V</>. We claim that a = {efc+1 + 7 V , . . . , em + N} is a basis for Rm/N. 
Suppose 
o.fc+i(efc+i + A0 + • • ' + am{em + N) = /V (3.27) 
for some ai G /?. Then (a/c+1e)c+1 + • • • + o m e m ) + A7 = TV. It follows that 
ak+iek+i + • • • + amem G N. Since {f\,. . . , fk) is a basis for N, it follows that 
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ak+lek+i + • • • + amem = bifi + • • • + bkfk, where b3 e R. Then ( - 6 1 ) ^ + 
1- {-bk)fk + ak+lek+i H h amem = 0. Since {fu... ,fk,ek+u... ,em} is 
a basis for Rm, it follows that a, = 6; = 0 for all i,j. Therefore, a is linearly 
independent. 
Suppose that x = rh + N for some rh € 72m. Since m £ /? m , m = aifi + • • • + 
akfk + ak+1ek+i H + amem for some a, <E R. So, 
x = {axfi -\ + afcffc + ak+lek+x -\ h amem) + N 
= ( a f c + 1 e f c + 1 H \-amem) + N (*) 
(3.28) 
= afc+1(efc+] + N) + • • • + a m (e m + Ar) 
€ ( e f c + i + i V 1 . . . , e m + JV), 
where (*) follows because a^fi + • • • + akfk 6 N.' 
It follows that (4+ i + N,. •• ,em + N) = Rm/N. Again, since %b is a left /?-
module isomorphism and Nip = N, it follows that {ek+iip + N,.. . , emijj + ^ } 
is a basis for M/N. U 
T h e o r e m 3.6.2. Let A be an m x n matrix over a ring R such that A is R-column-
reducible. Let A' = reef (/I). Then Ker(/^,v) = Ker(/j,A). 
Proof. Suppose A' = reef (A). Then by Theorem 3.5.8 there exists an invertible n x n 
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matrix P such that AP = A'. Then 
x € Ker(fiA>) <=> X^A1 = 0 
xA' = 0 
z(y4P) = 0 
<=> (xA)P = 0 (3.29) 
<=> {xA)PP~1 =0P~1 
<=> xA = 0 
<^ =^  x G Ker(/j.4). D 
Theorem 3.6.3. Lei M and N be finitely generated free left R-modules with ordered 
bases a = {u\,. . ., um} and >3 = {w\,. .. , wn}, respectively, let T : M —> N be a left 
R-module homomorphism, and let A = [T]^. Assume that A is R-column-reducible 
and that 
reef (,4) 
1 
0 
0 
1 
0 0 
0 0 
0 0 . . . 1 0 . . . 0 
<2fc+l,l «fc+l,2 • • • Gfc+l.fc 0 . . . 0 
a
m\ am.2 amk 0 . . . 0 
(3.30) 
Let 
—a%\ —aZ2 a-ik 0 . . . 1 0 (3.31) 
(where the ith coordinate of v., is I), let d> : M —> Rm be defined as xcf = [x]a. and let 
Then Ker(T) is a free left R-module with basis {vk+\il>,. .. , vmif}. 
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Note that for any /^-column-reducible matrix A whose reduced column echelon 
form does not match the format of (3.30), there exists a permutation matrix Q such 
that Q reef (A) has the layout of (3.30). In the case of Theorem 3.6.2, where A = [T]£, 
the basis a may be reordered to form the matrix (3.30). Specifically, by Corollary 3.3.6 
(and the note afterwards), if we let a' represent a reordering of a and Q = [IM]^, then 
QA = \lM\l\T\i = [IMTfQl = [T]f, and Qrcef{A) = rref(QA). That is, since A is 
/^-column-reducible, there exists an invertible matrix P such that AP = reef (A). By 
the argument above, the right-hand side of (3.30) = Q reef (A) = Q(AP) — (QA)P. 
Since (3.30) is in reduced column echelon form, we must have (QA)P = reef (Q A). 
Proof. Let A be an m x n matrix. Let A' = reef (A) be as above. 
Suppose xA' = 0 where x = [xx x-> . . . xm] £ Rm• Then xA' = 0 implies: 
z'i + %k+iak+\,i + • • • + xmam\ = 0 
x2 + ^/c+lO/c + 1,2 + • • • + Xmam2 = 0 
(3.32) 
xk + ^fc+l&fc+l.fc + ' • ' + Zmtimk = 0 . 
Therefore, 
X\ ~ xk + \ (—Qfc+l,l) + • • • + Xm\ — am\) 
*2 = xk+l(-ak+li2) H + xm(-~am2) 
(3.33) 
xk — xk+l( — &k+l,k) + ' • • + Xmi — timk), 
so, 
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X\ X2 xm\ ~ XM - a f c + u -a f c+i,2 
+ Xk+2 -a f c + 2 , i -afc+2,2 
-flfc+i,fc 1 0 
— Ofc+2,fc 0 1 
(3.34) 
Let 
•Ufc+i 
+ ^ m - f l m l - 0 T O 2 
"Wfe + 1,1 ~~ a /c+l ,2 
— n>m.k 0 0 1 
"
afc+i,fc 1 0 . 0] 
(3.35) 
v
m. — \—am\ —am2 0-m.k 0 0 1 . 
so that (3.34) may be written as: [Xl x2 ... x j = xk+lvk+i -\ 1- xmvm. 
We claim that the set {vk+\, • • • ,vm} is a basis for K e r ( ^ ) . 
First of all, (3.32) - (3.35) show that Ker(/j,A') C span{iTfc+1,. . ., vm}. Addi-
tionally, note that v% G Ker(/iyv) for k + 1 < 1 < m because ^^4 ' = 0 for all 1. So, 
spanjiifc+i,. . . , vm} C Ker(^4') (because Ker(/x.4') is asubmodule of the left/^-module 
M) . 
Furthermore, suppose c4+i '(4+1 + • • • + cZm't;m = 0. Then by definition of 
vk+i,... ,vm, it follows that [* * . . . * dk+1 dk+2 . . . dm] = 0 which implies 
that c4+ 1 = • • • = dm = 0. 
It follows that {t>fc+i,.. ., vm} is a basis for Ker(fiA')- By Theorem 3.6.2, we 
have that {vk+\, • • •, vm} is a basis for Ker(/iy4) C /? m . 
By Theorem 3.3.3, XJJ :' 7?m —> M is an /?,-module isomorphism. Since R-
module isomorphisms map bases onto bases, the set {vk+i'ip... . , vm4<} is a basis for 
Ker(T). D 
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C H A P T E R 4 
i2{G) 
4.1 R e v i e w of A n a l y s i s / Topology 
4.1.1 Basic Topology of Metric Spaces 
The following definitions and theorems reference Rudin [Rud76, Ch. II]. 
Definition 4 .1 .1 . A metric space is a set S and a function d : S x 5" —> M. such 
that for every p,q,r £ S, 
(1) d(p,q)>Qiip^q, d(p,p)=0; 
(2) d(p,q) = d(q,p); and 
(3) d(p,q)<d(p,r) + d{r,q). 
Such a function d is called a metric on S, and the metric space together with its 
metric is denoted as (S,d). 
Examples: 
(1) The set R of real numbers is a metric space with the absolute value metric 
d,(x. y) = \x — y\. 
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(2) For x, y G C, where x = a + bi and y = c + di, define the absolute value metric 
by d(x, y) = \x — y\ = \(a — c) + (b — d)i\ = ^J(a — c)2 + (b — d)2. Then C is 
a metric space. 
(3) Every subset of a metric space S is itself a metric space with the same metric 
as 5". 
Definition 4.1.2. Let 1 [ V% be a direct product of metric spaces, each with metric 
k 
dyf, respectively. Let x, y £ 1 I V^ . Then the product metric d = d\-\v, is given 
i = i 
by d(x,y) = \/dyl (.x1; ?/i)2 + • • • + dvk(xk- yk)2-, where x% and y, represent the zth 
coordinate of x and y, respectively. 
Lemma 4.1.3. Let a,b,c,d > 0. Then Va2 + c2 + Vb2 + d2 > y/(a + b)2 + (c + d)2. 
Proof. Let a, b, c, d E R such that a, b,c,d > 0. We have that 
{ad - cb)2 = (ad)2 - 2abcd + (cb)2 > 0. 
That is, 
(ad)2 + (cb)2 > 2abcd (4.1) 
or 
(afe)2 + (ad)2 + (c6)2 + (cd)2 > (ab)2 + 2abcd + (cd)2. (4.2) 
Then 
(a2 + c2)(ft2 + rf2) > (ab + cd,)2 (4.3) 
which implies that 
2 v V + c2)(62 + d2) > 2(ab + cd). (4.4) 
We can add (a2 + c2) + (b2 + d2) to both sides to get 
(a2 + c2) + 2v /(a2 + c2)(62 + d2) + (b2 + d2) > (a2 + c2) + 2(ab + cd,) + (b2 + d2) (4.5) 
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which implies that 
(Va2 + c2 + Vb2 + d2)2 > (a + b)2 + (c + d)2. (4.6) 
Thus, 
Va2 + c2 + Vb^Td2 > \ / ( a + b)2 + (c + d)2. (4.7) 
a 
Theorem 4.1.4. 77ie product metric as given in Definition 4-1-2 is a metric. 
k 
Note that since TT Vx = l^ x (V^ x • • • x Vk), it, is sufficient to prove Theorem 
4.1.4 for the case k = 2. 
Proof. Let Vj x K2 be a direct product of metric spaces, each with metric dV] and 
dv.2, respectively. Let (x-[, x2), (y\, y2) € V\ x V2. Let a! = ofv'ixv2 be given by 
rf((.Ti,x2),(?yi,y2)) = %/rfv! C^i- V\)2 + dV2(-x2,y2)2-
Since dVi(xl,yl) > 0 for z = 1,2, by definition of metric space, it follows that 
d((xi,x2), (?/i, 2/2)) > 0. Additionally, 
d((xi,X2), (2/1,2/2)) = 0 4=> \JdVl(xuyi)2 +dVk(xk,yk)2 = 0 
<=> fi\/1((a:1,jy1)2 + dv/2((x2,?/2)2 = 0 
4=» c/V] (xx, •(/!) = 0 and aV2 (x2,2/2) = 0 
<^=» xx = 7/1 and x2 = T/2 
^ ^ (x!,x2) = (j/i, y2). 
Furthermore, dvXxnVi) = (^vi{yi-xi) f° r ?- = 1> 2. Thus, 
d((.x1,x2),(y1,;(/2)) = v 7 ^ (zi , yi)2 + dV2(x2, y2)2 
= V ^ C y i ^ i ^ + rfv,^,^)2 (4.8) 
= ( ^ ( j / j , ^ ) , ^ ! , ^ ) ) 
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Finally, let {vuv2) G Vx x V2. Then dv^(xuyl) < dVi(xl,vt) + dy^v^y,) for 
z = 1,2, and dy^x^y^2 < {dyi{xl)vl) + dy^v^yi))2. It follows that 
d{(x^x2), (2/1,2/2)) = V W i ^ i / ' / i ) 2 + dy2(x2) y2)2 
< \/(dvAxi>vi) + dvl(viiVi))2 + (dv2(x2,v2) + dy2(v2/y2))2 
< ^/dy^Xut^)2 + d,y2(x2,V2)2 + y/dVl (vi , J/] ) 2 + <2y2 (u 2 - 2/2^ (*) 
= rf((-Ti,.T2), ( '«i ,U2)) + d((?>i,t'2) , (yi,V2)), 
(4.9) 
where (*) follows by Lemma 4.1.3. • 
Thus, the direct product of metric spaces is itself a metric space. 
Definition 4.1.5. Let X and Y be metric spaces, and let / : (X,dx) >—• (Y,dy) 
be a function. Then / is an i sometry if for all x1,.x2 G X, we have C/,Y(.X'I, X 2 ) = 
dY{f(xi),f(x2)). If / is also bijective, then the metric spaces X and Y are said to 
be isometric. 
Lemma 4.1.6. Let f : X —> Y be an isometry of metric spaces, each with metric 
dx, dy, respectively. If f is bijective. then f~x : Y —> X is also an isometry. 
Proof. Suppose y\.y2 G Y. Then since / is bijective, there exists x\,x2 G X such 
that f(x\) = y\ and f(x2) = y2. Furthermore, 
dy (2/1,2/2) = dY(f(xi),f(x2)) 
= dx(xl,x2) (*) (4.10) 
= dx{f-\y,)J-l{;y2)) (**), 
where (*) follows since / is an isometry, and (**) follows by the fact that f~x(y\) = xx 
and f~\y2) = x2. D 
Theorem 4.1.7. The metric spaces C and K2 are isometric. 
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Proof. Let ofa and d<c be the absolute value metric defined above, and let dR2 be the 
product metric. Define / : C i—> R2 by f(x + yi) — {x,y). Let Z\,z2 E C where 
z\ = Xi + z^ z and z2 = x2 + V2i- Then 
rfc(-21,^2) = ki - 32I 
= 1(^ 1 + J/1*) — (*2 + 2/2^ )1 
= | ( x i - x 2 ) + ( y i - i / 2 ) i | (4.11) 
= \ A x i - -x2)2 + (2/1 - ?/2)2 
= rfR2((Xl,2/l),(x2,7/2)). • 
For Definitions 4.1.8-4.1.13 and Theorem 4.1.14, let (5, d) be a metric space 
and E C S. 
Definition 4.1.8. Let e > 0. The e-neighborhood of a point p <E S, denoted Nt(p), 
is the set of all points q £ 5 such that d(p, g) < e. 
Definition 4.1.9. A point p is said to be a limit point of Z? if every neighborhood 
of p contains a point q 6 E such that p ^ q- Note that a limit point may or may not 
be in E. U p E E is not a limit point of E, then p is called an isolated point of E. 
Definition 4.1.10. A set E is closed if every limit point of E is a point of E. In 
other words, E is closed if it contains all of its limit points. 
Definition 4.1.11. Let E' denote the set of all limit points of E in S. The closure 
of E, denoted E, is the set E U E'. 
Definition 4.1.12. A point p is an interior point of a set E if there exists a 
neighborhood Nf(p) of p such that Ne(p) C E. 
Definition 4.1.13. A set E is open if every point of E is an interior point of E. 
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Theorem 4.1.14. If p is a limit point of E, then every neighborhood of p contains 
infinitely many elements of E. 
The following proof refers to Sprecher [Spr87, Theorem 17.2]. 
Proof. Let p be a limit point of E and let d be a metric on E. Suppose there exists 
(. > 0 such that Ne(p) n E is a finite set. Then the set {d(p, q) : q G Ne(p) D E, q ^ p} 
has a minimum. In other words, there exists a point q' G Nt(jp) n E such that q' / p 
and d(p, q') < d(p, </) for all q £ E. Let <5 < d(p, q'). Then ^ ( p ) will not contain any 
point of E that is different from p. This contradicts the fact that p is a limit point. 
Thus, every neighborhood of p must contain infinitely many points of E. • 
Theorem 4.1.15. The point p G E is an isolated point of E if and only if there exists 
a neighborhood, N
€
(p), such that Nt(p) n (E/{p}) = 0. 
Proof. Suppose p G E is an isolated point of E. Then by negation of the definition 
of limit point, there exists a neighborhood, Ne(p), such that Ne(p) n (E/{p}) = 0. 
On the other had, suppose p E E and there exists a neighborhood, Nt(p), such that 
N
€
(p) PI (£7{p}) = 0- Then by Theorem 4.1.14, p is not a limit point of E and as 
such, since p £ E, p must be an isolated point of E. • 
4.1.2 Sequences, Limits, and Convergence 
Definition 4.1.16. Let A be a set. A sequence in A is a function / : N —> A given 
by / (n) = xn for all n G N. The sequence / is denoted by {x'„}. 
Definition 4.1.17. A sequence {.c„} in a metric space S is said to converge to 
x G S, if for every e > 0, there exists N G K. such that for n > N, d(xn, x) < e. We 
write xn —>• x or lim xn = x. 
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Theorem 4.1.18. Let S be a metric space and ECS. Then the following are 
equivalent: 
(1) S\E is open. 
(2) Every convergent sequence in E converges to a point in E. 
(3) E is closed. 
Proof. (1) => (2) Let {xn} be a sequence in E such that xn —> x G S. Suppose that 
x £ E. Then x G S\E. Since S\E is open, it follows that there exists e > 0 such that 
N((x) C S\E. Now since xn —> x, it follows that there exists N such that for n > N, 
\xn — x\ < e. Thus, xN G Ne(x) which implies that xN G S\E. This contradicts the 
assumption that xn G E (for all n). Thus, we must have that x G E. 
(2) => (3) Suppose x is a limit point of £ . Then every ^-neighborhood of x 
contains an element of E that is different from x. We can construct a sequence, {xn} 
in E, that converges to x in the following manner. Let x\ be an element of N\ (x) 
such that xi ^ x. Choose x2 G N^/2)(x) such that x2 ^ x. Continue in this manner, 
letting xn G A/'(1/n)(x) and xn ^ x. By the Archimedean Property, for every e > 0, 
there exists N G N such that TV > 1/e and thus, e > 1//V. Thus, for n > N, we have 
•^ n ^ ^(i/Af)('x) which implies that \xn — x\ < 1/A^ < e. So, ,xn —> x. Since every 
convergent sequence in E converges to a point in E, it follows that x G £ . 
(3) =>• (1) Suppose i? is closed. Suppose further that x G S\E. Then x is not 
a limit point of E (because E contains all of its limit points). So, there exists an 
e-neighborhood Ne(x) such that Nc(x) D E = 0. Thus, N€(x) C S\E, and it follows 
that S\E is open. D 
Theorem 4.1.19. Let S be a metric space and let ECS. Then the closure of E, 
E, is closed. 
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The following proof refers to Rudin [Rud76, Theorem 2.27]. 
Proof. Let E' denote the set of all limit points of E. Then by definition, E = EU E'. 
Suppose p G S/E. Then p ^ E and p is not a limit point of E. Thus, there exists 
e > 0 and a neighborhood Nt(p) that does not intersect E and therefore does not 
intersect E'. (If Nt(p) intersected £", then it would have to contain elements of E 
as every neighborhood of every point of E' contains infinitely many elements of E.) 
Thus, Ne(p) C S/E. Since S/E is open, by Theorem 4.1.18, it follows that E is 
closed. • 
T h e o r e m 4.1.20. Let {xn} and {yn} be convergent sequences in R, and let lim xn = 
a—»oo 
x and lim yn = y. If xn < yn for all n, it follows that x < y. 
n—>oo 
Proof. See Bartle and Sherbet [BS00, Theorem 3.2.5]. • 
Theorem 4.1.21. Let {xn} be a sequence in a metric space S. Then {xn} converges 
to x e S if and only if lim d(xn, x) = 0. 
Proof. We have 
xn —> x <^=> for every e > 0, there exists JV such that for n > N, d(xn, x) < t 
<==> for every e > 0, there exists A^  such that for n > N, \d(xn, x)\ < e 
<=> lim d(xn,x) = 0 . D 
n—>oo 
Definit ion 4.1.22. Let {xn} be a sequence in R. Then the l imit inferior of {xn}, 
denoted liminf x„, is defined to be sup{inf{.x,t : k > n}\n > 0}. Similarly, the limit 
71—>O0 
superior of {xn}, denoted l imsupx„, is defined to be infjsupjxfc : k > n}\n > 0}. 
n—>oo 
Note that liminf xn and l imsupx n always exist in R U {±oo}, and the relationship 
liminf xn < lim sup xn always holds. 
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Theorem 4.1.23 (Monotone Convergence Theorem). A monotone sequence in R is 
convergent if and only if it is bounded. Furthermore, a bounded, increasing sequence 
in R converges to its supremum, while a bounded, decreasing sequence in R converges 
to its infimum. 
Proof. See Bartle and Sherbet [BSOO, Theorem 3.3.2]. • 
Definition 4.1.24. A sequence {xn} in a metric space S is said to be a Cauchy 
sequence if for every e > 0, there exists N G R such that for n, rn > N, d{xn, xm) < e. 
Lemma 4.1.25. Let f : X —> Y be a bijectwe isometry of metric spaces, each with 
metric dx, dY, respectively. If {yn} is a Cauchy sequence in Y, then {f~l{yn)} 'IS a 
Cauchy sequence in X, and if xn —> x, then f(xn) —> f(x). 
Proof. First of all, since / is bijective, by Lemma 4.1.6 we have that / _ 1 : Y —> X is 
an isometry. Let e > 0. Then since {yn} is a Cauchy sequence in Y, there exists /V 
such that for n, m > N, 
dY(yn,ym) = dx {r\Vn),f~\ym)) < e- (4.12) 
It follows that {f~1(yn)} is a Cauchy sequence. 
Suppose that {xn} is a sequence in X such that xn —> x. Let e > 0. Then there 
exists N such that for n > N, we have dx{xn:x) = dy(f(xn),f(x)) < e. It follows 
that f(xn) -+ f(x). a 
Theorem 4.1.26. Let {xn} be a convergent sequence in a metric space S. Then {xn} 
is a Cauchy sequence. 
Proof. Suppose {xn} converges to x G S. Then for e > 0, there exists N such that 
d(xn,x) < e/2 for n > N. For n,m > N we have 
d{xn,xm) < d(xn,x) + d(x,xm) < e/2 + e/2 = e. (4.13) 
• 
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L e m m a 4.1.27. Suppose {xn} is a Cauchy sequence in a metric space S with a 
convergent subsequence {xnk} such that lim xnk = x. Then lim xn = x. 
k—*oo n—»oo 
Proof. Let e > 0. Then there exists N\ such that d(xn, xm) < e/2 for n,m > N\, and 
there exists N2 such that d(xnk,x) < e/2 for k > N2. Let /V = ma,x{Ni, N2}. Then 
for n, k > N, since n^ > k, it follows that 
d(xn, x) < d(xn, xnk) + d(xTlk, x) 
(4.14) 
< e / 2 + e/2 = e. • 
Definition 4.1.28. A metric space in which every Cauchy sequence converges is 
called a complete metric space. 
Theorem 4.1.29. Let S be a complete metric space, and let ECS. Then E is a 
closed subspace of S if and only if E is a complete metric space. 
Proof. First of all, suppose that E is a closed subspace of S. By the example after 
Definition 4.1.1, since E C S, it follows that E is a metric space itself with the same 
metric as S. Suppose {xn} is a Cauchy sequence in E. Then since {xn} is in S, and 
S is complete, we must have that {xn} converges to some x G S. By Theorem 4.1.18 
(2), since {xn} is a convergent sequence in E, it must converge to x £ E. It follows 
that E is complete. 
On the other hand, suppose that E is a complete metric space. Let {xn} be in 
E such that xn —> x for some x G S. Then by Theorem 4.1.26, since E is a metric 
space, we must have that {.x^} is a Cauchy sequence. Since E is complete, we must 
have that x G E. Thus, E is closed. • 
Theorem 4.1.30. The reals, R, are a complete metric space. 
Proof. See Rudin [Rud76, Theorem 3.11]. • 
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Theorem 4.1.31. Let X and Y be complete metric spaces. Then, the direct product 
X x Y, is also a complete metric space. 
Proof. Let d be the product metric on X x Y and let (xn,yn) be a Cauchy se-
quence in X x Y. Then for every e > 0, there exists N such that for m,n > N, 
d((xn,yn), (xm,ym)) < e. It follows that dx{xn,xm)2 + dY(y„, ymf < e2 which implies 
that dx(xn,xm),dY(yn,ym) < £• It follows that {xn} is a Cauchy sequence in X and 
{yn} is a Cauchy sequence in Y. Since X and Y are complete metric spaces, we must-
have that xn —> x and yn —> ;</ for some x E X and y e V'. 
We claim that (xn, yn) converges to (x, y). Let e > 0. Then there exists N\ such 
that for n > Nu dx(xn,x) < e/2. Similarly, there exists N2 such that for n > N2) 
dv{yn^y) < e /2 . Let N = m&x{Ni, N2}. Then for n > N, we have 
d{{xn,yn),(xiy)) < d(ixn,yn)A:rn,y)) + d{{xn,y))(x.,y)) 
= \/dx(xm xn)2 + dY(yn, y)2 + \/dx(xn,x)2 + dY(y,y)2 
(4.15) 
= dY(yn,y) + dx(xn,x) 
r 
< e/2 + e/2 = e. • 
Corollary 4.1.32. For any k E N, Rk is a complete metric space. • 
Corollary 4.1.33. For any k G N, Ck is a complete metric space. • 
Proof. The result follows by Theorems 4.1.7, 4.1.31, and Corollary 4.1.32. • 
Corollary 4.1.34. [Cauchy Criterion] A sequence in Mf (or Ck) converges if and 
only if it is a Cauchy sequence. 
4.1.3 Series 
fe 
Definition 4.1.35. Let {at} be a sequence in C and let sk = 2_.a'1 denote the /cth 
oo 
partial sum of the sequence. Then the series \ . a% is said to be convergent if 
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lim sk exists in C. A series \ a,i is absolutely convergent if \ \at\ is convergent. 
i = l i = l 
oo oo 
Lemma 4.1.36. Let ^>a%, \] ^ be convergent, complex-valued series. Then 
i = i i=\ 
oo oo oo 
(1) y cal converges and \ cai = cy a%, 
i = i i = i 
(2) / ( ^ i + bi) converges and / ( o - i + bt) = 7 , a« + /_, bi 
i=l i=1 i=l i = l 
Proof. See Rudin [Rud76, Theorem 3.47]. D 
oo oo 
Lemma 4.1.37. Let \ az, \ b% be convergent, real-valued series. If at < bz for all 
oo oo 
i, then y az < y 6, 
i=i i=i 
 
1 = 1 1=1 
k 
Proof. Let sk = \ a^  and let £& — / 6t for all i. Let N a, = lim sk = 5 and 
1=1 1=1 1=1 
oo 
E bi = lim ifc = T. Then since a,: < b% for all i, it follows that sk < tk for all k. By fc — oo 
Theorem 4.1.20, it follows that S < T. • 
Definition 4.1.38. Let k% be a bijection from N to N given by 2 ^  kt. If we let 
oo oo 
ai = afc,) then N^ a t ' is a called a rearrangement of N^ ai-
i = l i = l 
oo 
Theorem 4.1.39. Let J ^ a, be an, absolutely convergent series. Then every rear-
i = i 
oo 
rangement of y> a,% converges to the same sum. 
t = i 
Proof. See Rudin [Rud76, Theorem 3.55]. • 
4.1.4 Continuity 
The following definition refers to Rudin [Rud76, Definition 4.5]. 
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Definition 4.1.40. Suppose that X and Y are metric spaces with metrics dx and 
dy, respectively, and that / : X —> Y is a function. Let c G l . Then / is said to be 
continuous at c if for every e > 0, there exists 5 > 0 such that if x E X satisfies 
dx(x,c) < 5, then dY(f(x), /(c)) < e. If / is continuous at every point of X, then / 
is said to be continuous on X. The function / is said to be uniformly continuous 
if for every e > 0, there exists 5 > 0 such that if x,y E X satisfies dx{x, y) < 5, then 
dY(f(x)J(y))<e. 
Theorem 4.1.41. / / / : X —> Y is uniformly continuous, then f is continuous on 
X. 
Proof. See Sprecher [Spr87, Chapter 6, section 27]. • 
Theorem 4.1.42. Let X and Y be metric spaces and let f : X —» Y be a function. 
Then f is continuous at a point c E X if and only if for every sequence {xn} in X 
that converges to c, the sequence f(xri) converges to f(c), i.e., 
lim f(xn) = f ( lim xn) , (4.16) 
for all convergent sequences {xn} in X. 
Proof. Suppose / is continuous at the point c E X. Let e > 0. Then there exists 
fi > 0 such that for x E X, d(f(x), /(c)) < e whenever dfx, c) < d. 
Now since lim xn = c. we know there exists /V such that d(xn, c) < d for n > N. 
n—>oo 
So, for n > N, we have d(xn, c) < S which implies that d(f(xn), /(c)) < t. 
On the other hand, suppose that / is not continuous at c. Then there exists 
e > 0 such that for every 8 > 0, there exists x E X such that dx{x, c) < 5, and 
dy(f(x)J(c))>e. 
For n E N, fix 5(n) = \/n. Then, by the discontinuity of / at c, for every n E N, 
there exists xn E X such that dx{xn,c) < 1/n with dy{f{xn)) /(c)) > e. Thus, {xn} 
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is a sequence in X such that xn converges to c (see Theorem 3.1.19), but f(xn) does 
not converge to / ( c ) . The result follows. • 
4.2 Topological Vector Spaces 
The following definition is adapted from Horn and Johnson [HJ85, Definition 
5.1.3], 
Definit ion 4 .2 .1 . Let V be a vector space over C. Let a.b G V. Then an inner 
product on V is a function from V x V to C, given by (a, 6) i—> (a, 6), such that for 
all a, d . c e K and k G C, we have: 
(1) (a + fe,c) = (a,c) + (fe,c); 
(2) (jfca,6) = /e(a,b); 
(3) (a, 6) = (6, a); and 
(4) (a, a) > 0, where (a, a) = 0 if and only if a = 0. 
Note that (a,b + c) = (a.b) -f (a,c), (a, kb) — k(a,b), and (a, 6) + (a, b) = 23? (a, b), 
where J? (a, 6) represents the real part of the inner product (a, 6). Furthermore, 
(a, a) £ M because of property (3). In other words, (3) implies that (a, a) = (a, a), 
and since (a, a) is equal to its conjugate, it must be a real number. Finally, it can be 
/ n \ n I n \ n 
shown via induction that ( 2 . a%- c } = / . (ai> c) a n d ( a, /_] K \ — V j (a, bt). 
\ i = l / i = l \ i = l / i = l 
Definit ion 4 .2 .2 . A vector space V over C that is assigned a specific inner product 
is called an inner product space. 
Note that a subspace of an inner product space is itself an inner product space. 
Lemma 4.2.3 . Let V be an inner product space. Then for a, b £ V, we have 
(a + b, a + b) = (a, a) + 25R (a, b) + (b, b) . (4.17) 
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Proof. By Definition 4.2.1, we have 
(a + 6, a + b) = (a, a + 6) + (6, a + b) 
= (a, a) + (a, 6) + (6, a) + (6,6) 
(4-18) 
= (a, a) + (a, 6) + (a, 6) + (6,6) 
= (a, a) + 25R (a, 6) + (6, 6) . • 
Definition 4.2.4. Let V and W be inner product spaces, and let / : V —* W be a 
linear function. Then / is an isometry if (a, 6) = (/(a),/(6)), for all a, 6 e V. 
Lemma 4.2.5. Let V be an inner product space. Suppose a, 6 G V such that a and b 
are linearly dependent. Then \ (a, b) |2 = (a, a) (6, 6). 
Proof. Suppose that a, b e V are linearly dependent. Then, without loss of generality, 
a = cb for some c £ C. Furthermore, 
| (a , 6) |2 = | ( c 6 , 6 ) | 2 
= M2|(M)|2 
(4.19) 
= (cb, cb) (6, 6) 
= (a,a)(6,6). • 
Theorem 4.2.6 (Cauchy-Schwarz Inequality). Let V be an inner product space. Then 
for a,b £ V. 
| (a, 6) |2 < (a, a) (6, 6), (4.20) 
with equality holding if and only if {a, 6} is linearly dependent. 
Note that parts of the following proof are taken from Horn and Johnson [HJ85, 
Theorem 5.1.4]. 
Proof. We show by cases that the inequality in (4.20) is sharp when a and 6 are 
independent, and equality holds when a and 6 are dependent. 
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If (a, a) = 0 or (6, b) = 0, then by Definition 4.2.1, either a = 0 or b = 0, which 
implies that {a, b} is a linearly dependent set. Furthermore, if a = 0 or b = 0, then 
| ( a , 6 ) | 2 = : 0 = ( a , a ) ( M ) . 
If (a, 6) = 0 with a, b ^ 0, then 
0 = | (a, 6) |2 < (a,a)(b,b). (4.21) 
We claim that a and 6 are linearly independent. Suppose a and b are dependent. 
Then by Lemma 4.2.5, we must have that | (a, b) |2 = (a, a) (b.b). This contradicts 
(4.21). Thus, we must have that a and b are independent. 
If neither a,b, nor | (a,b) \ are zero, let t € K. For a,b 6 V, consider p(i) = 
(a, + (a, 6) tb, a + (a, 6) tb). Then by Lemma 4.2.3 and Definition 4.2.1 we have: 
0 < (a + (a, b) tb, a + (a, b) tb) 
= (a. a) + 23? (a, (a, 6) tb) + {(a. 6) *6, (a, 6) *&) 
(4-22) 
= (a, a) + 2*$R(a, b) (a, 6) + £2| (a, 6) |2 (6, 6) 
= (a,a) + 2t\{a,b)\2 + t2\(a,b)\2(b)b). 
Now since p(f) is greater than or equal to zero for all t G IR, it follows that p(t) 
can have at most one real root. 
If p(t) has no real roots, then by the quadratic equation, we get 
4| (a, 6) |4 - 4| (a, b) |2 (a, a) (6, 6) < 0 (4.23) 
which implies that 
| (a, b) \4 < \(a,b)\2(a.a){b,b) (4.24) 
or 
| (a, 6) |2 < (a., a) (b,b) . (4.25) 
By Lemma 4.2.5, we have that a and b are linearly independent. 
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Finally, if p(t) has one real root, then by the quadratic equation, we get 
4| (a, b) |4 - 4| (a, b) \2 (a, a) (b, b) = 0 (4.26) 
and since (a, b) is non-zero, we get 
| (a, b) |2 = (a, a) (b, b) . (4.27) 
Furthermore, there exists t G R such that p(£) = (a + (a.b) tb.a + (a.b) tb) = 0. 
That is, there exists f 6 R such that a = — (a, fr) ££>. Thus, a and 6 are linearly 
dependent. • 
Definition 4.2.7. Let V be an inner product space. Let a sE V. Then the £2 norm 
of a, denoted ||a||2 is defined to be ||a||2 = \J(fl,a). 
Lemma 4.2.8 (Triangle Inequality). Let V be an inner product space. Let a,b e V. 
Then \\a + b\\2 < \\a\\2 + ||fe||2-
Proof. We have 
||a + 6||2 = (a + b,a + b) 
= \\a\\l + 2$t(a,b) + \\b\\22 (*) 
< ||a||^ + 2|(a,6) | + ||6||^ (4.28) 
< | | a g + 2||a||2||6||2 + ||6||2 (**) 
= ( H I 2 + IHI2)2. 
where (*) follows by Lemma 4.2.3 and (**) follows by the Cauchy-Schwarz Inequality. 
Thus, \\a + b\\2 < \\a\\2 + ||6||2. D 
The following definition is adapted from Royden [Roy88, Chapter 6]. 
Definition 4.2.9. A vector space V over C is called a normed linear space if for 
every v £ V, there exists a non-negative real number ||i>|| such that 
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(1) ||ci>|| = |c|||i>|| for all c £ C; 
(2) ||f|| = 0 if and only if v = 0; and 
(3) ||i> + w\\ < 111'|| + ||u>||, where w E V. 
T h e o r e m 4.2.10. Let V be an inner product space. Then V is a normed linear space 
with norm \\v\\2-
Proof. We see that 
(1) ||ct>||2 = y/(cv, CV) = \/\c\2 (v, v) = \c\\/(v, v) = \c\ \\v\ 
(2) Furthermore, 
||?;||2 = 0 < = ^ y/(v. V) = 0 
4 = ^ (v,v) = 0 
<=> v = Q (*) 
where (*) follows by Property (4) in Definition 4.2.1. 
(3) Let v, w 6 V. Then \\v + KJ||2 < ||'u||2 + | |H | 2 ^ Lemma 4.2.8. D 
T h e o r e m 4.2 .11. Let V be an inner product space. Then for v.w <G V, d(v,w) = 
\\v — w\\2 is a metric on V and therefore normed linear spaces are metric spaces. 
Proof. Let v, w <E V. Then d(v, w) = \\v — w\\2 = \J(v — w. v — w) > 0 by Definition 
4.2.1. Furthermore, 
d(v, w) = 0 <==> \\v — iy||9 = 0 
<^=> v - w = 0 bv Definition 4.2.9 
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Additionally, 
d(v, w) = ||v — w\\2 = \/(v — w,v — w) = y/(( — l)(w — v), ( — l)(w — v)) 
= \/( — l )2 (w — v,w — v) 
= y/{w-v,w-v) (4-29) 
= Ik - v\\2 
= d(w, v). 
Finally, let x G V. Then 
d(v.w) = \\v — w\\2 = \\(v — x) + (x — w)\\2 
(4.30) 
< \\v — x\\2 + \\x — w\\2 = d(v, x) + d(x, w). D 
The following definition is taken from Royden [Roy88, Chapter 6]. 
Definition 4.2.12. A normed linear space that is complete as a metric space is called 
a Banach space. 
The following definition is adapted from Royden [Roy88, Chapter 10]. 
Definition 4.2.13. A vector space V is called a Hilbert space if it is a complete 
inner product space (and therefore it is a Banach space). 
Theorem 4.2.14. Let V and W be Hilbert spaces. Then the direct sum of Hilbert 
spaces V ® W is itself a Hilbert space with inner product 
((^i, wi), ("2,^2)) = (vi,v2)v + (wuw2)w . (4.31) 
Proof. Let V and W be Hilbert spaces. Then by Definition 4.2.13, V and W are 
complete inner product spaces. By Theorems 4.2.10 and 4.2.11, V and W are complete 
metric spaces. By Theorem 4.1.31, it follows that V © W is a complete metric space. 
It remains to show that V © W is an inner product space. 
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First of all, let (vi,wi), (v2, w2), and (v3,w3) G V © W. Then 
((v\ + v3,wi + w3), (u2, w2)) = (vi + v3, v2)v + {wi + w3, w2)w 
(4.32) 
= (vi,v2)v + (wi,w2)w + (v3,v2)v + (w3,w2)w 
= ({vi,wi),{v2,w2)) + ((v3,w3),(v2,w2)) . 
Additionally, let k <G C. Then 
(k{vi,wi), {v2,iu2)) = (kvi,v2)v + (kwi,w2)w 
= k (vA,v2)v + k (wuw2)w 
= k({vi,v2)v + (wuw2)w) 
= k((Vi,Wi),(v2,W2)). 
Furthermore, 
({vi,wi),(v2,w2)) = (vi,v2)v + (wuw2)w 
(4.33) 
= (v2,vy)v + (w2,wx)w 
(4.34) 
= {(v2,w2),(vi,wi)). 
Finally, since ( u i , ^ i ) v > 0 and (w\,wi)w > 0, it follows that ((VI,WI),(VI,WI)) = 
(v^v^y + (wi,wi)w > 0, and 
((vuw^^vuw^) = 0 <=>> (ui ,Ui)v + ( u ) l l i u 1 ) H / = 0 
<=^> (^i,^i)v/ = 0 and {w\-Wi)w = 0 
<=> v\, wx = 0 
« (Ux.lW!) = (0,0). 
The result follows. • 
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Theorem 4.2.15. Let V be an inner product space. Then f : V x V —•> C given by 
(a, b) H-> (a, b) is continuous onVxV, where the metric dyxy on V x V is given by 
dv*v((xi,yi), (^2,2/2)) = y/\\xi - X2II2 + lls/i - 3/2111 -
Proof. Let e > 0. Let (a, 6) e V x V, and let 5 = min 
3(||b||2 + l) '3( | |a | |2 + l ) ' 3 
Consider a + xe and 6 -f y£ such that c/((u + xt. b + yt). (a, b)) < 6. Then 
^/d{a + x(,a)2 + d(b + y£,b)2 < S (4.35) 
which implies that 
V IKH2 + ll^lis < '*> (4-36) 
or 
I M 2 + \\yt\\l <52 (4.37) 
which implies that ||x£||9 , ||y£||9 < 5. 
By the Cauchy-Schwarz Inequality (Theorem 4.2.6), it follows that 
I (xc,b) I < y/(xt,xf){b,b) = ||.xf ||2 ||6||2. (4.38) 
Using a similar argument, we have I (a, ye) I < ||a||2 \\yt\\2 and | (xt, y£) \ < ||x£||2 ||y£||2. 
Then 
I (a + xc, b + yt) - {a, b) \ = \ (a, b) + (x£, b) + (a, ye) + (,x£, y£) - (a, 6) | 
= I (x£,6) + (a,y£) + (x£,?/£) | 
< I (-Tf..ft) I + ! («•> ?yf) I + I (zc .2/e) I 
< ||x£j|2 ||6||2 + ||a||2 ||y£||2 + ||xe||9 ||y£||2 (4.39) 
e II6IL llalL £ /e \ / e 
3(||6||2 + 1) 3(||a||2 + l) V3/V3 
< e/3 + e/3 + e/9 
< e. D 
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Lemma 4.2.16 (Parallelogram Law). Let V be an inner product space, and let x, y E 
V. Then 
\\x + y\\2 + \\x — y\\2 = 2 \\x\\2 + 2 \\y\\2. (4.40) 
Proof. Let x,y G V. Then 
\\x + y\\22 + \\x -y\\l = (x + y,x + y) + (x- y, x - y) 
= (x,x) + 2R(x,y) + (y,y) 
+ (x,x)-2Sl{x,y) + (y,y) (4.41) 
= 2(x,x) + 2(y,y) 
= 2 | | ^ + 2||y||5. D 
4.3 Convergence Theorems 
Definition 4.3.1. A numbering of a countably infinite set G is a bijection from N 
to G, given by i H-> gi and denoted {g,}. 
Definition 4.3.2. Let G be a countable set. Then the vector space CG has elements 
a : G —> C, where the coordinates of a are denoted a(g). 
Note that the notation in this chapter differs slightly from the notation in 
chapter 2, where the element a is denoted as (ag), and the coordinates a(g) = ag. 
Theorem 4.3.3. Let G be a countably infinite set. Let b E CG. If, for some num.-
oo oo 
benng {gt} of G, j \^{9i)\ < °°J then \ b(gl) converges to a finite value and is 
i = i i = i 
independent of the numbering of G. 
Proof. See Theorem 4.1.39. • 
Definition 4.3.4. Let G be a countably infinite set. If for some (and therefore, any) 
oo oo 
numbering {gt} of G. we have 2_. IK.9i)| < °°> then /b(<?) — / J b{gt). 
i=1 geG i=l 
Corollary 4.3.5. Let G be a countable set. If b(g) G R + U {0} U {00} for all g eG, 
then V^6(g) is well-defined in R+ U {0} U {00} . • 
geG 
Lemma 4.3.6. Suppose {bn} and {cn} are two sequences such that bn < cn for all n, 
and lim bn = B. Then B < liminf cn. 
n—*oo n—>oo 
Proof. Let dn = mf{ck\k > n}. Then liminf cn = sup{dn}. Since dn < liminfc„ for 
n—>oo n—>oo 
all n, it is enough to show that for every t > 0, there exists N such that B — e < dN 
(because if B — e < liminf cn for all e > 0, then B < liminf cn). 
n—>oo n—*oo 
Let e > 0. Since lim bn = B, there exists N such that \bn — B\ < e for n > N. 
Then B — e < bk < ck for all A; > TV. So B — e is a lower bound of the sequence 
{ck\k > N}. Thus, B -e<dN = mf{ck\k > N}. The result follows. • 
Theorem 4.3.7 (Fatou's Lemma). Let G be a countable set with numbering {ft}, 
and let {an} be a non-negative sequence in M.G. Suppose lim an(gl) = a(gt) for all 1. 
n—>oo 
00 00 
Then ) a(ft) < liminf } an(gt). n—»oo 
i = l i = l 
Proof. For fixed k 6 N, we have \ a(gt) = N lim an(gr). Since lim an(gi) = a(gt) 
1=1 1 = 1 
for all 1 by assumption, and we are dealing with finite sums, it follows that 
k k k 
y^a( f t ) = V lim an(gi) = lim V V ( f t ) . (4.42) 
' * < * n—(oo n—>oo ' * 
j = l i = l i = l 
k 00 
Now, \ a n ( g j ) < 2_,an{gi) for fixed n. So, (4.42) and Lemma 4.3.6 imply 
i = l i=\ 
k oc 
that y &{gi) < liminf N an(c/,). 
i = l t = l 
Define bk = } ^ a(gz). Then {bk} is an increasing sequence bounded by liminf 
'
 J
 n—>oo 
i = l 
/ a n ( < ^ ) . By the Monotone Convergence Theorem (Theorem 4.1.23), it follows that 
i=\ 
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{bk} converges to its supremum. In other words, sup{frfc} = y^a(gl). Then, since 
oo 
liminf y ^ a n ( ^ ) is an upper bound of {bk}, it follows that V^ a(gl) < liminf N an(gl). 
n—>oo ' J ' J n—>oo ' J 
z = l i = l i = l 
• 
Theorem 4.3.8 (Lebesgue Convergence Theorem). Let G be a countable set, Suppose 
b(g) G R+ for all g G G and y^b(g) < oo. Let {an} be a non-negative sequence in 
gee 
RG such that an(g) < b(g) for all g G G and lim an(g) = a(g) for all g G G. Then 
n—'oo 
y a(g) = lim \ cin{g)- In particular, the sums on both sides converge. 
g£G geG 
Note that parts of the following proof are adapted from Hoyden [Roy88, Chapter 
4. proof of Theorem 16]. 
Proof. Choose a numbering {gz} for G. First note that since a.n(gl) < b(g%) for all i. it 
OG OO 
follows that \ an{gi) < / b(gl) < oo. Furthermore, since b(gl) is an upper bound 
i=i %=i 
for the sequence an(c/7;), it follows by Theorem 4.1.20 that lim an(gt) = a{gz) < b(gt) 
n—>oo 
oo oo 
for all i and thus, \]a(9i) !_ / 7 ^ ( p 0 < °°. 
i = i ?;=i 
Now since an(gl) < b(gt) for all z, it follows that b(gr) — a.n(gt) > 0. By the limit 
laws, it follows that lim (b(gi) — o,n(gl)) = fr(/?,) — a(gl). 
n—>oo 
Thus, we can apply Fatou's Lemma to the sequence b{g%) — an(gl) and can 
oo / oo \ 
conclude that N (HfiO — a{9i)) < liminf } (b{gi) — an(t/7)) . Since 
^ —
y
 n—*oo \ ^ — ' / 
t = l \ i = l / 
oo oo oo 
^K9i),Yla(9l^lL,an(gi') < °° ' b y L e m m a 4.1-36, we get 
i = i ?;=i i = i 
oo oo / oo oo \ 
Yb(gi) T a ( 9 l ) < liminf V % ) T « „ ( f t ) , (4.43) 
t = i i = i \ i = i i = i / 
or 
oo oo oo oo 
X ] 6 ( ^ ) - X ^ a ^ ; ) - S 6 ^ 1 ) - l i m s u p ^ a n ( & ) . (4.44) 
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oo 
Since Y_,K.9i) < °°» it follows that 
oo oo 
l imsup^a n ( .9 l ) < J ^ a ( ^ ) . (4.45) 
n—>oo , , 
We can apply a similar argument to the sequence b{g%) + an(gz) > 0 to get 
oo oo 
y > G f c ) < l i m i n f Y V ( . 9 i ) . (4.46) 
z
—•* n—>oo ' * 
Combining (4.45) and (4.46), we get 
oo oo oo 
l i m s u p ] T a n ( ^ ) < J ^ a ( ^ ) < lim inf ^ an(gt). (4.47) 
i = i i = i 
oo 
Since the relationship lim inf } an{gi) < lim sup N an(9i) 1S always true, we can 
'n —t o o ' V ( •/ 
" "^ , n—>oo , J=] 1=1 
conclude that 
oo oo oo co 
lim inf V a n ( j , ) = lim sup V an(^) = lim V o ^ j , ) = Y"a(.g?,). (4.48) 
n—»oo ' * n-—»oo ' * n—»oo ' * ' ^ 
i = l i = l ( = 1 ? = 1 
D" 
4.4 £2(G) 
Definition 4.4.1. Let G be a countable set and let g G G. Then ^2(G) is the set of all 
elements a G CG such that Y_, la(#)|2 < °° 0-e-> T J Ia(s0|2 converges; see Theorem 
qeG geG 
4.3.3). 
Lemma 4.4.2. Let G be a countable set. Let a.b G t2{G). Then y ^ \a{g)b(g)\ 
geG 
converges. 
Proof. We know that (|a(#)| — \b(g)\)2 > 0 for all a(g). b(g) G C, which implies that 
\a(g)\2-2\a(g)\\Hg)\ + \b(9)\2>0, (4.49) 
or 
Hg)\2 + \b(g)\2 > 2\a(g)\\b(g)\ = 2|a(<?)b(s)|. (4.50) 
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Choose a numbering {gx} for G. Then 
n n 
J2H9r)b(9>)\ < l/2(^\a(g,)\2 + \b(gt)f) 
z=i 
oo 
<]T|a(.9l)|2 + |%) | 2 
oo oo 
5>(^)i2 + j>(^)i2 (*) 
i = i i 
1 = 1 
(4.5i; 
1=1 1 = 1 
< oo because a(g) £ i2(G) < oo because 6(g) € £2(G) 
< OO. 
where (*) follows by Lemma 4.1.36. 
n 
So, the sequence of partial sums un = >^ \a(gl)b{gl)\ is an increasing, bounded 
-t=i 
n 
sequence in R. By Theorem 4.1.23, it follows that lim \ \a(9i)b{gi)\ exists. In other 
n—»oo *-—J 
i = l 
oo 
ds, the series V^ \a(9i)b(gl)\ converges. D wor 
i = i 
Lemma 4.4.3. Let G be a countable set. Then i2(G) is a subspace of the vector space 
CG. 
Proof. If a(g) = 0 for all g eG, then J ^ \a(g)\2 = 0 which implies that 0 G £2{G). 
geG 
Furthermore, let a, b G i2(G) and let k G C Then 
£ \a(g) + b(g)\2 = £ \a{gf + 2a(p)6(y) + 6(5)2| 
g&G geG 
< E l a ^ ) | 2 + 2|aCg)6(p)| + |6(c/)|2 
sec (4.52) 
S e G geG g6G 
< OO, ( * * ) 
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where (*) follows by by Lemma 4.1.36 and (**) follows by Lemma 4.4.2 and the fact 
that a,b E 12{G). Additionally, 
J>a(s)|2 = X>!2Ks)!2 
geG geG 
= \k\2J2\a(9)\2 by Lemma 4.1.36 (4.53) 
geG 
< OO. 
It follows that i2(G) is a subspace of the vector space CG. • 
Theorem 4.4.4. Let a,b G (2{G). Then (a,b) = ^a^bjgj converges and is an 
geG 
inner product on £2(G). 
Proof. By Lemma 4.4.2, we know that S_] \a(9)b(9)\ converges. By Theorem 4.3.3, it 
geG 
follows that \]a(g)b(g) converges. 
geG 
Suppose a G £2(G). Then (a, a) ~ ^>a{g)a(g) = >^ |<3'(50|2 > 0. Furthermore, 
geG
 geG 
(a,a)=0 <=» ^ a ( p ) a ( p ) = 0 
geG 
Additionally, 
geG 
a(g) = 0 for all g G G. 
(a + b,c) = J2(a(9) + K9M9) 
geG 
= X > ( s ) ^ + fcfoMi)) 
gee (4.54) 
geG geG 
= (a,c) + (6, c) , 
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where (*) follows by Lemmas 4.1.36 and 4.4.2. Also, 
(ka,b) = Y/(ka(g))b^) 
gEG 
= kJ2W9)M9) (*) (4-55) 
9eG 
= k(a,b), 
where (*) follows by Lemmas 4.1.36 and 4.4.2. 
Finally, 
(b, a) = Yl b(9H9) = E b^Hd) = E a^)b{g) = (a, b) . (4.56) 
g€C g€G geG 
a 
Corollary 4.4.5. Let G be a countable set. Then C2(G) is an inner product space 
and therefore a norrned linear space with norm \\a\\2 for a G £2(G). 
Proof. The result follows immediately from Definition 4.2.2, Theorem 4.2.10, and 
Theorem 4.4.4. • 
Theorem 4.4.6. Let G be a countable set. Suppose {an} is a Cauchy sequence in 
C2{G). Then there exists a £ P2(G) such that lim \\an — a\\2 = 0. 
n—»oo 
Proof Since {an} is a Cauchy sequence in i2(G), it follows that for every e > 0, there 
exists N such that for n,m > N, \\an — am\\2 < t. By the definition of C2 norm, it-
follows that 
IY,K(g) ~ am(g)\2 < e (4.57) 
g&G 
for n.m > N, or 
J2\aM - a.m(g)\2 < f2 (4.58) 
g€G 
which implies that for fixed gEG, 
\an(g) - am(g)\2 < e2 (4.59) 
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for n,m > N, or 
K(g) - am(g)\ < c, (4.60) 
for n.m > N. 
Thus, for fixed g G G, {an(g)} is a Cauchy sequence in C. By Theorem 4.1.30, 
it follows that there exists a(g) G C such that lim an(g) = a(y). This shows that for 
n—>oo 
all g G G, each sequence of coordinates {an(g)} converges to some a(g) G C. Thus, 
the original sequence {an} converges to some a G Cc, where the coordinates of a are 
given by a(g) = lim an(g). 
n—>oo 
It remains to show that a G C2(G) and lim ||an(fy) — n||2 = 0. 
'a—>oo 
Let e = 1/2. Then since {an} is a Cauchy sequence, there exists n.j such that 
\\as — am\\2 < 1/2 for s,m > ri\. Continuing in this manner, for k > 2, if we let 
e = l/2fc, there exists nk > rik-i such that \\as — am\\2 < l/2fc for s.m > n^. So, 
{ank} is a subsequence of {an}. 
k 
For g G G, let 6fc(^) = \am(g)\ + \V^ \ani{g) - an^i(g)\, and let 
i=2 
oo 
K#) = K,(<?)| + X ] l a » > ^ ) -a«.:-l(i/)l-
i=2 
Now since |an,(p) - a^^g)]2 < ^ |ani(p) - ani_,(g)|2, it follows that 
l a n , ( # ) - " n , - ! ^ ) ! < | |«n,; ~ a n , : - i | | 2 ' T h u S , 
oo 
Kg) < \am{g)\ + ^Z IK> ~ a"'->IL 
t=2 (4.61) 
< \ani(g)\ + 1. 
This shows that b(g) is finite for each g G G and thus, lim bk(g) = b(g). 
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Also, 
Ml: l>n\ I i y j l^rij "rii-i 
i=2 
k 
< IKJI2 + E | 0"m ^nt-\ || 2 
< \\a 
n\ M2 
t=2 
1 
(4.62) 
< oo. 
This implies that y . \^k{g)\2 < (Ilanjl2 + I)2 < °°-
Now since lim bk(g) — b(g), it follows that lim \bk{g)\2 
fc—>CX> fc^OO 
Fatou's Lemma (Theorem 4.3.7) to the sequence {fr2.}, we get 
l%)! 2 - Applying 
J] |6 ( 5 ) | 2 <l iminfJ] |6 f c ( 5 ) | 2 < 
' — ' fc —> o o * — » gee gee 
kn, IIo + 1)" < OO. (4.63) 
Furthermore, 
\ank{g)\ = \ani(g) + an2{g) - ani{g) + an3(g) - an2{g) -\ + ank{g) - a^^^g)] 
< \ani(g)\ + \an2(g) - ani(g)\ + \an3(g) - an2(g)\ + ••• + \arik{g) - ank_]{g)\ 
< Kg). 
(4.64) 
So, |a n i(p) | < b(g). By Theorem 4.1.20, it follows that 
lim \ani(g)\ < lim b(g). (4.65) 
which implies that \a(g)\ < b(g). 
By (4.63) and (4.65), it follows that 
EH2)i2^X>^)i2<o°-
9GG gSG 
Thus, a e P{G). 
(4.66) 
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We now claim that lim ||a„t — a\\2 = 0. We just showed that |ani(<?)| < b(g) for 
i—»oo 
all g. It follows that \an%{g) — a(g)\ < |ant(<?)| + \a(g)\ < 2b(g) and therefore 
\ani(g) - a(g)\2 < 4\b(g)\2• (4-67) 
Since lim ani{g) = a(g) by assumption, it follows that 
l im | a n i ( ^ ) - a (g ) | 2 = 0. (4.68) 
l—'OO 
Since \ j 4 | 6 (g ) | 2 < oo, we can apply the Lebesgue Convergence Theorem (Theorem 
g€G 
4.3.8) to the sequence \arh(g) — a(g)\2 to get 
.lim lj2\a>M ~ a(y)\2) = L 0 = 0- (4 '6 9 ) 
Now, 
= 0 -<=>- lim \\an. — a||9 = 0 .1_™ J ] KG?) -a(.9) |2 I 
w c
° \geG J 
lim d(a„?, a) = 0 
i—>oc 
lim a„ = a. 
(4.70) 
by Theorem 4.1.21. Since {an} is a Cauchy sequence with a convergent subsequence, 
it follows by Theorem 4.1.27, that lim \\an — a|L = 0. • 
n—>oo 
Corollary 4.4.7. Let G be a countable set. Then £2(G) is a Hilbert space. 
Proof. Lemma 4.4.3 and Corollary 4.4.5 shows that £2(G) is an inner product space. 
Theorems 4.4.6 and 4.1.21 show that f2(G) is complete. • 
4.5 Complete Orthonormal Sets 
Definition 4.5.1. The Kronecker delta, Stj, is defined such that 6tJ = 1, if i — j 
and 5ij = 0 if i ^ j . 
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Definit ion 4.5.2. Let H be a Hilbert space and let G be a countable set. The set 
{eg : g £ G} C H is a complete orthonormal set if 
(1) For z . j G G, (el)eJ) = (^ (See Definition 4.5.1). 
(2) For a £ H, if (a, e,) = 0 for all i G G, then a = 0. 
Theorem 4.5 .3 . Let eg(i) = 1 if i = g and 0 otherwise. Then the set {eg : g G G} 
is a complete orthonormal set in £2(G). 
Proof. In i2(G), ( e , , ^ ) = V ^ et{g)e-j(g). Additionally, e,(g) = 1 if and only if i = g, 
g€G 
otherwise, e,(g) — 0. 
If ? ^ j . then for all g G G, either e,:(g) or e-j(g) is 0. As a result. 
-t, ej) = J ] ei(g)ej(g) = ^ 0 = 0 = ^- . 
3 eG seG 
If i = j , then 
(e,;,^-) = (ei,ei) = ]Pe i (#)e , (y) = e^e^i) = 1 = c^. 
gSG 
Furthermore, suppose that a G i2(G) and that (a, ej) = 0 for all e, G {eg : 5 G G}. 
Then 
(a,
 ei> = ] T a ( . g ) ^ ) = (a(.g))(l) = a(.9) = 0. 
geG 
Since (a, e^ = 0 for all 1, it follows that a(g) = 0 for all g G G, and thus, a = 0. It 
follows that {eg : g G G} is a complete orthonormal set in i2(G). • 
Theorem 4.5.4. Le£ H be a Hilbert space and {en : n G N} o complete orthonormal. 
set. Then for a £ H. lim 
7 = 1 
a, e,> e?: 0 and |]a||2 = \ | (a, e,;) |. /n other 
1 = 1 
words, we say that the Fourier series 2 (a> e 0 ei converges to a. in the f2 norm,. 
i = \ 
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Proof. By definition, 
0 < d-^i®, ei) < 
n 
a - ^ 2 (a> e*) fii' a _ 5 Z (a' e^ ^ 
1=1 j = l / 
) - 25R / a, ^ (a, e,,) er \ + / ^ (a, et) e,:, J ^ (a, ej) e^  
\ i = i / \ i = i j = i 
n 7i n 
) - ^ 25R((a, (a, et) e,,)) + £ ^ ((a, et) e„ (a, e3) e3) 
i = 1 1 = 1 .7 = 1 
n n n 
) - ] P 25R((a, e,;) (a, e,)) + J ^ ] P (a, et) (a, e,) (e,:, e^) 
2=1 1=1 j 
n n 
) - 2 ^ | ( a , e i ) | 2 + ^ | ( a ! e i ) 
i = i 
n 
a, a 
a, a 
a, a 
a, a 
i i = i 
(4.71) 
i = i 
a, a 
i = i 
Thus, we have V ^ | (a, e^ ) |2 < ||a||2 < oo. If we let ,sfc = \ ^ | ( a , e ,) j2 , then by 
i = i i = i 
the Monotone Convergence Theorem (4.1.23), it follows that lim Sk exists and thus 
k—>OG 
y | {a, et) |2 is a convergent series. Since s t £ l for all k and {sk} is convergent, it 
i = i 
follows by the Cauchy Criterion (Corollary 4.1.34) that {s^} is a Cauchy sequence. 
Thus, for e > 0, there exists A*" such that for m > n > N, 
\Sn Sm\ Yl i (a'e^ 
i=n+l 
< e (4.72) 
Let zn = 2_,(a>ei) ei- If m > ni then '771. ~n 
i = l 
m 
= y (a, e;;) «,, and thus, 
z=n + l 
( ^ m Zn j J 2 ] T (a, et) eu J^ (a> ei) eJ ) = Yl I ^a' e^ I* < ^ by (4'72)' 
\ i=n+l j = n + l i=n+l 
It follows that for m,n > N, \\zm — zn\\2 < e. Thus, {zn} is a Cauchy sequence. 
Since zn E H for all n, it follows by the completeness of H that there exists b € H 
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CO 
such that lim zn = \ (a, ex) e% = b. 
n—>oo ' ^ 
It remains to show that a — b. Let c = a — b. Then 
(c,ej) = (a-b,ej) 
= ( a — am zn, e^ 
a — 
n—'oo 
lim S^ (a, e*) eu e3 
n 
lim Y ^ (a, e^ e I ; e , 
1=1 
n 
(a, fij) - lim Y^ (a, e?:) (e,:, e3) 
(4.73) 
1= 1 
= (a,e7) - (a:ej) = 0, 
where (*) follows by Theorems 4.1.42 and 4.2.15. It follows that (c,ej) = 0 for all j . 
Since {en : n G N}"*is a complete orthornormal set, it follows by Definition 4.5.2 that 
c = 0. Thus, a = b. 
Finally, we have 
= ( lim y (a, et) eu lim \ (a,ej)ej 
\ r>—>OG -^—^ n—>CO ^ — ^ 
1=1 3=1 
(4.74) 
= lim y^y^((a,el)el, (a, e^e^) (*) 
i = l j = l 
n 
= lim \^ | (a,ei) |2 
n—>oo ' ^ 
i = l 
CO 
= £>'*> I2. 
1=1 
where (*) follows by Theorems 4.1.42 and 4.2.15. • 
4.6 Projec t ions 
Definition 4 .6 .1 . Let H be a Hilbert space and let W be a subset of H. Then 
W1 = {v e H : (v, w) = 0 for all IU e W}. 
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Definit ion 4.6.2. Let H be a Hilbert space and let W be a subspace of H. Then W 
is a closed subspace of H if W is closed as a subset of the metric space H. 
T h e o r e m 4.6.3. Let W be a closed subspace of a Hilbert space H. Then W is itself 
a Hilbert space. 
Proof. Since W is a subspace of an inner product space, W is itself an inner product 
space. (See note after Definition 4.2.2.) Let {xn} be a Cauchy sequence in W C H. 
Then by the completeness of H it follows that {xn} converges to some value x G H. 
Since W is closed, we must have that x G W. Thus, W is complete. It follows that 
W is a Hilbert space. • 
T h e o r e m 4.6.4. Let H be a Hilbert space and let W C H. Then W1- is a closed 
subspace of H (and hence a Hilbert space itself). 
Proof. We have 0 G WL because (0, w) = 0 for all w G W. Additionally, suppose 
that x, y G W1. Then (x, w) = (y, w) = 0 for all IU G W. It follows that 
(x + y,w) = (x, w) + (y, w) — 0 (4-75) 
for all w G W. Thus, x+y G W1. Finally, if x G W-1, then (ex, w) = c (x, w) = cO = 0 
for all w G W. So, ex G W1. 
Suppose that {xn} is a convergent sequence in W1. Then xn —> x for some 
x G i / . Furthermore, for all to G VF, 
(.x, w) = ( lim xn,w) 
= lim (xn,<u;) (*) (476) 
n—>oo 
= lim 0 = 0, (**) 
where (*) follows by the continuity of inner product (Theorem 4.2.15) and (**) follows 
by the fact that xn G W1 for all n. Since (x.w) = 0, it follows that x G WL and 
hence W1 is closed. • 
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Lemma 4.6.5. Let W be a closed subspace of a Hilbert space H. Then WnW1- = {0}. 
Proof. Since W and W1 are both subspaces of H, we have that {0} C W D W1. 
Suppose x E W H VK-1. Then (x, it1) = 0 for all w E W. In particular, (x, x) = 0 
which implies that x — 0. The result follows. • 
Note: we use Reed and Simon [RS80, Ch. II] as a reference for the following 
theorems and proofs. 
Lemma 4.6.6. Let W be a closed subspace of a Hilbert space H. For v E H, there 
exists a unique vector w E W that minimizes \\v — w\\2. 
Proof. If v E W, then ||?; — t'||2 = 0 and thus v is the unique vector that minimizes 
the norm. 
Otherwise, suppose v ^ W. Let d = inf{||u — w\\2 : w E W). Then for every 
n E N, there exists xn E W such that d < \\v — xn\\2 < d + l/n. Thus, there exists a 
sequence {xn} in W such that lim \\v — xn\\2 — d. Furthermore, 
n—*oo 
\\Xn - Xm\\l = || (Xn - V) - (xm - V)\\l 
= 2\\(xn-v)\\l + 2\\(xm-v)\\22-\\-2v + xn+xm\\l (*) 
= 2 \\{xn - v)\\l + 2 ||(xm - v)\\\ -A\\v- (l/2)(.zn + xm)\\\ 
<2\\(xn-v)\\l + 2\\(xm~v)\\l-M2 (**) 
(4.77) 
where(*) follows from the parallelogram law and (**) follows from the fact that 
(l/2)(xn + xm) E W and hence \\v - (l/2)(xn + xm)| |2 > d. 
Now since lim \\v — xn||2 = d, it follows that for every S > 0, there exists /V 
such that for n > N, | ||xn — v\\2 — d\ < 5, or in other words, ||xn — u||9 < d + 5. Then 
for m > N, we have \\xm — v\\2 < d + S. 
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Given e > 0, let 5 < min < 1, —- >. Then for m.n > N. we get 
\\xn - xm\\l < 2 ||(xn - v)\\l + 2 ||(xm - v)\\l - 4d2 
< 2(d + 5f + 2(d + S)2 - Ad2 
= M5 + A52 (4.78) 
< 6{8d + 4) 
< e. 
Thus, {xn} is a Cauchy sequence. By the completeness of VV, we must have that 
xn -^ w for some w € W. Thus, there exists w G W such that \\v — w\\2 = d. 
It remains to show that the vector w that minimizes ||-<; — ,T||9 is unique. Suppose 
there exists two distinct vectors, w and w', such that ||?; — w\\2 = \\v — w'\\2 — d. We 
first show that (v — w) and (v — w') are linearly independent. Suppose without loss 
of generality that v — w = c(v — w') for some c € C. Then 
v — w = cv — CM) (4.79) 
which implies that 
v — cv = w — cw (4.80) 
and 
v(l - c) = w - cw'. (4.81) 
w — cw' 
If c = 1, then w = w'. If c ^ 1, then v = . Then since v is a linear 
1 — c 
combination of elements of W, we must have that v € H'r. But this contradicts 
our assumption that v <£ W. It follows that (v — w) and (v — w') must be linearly 
independent. 
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We see that 
^
 + W
'^ = ({v - w/2) - w'/2, (v - w/2) - w'/2) 
^ 2 
= {{v/2 - w/2) + (v/2 - w'/2), {v/2 - w/2) + {v/2 - w'/2)) 
= (1/4) ||?; - w\\\ + 23? {{v/2 - w/2, v/2 - w/2) + (1/4) \\v - w'f2 
= {l/2)d2 + (1/2)3? (v - w, v - w') 
< {l/2)d2 + (1/2)| (v-w,v-w')\ 
< {l/2)d2 + (1/2) \\v - w\\2 \\v - w'\\2 
(4.82) 
where (*) follows by the Cauchy-Schwarz Inequality (Theorem 4.2.6). Thus, we have 
that 
(w + w') 
<d. (4.83) 
But this is a contradiction with the minimality of d, so we must have that w = w'. D 
L e m m a 4.6.7. Let H be a Hilbert space. Let W be a closed subspace of H. Then 
every element x € H can be uniquely written in the form x = z + w where z 6 W and 
weW1. 
Let x G H. Then by Lemma 4.6.6, we know that there is a unique element 
z G W that minimizes ||i> — w\\. Let w = x — z. Then clearly, x = z + w. It remains 
to show that w e WL. 
Let t G R and d = \\x w Then since d = inf{||i; — u;||2 : to G W}, 
it follows that d < \\x — r|L for any r G I'V. Now, if j /G M/, then z + ty G VK. Thus, 
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d2 < ||x - (z + ty)\\22 
= \\w-ty\\22 (4-84) 
= d2 ~2m(w!y) + t2\\y\\22. 
It follows that —2tM (w, y) + t2 \\y\\22 > 0 for all t G K and thus we must have that 
$l(w,y) - 0 . 
If we choose ti G C, then we still have that z + tiy G W for y G W. Thus, 
d2 < ||x - (z + tiy)\\l 
= \\w - tiy\\l (4.85) 
= ri2 -2t$(w,y) + t?\\y\\22. 
It follows that — 2iS (w,y) + t2 \\y\\2 > 0 for all t G K and thus we must-have 
that S (it), y) = 0. 
It follows that (u>, y) = 5ft ('to, y) + iG (it), y) = 0. Thus, w G VVrX. 
Finally, suppose that x G / / such that x = z + w = z' + w' for z, z' G W7 and 
it), it/ G VF^. Then 2 — 2' = if' — w which implies that (2 — z'), (u/ — it)) e VF n VF1. 
But, by Lemma 4.6.5 W n IV1 = {0}. Thus, we must have that z — z' = w' — w — 0 
which implies that z = z' and it/ = ID. 
Theorem 4.6.8. Let W be a closed subspace of a Hilbert space H. Then H is 
isometrically isomorphic to W © WL via the function f : W © W1 —» H given by 
f(z, w) — z + it). 
Proof. First of all, Lemma 4.6.7 shows that / is a bijection. 
Let 2 G W, w G VKX, and c G C. Then 
f[c(z, it))] = /(c2, cw) = cz + ctt1 = c(z + to) = cf{z, w). (4.86) 
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Furthermore, let (z, w), (z', w') G W © W1. Then 
f((z, w) + (z\ w')) = / ( * + z', w + tt>') = (z + z1) + (w + K/) 
= (2 + w) + (V + 1'/) = / (2, w) + /(z ' , ""'')• 
(4.87) 
It follows that / is an isomorphism. 
Finally, 
((z,w),(z',w')) = {z,z') + (w,w') 
= (z + w,z' + w') (*) (4-88) 
= (f(z,w),f(z',w1)) , 
where (*) follows by the fact that (z,w') — ('W,z') = 0, since w/w' e W and 2, 2' £ 
Wx. It follows that / is an isometry. D 
Definit ion 4.6.9. Let W be a closed subspace of the Hilbert space H. The orthogonal 
projection onto W is the operator prvy : H —> H such that prH/ is the identity on W 
and the zero map on W1. 
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CHAPTER 5 
GROUP VON N E U M A N N ALGEBRAS 
This final chapter defines the notions of bounded operators, group von Neu-
mann algebra (denoted J\f(G)), Hilbert A/"(G)-modules, and von Neumann dimen-
sion. Section 5.4 demonstrates a particular circumstance under which von Neumann 
dimension may take on a fractional value. Section 5.5 relates the notion of von Neu-
mann dimension to "W(G)"-dimension, and uses the results of Chapter 3, section 
3.6, to demonstrate the conditions under which certain U(G)-modules have integral 
dimension. 
5.1 Bounded Linear Operators 
The following definitions refer to section 2.2 and Royden [Roy88, Chapter 10]. 
Definition 5.1.1. Let V be a Hilbert space. We say that A G End(Vc) is bounded if 
there exists M <G R such that for all i G V, we have | |AT| | 2 < M \\x\\2. The least such 
[1/4x11 
M is called the norm of A and is denoted \\A\\. Specifically, ||y4|| = sup ———-. 
xeV',a'/0 \\X\\2 
Definition 5.1.1 holds, mutatis mutandis, for A G End(cV'). 
Definition 5.1.2. Let V be a Hilbert space. Then the set 
B(VC) = {Ae End(Kc) : \\A\\ < oo}. (5.1) 
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Similarly, 
B(CV) = {Ae End(cV) : \\A\\ < oo}. (5.2) 
Lemma 5.1.3. A C-linear combination of elements of B(Vc) is itself an element of 
B{VC). 
Proof. We first show that a C-linear combination of elements of B(Vc) is in End(Vc). 
Let Au...,Ak E B{VC) and c l r . . , c t e C We know by Theorem 2.2.6 that clAl G 
End(Vc) for all i. By Theorem 2.2.5, we know that End(Vc) is a ring, which implies 
that C\Ai + • • • + ckAk is in End(Vc). It remains to show that C\A-[ 
k 
+ ckAk is 
bounded. Denote the norm of C]A\ + • • • + ckAk as CiA Then 
E ** 
%=\ 
/
 J clAl 
.i=i 
= sup 
:ceV,x#0 Ilx'll2 
k , , I, , | | 
V ^ \ci\ W-H-iX
 2 
< sup > —-— 
xeV.x^Q 1=1 x 
(5.3) 
II A II 
\Ci\ Slip 
i = j x6V,a;#0 i! ^ 112 
< OO ( * * ) , 
where (*) follows by the Triangle Inequality (Lemma 4.2.8) and Definition 4.2.9, and 
(**) follows because each A% is bounded by assumption. • 
Lemma 5.1.4. Let A and B G B(Vc). Then the composition of A and B is also in 
B{VC). 
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Proof. By Theorem 2.2.5, we know that AB G End(Vc). Furthermore, 
l l , nil WABxL 
\\AB\\ = sup 
x€V,i /0 \\x\\2 
< sup \\A\\1^ (5.4) 
\\Bx\L 
= \\A\\ sup 2 < oo. D 
i£V,i^0 Ilxll2 
T h e o r e m 5.1.5. Let V be a Hilbert space. Then B(Vc) is a subring of the ring 
End(Vc). 
Proof. Let A, B G B{V). By Lemma 5.1.3, we know that A + B and A - B e 
B(VC). Furthermore, by Lemma 5.1.4, we have that AB is also in B(VC). The result 
follows. • 
Theorem 5.1.6. Let V be a Hilbert space, and let A G End(Vc). Then the following 
are equivalent: 
(1) A is continuous on V. 
(2) A is continuous at one point of V. 
(3) A is bounded. 
The following proof is taken from Royden [Roy88, Chapter 10, Proposition 2]. 
Proof. (1) => (2): The result follows immediately since A is continuous at every point 
of V. 
(2) => (3): Suppose A is continuous at x0 G V. Then for e = 1, there exists 
5 > 0 such that \\Ax — Ax'o||2 < 1 for x G V such that ||x — x0 | |2 < 5. Let a = 8/2. 
CtZ I CY \ 
For any z G V such that z ^ 0, set w = . Then ||io|U = TTTT l!2ll-? = a-
Mh \WA\2J 
Additionally, since A is linear, 
TT-TTAZ = Aw = A(w + x0) ~ A{x0) (5.5) 
NI2 
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and 
rr^rr- \\Az\\2 = \\A{tU + XQ) - A{x0)\\2 < 1, (5.6) 
\\Z\\2 
because \\(w + xQ) - xQ\\2 = ||w||2 — a < 8. Thus, ||v4z||2 < a - 1 \\z\\2 for all z G V. 
Hence, A is bounded. 
(3) =>• (1): Suppose A is bounded. Then A has norm \\A\\ < oo. Let e > 0. 
e 
v4|F+l 
Choose (5 = 77-777—7. Then for X\, x2 G V such that ||xj — x2 | |2 < 5, we have 
| | A T : - Ax2\\2 = WAfa - x2)\\2 < \\A\\ \\x^ - x2\\2 < e. (5.7) 
Thus, by Definition 4.1.40, we have that A is uniformly continuous and therefore by 
Theorem 4.1.41, A is continuous on V. • 
5.2 f2(G) is a C[G]-b imodule 
T h e o r e m 5 .2 .1 . Let G be a countable multiplicative group. Let a = 2^ ag9 £ C2{G). 
gee 
Define A : G ->• GL(£2(G)
€
) % \{h) = Xh for all h G G, w/tere 
Ah(a) = ^2>ag{h9)- (5.8) 
£>e/me p : G —• GL(cf2(G)) by p(h) = ph for all h G G, where 
(a)ph = ^2ag(gh). (5.9) 
geG 
Then \\\h(a)\\2 = \\a\\2 = \\{a)ph\\2 and X and p are representations of G in d2(G). 
Proof. Let h G G, and a - \^agQ G £2{G). We first show that 
geG 
\\Xh(a)\\2 = \\a\\2 = \\(a)ph\\2. (5.10) 
We have that 
-Mfl) = ]>^ag(M = ^ 2<ih-ikk, (5.11) 
geG kec; 
no 
where k = hg. We can see by (5.11) that A^  has the effect of re-arranging the 
coefficients of a 
geG 
agg. Since a G £2(G), we know that 
geG 
ag\ < CO. (5.12) 
By Theorem 4.3.3, we know that any arrangement (or numbering) of the terms of a 
will converge to the same value. Thus, ||A/j(a)||2 = ||a||2. A similar argument shows 
that ||(a)p/l||2 = IMI2- Thus, we have that Xh(a) G £2(G)c and {a)ph G cJ-2{G). 
Next, we show that A is a group homomorphism. Suppose /?., k G G. Then 
\(hk) = Xhk. Let a G i2(G)C- Then 
Kk(a) = ^2ag[{hk)g)} 
gee 
= ^2ag[h(kgj] 
geG 
\geG (5.13) 
= A„ Afc I Y^ ag9 
\geG 
= A^(Afc(a)) 
= (AhAfc)(a). 
It follows that X(hk) = Xhk = A^ A^  = X(h)X(k). A similar argument can be used to 
show that p(hk) = p(h)p(k). 
Next, we show that Xh is a right C-module isomorphism. Let a = N agg and 
b = ^2bgg bemi2(G). 
geG 
geG 
I l l 
Then 
\h(a + b) = Xh I Y^ ag9 + Yl b9g J 
\geG geG / 
=^  (B 
\geG 
_{ag + bg)g 
^geG 
= Y^(a9 + bg)(h9) 
gee (5.14) 
= Y,Mhg) + bg{hg)) 
g&G 
= J^ag{hg) + J2b9(h9) 
gee,
 geG 
= Xh{a) + \h(b) 
Furthermore, let c £ C. Then 
A/l(ac) = A/i I I Ya3g c) 
VgeG / 
= J]agC(M 
geG 
^5.15) 
J^ag(/^) I c 
,geG J 
= K(a)c 
Since h 6 G, and G is a group, we know that h~x 6 G. Consider A^-i. Then 
by (5.13), we have that 
A/iA,j-i = A^/i-i = AjG = A/j-i/, = \h-\\h, (5.16) 
where A(1Q) = Alc. is the identity map'on £2{G)c (by (5.8)). Thus, we have that \ h 
is bijective. 
It follows that A^ e GL(i2(G)c)- A similar argument can be used to show that 
Ph E GL(cf(G)). 
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Thus, A and p are representations of G in £2(G). • 
Note that if we combine the results of Theorem 5.2.1 with Theorems 2.7.4 and 
2.7.5, we have that 
\\ha\\2 = \\Xh(a)\\2 = | | a | | 2 = I K a ) ^ ^ = \\ah\\2. (5.17) 
Theorem 5.2.2. Let G be a countable group, X and p be as in Theorem, 5.2.1, \_. ''V'-. 
heG 
y Skk £ C[G] and \ agg £ P2(G). Then i2(G) is a C[G]-bimodule with left action 
keG
 geG 
given by 
J2 r'hh 5Z as-9 = zL Y2 rhK{a.gg) = Y1Y2 r'ha9(M)-
KheG ) \g€G / heG geG heG geG 
(5.18) 
and the right action of C[G] on f?{G) given by 
(Yl a9g [ YlSkk = 5Z Y2(a^Skpk = Y1Y1 s ^c^ ) - (5-19) 
\geG / \keG J keG geG keG geG 
Note that the summations in the left and right actions, (5.18) and (5.19), are 
well-defined because the sums \ r > A /^Sfc/c £ C[G] each have only finitely many 
heG keG 
non-zero terms. Even though N agg (E i2(G) may have infinitely many non-zero 
geG 
terms, the left and right actions are well-defined because V^ is the innermost sum-
sec 
mation. 
Proof. Since C is a commutative ring, ^2(G) is a left [resp. right] C-module (see 
Lemma 4.4.3), and A and p are representations of G in i2{G), by Theorems 2.7.4 and 
2.7.5, it follows that i2(G) is a left and right C[G]-module with left and right actions 
given by (5.18) and (5.19). 
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Let r = V ^ rhh a n d s — 2_] skk be in C[G] a n d let a = N ^ agg G i2(G). T h e n 
heG fceG geG 
r(as) = 
 (E-V) 
\heG J 
Y*rhh \heG 
\geG ) \keG 
^2Y^a9sddk) 
keG geG 
= ^2^^2r^(a9sk)[K9k)} 
heG keG geG 
heG keG geG 
keG heG geG 
keG geG 
Y,Skk 
xkeG 
\keG / \geG / J \keG / 
(5.20) 
D 
= (ra)s 
where (*) follows by switching the finite summations N ^ a n d % . 
heG keG 
It follows that £2(G) is a C[G]-bimodule. 
5.3 Group von N e u m a n n Algebras 
The following definition is adapted from Luck [Liic02, Definition 1.1]. 
Definition 5.3.1. Let G be a countable group. Then the Group von N e u m a n n 
algebra of G, denoted J\f(G), is the subring 
N{G) = End(£2(G)C[G]) n B{t\G)c) 
= B(i2(G)c[G\), 
of the ring End(£2(G) c) . 
(5.21: 
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Theorem 5.3.2. Let G be a countable group and let X be as in Theorem 5.2.1. Then 
there exists an injective ring homomorphism i : C[G] —> N(G) given by t(r) = Xr, for 
r = 
heG 
^ r ^ / i E C[G], where Xr(a) = ra for a E £2(G). 
Proof. Let heG. We showed in Theorem 5.2.1 that Xh E GL{£2{G)C) C End(£2(G)c) 
and that HA^a)^ = 1 ||a||2. Thus, Xh E B(f2(G)c). By Lemma 5.1.3 we know that 
a C-linear combination of elements of B(£2(G)c) is in B((:2(G)c) as well. This shows 
that any for r — \ rhh in C[G], we have that Ar = \ rhXh is also in B(£2(G)i 
h&G heG 
C[G] On the other hand, Theorem 5.2.2 shows us that Ar E End(£2(G)c[G])- Specifi-
cally, let r, s E C[G] and a E f2(G). Then 
Xr(as) = r{as) = {ra)s = [Xr(a)}s. (5.22) 
We also have that 
Xr{a + b) = r(a + b) = ra + rb = Ar(a) + XT{b), (5.23) 
since £2(G) is also a left C[G]-module. 
Thus, i is well-defined because Ar E End(£2(G)c[G|) D B(£2{G)C) = A/"(G). 
Now, suppose r, s E C[G] and a E (/2{G). Then i.(r + s) = A(.r+S), and 
A(r+s)(a) = (r + s)a 
= ra + sa (*) 
(5.24) 
= Xr(a) + Xs(a) 
= (Ar + As)(a), 
115 
where (*) follows since i2(G) is a left C[G]-module. Furthermore, L.(rs) = Xrs, and 
Ars(a) = (rs)a 
= r(sa) (*) 
(5.25) 
= Xr(Xs{a)) 
= (XrXs)(a), 
where (*) follows since £2(G) is a left C[G]-module. Thus, we have that 
cir + s) = A(r+S) = Ar + Xs = i(r) + i(s). (5.26) 
and 
i{rs) = A(rs) = XTXS = t (r) t (s) . - (5.27) 
It remains to show that Ker(/,) = {0}. By definition, {0} C Ker(t). Suppose r G 
Ker(t). Then t(r) = Ar = A0. So, Ar(.x) = 0 for all x G f2(G). Specifically, rlc = 0, 
which implies that r = 0. The result follows. • 
T h e o r e m 5.3 .3 . Let G be a countable group, and let lG be the identity element of 
G. ForS,TeJ\f{G),ifS{lG) = T(lG),thenS = T. 
Proof For x G C[G], S(x) = S(lG)x = T{\G)x = T(x). 
By Theorem 4.5.4, for x G £2{G), x = lim xn for some xn G C[G]. So, 
n—>oo 
S,(.x) = 5( lim xn) 
n—>oo 
= lim 5(x n ) (*) 
n—*oo 
= lim 5 ( l G ) x n 
n-^oo 
= lim T ( l G ) x n (5.28) 
n—»oo 
= lim T(.xn) 
n—>oo 
T( lim ,T 
= T(x). 
"/ 
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where (*) and (**) follow by the continuity of S and T as given by Theorem 5.1.6. • 
Corollary 5.3.4. Let T G tf(G). Then ifT(lG) G C[G], then there exists a G C[G] 
such that T(x) = ax. 
Proof. Suppose T(1G) — a £ C[G}. We know that the operator S(x) = ax is such 
that S G M(G). Then S(1G) = a, and by Theorem 5.3.3, we have that S = T. D 
The following definition is adapted from Luck [Luc02, Definition 1.5]. 
Definition 5.3.5. Let G be a countable group. A (finitely genera ted) left Hi lber t 
A/"(G)-module is a Hilbert space V such that 
(1) V is a left C[G]-module; 
(2) \\ga\\2 = \\a\\2 for all # e 6" and a € V; and 
(3) there exists n and an injective, isometric left C[G]-module homomorphism 
i = i 
The following definition is taken from Luck [Liic02, Section 1.1.3]. 
Definition 5.3.6. Let H be a Hilbert space. A bounded operator t : H —> H is 
called positive if (t(v),v) 6 M+ U {0} for all v e H. 
Example: The id operator on £2(G) is bounded because ||id(v)||2 = ||t'||2 = 
1 | |D||2 for all v G £2(G). The id operator is positive because (id(u), v) — (v,v) > 0 
for all v £ £2(G). 
Example: Let W be a closed subspace of the Hilbert space H. Let prw : H —+ H 
be as in Definition 4.6.9. Let z G H. Then by Lemma 4.6.7, z — x + yiorxeW 
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and y <E WL. So, 
IMI2 = ll-r + 2/ll2 = (x + y,x + y) 
= (x,x) + 2X(x,y) + (y,y) (5.29) 
11 112 , 11 112 / \ 
= Fll2 + IMl2> (*) 
where (*) follows because (x,y) — 0. Thus, we have that ||x||2, \\y\\2 < Il2ll2- We 
know that prH/ is bounded because by (5.29), 
||prvv(2)||2 = ||x||2 < l | |z | |2 . (5.30) 
Furthermore, 
(prw-(z), z) = (prH/(x + y), (x + -</)) 
= (x,x + y) 
(5-31) 
= (x,x) + (x,y) 
= ( x , x ) > 0 , (*) 
where (*) follows because (x,y) = 0. It follows that prw is a positive operator. 
The following definition is adapted from Luck [Liic02, Definitions 1.2 and 1.8]. 
Definition 5.3.7. Let s : V —> V be a positive endomorphism of a Hilbert left 
n 
A/"(G)-module V. Choose n and / : V -> 0 ^ 2 ( G ) as in Definition 5.3.5. Let 
n n 
5 : (4H £2(G) —> ( J ) ^2(G) be the positive operator given by 
r=i i = i 
4^G)P-V)-^^$f2(G)- (5-32) 
i = i t=i 
where pr/(\/) is the projection onto the closed subspace f{V) (see Lemma 5.3.14 and 
Definition 4.(19). 
So, s = f o s o f~l o pr,M/), and the von Neumann trace of s : V —> V is defined 
to be 
n 
tr^ (G)(s) = ^ (*(£*), £*), (5.33) 
i = i 
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where Er = (an,..., ain) such that 
1G Xi = j 
a i] (5.34) 
0 otherwise 
T h e o r e m 5.3.8. Let V, M(G), and s be as in Definition 5.3.7. Then the von Neu-
mann trace of s is independent of the choice of n and f (as specified in Definition 
5.3.5). 
Proof. See Luck [Liic02, Chapter 1, after Definition 1.8]. • 
The following definition is taken from Luck [Ltic02, Definition 1.10]. 
Definit ion 5.3.9. The von Neumann dimension of a left Hilbert A/"(G)-module V is 
dm\Kf(G) V = tr(?!rf :V^>V). (5.35) 
Lemma 5.3.10. Let V be a left Hilbert N(G)-module with n and f as in Definition 
5.3.5. Let id : V —> V be the identity map on V. Then id = pr^y).- and thus 
n n 
dinw ( G ) V = t r^ ( G )( id) = ^ T (id(E, :), £ , ) = J ^ (pr / ( v 0(E, :) , Et) . (5.36) 
i=\ i = i 
Proof. By Definition 5.3.7, we have that 
Id
 : 0 ^Gf^nv^V^V^ 0 e2(G), (5.37) 
?;=i -i=i 
or id = / o i d o / " 1 o pif(V\ = Pr/(v)- Equation (5.36) follows immediately from 
Definitions 5.3.7 and 5.3.9. • 
T h e o r e m 5.3.11. Let G be a countable group. Then (-j-)^ (G) is a left Hilbert 
n 
N(G)-module and dirmv(G) H H C2(G) 
i=i 
= n. 
i = i 
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Proof. First of all, i2(G) satisfies the conditions of Definition 5.3.5. Specifically, 
Theorem 5.2.2 shows that i2(G) is a left C[G]-module and thus by Theorem 2.4.3, it 
n 
follows that (+)£2{G) is a left C[G]-module. Furthermore, let a = (a,\, a2 , . • •, an) G 
i=i 
0 £ 2 ( G ) and let ge G. Then 
I.HI2 = W(fJau f]a2: • • • ,gan) ||2 
= \\9a\\\l + \\9a2Wl H ^ \\9an\\l 
= \\ax\\2 + \\a2\\2 + • • • + 11 a„ 112 
1 — 1 1 ' 
a 
(5.38) 
2 ' 
where (*) follows by (5.17) after Theorem 5.2.1. 
n n 
Finally, / = id : 0 ^ 2 ( G ) -> 0 £ 2 ( G ) is an isometric, injective left C[G] 
t = i i = i 
n 
module homomorphism. It follows that (+)^ 2 (G) is a left Hilbert A/'(G)-module. 
t=i 
Let V = 0 £ 2 ( G ) . By Lemma 5.3.10, and the fact that 
1=1 
f{y) = id I 0 ^(G) 1 = 0 e(G) = K (5.39) 
t = i / i=i 
we have 
dim.,V(G)(£2(G))" = ^ ( p i v ( ^ ) , ^ ) 
i = i 
n 
= ^2(Et,Ei) (*) 
»=i (5.40) 
n 
E 1 (**) 
?;=i 
= n 
where (*) follows from the fact that the projection of ff) i2(G) onto hft i2(G) is just 
i = i i = i 
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the identity map, and (**) follows from the fact that 
(Ei, Ei)mG))n = (lG, lG)eHG) = (1)(1) = 1- (5.41) 
D 
T h e o r e m 5.3.12. Let V and W be left Hilbert N{G) -modules. ThenV®W is a left 
Hilbert M {G)-module and dim^(G)(V © W) = dim^G) V + din\v(G) W. 
Before proving the theorem, we prove the following lemmas first. 
L e m m a 5.3.13. For i = 1,2, let Wl be a closed subspace of the Hilbert space Ht. 
Then IV, ffi W2 is a, closed subspace of Hx © H2 and (Wx © W2)x = WXL © W2±. 
Proof. By Theorem 2.4.3, we have that Wx © W2 is a subspace of Hx © H2. 
Let (yn.wn) £ Wx © W2 be such that (vn,wn) —> (v,w). Let e > 0. Then there 
exists N such that for n > N, we have d((vn,wn),(v,w)) < e which implies that 
\\vn — v\\2 + \\wn — w\\2 < e2, which further implies that \\vn — v\\2 < e. Thus, vn ~> v, 
and a similar argument shows that wn —» w. Since Wx and W2 are closed, it follows 
that v G Wx and w G W2. Thus, (i>, u>) G Wj © W2 and hence Wx CD W^ is closed. 
It remains to show that (Wx © W2)L = Wxx © W2L, where 
(Wx © l ^ 2 ) x = {(a:, y)eHx®H2: ((x, y), (u, w)) = 0 for all (u, w) £ Wx ® W2}. 
(5.42) 
Suppose (x, y) G H/i"1 © W2X. Then (x, w) = 0 and (y, w) = 0 for all v G Wx and 
u> G H^. It follows that (x,v) © (y,w) — 0 and thus, {(x,y), {v,w)) = 0. It follows 
that (x,y) G (V^ e ^ ) 1 . 
On the other hand, suppose that (x, y) G (Wx © W /2)1. Then ((x, y), (t>, u')) = 0 
for all (v, w) G Wx © M^. In particular, (v, 0) G 14^ © W2. So, we have that 
( (x , t / ) , ( u ,0 )>=0 ) (5.43) 
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which implies that 
(x,v) + {y,0)=0, (5.44) 
or 
( . T , I ; ) = 0 . (5.45) 
Thus, x G W\L. A similar argument can be used to show that y G W21. • 
n 
Lemma 5.3.14. Let V be a left Hilbert Af{G)-module. Let f : V -* 0 £ 2 ( G ) be an 
1=1 
isometric, injective left C[G]-rnodule homornorphism. Then f(V) is a closed subs-pace 
n 
o/0^2(G). 
n 
Proof. Let {yn} G }'{V) such that yn -> y, and y 6 0 l?2(G). Let xn G V such that 
fi'Zn) — Vn- Since / is an isometry, it follows by Theorem 4.1.25 that {xn} G V is a 
Cauchy sequence. Since V is a Hilbert space, it follows that xn —> x for some I G V ' , 
which implies, by Theorem 4.1.25, that / ( i „ ) = yn -^ f{x). Since limits are unique, 
we must have that f(x) = y G /(V^). D 
We now prove Theorem 5.3.12. 
Proof. We first show that V © W is a left Hilbert AT(G)-module. We know by as-
sumption that V and IV are left C[G]-modules. By Theorem 2.4.3, it follows that 
V ®W is a left C[G]-module. Furthermore, suppose (a, b) G V ®W and k G G. Then 
\\k(a, b)\\2 — \\(ka, kb)\Y2 
= ||/ca|L -f ||/c6|L 
(5.46) 
= \\4l + ni (*) 
= IIM)||L 
where (*) follows because V and IT are each left Hilbert A/"(G)-modules. 
122 
By condition (3) of Definition 5.3.5, we know that there exist isometric, left 
n m 
C[G]-module monomorphisms / : V -» 0 £ 2 ( G ) and g : W -» 0 ^ 2 ( G ) . We claim 
m 
that h:V®W ^ I 0 £2(G) © 1 0 £2(G) given by /i(o, 6) = (f{a),g(b)) is an 
isometric left C[G]-module monomorphism. 
Suppose (a], 6]), (a2, 62) G V © VV. Suppose further that h{a\,bi) — h(a2,b2). 
Then (/(a1),^(61)) = (f(a2),g(b2)) which implies that ai = a2 and 6] = 62 since both 
/ and g are injective. 
Furthermore, let c £ C[G]. Then 
/i[c(ai, 61) + (a2, 62)] = /i(cai + a2)cbi + b2) 
= ( /(c a i +a2),g(cb] +b2)) 
= (cf(al) + f(a2),cg(bl)+g(b2)) (5-47) 
= c(/(a1),s(6i)) + (/(a2),5(b2)) 
= ch(cii, b\) + h(a2)b2). 
Finally, we have that 
(h(au 60, h(a2, 62)) = ((/(a,), .9(60), (f(a2),g(b2))) 
= (f(a,),f(a2)) + (g(b1),g(b2)) (*) 
(5.48) 
= ( a i , a 2 ) + (61,62) {**) 
= { ( 0 1 , 6 0 , ( 0 2 , 6 2 ) ) , (* * *) 
where (*) and (* * *) follow by Theorem 4.2.14 and (**) follows since / and g are 
isometries. themselves. Thus, h is an isometry. 
n-\-m n+m n+rn 
Let id : 0 £ 2 ( G ) -» 0 £ 2 ( G ) be the identity map on 0 £2(G). Then by 
i = l i = l i~\ 
Definition 5.3.7 and Lemma 5.3.10, we have id = Wh(v<+w)-
n+m 
We claim that, for z e 0 ?2{G), where z = (zx, 
i = \ 
PVh(V@W)\Zl' • • • > zn+m) — (pr f (V)\Z^ • • • • , 2 n ) , P r g ( W ) ( 2 n + l , • • • , z n + m ) ) - ( 5 .49 ) 
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We first show that f(V)@g(W) = h(V® W). 
Suppose (yi,y2) G f(V) @ g(W). Then yx = f{xx) and y2 = g{x2) for some 
X\ G V and x2 G W. So we have that 
(2/1,2/2) = (/(xi),<?(z2)) = /i(x!,x2) G /i(V© W). (5.50) 
Furthermore, suppose that z G /i(V © IT7). Then z — h(xx,x2) for some (xx.x2) G 
V CD W. That is, 
2 = h(xx,x2) = (f(xl),g(x2)) G /(V) © g(W). (5.51) 
n+7n. 
By Lemma 5.3.14, h(V Q) W) is a closed subspace of hjn £2(G). So, by Theorem 
4.6.8, we must have that 
n+rn 
e{G) = h(v © w) © h(v © iy)x 
x (5.52) 
= (f(V)®9(W))(B(f(V)(Bg(W)) 
= (f(V) ® g(W)) ® f(V)^ ® g(W)\ 
n 
By the same reasoning, since f(V) is a closed subspace of (+)£2{G) and g{W) is a 
i = i 
closed subspace of ff) £2(G), we must have that 
j=i 
n 
Q)t\G) = f{V)Qf{V)^ (5.53) 
i = i 
and 
m 
~ e
2(G)=g(W)®g(W)±. (5.54) 
j = i 
Let 2 G ^  £2(G). Then by Theorem 4.6.8, z = x+y for some x G h[V®W) and 
i = i 
y G hiV^W^. Since h(V®W) = f{V)@g{W) and /i(V©W/)1- ^/(V)±© 5(VV /) / U 
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we must have that .T = (v, w) and y = (v1, w') where v G / ( V ) , u? e g{W), v' G /(V^)-1, 
n 
and w' G giW)1. Thus, z = (V,VJ) + (V',W') = (v + v'^w+w'), where v + v' G 0 ^ 2 ( G ) 
m 
and w + « / G 0 £ 2 ( G ) by (5.53) and (5.54). Furthermore, 
Pr/i(V©W)('2) = x ' 
= (v, w) (5.55) 
= (pr/(v)(« + v'), Pig(w)(w + w'))-
71H-7H 77, 771 
Let E, G 0 ^ 2 ( G ) , B/ G 0 £ 2 ( G ) and E/' G 0 ^ ( G ) be denned as in 
t = i ?:=i ; ;= i 
Definition 5.3.7. Then 
7^+7/7 
dimM(c){V © WO = ]T (pr / ( ( vw)(£ t), £,) 
i=l 
H 7/1 
= E <(PW#), E''> + E < ( P W £ / W > (5-56^  
1 = 1 7 = 1 
= dimjv(G) V + dimA^(G) W7. Q 
5.4 Examples when G is Finite 
Theorem 5.4.1. Let G be a finite multiplicative group. Let i : C[G] —> A/"[G] fee groen 
fey t(a) = Aa, w/iene Aa(x) = ax /or aM x G £2(G). Let f : J V ( G ) —> £2(G) fee given by 
f(T) = T(1Q). Then f and t are bijections. 
Proof. By Theorem 5.3.2, we have that i : C[G] —> N{G) given by /,(a) = Aa is 
injective. Suppose T G Af{G). Then by definition of Af{G). (Definition 5.3.1), we 
know that T(1G) G £2(G) = C[G], since G is finite. Then by Corollary 5.3.4, there 
exists a G C[G] such that T(.x) = ax. That is, there exists a G C[G] such that 
i(a) — T. Thus, L is a bijection. 
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We now show that / is injective. Suppose S,T € A/"(G) and that f(S) = f{T). 
Then S(1G) — T{\Q) which implies, by Theorem 5.3.3, that S = T. 
Now, / o t(a) = /(A a) = A Q (1G) = a\g = a. It follows that / o i is the 
identity map. The identity map is bijective, as is /,-1. Since the composition of two 
bijective functions is bijective, and function composition is associative, we have that 
/ = ( / o L) O L~1 is a bijection. • 
The following definition is taken from Serre [Ser77, p. 7], 
Def in i t ion 5.4.2. Let V be a left C[G]-module. Then V is i r r educ ib l e if V has no 
proper non-trivial submodules. 
T h e o r e m 5.4.3. Let G be a finite group, let k be the number of conjugacy classes of 
elements in G, and let M„(C) be the ring of n x n complex matrices. Then 
(1) Any finite-dimensional left C{G]-module is the direct sum of irreducible left 
C[G]-modules. 
(2) There exist exactly k isomorphism classes V\,. . . , \4 of finite-dimensional ir-
reducible left C\G)-modules. Additionally, for 1 < i < k, we may choose V% to 
be a Hilbert space such that \\g<i\\2 = ||a||2 for all a £ Vl and g £ G. 
(3) Let n% = dime K- Then there exists a ring isomorphism, 
k 
/ x : C [ G ] ^ 0 M r i i ( C ) (5.57) 
such that /.I(IG) = (AID • • • > Ink), and /'• ls an isometry of Hilbert spaces. 
(4) There exists an isometric injective left C[G]-module homomorphism f : V., —> 
C[G] such that for At E Mni(C), 
pr ( f i o / ) (v !)( / l i , . . ., Ak) = ( 0 , . . . , 0, Au 0 , . . ., 0), (5.58) 
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where At is the matrix whose first column is the first column of A and the 
rest of whose entries are 0. 
Note that by (4), we have that K = f(Vt) where / ( K ) is a submodule of C[G]. 
Proof. By Theorem 2.7.6, any C[G]-module is a representation of G. By Serre [Ser77, 
Theorem 2], every representation is a direct sum of irreducible representations. For 
item (2), see Serre [Ser77, Theorem 7] and Isaacs [Isa94, Theorem 4.17]. Items (3) 
and (4) follow from Isaacs [Isa94, Lemma 1.13 and Theorem 1.15]. • 
Lemma 5.4.4. Let G be a, finite group of order n. Let X be as in Theorem, 5.2.1. 
Then for g E G, 
\G\ if g = lc 
(5.59) 
0 ifg^lc 
Proof. Let G = {g-[. g2) • •., gn}- Recall that A : G —> GL(£2(G)) is defined to be 
X(g) = Xg for all g E G, where Xg(a) = ga for all a E £2(G). Note that since G is 
finite, C[G] = f2{G), and thus, Xg : C[G] -> C[G] where G is a basis for C[G]. 
t r ( [ A g ] G ) 
Suppose g = 1Q. Then by Definition 3.3.4, we have 
[A \G\G [ A I G ( .9 I ) ] ( [AlG(.9n)]( m\c [9n\G ' S i 
(5.60) 
Thus, tr([AiG]c) = t r ( / n ) = n = \G\. On the other hand, suppose that g ^ 1G. Then 
[A g\G [ \ (^ l ) ] G M9n)} G [99\\G [99 n\G 
-ggi -39n 
. (5.61) 
We claim that none of the diagonal entries are 1. That is, we claim eggi ^ e9?. Suppose 
on the contrary that eggi Then ggt = g% which implies that g = IQ- But this 
contradicts our assumption and thus we must have that eg9i 7^  e9i for all 1. Since 
the only possible entries in the matrix are 0 and 1, we must have that the diagonal 
entries are 0 and thus, tr([As]c) = 0 . • 
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L e m m a 5.4.5. Let G be a group. Then 
[Kxh = Mc = N G- (5.62) 
Proof. We immediately have that [\g]G — [A9]G since all of the entries in [A5]G are 
real (they are either 1 or 0). It remains to show that [A~l]G = [AS]G. NOW, 
lKlh ig-1^} G • • • [9 (Jn\G e9 1ai 
If we let dij denote the entries of [A ] G , then 
1 if & = 9 X9i 
0 otherwise. 
We have that 
M G A9(3i)]c . . . [Xg{gn)]G 
If we let bij denote the entries of [AJG, then 
e99\ • • • e99r, 
(5.63) 
(5.64) 
(5.65) 
bu = 
So, 
bji ! 
1 if 9% = 993 
0 otherwise. 
1 if Qj = ggx 
0 otherwise 
1 \tgi = g-1gj 
0 otherwise 
ciij. D 
(5.66) 
(5.67) 
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Theorem 5.4.6. Let G be a finite group. Let a = \^agg andb = y^b^h be in i2(G). 
geG heG 
Let A be as in Theorem 5.2.1. Then the inner product (a,b) = —q tr ([Aa]G[A(,]G). 
|G| 
Note that in the proof below \g will be denoted as X(g). 
Proof. We have that 
tr([A(u)]G[A(6)]G) = tr 
tr 
')] 
- G 
G 
A ( $ > / I ) 
. \heG J . 
. \ 
-heG J 
J G , 
.geG 
= tr{J2aM9)}GJ2^{X(h)}c 
\g€G heG 
\geG heG J 
= EEflAtr(^)]G[A( / i"1)]G) 
g£G heG 
= EEaAtr([A(^)A(/i-1)]G) 
geG heG 
g€G/i€G 
(5.68) 
(5.69) 
(5.70) 
(5.71) 
(5.72) 
(5.73) 
(5.74) 
where (5.69) follows because A is a homomorphism and (5.70) follows because [—]G 
is a homomorphism. Furthermore, in (5.71) the summations may be rearranged 
since G is finite, (5.72) follows because tr is linear, (5.73) follows because [—]G is a 
homomorphism, and (5.74) follows because A is a homomorphism. 
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By Lemma 5.4.5, 
tr([A(.gO] G) 
= < 
\G\ iigh-1 = lG 
0 otherwise 
\G\ if g = h 
0 otherwise. 
(5.75) 
Thus, 
tr([A(a)]c[A(ft)]G) = ^ ^ a A t r ( [ A ^ " 1 ) ] ° ) = E a A | G | -
gSG heG gSG 
Recall that (a,b) = Y_]ag55. It follows that (a, b) = — tr([Aa]G[A,,]c) 
gee 
G! 
(5.76) 
a 
T h e o r e m 5.4.7. Lei G be a finite group and V a left C[G]-module such that dime '^' < 
oo. Then V is a left Hilbert N'(G)-module and dim^G) V = -—- dime V. 
I I 
1 
Note that the latter part of Theorem 5.4.7, dim^c?) ^ = 7777 dim c V, is taken 
\G J 
from Luck [Liic02, Note after definition 1.10]. 
Proof. Let k be the number of conjugacy classes of elements in G. By Theorem 5.4.3 
(1), since V is a finite dimensional left C[G]-module, it can be expressed as the direct 
sum of irreducible left C[G]-modules, that is, V = V\ © • • • © Vs for some s, I < s < k. 
As such, it is enough to prove the theorem for an irreducible left C[G]-module Vt, for 
fixed i such that 1 < 1 < k, because 
dim.v(G) V = dmW(G)(Vi ® • • • ®VS) 
= dim>v(G) Ki H hdim7v (c)Vs , (*) 
where (*) follows by Theorem 5.3.12. 
(5.77) 
We first show that V% is a left Hilbert A/"((?)-module. By assumption, Vt is a 
left C[G]-module. By Theorem 5.4.3 (2), we have that ||ga||2 = ||a||2 for all a € K 
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and g G G. Finally, by Theorem 5.4.3 (4), we know that there exists an isometric 
injective left C[G]-module homomorphism / : Vl —> C[G] = i2(G). 
Let A : C[G] —> C[G] be as in Theorem 5.4.6. Then by Lemma 5.3.10, we have 
dimAA(G) Vi = (pr / ( V i )(£;i) , Ex) 
= <Pr/(K)(1G).lc) 
1 (5-78) 
= 7^ t r ( [V / ( y, , ( l G ) ]c [A, G ] G ) (*) 
1 
TQ\ " ^ - • P > 7 ( V 1 ) 
t r([V f,K)(lG)]G), (**) 
where (*) follows by Theorem 5.4.6, and (**) follows because [AiG]G is the identity 
matrix. 
Let rij be the complex dimension of Vr 1 < j < k. Then by Theorem 5.4.3 (3). 
we have that C[G] is ring isomorphic to ®
 = 1 M r i j(C) via an isomorphism //.. where 
/ i ( lc) = (Im, • • •, Ink)- Furthermore, for A3 G Af^(C), 
P ^ W W O ^ i . • • • , >U) = (0, • • •, 0, Aj, 0 , . . . , 0), (5.79) 
where A3 is the matrix whose first column is the first column of A3 and the rest of 
whose entries are 0. 
Let c = pi'yj-^^lc) € C[G}. Using the fact that \i is an isomorphism and that 
/ i ( lG ) = ( / n i , • • •, AiJ . we can define 
a =
 A/.(c) = p r M / ( v ; ) ) ( ^ ( l G ) ) = p r ^ / m ) ) ( / n i , . . . , / „ J 
(0 , . . . ,0 , ^ ,0 0). 
ith position 
(5.80) 
Furthermore, since fi is an isomorphism, 
tr([Ac]G) = tr([AM(c)]Al(G)) = tr([Aa]MG)). (5.81) 
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Note that we can choose another basis for ®
 = 1 Mnj(C) (aside from fi(G)) to calculate 
the matrix representation in (5.81) because the trace will remain the same regardless 
of which basis is used to calculate the matrix. 
We can define a basis for ® J = 1 Mnj(C) in the following manner. Let 0 represent 
the nt x nt zero matrix, 1 < t < k, t j^ j , and let E^m be the n,j x rij matrix with a 1 
in the im position. Let 
bjem = (J^>---> v ^ - E ^ ^ . . . . , ^ ) . (5.82) 
Then fl = {bjem} is a basis for ®.^=1 M n ;(C). 
Additionally, 
\ , ( V m ) = a{bjtm) 
= ( 0 , . . . , 0 , Eu , 0 , . . . ! 0 ) ( 0 , . . . , 0 , Eern , 0,. .. , 0) 
ith position j t h position fr Q Q \ 
I bjem if ; = i, i = 1 
0 otherwise (*), 
where the 0 in (*) represents the zero /c-tuple, ( 0 , 0 , . . . ,0) € (B, = i ^ n , ( C ) . 
If we let w = \G\ = \P\. then the resulting matrix, [Xa}p, will be a w x u> matrix. 
Now, 
[AaJ/3 = (5.84) 
The column vector, [\a{bjim)]0, will be non-zero if and only if Xa(bjem) = bj(m, in 
which case, 
' [K{bjem.)]0 = [^m]/3 — eb]tm, (5.85) 
where e;,
 (m C {ei, . . . , e„,} is the standard basis vector as per Definition 2.5.6. 
Per (5.83), Aa(£yrn) = b]iTn if and only if j — i and f. = I. In other words, (5.85) 
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holds true for the set {bam} Q {bjem}, where 1 < m < n%. Therefore, we must have 
that |{bjim}| = nl. 
So, in conclusion, the matrix [Xa}i3 will have exactly n, diagonal entries that are 
equal to 1, while the rest of the diagonal entries will be 0. Thus, 
tr([Aa]^) = n, = dimc K, (5.86) 
and hence, by (5.78), 
dim^(G) Vi = j — tr([Aa];1) = —- dim c Vt. 
(_r (_r 
(5.87) 
a 
The results of Theorem 5.4.7 shows that it is possible to have left Hilbert .V(G)-
modules of fractional dimension. For example, let 
G = S3 = (a.jT\l = a3 = T\T^CJT = a " 1 ) . .88) 
We claim without proof that €[63] = V\ © V2 © V3 © V3, where each Vi is an irreducible 
C[53]-module, and dime V", = 1; dime 14 = 1, and dime V3 = 2. (See Isaacs [Isa94, 
Corollary 1.17].) 
We specifically examine the case of V3. Define a representation A : S3 —> GL(V3) 
byA( a) 
- 1 / 2 - V 3 / 2 
v ^ / 2 - 1 / 2 
1 0 
0 - 1 
and A(r 
the structure of a C[53]-module. By Theorem 5.4.7 we have 
dinW(s3) ^3 
Then by Theorem 2.7.4, A gives V3 
1
 A- \r 2 l 
-—; dime V3 = - -= -. 
\S3\ 6 3 
;5.89) 
By Theorem 5.4.1, since \S3\ is finite, J\f(S3) may be used interchangeably with 
C[53] = f{S3). By the note after Theorem 5.4.3, V3 ^ f{V3) is a submodule of 
CfS^]. Thus, if dimJv'[s3](V3) = - , one possible interpretation of von Neumann dimen-
sion may be to think of V3 = f{V3) as "comprising" -\ of Af(S3) ^ C[53] = t2(S3). 
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5.5 Applications of Chapter 2 
In section 5.4, we proved the existence of Hilbert jV(G)-modules with fractional 
dimension. In this final section, we use the results from section 3.6 of Chapter 3 to 
demonstrate the conditions under which modules over a ring U(G) have integral 
dimension. 
The following definition refers to Hungerford [Hun74, Chapter IV, section 3]. 
Definition 5.5.1. Let R be a ring, and let P be a left /^-module. Then P is said to 
be projective if for all left /I-modules A and B such that / : P —> B, g : A —>• B 
are left ft-module homomorphisms and g is surjective, there exists a left jR-module 
homornorphism h : P —> A such that gh = / . 
Theorem 5.5.2. Every free module over a ring R is projective. 
Proof. See Hungerford [Hun74, Chapter IV, Theorem 3.2]. D 
Theorem 5.5.3. Let G be a countable group. Let V{M{G)) be the set of all finitely 
generated projective left MiG) -modules. Then there exists a function 
S m ^ G ) : P(JV(G)) -> [0, oo) (5.90) 
such that dimjv'(G)(jP©Q) = dimJv(G)f,+dim/(/-(G)(5 for every P, Q in the set V(M(G)). 
Proof. See Luck [Liic02, Theorem 6.5]. • 
Theorem 5.5.4. Let H(J\f(G)) be the set of all finitely generated left Hilbert M(G)-
modules. Then there exists a bisection F : V(Af(G)) —> Tt(J\f(G)) such that dimx{a)P = 
dim^(G)(/71(P)). In particular, dimmer)(^V(G)") = n. 
Proof. See Liick [Liic02, Theorem 6.24]. 
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We know that dim is defined for (J\f(G))n because (J\f(G))n is a finitely gen-
erated left free J\f (G)-module and therefore by Theorem 5.5.2, a projective module. 
Then, by Luck [Liic02, (6.22)] and Theorem 5.3.11, we have that dim^(G)(A/'(G)") = 
rc. • 
The following definition refers to Hunger-ford [Hun74, Chapter IV, section 5]. 
Definition 5.5.5. Let R and S be rings. Let M be an R-S bimodule and let N 
be a left 5-module. Let F be the free abelian group on the set M x N. Let K be 
the subgroup of F generated by elements of the following forms for all rn,m' E M, 
n, n' E N, and r E S: 
(1) (m + m, n) — (m, n) — (m, n); 
(2) (777., n + n') — (rr?,, n) — (777,, n'); and 
(3) (777,?', b) — (777, rb). 
Then the quotient group F/K is called the tensor product of M and A^  and is denoted 
M ®5 N. 
Theorem 5.5.6. Let R and S be rings, M an R-S bimodule, and N a left S-module. 
Then M ®s N is a left R-module. 
Proof. See Hungerford [Hun74, Chapter IV, Theorem 5.5]. • 
Theorem 5.5.7. Let R be a ring and S a subnng of R. Then R <S>s Sn = Rn. 
Proof. See Hungerford [Hun74, Chapter IV, Proof of Theorem 5.11]. • 
The following theorem refers to a ring 14(G). Note that the actual definition of 
the ring U(G) is too technical to be included in this paper; however, Linnell [Lin06, 
Section 4], refers to U(G) as the "ring of unbounded operators on i2(G) affiliated to 
C[G]". 
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Theorem 5.5.8. Let G be a countable group. Then there exists a ring U{G) such 
thatMiG) C IA(G). If G is a finitely generated free group, then there exists a division 
ring D(G) such that 
C{G}<D(G)<U{G). (5.91) 
Proof. See Linnell [Lin06, Section 4] and Linnell [Lin93. Theorem 1.3]. • 
Theorem 5.5.9. Let U(G) be defined as in Theorem 5.5.8. Then there exists a 
function 
dimW(G) : {finitely generated projective left U(G)-modules] —> [0,oo), (5.92) 
such that dim^(c) is additive. If P is a finitely generated projective left M{G)-module, 
then 
dunu(G)(U{G) <8w(G) P) = dimAf(G)P. (5.93) 
In particular, 
dimu{G){U{Gjn) = n. (5.94) 
Proof. See Luck [Liic02, Lemma 8.27 and Theorem 8.29]. For (5.94), by Theorem 
5.5.7, we have that U{G) ®M(G) N(G)n = U{G)n. Therefore, by (5.93) and Theorem 
5.5.4, we have 
dimw(G)(W(G)Tl) = dimuiG)(U(G) <8> (^G) Af(G)n) = dl^UiG)Af(G)n = n. (5.95) 
n 
To summarize our results thus far, in section 5.4, we proved the existence of a 
Hilbert jV(G)-module M with fractional (non-integral) dimension. In Theorem 5.5.4, 
we established the existence of a projective /V(G)-module P with the same dimension 
as M. Finally, by Theorem 5.5.9, U(G) <8>A/"(G) P, which is itself a left U(G)-modu\e, 
has the same (fractional) dimension as P. Thus, we have established the existence of 
W(G)-modules of fractional dimension. 
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The following corollaries establish the conditions under which finitely generated 
left W(G)-modules have integral dimension (over U(G)). 
Corollary 5.5.10. Let G be a finitely generated free group. Let M be afreeU(G)-
module with basis (3 — {u-[,. . . ,um}, and N = (v\,... ,vn) be a submodule of M. 
Suppose that 
A= • G Mn x m(C[G]) C MnXm{D{G)). (5.96) 
lVn\(3 
Then 
(1) N is a finitely generated free left U(G)-module. 
(2) M/N is a finitely generated free left U{G)-module. 
Proof. Since A e Mnxrn(D(G)) and D(G) is a division ring, by Theorem 3.4.10, we 
have that A is D-row reducible and therefore U(G)-row reducible. The result follows 
immediately by Theorem 3.6.1. • 
Corollary 5.5.11. Let G be a finitely generated free group. Let T : M —> N be a left 
U(G)-module homomorphism, and let A = [T]^. Assume that A <E M n x m (C[G]) C 
Mnxm(D(G)). Then Ker(T) is a finitely generated free left U(G)-module. 
Proof. Since A G Mnxrn(D(G)) and D(G) is a division ring, by Theorem 3.5.9, we 
have that A is Z)-column reducible and therefore W(G)-column reducible. The result 
follows immediately from Theorem 3.6.3. D 
Note that since N, M/N, and Ker(T), (as defined in Corollaries 5.5.10 and 
5.5.11), are finitely generated free left W(G)-modules, it follows by Theorem 2.5.4 
that N, M/N, and Ker(T) are each left £Y(G)-module isomorphic to a direct sum of 
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copies of U{G). That is, N ^ {U(G))k, M/N 9* (U{G))e, and Ker(T) = {U{G))S, 
where fei,sGZ represent the number of elements in a basis for TV, M/N, and Ker(T), 
respectively. By Theorem 5.5.9, since dim(U(G)n) = n, it follows that N, M/N, and 
Ker(T) have integral dimension over U{G). 
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