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ISOMORPHISMS BETWEEN BESTVINA–BRADY GROUPS AND
RIGHT-ANGLED ARTIN GROUPS
YU-CHAN CHANG
Abstract
We give a combinatorial criterion for determining which Bestvina–Brady group is isomorphic to
a right-angled Artin group.
1. Introduction
Given a finite simplicial graph Γ, the right-angled Artin group AΓ on Γ is generated by
all the vertices of Γ, and two generators commute whenever they are connected by an edge.
People have been studying right-angled Artin groups from many different perspectives; we
refer the reader to [4] for a comprehensive introduction. The Bestvina–Brady groups HΓ
on Γ are subgroups of right-angled Artin groups, and they are the kernel of the group
homomorphism φ : AΓ → Z sending all the generators to 1. Bestvina–Brady groups provide
many important examples in both group theory and topology. For instance, they provide
groups that satisfy the finiteness property FPn but not FPn+1. Bestvina–Brady groups also
serve as counterexamples either to Eilenberg–Ganea Conjecture or Whitehead Conjecture;
see [1] for details of these statements.
Bestvina–Brady groups are not isomorphic to right-angled Artin groups in general. From
the group presentation point of view, right-angled Artin groups are always finitely presented,
while Bestvina–Brady groups are infinitely generated when the defining graphs are discon-
nected. Furthermore, Bestvina–Brady groups on cycle graphs Cn, n ≥ 4, have infinitely
many relators; see Theorem 2.3. From the quasi-isometry point of view, right-angled Artin
groups satisfy quadratic Dehn functions, but Bestvina–Brady groups can have up to quartic
Dehn functions [8]. Papadima and Suciu [11] constructed a family of Bestvina–Brady groups
that are not isomorphic to any right-angled Artin groups.
In this paper, we explore the conditions on which Bestvina–Brady group is isomorphic to
a right-angled Artin group. It would also be interesting to know when are Bestvina–Brady
groups quasi-isometric to right-angled Artin groups. Our first result gives a combinatorial
method to check whether such an isomorphism exists.
Theorem 3.1. Let Γ be a finite simplicial graph such that ∆Γ is simply-connected. Then
Γ has a spanning tree T such that each triangle of Γ has either 0 or 2 edges in E(T ) if and
only if HΓ ∼= AΓ′ for some finite simplicial graph Γ
′.
When Γ is a cone on another graph Γ′, we have HΓ ∼= AΓ′ ; see Proposition 4.1. Unfor-
tunately, the converse is not true without additional assumptions; see Example 4.6. Our
second result is a partial converse of Proposition 4.1:
Proposition 4.7. Let Γ be a finite simplicial graph, and let T be a spanning tree of Γ.
Suppose HΓ ∼= AΓ′ for some finite simplicial connected graph Γ
′. If E(Γ) \ E(T ) forms an
induced connected subgraph of Γ, then Γ is a cone on Γ′.
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It is well-known that right-angled Artin groups are uniquely determined by graph isomor-
phisms, but Bestvina–Brady groups do not share the same property. More precisely, there
are isomorphic Bestvina–Brady groups whose defining graphs are not isomorphic. However,
if we restrict ourselves on cone graphs, we have the following:
Corollary 4.4. Let Γ1, Γ2 be finite simplicial cone graphs. Then Γ1 ∼= Γ2 if and only if
HΓ1
∼= HΓ2 .
This paper is organized as follows. In Section 2, we give some backgrounds that will
be used in later sections. In Section 3, we prove our main theorem and use it to recover
Papadima and Suciu’s result (Theorem 3.4). In Section 4, we focus on Bestvina–Brady
groups on cone graphs and prove Proposition 4.7.
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2. Preliminaries
2.1. Graph theory. In this subsection we set up some notations and terminology in graph
theory. Our main reference is [7]. Given a graph Γ, we denote the set of its vertices and
edges by V (Γ) and E(Γ), respectively. Denote e = (v, w) to be an edge connecting vertices
v and w. Two vertices are adjacent if they are connected by an edge. A spanning tree T of
a graph Γ is a subgraph of Γ that is a tree and includes all the vertices of Γ with minimal
number of edges in Γ. It is straightforward to see that E(T ) = V (Γ)− 1. Given any subset
V ′ of V (Γ), the induced subgraph on V ′ is a graph Γ′ whose vertex set is V ′, and two vertices
are adjacent in Γ′ if and only if they are adjacent in Γ. When an orientation is given to
each edge, Γ is called a directed graph, and the edges are called directed edges. An directed
edge with the orientation from a vertex v to a vertex w is denoted by ~e = (v, w). The set
of directed edges is denoted by ~E(Γ). Throughout this paper, we assume all the graphs are
finite simplicial, that is, finite graphs that have no loops and multi-edges.
The join of two graphs Γ1 and Γ2, denoted by Γ1 ∗Γ2, is the graph consists of the disjoint
union of Γ1 and Γ2 together with all the edges joining V (Γ1) and V (Γ2). Observe that the
join operation is commutative, that is, Γ1 ∗ Γ2 = Γ2 ∗ Γ1. When a graph Γ decomposes
as a join of a vertex v and another graph Γ′, the vertex v is called a universal vertex or a
dominating vertex, and Γ is called a cone graph or the cone on Γ′.
Two graphs Γ1 and Γ2 are said to be isomorphic, denoted by Γ1 ∼= Γ2, if there is a bijection
f : V (Γ1) → V (Γ2) such that two vertices v, w are adjacent in Γ1 if and only if f(v), f(w)
are adjacent in Γ2. In this case, we call f an isomorphism between Γ1 and Γ2.
Lemma 2.1. Let Γ1,Γ2 be cone graphs. Then Γ1 ∼= Γ2 if and only if Γ
′
1
∼= Γ′2.
Proof. Write Γ1 = {v1} ∗ Γ
′
1, and let f : V (Γ1) → V (Γ2) be an isomorphism between Γ1 and
Γ2 such that f(v1) = v2. Then the restriction f |V
Γ′
1
: V (Γ′1)→ V (Γ
′
2) is also an isomorphism
between Γ′1 and Γ
′
2. Conversely, let f
′ : V (Γ′1) → V (Γ
′
2) be an isomorphism between Γ
′
1
2
and Γ′2. Define a map f : V (Γ1) → V (Γ2) by f |V (Γ′1) = f
′ and f(v1) = v2. Then f is an
isomorphism between Γ1 and Γ2. 
2.2. Right-angled Artin groups and Bestvina–Brady groups. Let Γ be a finite sim-
plicial graph. The right-angled Artin group AΓ associated to Γ has the following finite
presentation:
AΓ =
〈
V (Γ)
∣∣∣∣ [v, w], (v, w) ∈ E(Γ)
〉
If two finite simplicial graphs Γ1 and Γ2 are isomorphic, then AΓ1
∼= AΓ2 . It is well-known
that the converse is also true; see [9].
Theorem 2.2. AΓ1
∼= AΓ2 if and only if Γ1
∼= Γ2.
The Bestvina–Brady group HΓ on Γ is defined to be ker(AΓ → Z), where the group
homomorphism AΓ → Z sends all the generators to 1. Denote ∆Γ to be the flag complex on
Γ. Some algebraic properties of HΓ can be seen directly from the defining graph Γ and ∆Γ.
Theorem 2.3. ([1], Main Theorem) Let Γ be a finite simplicial graph.
(1) Γ is connected if and only if HΓ is finitely generated.
(2) ∆Γ is simply-connected if and only if HΓ is finitely presented.
When Γ is connected, we can write down a presentation for HΓ, called the Dicks–Leary
presentation. A directed triangle ∆(~ei, ~ej, ~ek) of Γ is a triangle formed by directed edges
~ei, ~ej , ~ek of Γ; see Figure 2.1.
Theorem 2.4. ([6], Theorem 1, Corollary 3) Let Γ be a finite simplicial connected graph.
The Bestvina–Brady group HΓ is generated by the set of directed edges ~E(Γ). If ∆Γ is simply-
connected, then HΓ has finitely many relators, and all the relators are of the form ~ei~ej~ek and
~ek~ej~ei, where ~ei, ~ej, ~ek form a directed triangle ∆(~ei, ~ej, ~ek). Moreover, HΓ embeds in AΓ with
the embedding ι : HΓ →֒ AΓ, ι(~e) = vw
−1 for every directed edge ~e = (v, w) of Γ.
ei
ej
ek
Figure 2.1. Directed triangle ∆(~ei, ~ej , ~ek).
Remark 2.5. In a directed triangle ∆(ei, ej , ek), any two edges (and their inverses) commute,
and their product gives the third edge (or its inverse). For simplicity, we will ignore the
orientation if no further confusion occurs.
The Dicks–Leary presentations are not necessary minimal presentations. When the flag
complex on Γ is simply-connected, HΓ has a simpler presentation.
Theorem 2.6. ([11], Corollary 2.3) If ∆Γ is simply-connected, then HΓ has a presentation
HΓ = F/R, where F is the free group generated by the edges of a spanning tree of Γ, and R
is a finitely generated normal subgroup of the commutator group [F, F ].
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Example 2.7. If Γ is a k-clique, then HΓ ∼= Z
k−1.
As we mentioned in the introduction, non-isomorphic graphs can have isomorphic Bestvina–
Brady groups.
Example 2.8. If Γ is a tree on n+1 vertices, then HΓ is the free group Fn of rank n. There
are non-isomorphic trees on n+ 1 vertices.
2.3. Abelian Splittings. Recall that a group G splits over a subgroup C if it decomposes as
an amalgamated product G = A ∗C B with A 6= C, B 6= C, or an HNN-extension G = A∗C .
Clay [5], and then generalized by Grove and Hull, gave characterizations for right-angled
Artin groups splitting over abelian subgroups:
Theorem 2.9. ([10], Theorem A; [5], Theorem A) Let Γ be a finite simplicial graph. The
associated right-angled Artin group AΓ splits over an abelian subgroup if and only if one of
the following occurs:
(1) Γ is disconnected (splits as a free product);
(2) Γ is a complete graph (splits as an HNN-extension);
(3) Γ contains a separating clique (splits as an amalgamated product).
Bestvina–Brady groups have similar splitting results:
Proposition 2.10. ([3], Proposition 2.5) Let Γ be a finite simplicial graph such that ∆Γ is
simply-connected. The associated Bestvina–Brady group HΓ splits over an abelian subgroup
if and only if Γ satisfies one of the following:
(1) Γ is disconnected or has cut-vertices (splits as a free product);
(2) Γ is a complete graph (splits as an HNN-extension);
(3) Γ has a separating clique Kn, n ≥ 2 (splits as an amalgamated product).
3. A Combinatorial Criterion
In this section, we give a characterization of the Bestvina–Brady groups that are isomor-
phic to right-angled Artin groups.
3.1. Main Theorem. Recall from Theroem 2.6 that a Bestvina–Brady group HΓ has only
commutator relators when it is finitely presented. These commutator relators may consist
words of generators, which are different from those of right-angled Artin groups. The idea
of the proof of our main theorem is finding a special spanning tree for the defining graph Γ.
Theorem 3.1. Let Γ be a finite simplicial graph such that ∆Γ is simply-connected. Then Γ
has a spanning tree T such that each triangle of Γ has either 0 or 2 edges in E(T ) if and
only if HΓ ∼= AΓ′ for some finite simplicial graph Γ
′.
Proof. Suppose Γ has a spanning tree T such that each triangle of Γ has either 0 or 2 edges
in E(T ) = {e1, · · · , en}. Recall that E(T ) is a generating set for HΓ. Since HΓ is finitely
presented and E(T ) contains 0 or 2 edges from each triangle, the relators of HΓ are of the
form [ei, ej]. We build the graph Γ
′ as follows: the vertex set V (Γ′) is E(T ); and two vertices
in V (Γ′) are adjacent whenever they commute in HΓ. Denote V (Γ
′) = {w1, · · · , wn}, and
let φ : E(T ) → V (Γ′) be a bijection sending ei to wi. By the construction of Γ
′, we have
φ([ei, ej ]) = [wi, wj] and φ
−1([wi, wj]) = [ei, ej ]. Therefore, φ is an isomorphism between HΓ
and AΓ′.
4
Conversely, let φ : HΓ → AΓ′ be an isomorphism where Γ
′ is a finite simplicial graph.
Assume that Γ′ is connected. Suppose for every spanning tree T of Γ, there is a triangle
∆(e, f, g) in Γ such that e ∈ E(T ) and f, g /∈ E(T ). This edge e can be chosen so that it is
not an edge of other triangles. As a generator, e does not commute with other generators
of HΓ. Then φ(e) does not commute with other generators of A(Γ
′). This implies that
φ(e) is an isolated vertex of Γ′, contradicting the fact that Γ′ is connected. Now we assume
that Γ′ is disconnected. By Theorem 2.9, AΓ′ , hence HΓ, splits as a free product. Since
HΓ is finitely presented, Γ is connected. Thus, it follows from Proposition 2.10 that Γ has
cut-vertices. Write AΓ′ = AΓ′
1
∗ · · · ∗AΓ′
k
, where Γ′1, · · · ,Γ
′
k are connected components of Γ
′.
Let Γ1, · · · ,Γk be the maximum connected components of Γ that have no cut-vertices. Note
that HΓi is isomorphic to AΓ′i , upto permutation. Thus, we can choose a spanning tree Ti of
Γi, i = 1, · · · , k, such that each triangle of Γk has either 0 or 2 edges in E(Ti). Let T be the
union of T1, · · · , Tk. Then T is a desired spanning tree of Γ. 
Example 3.2. Let Γ be the graph as shown in Figure 3.1. In [11], the authors showed that
HΓ is not isomorphic to any right-angled Artin group. Theorem 3.1 also gives the same
conclusion since for any spanning tree T of Γ, there is a triangle that has only one edge
in E(T ).
Figure 3.1.
3.2. Special Triangulation and Extra Special Triangulation. A special triangulation
of a disk is a triangulation obtained by identifying one triangle along a unique boundary,
one at a time. An extra special triangulation of a disk is a triangulation obtained by adding
one triangle along each boundary edge of a special triangulation. Figure 3.1 is both a special
triangulation and an extra special triangulation.
Lemma 3.3. Let Γ be the 1-skeleton of an extra special triangulation of a disk. For every
spanning tree T of Γ, there is a triangle ∆(e, f, g) of Γ such that e ∈ E(T ), f, g /∈ E(T ),
and e is not an edge of another triangles.
Proof. Let Des be the extra special triangulation built from a special triangulation Ds. Let
Γes and Γs be the 1-skeleton of Des and Ds, respectively. Let Ts be a spanning tree of Γs.
By the definition of special triangulation, all the vertices of Γs are on ∂Ds. So, there is an
edge f ′ on ∂Ds but not in E(Ts). For each triangle of Des that is identified with a boundary
edge of ∂Ds \ {f
′}, there is exactly one edge in E(Tes). Let ∆(e, f, g) be the triangle of Des
that is identified with ∂Ds along the edges f and f
′. Suppose e, g are in E(Tes). Let v, w
be two vertices joined by the edge f ′ = f . Since Ts is connected, there is a path p in Ts
connecting v and w. Thus, the path p together with edges e, g from a loop in Tes, which is
a contradiction. Therefore, only one of e and g is in E(Tes). 
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We now recover Papadima and Suciu’s result:
Theorem 3.4. ([11], Proposition 9.4) Let Γ be the 1-skeleton of an extra special triangulation
of a disk. Then HΓ is not isomorphic to any right-angled Artin groups.
Proof. The conclusion follows from Theorem 3.1 and Lemma 3.3. 
4. Bestvina–Brady groups on Cone Graphs
In this section, we focus on Bestvina–Brady groups on cone graphs.
4.1. Bestvina–Brady groups on cone graphs are right-angled Artin groups. Let
Γ be a finite simplicial graph that decomposes as a join Γ1 ∗ Γ2. It is well-known that
AΓ ∼= AΓ1 ×AΓ2 . In particular, when Γ is a cone on another graph Γ
′, that is, Γ = {v} ∗ Γ′,
we have AΓ ∼= Z× AΓ′ . In this case, we can choose a spanning tree T for Γ such that E(T )
is the set of all the edges that are adjacent to the universal vertex v. Then each triangle of
Γ has either 0 or 2 edges in E(T ). Thus, HΓ is isomorphic to a right-angled Artin group by
Theorem 3.1. In fact, HΓ ∼= AΓ′. The next proposition can be found in [11], Example 2.5,
and in [2], Proposition 3.4. For the completeness, we reproduce the proof here.
Proposition 4.1. Let Γ be a finite simplicial graph. If Γ is a cone on Γ′, then HΓ ∼= AΓ′.
Proof. Let Γ = {v} ∗ Γ′, and denote V (Γ′) = {w1, · · · , wn} to be the generating set for
AΓ′ , and let ei = (v, wi), i = 1, · · · , n. Since v is a universal vertex of Γ, the set E(T ) =
{e1, · · · , en} forms a spanning tree T of Γ and hence is a generating set for HΓ. Define a map
ψ : HΓ → AΓ′ by sending ei to wi. Then ψ is a bijection between the generating sets E(T )
and V (Γ′). We now argue that ψ preserves relators. Note that the relators of HΓ and AΓ′
are commutators. Two generators ei and ej of HΓ commute whenever they are two edges
of the same triangle of Γ. That is, whenever two vertices wi and wj are connected by an
edge in Γ′. Thus, wi, wj commute if and only if ei, ej commute, and ψ preserves the relators.
Hence, ψ is an isomorphism. 
It is easy to create a Bestvina–Brady group that is isomorphic to a given right-angled
Artin group.
Corollary 4.2. Let Γ′ be a finite simplicial graph. The Bestvina–Brady group defined on
the cone on Γ′ is isomorphic to AΓ′.
As we have seen in Example 2.8, there are isomorphic Bestvina–Brady groups defined on
non-isomorphic finite simplicial graphs.
Corollary 4.3. Let Γ be a finite simplicial graph. Suppose HΓ ∼= AΓ′ for some finite sim-
plicial graph Γ′. If Γ′ is not connected, then Γ is not uniquely defined.
Proof. Suppose Γ′ is not connected. Theorem 2.9 and Proposition 2.10 tell us that AΓ′ and
HΓ decompose as free products. Write HΓ = HΓ1 ∗ HΓ2 , where Γ = Γ1 ∪ Γ2. Since HΓ is
finitely presented, Γ has a cut-vertex. That is, Γ1 ∩ Γ2 is a vertex. We can glue Γ1 and Γ2
along any vertex, and the Bestvina–Brady group on the resulting graph is always HΓ. Thus,
Γ is not uniquely defined. 
However, the following corollary indicates that isomorphic cone graphs give isomorphic
Bestvina–Brady groups.
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Corollary 4.4. Let Γ1, Γ2 be finite simplicial cone graphs. Then Γ1 ∼= Γ2 if and only if
HΓ1
∼= HΓ2.
Proof. Write Γ1 = {v1} ∗ Γ
′
1 and Γ2 = {v2} ∗ Γ
′
2. Suppose Γ1
∼= Γ2, then Lemma 2.1 tells
us that Γ′1
∼= Γ′2. Then by Proposition 4.1, we have HΓ1
∼= AΓ′
1
∼= AΓ′
2
∼= HΓ2. Conversely,
suppose HΓ1
∼= HΓ2 , then we have AΓ′1
∼= AΓ′
2
and Γ′1
∼= Γ′2. Again, it follows from Lemma
2.1 that Γ1 ∼= Γ2. 
4.2. HΓ ∼= AΓ′ implies Γ = {v} ∗ Γ
′. We now seek a converse statement of Proposition 4.1.
Given a finite simplicial graph Γ, Corollary 4.3 states that if HΓ ∼= AΓ′ for some non-
connected graph Γ′, then Γ is not uniquely defined. This tells us that Γ need not be a cone
on Γ′, and worse, not even a cone graph. However, we can still find a cone graph Γ such
that HΓ
∼= AΓ′ .
Proposition 4.5. Let Γ be a finite simplicial graph such that HΓ ∼= AΓ′ for some finite
simplicial graph Γ′. Suppose Γ′ is not connected. Then there is a cone graph Γ such that
HΓ
∼= AΓ′.
Proof. Let Γ1, · · · ,Γk be the connected components of Γ
′. For each Γi, let Γi = {vi} ∗ Γi.
Form a new graph Γ by identifying v1, · · · , vk as a single vertex v. Then Γ is a cone graph
and {v} ∗ Γ′. Thus HΓ
∼= AΓ′ by Proposition 4.1.

Even if we require the connectedness of Γ′, still, Γ is not necessary a cone graph. We give
an example to illustrate this point.
Example 4.6. Let Γ be the graph as shown on the left hand side of Figure 4.1. Choose T
to be the spanning tree of Γ that consists of edges e1, e2, e3, e4 and e5. By Theorem 3.1, HΓ
is isomorphic to AΓ′, where Γ
′ is a line graph with vertices w1, w2, w3, w4 and w5 as shown
on the right hand side of Figure 4.1. Obviously, Γ is not a cone graph.
e1 e2 e3 e4 e5
w1 w2 w3 w4 w5
Figure 4.1. Γ and Γ′
Before proving the next result, we make two observations. Suppose Γ,Γ′ are finite simpli-
cial graphs and HΓ ∼= AΓ′ . Let T be a spanning tree of Γ. Recall that |E(T )| and |V (Γ
′)|
are generating sets of HΓ and AΓ′ , respectively. Since Γ
′ is connected, Theorem 2.9 and
Proposition 2.10 imply that Γ has no cut-vertices. Moreover, we have |V (Γ′)| = |E(T )|,
and hence, |V (Γ)| = |V (Γ′)| + 1. These observations show that when comparing with Γ′, Γ
cannot be too big. We now prove a partial converse of Proposition 4.1.
Proposition 4.7. Let Γ be a finite simplicial graph. Suppose HΓ ∼= AΓ′ for some finite
simplicial connected graph Γ′. If Γ has a spanning tree T such that E(Γ) \ E(T ) forms an
induced connected subgraph of Γ, then Γ is a cone on Γ′.
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Proof. Since HΓ ∼= AΓ′ and Γ
′ is finite, HΓ is finitely presented. Choose a spanning tree T
of Γ such that each triangle of Γ has either 0 or 2 edges in E(T ); see Theorem 3.1. Denote
E(T ) = {e1, · · · , en} and V (Γ
′) = {w1, · · · , wn} to be the generating sets for HΓ and AΓ′ ,
respectively. Let φ : AΓ′ → HΓ be an isomorphism that sends wi to ei for i = 1 · · · , n. For
a pair of commutating generators wi, wj ∈ V (Γ
′), the generators ei = φ(wi) and ej = φ(wj)
also commute in HΓ. Therefore, by the Dicks–Leary presentation, ei, ej , eij form a triangle
∆(ei, ej, eij) in Γ, where eiej = eij = ejei; see Figure 4.2.
wi wj ei ej
eij
Figure 4.2. Corresponding relators in AΓ′ and HΓ.
Since Γ′ is connected, each edge of Γ′ shares a vertex with another edge. We build Γ by
gluing triangles as follows. If two edges (wi, wj) and (wj, wk) of Γ
′ share a common vertex
wj, then we glue the corresponding triangles ∆(ei, ej, eij) and ∆(ej , ek, ejk) in Γ along the
edge ej such that eij and ejk are connected as shown in Figure 4.3. Note that eij and ejk are
distinct edges. Otherwise, Γ would not be a simplicial graph.
wi wj wk ei ej ek
eij ejk
Figure 4.3. Gluing two triangles in Γ along a common edge.
We prove the result by induction on |V (Γ′)|. In the base case |V (Γ′)| = 1, Γ′ is a single
vertex w1 and AΓ′ = 〈w1〉 ∼= Z. Then we have HΓ ∼= AΓ′ ∼= Z and Γ is a single edge e1 which is
a cone on w1. Assume the proposition holds for any positive integer n = k−1. For n = k, let
Γ′k−1 be the induced connected subgraph of Γ
′ whose vertex set is V (Γ′k−1) = {w1, · · · , wk−1},
and let Γk−1 be the induced subgraph of Γ whose edge set is E(Γk−1) = {ei, eij | i, j =
1, · · · , k − 1}. Since φ : AΓ′ → HΓ is an isomorphism, its restriction φ
∣∣
V (Γ′
k−1
)
: AΓ′
k−1
→
HΓk−1 on V (Γ
′
k−1) is also an isomorphism. By the induction hypothesis, Γk−1 is a cone on
Γ′k−1. Since Γ
′ is connected, the vertex wk is adjacent to some vertices wi in V (Γ
′
k−1) for
i = 1, · · · , k − 1. The adjacent vertices wi and wk in Γ
′ form a triangle ∆(wi, wk, wik) in
Γ, and Γ is obtained by gluing such a triangle to Γk−1 along the edge ei. Since Γk−1 is a
cone on Γ′k−1, and eik shares a vertex with some other edge eij , all the edges ei, i− 1, · · · , k,
share a common vertex. Therefore, Γ is a cone graph. Write Γ = {v} ∗ Γ′′. It follows from
Proposition 4.1 that HΓ ∼= AΓ′′ . Since we assume that HΓ ∼= AΓ′, we have AΓ′ ∼= AΓ′′ and
Γ′ ∼= Γ′′. Hence, Γ is a cone on Γ′. 
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Combing Proposition 4.1 and Proposition 4.7 gives us the following:
Theorem 4.8. Let Γ,Γ′ be finite simplical connected graphs. Suppose Γ has a spanning tree
T such that E(Γ) \ E(T ) forms an induced connected subgraph of Γ. Then HΓ ∼= AΓ′ if and
only if Γ is a cone on Γ′.
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