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En el contexto de la seguridad de redes de         
datos, un nombre de dominio generado de       
manera algorítmica (DGA, de sus siglas en       
inglés) es utilizado por el software malicioso       
(malware) para generar de manera dinámica      
un gran número de nombres de dominios de        
manera pseudo aleatoria, y luego utilizar un       
subconjunto de estos como parte del canal de        
Comando y Control (C&C). Dada la      
simplicidad y rapidez con la que los nuevos        
dominios son generados, las estrategias     
basadas en listas de dominios estáticas      
resultan inefectivas. Es por ello que resulta       
importante el desarrollo técnicas de detección      
automática que permitan encontrar los     
patrones comunes en los dominios generados.  
El presente proyecto propone el desarrollo de       
algoritmos de detección de DGA mediante la       
utilización de algoritmos de aprendizaje de      
máquinas en general y las redes neuronales       
profundas en particular. Se espera que la       
aplicación de redes neuronales profundas para      
el aprendizaje de los patrones comunes a los        
DGA permita desarrollar herramientas de     
detección no solo con una baja tasa de falsos         
positivos sino también con la capacidad de       
operar en tiempo real. Esto último resulta       
fundamental para lidiar con las amenazas de       
seguridad de hoy.  
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El presente proyecto se desarrolla en el marco        
de Facultad de Ingeniería dentro Laboratorio      
de sistemas inteligentes (LABSIN). Este     
trabajo es parte del proyecto de investigación       
que dio inicio en setiembre de 2019 en el         
marco de los proyectos bienales de secretaria       
de Investigación, Internacionales y Posgrados     
(SIIP) de la Universidad Nacional de Cuyo. 
1   INTRODUCCIÓN 
La detección temprana de secuencias     
DGA y su posterior bloqueo por parte de los         
administradores de sistemas resulta    
fundamental a fin de evitar o al menos mitigar         
la propagación de las acciones maliciosas      
dentro de la red. Es por ello que es de vital           
importancia desarrollar herramientas de    
detección, no solo con una baja tasa de falsos         
positivos sino también con la capacidad de       
operar en tiempo real. La utilización de       
técnicas de aprendizaje de máquinas surge      
como la alternativa más interesante para la       
construcción de una herramienta de detección      
de DGA. La metodología más común para la        
construcción de modelos de detección     
basados en técnicas de aprendizaje de      
máquinas consiste en utilizar un conjunto de       
datos conteniendo información sobre nombres     
de dominios normales y DGA. Este conjunto       
de datos es utilizado para entrenar un       
algoritmo que da como resultado un modelo       
de detección capaz de discriminar entre      
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dominios normales y DGA. La principal      
ventaja de las técnicas de aprendizaje de       
máquinas es su capacidad de generalizar a       
casos similares nunca antes vistos. Lo que       
facilita considerablemente la tarea del     
administrador de redes, ya que este no tiene        
que mantener actualizada la base de datos con        
nombres de dominios maliciosos. Sin     
embargo estas presentan algunos    
inconvenientes para su aplicación en     
escenarios reales. Entre los inconvenientes     
principales se destacan: (a) la tasa de falsos        
positivos, (b) el diseño del grupo correcto de        
atributos de entrada y (c) la necesidad de        
reentrenar periódicamente. 
La capacidad de reconocer casos     
nunca antes vistos trae como consecuencia      
que algunos nombres de dominios normales,      
puedan ser detectados como maliciosos. Esto      
se conoce como falsos positivos. En algunos       
dominios de aplicación, el número de falsos       
positivos puede llegar a ser     
considerablemente alto sin perjuicio de la      
viabilidad en la aplicación de la técnica de        
aprendizaje de máquina elegida. Sin embargo,      
en el caso de la detección de DGA, un nombre          
de dominio bloqueado de manera incorrecta      
puede perjudicar seriamente la usabilidad del      
servicio de nombres de dominios (DNS).      
Basta que un usuario que no pueda acceder a         
un sitio con un nombre de dominio       
erróneamente clasificado como DGA para que      
genere inconvenientes en las tareas cotidianas      
de los administradores de sistemas. Es por       
esto último que mantener un número de falsos        
positivos muy bajo, resulta fundamental para      
una realizar la detección en escenarios reales. 
El número de falsos positivos está       
directamente relacionado no solo con el tipo       
de algoritmo de aprendizaje de máquina      
elegido, sino también con los atributos      
(variables predictoras) utilizados como    
entrada del algoritmo. Dentro del área de       
aprendizaje de máquinas, la construcción de      
los atributos de entrada adecuados al      
problema se denomina normalmente    
ingeniería de atributos. La ingeniería de      
atributos es una de las tareas que muchas        
veces demanda no solo los mayores recursos       
computacionales sino también humanos. 
Por otro lado, los modelos de      
detección construidos a partir de técnicas de       
aprendizaje de máquinas requieren en muchos      
casos ajustes periódicos a fin de lidiar con        
casos significativamente diferentes respecto a     
los vistos durante la construcción del modelo       
de detección. Este proceso normalmente     
implica la incorporación al conjunto de      
entrenamiento de los nuevos casos observados      
y la posterior re-ejecución del algoritmo de       
aprendizaje de máquinas. Lamentablemente,    
el tiempo de entrenamiento de algunas de las        
técnicas de aprendizaje puede resultar     
excesivamente alto para los requerimientos de      
una aplicación en un escenario real. La       
realidad es que si se quiere entrenar un        
modelo de detección en un tiempo adecuado       
se debe considerar una alta demanda de       
recursos computacionales. Sobre todo cuando     
el volumen de los datos del conjunto de        
entrenamiento comienza a ser significativo.     
Es por ello que hay que considerar aquellas        
técnicas que sean capaces de minimizar el       
tiempo requerido para el ajuste de los       
modelos. 
En los últimos 10 años han sido       
desarrolladas técnicas de aprendizaje de     
máquinas conocidas bajo el nombre de      
Aprendizaje Profundo (DL). La utilización de      
estas tećnicas ha sido la causa detrás de los         
mayores avances en el reconocimiento     
automático de imágenes, audio, video y      
análisis de texto. En particular las redes       
neuronales profundas ofrecen ventajas que     
permiten lidiar con los inconvenientes (a), (b)       
y (c) mencionados anteriormente. La principal      
ventaja radica en no tener que lidiar con el         
diseño del grupo correcto de atributos de       
entrada. A través de sus múltiples capas, las        
redes neuronales profundas son capaces ir      
aprendiendo los atributos de entrada más      
adecuados para el problema. Además, esta      
selección automática de los atributos de      
entrada puede mejorar significamente la     
eficiencia en términos su tasa de detección de        
casos tanto positivos como negativos. Por      
último, recientes avances en la tecnología de       
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procesamiento de los algoritmos de redes      
neuronales profundas han permitido disminuir     
considerablemente los tiempos de    
entrenamiento con grandes conjuntos de     
datos. En particular, la utilización de la       
capacidad de cómputo provista por las placas       
gráficas (GPU, del inglés Graphics Processing      
Unit) ofrece una ventaja significativa frente al       
procesamiento en computadoras con CPU (del      
inglés Central Processing Unit). 
El presente proyecto propone analizar     
la aplicación de redes neuronales profundas      
para el aprendizaje de los patrones comunes a        
los DGA de tal manera que permita       
desarrollar herramientas de detección no solo      
con una baja tasa de falsos positivos sino        
también con la capacidad de operar en tiempo        
real. Esto último resulta fundamental para      
lidiar con las amenazas de seguridad de hoy.  
 
 
2   LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO. 
 
El presente proyecto se enmarca en      
una línea de investigación que viene      
desarrollando en el LABSIN desde 2017, la       
cual se centra en la aplicación de técnicas de         
aprendizaje automático a la seguridad     
informática. 
Para el desarrollo del presente     
proyecto pueden diferenciarse 3 etapas     
principales: 
 
​A) Análisis preliminar del problema. ​Las       
tareas asociadas a esta etapa tienen por       
objetivo conocimiento de los problemas     
asociados a la detección de DGA como así        
también los modelos probabilísticos    
actualmente implementados. Una tarea    
fundamental consistirá en realización de una      
breve revisión de la literatura sobre la       
aplicación de las técnicas de aprendizaje      
profundo a problemas de detección de DGA.       
Dicha tarea tiene por objetivo el de tratar de         
determinar cuáles han sido los beneficios e       
inconvenientes al aplicar este tipo de      
algoritmos. 
 
B) Desarrollo de un algoritmo para la         
detección de DGA basado en técnicas de       
aprendizaje profundo. Esta etapa tiene por      
objetivo el desarrollo, evaluación y puesta a       
punto de un primer prototipo funcional para la        
detección de anomalías en el tráfico de red.        
Este primer prototipo será desarrollado     
utilizando alguna de las bibliotecas     
disponibles que permitan la implementación     
de modelos basados en aprendizaje profundo      
de manera simple y eficiente. En esta etapa se         
definirán los diferentes aspectos de la red       
como ser: el tipo de red a utilizar, la topología          
de la red y la secuencia de entrada entre otras.          
Luego se evaluarán los resultados utilizando      
un conjunto de datos conteniendo tráfico      
etiquetado (DGA y normal).  
  
C) Experimentación. ​Finalmente en la      
última etapa se centrará en la evaluación del        
algoritmo propuesto sobre distintos conjuntos     
de datos: En particular, se evaluará el       
algoritmo propuesto con diferentes conjuntos     
de datos previamente etiquetados. Durante     
este proceso se consideran las métricas      
habituales en el área utilizando mecanismos      
para validar la generalidad del modelo      
obtenido como validación cruzada. Durante     
esta etapa se realizaran también estudios      
comparativos con otros modelos de     
reconocimiento de anomalías de la literatura.  
 
3   RESULTADOS OBTENIDOS  
 
Durante los primeros 6 meses del proyecto se        
realizó completaron las actividades de  
 
a) Recopilación de información   
bibliográfica sobre el tema poniendo     
especial énfasis en la aplicación de      
técnicas de aprendizaje profundo a     
problemas relacionados con la    
temática de detección de DGA. 
b) Construcción de un conjunto de datos      
de entrada adecuado con información     
sobre peticiones de nombres de     
dominio normales y DGA. Las     
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mismas se obtuvieron a partir de datos       
disponibles de manera libre en Internet 
c) Implementación de un modelo basado     
en redes recurrentes de tipo LSTM a       
partir de lo recopilado en la      
bibliografía. 
 
una recopilación de dominios generados de      
manera algorítmica por diferentes tipos de      
software malicioso. Dicho conjunto de datos  
se utilizó para evaluar un primer algoritmo       
basado en redes neuronales convolucionales. 
 
3   RESULTADOS ESPERADOS 
 
Al término del plan de trabajo se pretende que         
se haya logrado: 
 
1. Fortalecer la línea de investigación en      
la aplicación de aprendizaje de     
máquinas aplicados a la seguridad     
informática. 
2. Obtener una implementación   
funcional del modelo para la detección      
de DGA basado en redes neuronales      
con aprendizaje profundo. 
3. Incrementar la experiencia para la     
posterior aplicación de modelos    
probabilísticos basados en aprendizaje    
profundo a nuevas líneas de     
investigación relacionadas con   
problemas de ciencia y tecnología. 
4   FORMACIÓN DE RECURSOS 
HUMANOS 
Se espera capacitar en el ámbito de la        
investigación a profesores y alumnos     
interesados en participar en un entorno      
académico y tecnológico innovador y a todos       
aquellos actores interesados en los resultados      
del proyecto. 
 
Sobre la temática de este proyecto se está        
trabajando en: 
• La tesis doctoral de Jorge Guerra, en el          
doctorado en Ciencias Informáticas de la      
Universidad Nacional del centro de la      
provincia de Buenos Aires.  
• La capacitación del Sr. Franco Palau,        
alumno de la carrera de Ingeniería en       
Mecatrónica de la Facultad de Ingeniería. 
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