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Abstract
We analyze several aspects of a class of simple counting processes, that can
emerge in some fields of applications where the presence of a change-point occurs.
Under simple conditions we, in particular, prove a significant inequality for the
stochastic intensity.
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1 Introduction
In this note we consider the change-point model, described as follows. Let a random time
U and a simple counting process {Nt}t≥0 be defined on a same probability space. Let
T1 ≤ T2 ≤ . . . be the arrival times of {Nt}t≥0 and denote by ht an “history”, observed in
the time-interval [0, t], such as
ht ≡ {T1 = t1, . . . , Tk = tk, Tk+1 > t}
with 0 ≡ t0 < t1 < t2 < · · · < tk < t.
We think of U as a change-point for {Nt}t≥0; more precisely we assume that the latter
admits an intensity, described by
lim
∆→0+
1
∆
P (Tk+1 < t +∆ | ht; U ≤ t) = λ1(k) (1)
lim
∆→0+
1
∆
P (Tk+1 < t+∆ | ht; U > t) = λ0(k), (2)
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where λ0(0), λ0(1), . . . and λ1(0), λ1(1), . . . are two given sequences of positive constants;
i.e., given the observation of the history ht, λ1(·) would be the intensity, conditional on
the knowledge that time t is after the change-point U and λ0(·) would be the intensity,
conditional on the knowledge that time t is before U . We think of the case when the
random variable U is not observable (obviously U takes values in the interval (0,∞)); its
distribution function will be denoted by G.
More formally, let Xt ≡ 1{U<t} and denote by ℑ ≡ {F
(N)
t }t≥0 and ℵ ≡ {F
(N,X)
t }t≥0 the
filtrations respectively generated by the processes {Nt}t≥0 and {Nt, Xt}t≥0; we are then
assuming that the stochastic intensity of {Nt}t≥0 with respect to ℵ is
µℵt = λ1(Nt)Xt + λ0(Nt)(1−Xt).
The intensity of {Nt}t≥0 w.r.t. the “internal” filtration ℑ is then specified by the position:
µℑt = λ1(Nt)P (U ≤ t|F
(N)
t ) + λ0(Nt)P (U > t|F
(N)
t );
we shall also use the following notation:
µt(ht) = λ1(k)P (U ≤ t | ht) + λ0(k)P (U > t | ht). (3)
A counting process that is a Pure Birth process conditionally on the change point, as
described so far, will be denoted by the symbol CPB(G, λ0(·), λ1(·)).
Assume now
λ1(k) ≥ λ0(k) for k = 0, 1, . . . (4)
and compare two different observed histories
h′t ≡ {T1 = t
′
1, . . . , Tk = t
′
k, Tk+1 > t} (5)
h′′t ≡ {T1 = t
′′
1, . . . , Tk = t
′′
k, Tk+1 > t} (6)
both containing k arrivals in the same time-interval [0, t].
We write h′′t ☎ h
′
t if
t′′i ≥ t
′
i for i = 1, 2, . . . , k (7)
or, equivalently, for any s ∈ [0, t),
∞∑
j=1
1{s≤t′′j≤t} =
k∑
j=1
1{s≤t′′j≤t} ≥
k∑
j=1
1{s≤t′j≤t} =
∞∑
j=1
1{s≤t′j≤t} (8)
i.e. h′′t ☎ h
′
t when the number of recent arrivals in the history h
′
t is not larger than the
number of recent arrivals in h′′t .
In the present note we analyze some aspects of CPB counting processes and, in par-
ticular, we prove the following result.
Theorem 1. If h′′t ☎ h
′
t then µt(h
′′
t ) ≥ µt(h
′
t).
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Our interest for this result is illustrated in the following remark.
Remark 1.1. When U is exponentially distributed, the computation of µt(ht) can be in
principle carried out explicitly; in fact, in such a case, one can compute the normalizing
constant that is needed to obtain the conditional probabilities in Eq. (3) and this in
turn allows Theorem 1 to admit a direct proof. The case with λ1(0) = λ1(1) = · · · and
λ0(0) = λ0(1) = · · · is dealt with in [7]; more lengthy expressions may be involved in our
case where λ0 and λ1 may depend on the number of past arrivals. The explicit computation
of the normalizing constant in Eq. (3) is however not possible when U is not exponentially
distributed.
Obviously {Nt}t≥0 is not a pure birth-process (i.e. it is not Markov): when we “un-
condition” with respect to the random variable 1{U≤t} in Eq. (3), we obtain an intensity
µt(ht) which depends on the arrival times t1, t2, . . . , tk and not only on k. It is then nat-
ural to wonder whether it is possible to establish some a priori inequalities on the pair
(µt(h
′
t), µt(h
′′
t )).
The paper will be organized as follows. In Sect. 2 we will consider a random change
of time-scale that will reveal to be useful in the proof of Theorem 1; we will in particular
show that the class of CPB processes is closed under this type of transformation.
Theorem 1 will be proved in Section 3. On this purpose, we prove an analogous result
for a corresponding discrete-time model, afterwards the desired result will be obtained by
means of a suitable passage to the limit. We notice that the discrete time result can be
however of autonomous interest.
Section 4 will be devoted to a brief discussion and to some final remarks on Theorem 1
and on the class of CPB counting processes. Models in this class emerge in a natural way
in several fields; in particular we shall mention two cases of interest, in the frame of
reliability and experimental sciences, respectively.
For several aspects of the well-known change-point problem and a comprehensive bib-
liography, we address the reader e.g. to [1, 6, 7, 10] and references therein; we refer to
Bremaud [4, 5] for general aspects about counting processes. For properties of monotonic-
ity and of stochastic orderings for counting processes, see [9] and [11].
2 A random time-scale transformation
Besides the process {Nt}t≥0, we shall introduce in this section a new counting process
{N˜t}t≥0; Lemma 2.1 and Proposition 2.1 to be obtained below will turn out to be useful
for our purposes in the next section. Lemma 2.1 in particular shows that the conditional
probability of the event {U > t}, given an observed history ht for {Nt}t≥0, does coincide
with an analogous conditional probability for {N˜t}t≥0.
Such a new process, which also admits intensities, is obtained from the original one
by means of a random change of time-scale, as follows.
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Let (Ω,F , P ) be the probability space on which the random variables U, T1, T2, . . . are
defined and let γ0, γ1, . . . be a sequence of positive constants with
0 < inf
i
γi ≤ sup
i
γi <∞.
Let g : Ω× [0,∞)→ [0,∞) be the strictly increasing random function of time defined as
follows
g(ω, t) =
Nt(ω)−1∑
k=0
γk(Tk+1(ω)− Tk(ω)) + γNt(ω)(t− TNt(ω)(ω)). (9)
¿From now on the symbol ω will be dropped; using a more compact notation we write
g(t) =
∫ t
0
∞∑
k=0
γk1[Tk,Tk+1)(s)ds,
or, by setting
γ(s) =
∞∑
k=0
γk1[Tk,Tk+1)(s),
g(t) =
∫ t
0
γ(s)ds.
Define now, on (Ω,F , P ), the random variables
U˜ = g(U) =
NU−1∑
k=0
γk(Tk+1 − Tk) + γNU (U − TNU ) =
∫ U
0
γ(s)ds (10)
T˜l = g(Tl) =
l−1∑
k=0
γk(Tk+1 − Tk) =
∫ Tl
0
γ(s)ds for l = 1, 2, . . . . (11)
and consider the new counting process {N˜t}t≥0 whose arrival times are T˜1, T˜2, . . . ; thus
we have
N˜g(t) = Nt. (12)
Let A1, A2, ... denote the interarrival times of {Nt}t≥0:
Nt = sup{n|
n∑
k=1
Ak ≤ t}.
Notice that the transformation yielding {N˜t}t≥0 can also be described by writing
N˜t = sup{n|
n∑
k=1
γk−1Ak ≤ t},
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i.e. {N˜t}t≥0 is such that its interarrival times A˜1, A˜2, . . . , satisfy
A˜k = γk−1Ak. (13)
We denote X˜t ≡ 1{U˜<t}, and consider the filtrations ℑ˜ ≡ {F
(N˜)
t }t≥0, ℵ˜ ≡ {F
(N˜,X˜)
t }t≥0.
From now on, for typographic convenience, we shall often use the symbols N(t) and N˜(t)
in place of Nt and N˜t, respectively.
As we shall see, the interest in the transformation defined by (9), is motivated by the
following Lemma.
Lemma 2.1. Under the positions (9), (10), and (11) one has
a) F
(N˜,X˜)
g(t) = F
(N,X)
t and F
(N˜)
g(t) = F
(N)
t ;
b) P (U > t|F
(N)
t ) = P (U˜ > g(t)|F
(N˜)
g(t) ).
Proof. First we notice the following: since the transformation g defined by (9) is
continuous and increasing in t, we have
{ω ∈ Ω : Nt = k, T1 ∈ [t1, t1 +∆1), . . . , Tk ∈ [tk, tk +∆k), Tk+1 > t, U > s} =
{
ω ∈ Ω : N˜g(t) = k, T˜1 ∈
[
g(t1), g(t1+∆1)
)
, . . . , T˜k ∈
[
g(tk), g(tk+∆k)
)
, T˜k+1 > g(t), U˜ > g(s)
}
,
(14)
and {
ω ∈ Ω : Nt = k, T1 ∈
[
t1, t1 +∆1
)
, . . . , Tk ∈
[
tk, tk +∆k
)
, Tk+1 > t
}
=
=
{
ω ∈ Ω : N˜g(t) = k, T˜1 ∈
[
g(t1), g(t1 +∆1)
)
, . . . , T˜k ∈
[
g(tk), g(tk +∆k)
)
, T˜k+1 > g(t)
}
.
(15)
a) F
(N,X)
t is actually generated by the subsets of the type
{ω ∈ Ω : Nt = k, T1 ∈ [t1, t1 +∆1), . . . , Tk ∈ [tk, tk +∆k), Tk+1 > t, U > s}
with k = 0, 1, . . . , s ≤ t, 0 ≤ t1 ≤ · · · ≤ tk ≤ t,
and F
(N˜,X˜)
g(t) is generated by the subsets of the type{
ω ∈ Ω : N˜g(t) = k, T˜1 ∈
[
g(t1), g(t1 +∆1)
)
, . . . , T˜k ∈
[
g(tk), g(tk +∆k)
)
, T˜k+1 > g(t), U˜ > g(s)
}
.
Then the identity F
(N˜,X˜)
g(t) = F
(N,X)
t follows from (14). Similarly F
(N˜)
g(t) = F
(N)
t follows from
(15).
b) The assertion immediately follows from a) by noticing that {U > t} = {U˜ > g(t)}.
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Remark 2.1. The intensity µt(ht) can be expressed in terms of the process {N˜t}t≥0; in
fact, by b) of Lemma 2.1 and by recalling the notation (3), we can write
µt(ht) = λ0(k) + (λ1(k)− λ0(k))P (U˜ ≤ g(t) | T˜1 = g(t1), . . . , T˜k = g(tk), T˜k+1 > g(t)).
(16)
The class of CBP processes is closed under the transformation defined by (9); more
precisely we have the following result that can also be inspired by equation (13).
Proposition 2.1. The process {N˜t}t≥0 is CPB(G˜, λ˜1, λ˜0) where G˜(s) ≡ P (U˜ < s) and
λ˜i(k) =
λi(k)
γk
. (17)
Actually Proposition 2.1 could be proved by using a general, well known, result about
simple counting processes; the latter shows how a simple counting process, admitting
intensity, can be obtained from a standard Poisson process via a random change of time
scale (see e.g.[5, 8]). For the reader’s convenience, we prefer however to give here a direct
proof which uses the specific notation of this paper.
The following remark will be used in such a proof.
Remark 2.2. The events {N˜(g(t+∆)) > N˜(g(t))} and {N˜(g(t) + γN˜(g(t))∆) > N˜(g(t))}
are equal. In order to show such identity we notice:
{N(t +∆) > N(t)} = {N˜(g(t+∆)) > N˜(g(t))} (18)
furthermore, if there is no arrival in the interval (t, t+∆] for the original process N , we
can write
g(t+∆) = g(t) + γN˜(g(t))∆ = g(t) + γN(t)∆, (19)
whence N˜(g(t + ∆)) = N˜(g(t) + γN(t)∆), i.e. we can conclude that, if N(t +∆) = N(t)
then N˜(g(t) + γN(t)∆) = N˜(g(t)) as well.
Let us suppose, on the other hand, that there are one or more arrivals for the process
N in the interval (t, t+∆] and denote by Ta the instant of the earliest among these such
arrivals. Then there is an arrival for N˜ at the instant g(Ta), that is within the interval
(g(t), g(Ta)] = (g(t), g(t) + γN˜(g(t))(Ta − t)]. This means that there is at least one arrival
in (g(t), g(t)γN˜(g(t))∆]; in fact (g(t), g(t)γN˜(g(t))∆] ⊇ (g(t), g(t) + γN˜(g(t))(Ta − t)], since
∆ ≥ (Ta − t).
Proof of Proposition 2.1. We know that
lim
∆→0+
P (N(t+∆)−N(t) > 0|F
(N,X)
t )
∆
= λX(t)(Nt), (20)
and, taking into account Lemma 2.1 and Eq. (12),
lim
∆→0+
P (N(t+∆)−N(t) > 0|F
(N,X)
t )
∆
= lim
∆→0+
P (N˜(g(t+∆))− N˜(g(t)) > 0|F
(N˜,X˜)
g(t) )
∆
.
(21)
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On the other hand in view of the previous Remark 2.2 we have
lim
∆→0+
P (N˜(g(t+∆))− N˜(g(t)) > 0|F
(N˜,X˜)
g(t) )
∆
= lim
∆→0+
P (N˜(g(t) + γN˜(g(t))∆)− N˜(g(t)) > 0|F
(N˜,X˜)
g(t) )
∆
= lim
∆→0+
P (N˜(g(t) + γN˜(g(t))∆)− N˜(g(t)) > 0|F
(N˜,X˜)
g(t) )
γN˜(g(t))∆
γN˜(g(t))∆
∆
= γN˜(g(t)) lim
ǫ→0+
P (N˜(g(t) + ǫ)− N˜(g(t)) > 0|F
(N˜,X˜)
g(t) )
ǫ
.
Then, by (20), we can write
lim
ǫ→0+
P (N˜(g(t) + ǫ)− N˜(g(t)) > 0|F
(N˜,X˜)
g(t) )
ǫ
=
λX(t)(Nt)
γN˜(g(t))
=
λX(t)(Nt)
γN(t)
i.e.
λ˜X˜(g(t))(N˜g(t)) = lim
ǫ→0+
P (N˜(g(t) + ǫ)− N˜(g(t)) > 0|F
(N˜,X˜)
g(t) )
ǫ
=
λX(t)(Nt)
γN(t)
.
Thus for i = 0, 1 and for every k = 0, 1, . . . we obtain
λ˜i(k) =
λi(k)
γk
.
This completes the proof.
3 Discrete approximations and proof of Theorem 1
We will start this section by considering a discrete approximation of the continuous-time
model; this will allow us to prove a discrete-time version of Theorem 1 under an additional
condition (see (28) below).
Afterwards, by performing a natural limit, we will obtain the desired result for the
continuous-time model. In order to eliminate the condition (28) we shall resort to the
counting process {N˜t}t≥0 and to the related results obtained in the previous section.
Consider a discrete-time model defined as follows. Let U¯ be an N-valued random time
and set, for m = 1, 2, . . .
X¯n ≡ 1{U¯<n}, ν(m) ≡ P (U¯ = m|U¯ > m− 1), (22)
so that
P (U¯ = 1) = ν(1), P (U¯ = m) = ν(m)
m−1∏
l=1
(1− ν(l)), (23)
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and we assume
ν(m) ∈ (0, 1). (24)
Let T¯1 < T¯2 < . . . be an increasing sequence of N-valued random times and set
N¯n ≡ sup{k|T¯k ≤ n}. (25)
We assume that two sequences of positives constants {λ¯0(k)}k=0,1,... and {λ¯1(k)}k=0,1,...
exist such that
P (T¯k+1 = n+ 1|T¯1 = n1, . . . , T¯k = nk, T¯k+1 > n, U¯ > n) = λ¯0(k)
P (T¯k+1 = n + 1|T¯1 = n1, . . . , T¯k = nk, T¯k+1 > n, U¯ ≤ n) = λ¯1(k)
(26)
and that, for any k ∈ N
λ¯1(k) > λ¯0(k). (27)
Furthermore we assume here
(1− λ¯1(k − 1))(1− λ¯0(k))
(1− λ¯0(k − 1))(1− λ¯1(k))
≥ 1 for k = 1, . . . . (28)
For an history h¯n ≡ {T¯1 = n1, . . . , T¯k = nk, T¯k+1 > n}, (where 0 ≤ n1 < · · · < nk ≤ n) we
set
µ¯n(h¯n) ≡ P (T¯k+1 = n+ 1|h¯n) = λ¯1(k)P (U¯ ≤ n | h¯n) + λ¯0(k)P (U¯ > n | h¯n).
In Proposition 3.1 below we will use the following observation
Remark 3.1. Let A, B, C, D, α, β, γ be positive constants and define
θ =
C
A+ B + C +D
, (29)
θ′ =
Cγ
Aα +Bγ + Cγ +Dδ
. (30)
If α/γ ≥ 1 and δ/γ ≥ 1 then θ ≥ θ′ .
Proposition 3.1. Under the conditions (24), (27) and (28), we have
µ¯n(h¯
′′
n) ≥ µ¯n(h¯
′
n) (31)
for any pair h¯′n, h¯
′′
n such that h¯
′′
n ☎ h¯
′
n.
Proof. First we notice that the inequality (31) is equivalent to
P (U¯ > n | h¯′′n ) ≤ P (U¯ > n | h¯
′
n). (32)
Now we denote, for 1 ≤ n1 < n2 < · · · < nk ≤ n and j = 1, 2, . . .
gj(n1, n2, . . . , nk;n) = P (U¯ = j, T¯1 = n1, . . . , T¯k = nk, T¯k+1 > n),
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so that
P (U¯ > n | h¯n) =
∑∞
j=n+1 gj(n1, n2, . . . , nk;n)∑∞
j=1 gj(n1, n2, . . . , nk;n)
. (33)
In view of (23) and (26),
gj(n1, n2, . . . , nk;n) =
[
ν(j)
j−1∏
r=1
(1− ν(r))
]
k−1∏
i=0
{
λ¯1(ni+1>j)(i)
ni+1−1∏
r=ni+1
[1− λ¯1(r>j)(i)]
}
n∏
r=nk+1
[1− λ¯1(r>j)(i)] (34)
where we have set n0 = 0.
Now, on the space of possible “discrete” histories, let us define the operators Φi as
follows. For an history h¯n ≡ {T¯1 = n1, . . . , T¯i = ni, . . . , T¯k = nk, T¯k+1 > n}, let
Φi(h¯n) ≡ {T¯1 = n1, . . . , T¯i = ni + 1, . . . , T¯k = nk, T¯k+1 > n}
for i such that i = 1, . . . , k − 1 and ni+1 > ni + 1,
Φk(h¯n) ≡ {T¯1 = n1, . . . , T¯k = nk + 1, T¯k+1 > n} if nk < n,
and
Φi(h¯n) ≡ h¯n
otherwise.
It is easy to check that any history h¯′′n such that h¯
′′
n ☎ h¯
′
n can be obtained from h¯
′
n, by
applying the operators Φi a finite number of times.
Then we can reduce ourselves to show the validity of the inequality
P (U¯ > n | h¯n) ≥ P (U¯ > n | Φl(h¯n)) for l ∈ {1, 2 . . . , k}. (35)
With l as in (35) we now let
A(n1, . . . , nk;n) =
nl−1∑
j=1
gj(n1, . . . , nk;n),
B(n1, . . . , nk;n) =
n∑
j=nl+1
gj(n1, . . . , nk;n),
C(n1, . . . , nk;n) =
∞∑
j=n+1
gj(n1, . . . , nk;n).
Then we can rewrite formula (33) as
P (U¯ > n | h¯n) =
C(n1, . . . , nk;n)
A(n1, . . . , nk;n) + gnl(n1, . . . , nk;n) +B(n1, . . . , nk;n) + C(n1, . . . , nk;n)
.
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We now switch to obtaining the expression of P (U¯ > n | Φl(h¯n)) in terms ofA(n1, . . . , nk;n),
B(n1, . . . , nk;n), C(n1, . . . , nk;n) and gnl(n1, . . . , nk;n).
Let us denote
Aˆ(n1, . . . , nk;n) =
∑nl−1
j=1 gj(n1, . . . , nl + 1, . . . , nk;n),
Bˆ(n1, . . . , nk;n) =
∑n
k=nl+1
gk(n1, . . . , nl + 1, . . . , nk;n),
Cˆ(n1, . . . , nk;n) =
∑∞
k=n+1 gk(n1, . . . , nl + 1, . . . , nk;n),
gˆ = gnl(n1, . . . , nl + 1, . . . , nk;n).
The following identities hold:
Aˆ(n1, . . . , nk;n) = α · A(n1, . . . , nk;n), (36)
Bˆ(n1, . . . , nk;n) = γ · B(n1, . . . , nk;n), (37)
Cˆ(n1, . . . , nk;n) = γ · C(n1, . . . , nk;n), (38)
gˆ = gnl(n1, . . . , nl + 1, . . . , nk;n) = δ · gnl(n1, . . . , nl, . . . , nk;n), (39)
with
α =
1− λ¯1(l − 1)
1− λ¯1(l)
, δ =
[1− λ¯0(l − 1)]λ¯1(l − 1)
λ¯0(l − 1)[1− λ¯1(l)]
, γ =
1− λ¯0(l − 1)
1− λ¯0(l)
.
In order to check the validity of the identity (36), we can just notice that, for 1 ≤ j ≤
nl − 1, it is
gj(n1, . . . , nl + 1, . . . , nk;n) =
1− λ¯1(l − 1)
1− λ¯1(l)
gj(n1, . . . , nl, . . . , nk;n),
in view of formula (34); then
Aˆ(n1, . . . , nk;n) =
nl−1∑
j=1
gj(n1, . . . , nl + 1, . . . , nk;n) =
=
1− λ¯1(l − 1)
1− λ¯1(l)
nl−1∑
j=1
gj(n1, . . . , nl, . . . , nk;n) = α · A(n1, . . . , nk;n).
The validity of the identities (37)-(39) can be obtained in an analogous way with j > nl
or j = nl, respectively.
By the definitions of Aˆ, Bˆ, Cˆ and gˆ and by taking into account the identities (36)-(39),
we can now write
P (U¯ > n | Φl(h¯n)) =
Cˆ
Aˆ+ gˆ + Bˆ + Cˆ
=
γC
αA+ δg + γB + γC
=
C
α
γ
A + δ
γ
g +B + C
.
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It is immediately seen (by using Remark 3.1) that, in view of the assumptions (27)-(28),
it is
P (U¯ > n | Φl(h¯n)) ≤ P (U¯ > n | h¯n)
and this proves the assertion.
We are now in a position to prove Theorem 1.
Proof. Let us assume for the moment that, besides the condition (4), also the following
condition holds:
λ1(k)− λ0(k) < λ1(k + 1)− λ0(k + 1) for k = 0, 1 . . . (40)
Consider a sequence of discrete-time models as follows: for m = 1, 2, , . . . let U¯ (m) ≡
[mU ]
m
and T¯
(m)
l (l = 1, 2 . . . ) be discrete random variables taking values on the set {0,
1
m
, 2
m
, . . . }
and such that
λ¯
(m)
0 (k) ≡
λ0(k)
m
, λ¯
(m)
1 (k) ≡
λ1(k)
m
, (41)
where we set
λ¯
(m)
0 (k) ≡ P (T¯
(m)
k+1 =
n+1
m
|T¯
(m)
1 =
n1
m
, . . . , T¯
(m)
k =
nk
m
, T¯
(m)
k+1 >
n
m
, U¯ > n
m
),
λ¯
(m)
1 (k) ≡ P (T¯
(m)
k+1 =
n+1
m
|T¯
(m)
1 =
n1
m
, . . . , T¯
(m)
k =
nk
m
, T¯
(m)
k+1 >
n
m
, U¯ ≤ n
m
).
(42)
It can be checked that, for ht = {T1 = t1, . . . , Tk = tk, Tk+1 > t}
P (U > t|ht) = lim
m→∞
P
(
U¯ (m) >
[tm]
m
∣∣∣T¯1 = [t1m]
m
, . . . , T¯k+1 >
[tm]
m
)
. (43)
We do not report all the details; we limit ourselves to mention that, in order to obtain
the identity (43), one has first to take into account
P (U > t|ht) = lim
∆→0
P (U > t, T1 ∈ [t1, t1 +∆), . . . , Tk ∈ [tk, tk +∆), Tk+1 > t)
P (T1 ∈ [t1, t1 +∆), . . . , Tk ∈ [tk, tk +∆), Tk+1 > t)
. (44)
The r.h.s. of (44) can be shown to be equal to
lim
m→∞
∑∞
n=0 P (T1 ∈ [t1, t1 +∆m), . . . , Tk ∈ [tk, tk +∆m|A
(m)
n (t)))P (A
(m)
n (t))∑∞
n=0 P (T1 ∈ [t1, t1 +∆m), . . . , Tk ∈ [tk, tk +∆m|A
(m)
n (0)))P (A
(m)
n (0))
where we have denoted, for s ≥ 0, A
(m)
n (s) = {U¯ (m) ∈ [s+ n∆m, s+ (n+1)∆m)} and ∆m
is an infinitesimal sequence.
Finally the identity (43) can be obtained by a Poisson-type approximation by taking
into account the position (41); for a general discussion about Poisson approximations and
for results similar to the one needed here see e.g. [3].
Assuming (4) and (40) we obtain the conditions (27)-(28) for the intensities λ¯
(m)
0 (k)
and λ¯
(m)
1 (k), in fact the condition (27) is trivially verified for all the integer m and the
condition (28) is easily obtained from (40) by a Taylor expansion, for large m. Consider
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now h′t and h
′′
t as in (5), (6) and, for m large enough, the corresponding histories in
discrete time defined by
h¯′t = {T¯1 =
[t′
1
m]
m
, . . . , T¯k+1 >
[tm]
m
}
h¯′′t = {T¯1 =
[t′′
1
m]
m
, . . . , T¯k+1 >
[tm]
m
}.
If h′′t ☎ h
′
t then, it is
[t′im]
m
≤
[t′′im]
m
for i = 1, . . . , k.. (45)
In view of condition (45) we have the inequality (32) (see the proof of Proposition 3.1);
by using (43), we can then obtain, for the continuous-time limit process {Nt}t≥0 the
inequality
P (U > t | h′′t ) ≤ P (U > t | h
′
t). (46)
whence µt(h
′′
t ) ≥ µt(h
′
t) immediately follows under the assumption (40).
We now show however that such an assumption is by no means restrictive. Suppose
in fact that we deal with a CPB(G, λ1, λ0) with λ1, λ0 not satisfying (40) and apply the
transformation g(t) in (9) with the specific choice
γk = ck
λ1(k)− λ0(k)
λ1(0)− λ0(0)
.
Here ck is an arbitrary decreasing sequence such that c0 = 1 and limk→∞ ck > 0. By
Lemma 2.1 we thus obtain a new CPB(G˜, λ˜1, λ˜0) process where
λ˜i(k) =
λi(k)
γk
= λi(k)
1
ck
λ1(0)− λ0(0)
λ1(k)− λ0(k)
so that the condition (40) is satisfied. Lemma 2.1 then shows that we were entitled to
prove Theorem 1 for the CPB(G˜, λ˜1, λ˜0).
Obviously the conditional probability P (U < t|ht) in (3) actually depends on the
parameters λi(k) (i = 0, 1 and k = 0, 1, . . . ); then it might be convenient to use the
notation P{λi(·)}(U < t|ht).
Notice that the inequality in (4) has been taken in the strict sense; however, by using
the continuity property of P{λi(k)}(U < t|ht) with respect to the set of parameters λi(·), it
can be easily checked that in Theorem 1 the inequality can be taken in the broad sense.
4 Discussion and concluding remarks.
The notion of CPB processes, as it has been described in the Introduction, is a very
natural model, that can emerge in several fields of application; it can be used to formalize
a number of possible situations, that, apart from the use of different languages, turn out
to be substantially isomorphic one to the other. Here we give just two possible instances,
taken from different fields of application.
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Example (A reliability application). A typical problem in reliability modelling is the
description of stochastic dependence among lifetimes of components that are to operate
simultaneously in a same environment; two simple models of dependence in this respect,
are quite common in the reliability literature: the standard change-point model and the
load-sharing model.
The standard change-point model can be described as follows: n components C1, . . . , Cn,
that we assume to be identical for simplicity’s sake, start operate simultaneously and go
on working, each Ci until its own failure timeWi and with no physical interaction with the
others. However C1, ..., Cn are imbedded in a same environment and it is the case that the
environmental condition will suddenly change its state at a random time U (the change
point); this creates a form of stochastic dependence among the failure times W1, ...,Wn:
conditionally on {U = u}, W1, ...,Wn are independent with a same failure rate coinciding
with a given function ρ0 (t) for t < u and coinciding with a different failure rate function
ρ1 (t) for t ≥ u.
The load-sharing model emerges instead when C1, ..., Cn share a same load or share a
benefit from a same favorable external condition: this makes that, between two subsequent
failure times W(i) and W(i+1), the components that survived W(i) act independently, with
a failure rate function dependent on the overall number (n− i) of surviving components
and, possibly, on the calendar time.
This situation is described by the fact that the counting process {Nt}t≥0 with
Nt =
n∑
i=1
1{Ti≤t}
is Markov (possibly non-homogeneous), i.e. it is a pure death process; for more details on
this aspect see e.g. [2] and [14]; for some examples and a wider list of references on the
load-sharing model, see also [12], [13], [15].
The CPB models considered in the present paper arise as a natural superposition of
standard change-point and load-sharing models, as described so far. In fact, conditionally
on the change point U , the failure-timesW1, . . . ,Wn are not independent, but rather they
obey a common load-sharing model and the counting process {Nt}t≥0 is a CPB process.
This is of interest in that one may often have to handle sets of components that share
the same load (or the same stress) and the latter can suddenly increase its level at an
unpredictable instant. The question may arise in those cases whether, under a same
number of observed failures within a time-instant t, we have to be more pessimistic with
early failure times or with very recent failure times.
Theorem 1 gives a response to this question under the condition that in any case the
hazard of surviving components becomes more severe after the change-point.
Example (An application in Physics). Under a different language, the same super-
imposition of a change- point model and a load-sharing model, can be of interest in the
field of experimental sciences. One can think for instance of n spins C1, ..., Cn embedded
into a uniform magnetic field; initially all the spins are in the state −1 and each of them
flips to its ground state +1 in a random time Wi. We assume that, at any time-instant,
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the transition rate, beside being an increasing function of the intensity of the magnetic
field, is influenced also by the number of already flipped spins.
Furthermore we think of the cases where the intensity of the magnetic field, at time 0,
has the value B0 and, at a random time-instant U flips to value B1, with B1 > B0. The
CPB model applies when the underlying magnetic field is not directly observable.
Of course the examples above concern the case of counting processes with a finite
number of arrivals in the interval [0,∞); examples of interest also can be found for the
case of infinite arrivals.
We now conclude the paper with a remark about the pair of histories to be compared.
In Theorem 1 we compared two histories observed on the same time-interval [0, t] and
containing the same number of arrivals k. Consider now two different histories h′t and h
′′
t
on the same time-interval [0, t] where h′′t is obtained from h
′
t by simply ”adding” some
arrivals. Under assumption (4), one may guess that the inequality µt(h
′′
t ) ≥ µt(h
′
t) holds.
We notice on the contrary that this is not true, as the following simple example shows.
Let {Nt}t≥0 be a CPB(G, λ0 (·) , λ1 (·)) process with
G (t) = exp{−t},
λ0 (0) = λ0 (1) = 1;λ1 (0) = 2, λ1 (1) =M ≫ 2.
and simply consider the two histories
h′t ≡ {no arrival in [0, t]}; h
′′
t ≡ {T1 = tt, T2 > t}.
It is easy to check that µt(h
′′
t ) < µt(h
′
t).
Some more assumptions on the conditional birth rates are then needed in order to get
the inequality µt(h
′′
t ) ≥ µt(h
′
t).
Some considerations analogous to those above can be made concerning the comparison
between two histories that contain the same number of arrivals but are observed over two
different time-intervals: consider e.g. the two histories h′t′ and h
′′
t′′ be given by
h′t′ = { no arrivals in [0, t
′]}; h′′t′′ = { no arrivals in [0, t
′′]}
with t′ < t′′. It is clear that with appropriate choice of G and of the rates λi(0) (i = 0, 1)
we can have
P (U > t′|h′t′) ≤ P (U > t
′′|h′′t′′)
or
P (U > t′|h′t′) > P (U > t
′′|h′′t′′).
We can then conclude that, by only assuming the condition (4), an inequality as in
Theorem 1 cannot be obtained by comparing two histories if they are not observed on the
same time-interval and do not contain the same number of arrivals.
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