In order to provide reliable Value-at-Risk (VaR) and Expected Shortfall (ES) forecasts, this paper attempts to investigate whether an inter-day or an intra-day model provides accurate predictions. We investigate the performance of inter-day and intra-day volatility models by estimating the AR(1)-GARCH(1,1)-skT and the AR(1)-HAR-RV-skT frameworks, respectively. This paper is based on the recommendations of the Basel Committee on Banking Supervision.
Introduction and review of the literature
Risk management has now become a standard prerequisite for all financial institutions.
Value-at-Risk (VaR) is the main risk management tool used to compute the risk of financial assets accurately. More specifically, VaR refers to the worst outcome of a portfolio that is likely to occur at a given confidence level over a specified period, and it focuses on market risk; see Angelidis and Degiannakis (2007) . There are three methods of calculating VaR; the first category refers to the major representatives of parametric family, which are the Autoregressive Conditional Heteroskedasticity (ARCH) models. The second category, non-parametric modeling, relies on actual prices without assuming any specific distribution, and the main representative of this category is the historical simulation. The last category is the semiparametric family that combines the two aforementioned frameworks. With regard to the appropriate methods of model evaluation, there are two main ones: the evaluation of the statistical properties of VaR forecasts, and the construction of a loss function that measures the distance between the predicted VaR and the actual portfolio outcome.
It is also significant that the VaR measurement has been adopted by bank regulators.
Specifically, according to the Basel Committee on Banking Supervision (1995a Supervision ( ,1995b Supervision ( , 2009 , the VaR methodology can be used by financial institutions to calculate capital charges in accordance with their financial risk. These institutions could determine their daily capital charge by following the three prerequisites: a) The 99% confidence level must be used to make sure that institutions hold enough capital to ensure a safe and efficient market able to withstand any foreseeable problems. b) The minimum holding period must be set to 10 trading days, so that investors are able to liquidate their positions due to price changes. c) Banks could calculate VaR by implementing internal models.
In general, the Basel's II VaR quantitative requirements include: a) daily-basis estimation, b) confidence level set of 99%, c) minimum sample extension of a one year with quarterly or more frequent updates, d) no specific models prescribed, for instance, banks are free to adopt their own schemes, e) regular backtesting program for validation purposes.
The financial crisis of 2007 led to a significant number of banks becoming undercapitalized, revealing the shortfalls of the VaR measure as it has been defined by Basel II.
The Basel Committee on Banking Supervision (2010) revised the proposed guidelines creating the Basel III. As Kinateder (2016) noted, the major disadvantage of the 2010 version of Basel III was the increased overestimation of the minimum capital requirement in extremely volatile periods (i.e. financial crises), mainly due to the introduction of the stressed VaR and the requirement of risk modelling at a 99% confidence level. As a result, the Basel Committee on Banking Supervision (2013) followed, which suggested the application of Expected Shortfall (ES) and risk modelling at a confidence level of 97.5%.
One of the most important issues in finance is the choice of one benchmark volatility model to forecast the risk that an investor faces. Since Engle's (1982) seminal paper, many other researchers have tried to find the most appropriate risk model that predicts future variability of asset returns by employing various specifications based on ARCH models, using data of different financial markets. Hence, their results are confusing and conflicting, because there is no model that is deemed adequate for all financial datasets, distributions, sample frequencies and applications. In addition, most of the empirical works are based on daily returns. Some of the most quintessential studies in the literature are presented in the following paragraphs. Giot and Laurent (2003a) , who proposed the asymmetric power of ARCH with skewed Student-t distributed innovations or the APARCH-skT model, estimated the daily VaR for stock portfolios. The findings conducted from this research performed better results for the skewed Student-t distribution than the pure, symmetric one. Although Giot and Laurent (2003b) kept the same distributional assumption, they chose another dataset, that of six commodities. They also claimed that more complex models (e.g. APARCH) performed better overall. Brooks and Persand (2003) concluded that the models which do not allow for asymmetries underestimate the true VaR.
Degiannakis (2004) rejected and found to be inferior to other models. In the analysis of IBM stock returns they found conclusive evidence that the GARCH(1,1) is inferior, and suggested that out-of-sample performance requires a specification that can accommodate a leverage effect.
Taking into consideration all the above, there is no clear agreement in the literature on which is the most adequate volatility specification. Consequently, the availability of high frequency datasets has rekindled the interest of academics for further research in forecasting risk. However, using ultra-high frequency data, researchers explore ways to extract more information that may enable them to forecast VaR accurately. To be more precise, Giot and Laurent (2004) compared the APARCH-skT model with an ARFIMAX specification, in their attempt to capture VaR for stock indices and exchange rates as well. They conclude that the use of an intra-day dataset did not improve the performance of the inter-day VaR model, a fact analyzed in depth in this paper, looking not only at stocks as is the norm, but also at an extended dataset consisting of stock indices, commodities and exchange rates. Another important study that strengthens the results of the present study is that of Giot (2005) , who estimated VaR at intra-day time horizons of 15 and 30 minutes. He proposed that the GARCH model with skewed Student-t distributed innovations had the best overall performance and that there were no significant differences between daily and intra-day VaR models once the intra-day seasonality in volatility was taken into account.
Although there is a plethora of forecasting models, the financial institutions have to abide by the recommendations of the Basel Committee on Banking Supervision. We have chosen the AR(1)-GARCH(1,1) model, a short memory model, which we compare to the Heterogeneous Autoregressive Realized Volatility, AR(1)-HAR-RV, model based on intra-day high frequency data. The distribution of the two models is the skewed Student-t (skT).
Regarding the frequency of these forecasts, we have used 10-days-ahead and 20-days-ahead and forecasts 1 for both models, at the 95%, 97.5% and 99% confidence level. Therefore, we will be able to study the VaR and ES forecasts at the confidence level of 97.5%, as was recently proposed in Basel III, revised in 2013, and compare them with the risk measures at the confidence level of 99%, as it has been proposed in Basel II. In support of our choice of GARCH(1,1), many researchers including Bollerslev (1986), Engle (2004), Giot and Laurent (2004) have pointed out that it has been shown to produce accurate VaR forecasts, among all the inter-day models, across a variety of markets and under different distributional assumptions.
Some of the studies also concluded that the use of a skewed instead of a symmetrical distribution at a GARCH specification for the standardized residuals produces superior VaR forecasts, i.e. Giot and Laurent (2003a) , Angelidis et al. (2004) and Degiannakis et al. (2014) .
The HAR-RV model offers many advantages. First of all, the model retains a structure that enables the realized volatility estimates to be aggregated on different scales in order to find the realized volatility measures of the integrated volatility over different periods: daily, weekly and monthly. This is a strong advantage and the reason is simple. Typically, a financial market is comprised of participants with a large spectrum of dealing frequency. On one end of the dealing spectrum there are dealers, market makers and intraday speculators who are interested in forecasting intraday frequency data, on a daily or weekly basis. On the other end, there are central banks, commercial organization and pension fund investors, who, in their attempt to employ currency hedging, need to forecast high frequency data in a long-run period of at least a 1 As the Basel Committee on Banking Supervision has set the minimum holding period to 10 trading days.
month. Each such participant has a different reaction to the news related to his/her investment horizon. The basic idea is that agents with different time horizons perceive, react and cause different types of volatility components, as Corsi (2002) has mentioned. Simplifying a little, the model of HAR-RV can easily identify three primary volatility components: the short-term with daily or higher trading frequency, the medium-term typically made up of portfolio managers who rebalance their positions weekly, and the long-term with a characteristic time of one month or more. Moreover, HAR can be estimated easily, as it is a multiple regression model. Surprisingly, although it does not formally belong to the class of long-memory models, the HAR-RV model is able to reproduce the same memory persistence observed in volatility (see Corsi, 2009 ).
The purpose of this research is to investigate the predictive ability of these models in multiperiod forecasting horizons (being in line with the Basel Committee suggestion for a minimum period of 10 trading days) across a variety of markets; stocks, commodities and exchange rates.
There is not an extensive literature on VaR and ES forecasting based on intra-day data 2 .
Moreover, the majority of the studies dealing with intra-day volatility measures focus either on oneday-ahead VaR forecasts 3 , or on the analysis of a limited dataset 4 .
To summarize, for 10-days-ahead and 20-days-ahead forecasts of risk measures, the interday GARCH model is superior. On the other hand, the intra-day model suffers from excessive
VaR violations, implying an underestimation of market risk. Undoubtedly, the inter-day GARCH specification is a safe model to adequately predict market risk measures at a 95% confidence level. The multi period-ahead VaR and ES forecasts are more accurate at the confidence level of 97.5% (as suggested in the revised version of Basel III in 2013) than at the confidence level of 99% (proposed in Basel II). Finally, a new innovative inference has emerged; the choice of the GARCH-skT has been shown to produce reasonable multiple-days-ahead and forecasts under the skewed Student-t distribution, and most importantly, across a variety of asset classes.
The structure of the paper is as follows: Section 2 describes the VaR and ES forecasting frameworks through an ARCH process (inter-day modeling). Section 3 presents the construction of the and multiple-days-ahead forecasts under a HAR specification (intra-day modeling). Section 4 describes the evaluation methods of and forecasts. Section 5 gives a description of the daily log-returns and the intra-day based realized volatility measures.
Section 6 investigates the empirical results of the analysis. Section 7 concludes the paper, providing the final outcomes of this research.
Multiple-days-ahead and forecasts under an ARCH specification (interday modelling)
As part of the literature on risk management and forecasting, ARCH models are used to characterize and model the financial time series. In 2003, Robert F. Engle was awarded the Nobel Prize for his pioneering work on ARCH volatility modeling. Let refer to the continuously compounded return series, where is the closing price of the trading day t. The return series follows the stochastic process:
(1)
where denotes the conditional mean, given the information available, , is the ARCH process with unconditional variance and conditional variance , is the density function of , is a positive measurable functional form (i.e. the ARCH volatility dynamic structure) and θ is the vector of the unknown parameters.
Because the distribution of asset returns is not symmetric, parametric VaR models faced difficulties in correctly modeling the tails of the distribution of returns. As a result, Angelidis ES is the expected value of loss, given that a VaR violation occurs, or in other words the conditional expectation of loss that takes into account losses beyond the VaR level.
The τ-days-ahead for a long trading position is expressed as:
.
(
Moreover, ES is a coherent risk measure, which satisfies the properties of sub-additivity, homogeneity, monotonicity and risk-free condition.
The empirical success of the GARCH(1,1) model has been widely spotlighted by many researchers in order to model daily volatility and calculate and measures. The conditional mean is specified as a 1 st order autoregressive process in order to allow for the nonsynchronous trading effect 5 (see Degiannakis et al., 2013, Lo and MacKinlay, 1990 ).
Furthermore, we utilize the density function of skewed Student-t in order to take into account the fat tails and the asymmetry of the returns. The skewed Student-t distribution was extended to the GARCH framework by Lambert and Laurent (2000, 2001) , who based their work on that of Hansen (1994) . Consequently, a Monte Carlo algorithm for computing under the AR(1)-GARCH(1,1)-skT model is presented, based on
Xekalaki and Degiannakis (2010) and Christoffersen (2003):
where g and ν are the asymmetry and tail parameters of the distribution, and . The denotes the density function of the Student-t distribution 6 .
The Monte Carlo simulation algorithm for computing the τ-days-ahead forecasts based on the AR(1)-GARCH(1,1)-skT model is obtained as following:
Onedayahead
Step 1: Compute the one-day-ahead conditional standard deviation:
Step 2: Generate random numbers, from the skewed Student-t distribution, where MC=5000 denotes the number of draws.
Step 3: Simulate the one-trading day ahead log-returns in accordance to the AR(1) progress:
, for .
τ-day-ahead 7 5 The non-synchronous trading effect, first analyzed by Fisher (1966), expresses the autocorrelation presented in financial time series due to the fact that the values have been recorded at time intervals of one length but were recorded at time intervals of another, not necessarily regular, length. 6 Thus, for example, . For more details, the reader is referred to Giot and Laurent (2003a).
Step τ.1: Generate random numbers, from the skewed Student-t distribution.
Step τ.2: Create the forecast standard deviation of trading day t+τ:
Step τ.3: Simulate the unpredictable component: .
Step τ.4: Create the hypothetical returns of time t+τ, as:
Step τ: Calculate the τ-days-ahead and as:
, and (9) (10)
Multiple-days-ahead and forecasts under a HAR specification (intra-day modeling)
The availability of ultra-high frequency data rekindled the interest of many researchers in risk forecasting. This is illustrated by the fact that the squared daily returns are an unbiased but noisy estimator of volatility. Many researchers employ ultra-high frequency data in order to extract more information, which enables them to forecast daily VaR accurately. Andersen and Bollerslev (1998) showed that daily realized volatility may be constructed simply by summing up intra-day squared log-returns. Additionally, the contribution of Corsi (2009), who introduced the Heterogeneous Autoregressive for Realized Volatility (HAR-RV) model, is depicted as one of the quintessential processes. The HAR-RV model is an autoregressive structure of the realized volatilities over different time intervals. The HAR-RV model for the logarithmic transformation of the annualized realized volatility , is defined as:
where . The accounts for the volatility perception from inter-day and intra-day traders, whereas the accounts for medium term trading strategies. Moreover, the encompasses the perception of volatility for investment strategies with monthly or even longer time horizons. The heterogeneity is the reason of the volatility variations through different time intervals.
The AR(1)-HAR-RV-skT model is defined as an AR(1) process for the daily logreturns, + . The unpredictable component , is designed to follow the skewed Student-t distribution conditional on the most recently available information set, or . Moreover, the unpredictable component is decomposed as . Hence, the AR(1)-HAR-RV-skT model is defined as:
The Monte Carlo simulation algorithm for computing the forecasts based on the AR(1)-HAR-RV-skT model is illustrated:
Step 1: Compute the one-day-ahead realized volatility according to equation (13). Note that denotes the average of i) actual values for points in time prior to t and ii) predicted values for points in time subsequent time t. The same case holds for .
Step 2: Generate MC=5000 random numbers, , from the skewed Student-t distribution.
Step 3: The value of the unpredictable component is .
Step 4: Simulate the one-trading day ahead log-returns in accordance to the AR(1) progress:
τdaysahead 8
Step τ.1: Compute the τ-day-ahead realized volatility as:
Step τ.2: Generate from the skewed Student-t distribution.
Step τ.3: Simulate the -trading days ahead log-returns:
(19)
Evaluate multiple-days-ahead and Forecasts
The VaR measure must neither overestimate nor underestimate the expected loss, as in both cases the financial institution allocates the wrong amount of capital. The simplest method to measure the accuracy of the risk models is to record the total number of violations. However, there are statistical techniques for evaluating VaR models. The quintessential ones are the methods of Kupiec (1995) and Christoffersen (1998), called backtesting procedures.
First Stage Evaluation
The test most widely used was developed by Kupiec (1995) . It examines the hypothesis of whether the average number of violations is statistically equal to the excepted one. The appropriate likelihood ratio statistic is:
,
where is the number of days over a period that a violation occurred and as a result the portfolio loss was larger than the VaR estimate 9 , and ρ is the expected ratio of violations. The risk model will be rejected if it generates too many or too few violations:
According to Kupiec (1995) , the number of violations follows a binominal distribution and the hypotheses tested are:
, .
Christoffersen (1998) 
The is the corresponding probability and i, j=1 denotes that a violation has occurred, whereas i, j=0 indicates the opposite. The likelihood ratio statistics for the independence is described in the following:
The main advantage of using the above two backtesting tests is the fact that the managers could easily reject a VaR model that generates too many or too few clustered 9 We evaluate the accuracy of risk models for long trading positions. Alternatively, for short trading positions .
violations. However, their drawback is that these two backtesting procedures cannot classify the models based only on the p-values of these tests.
Second Stage Evaluation
The limitation of backtesting tests leads to the excessive need of the second stage of evaluation forecasting. Lopez (1999) So we employ a loss function that measures the squared distance between actual daily returns and the forecasts as:
The preferable model is the one that minimizes the average loss, , called the Mean Predictive Squared Error (MPSE).
Predictive accuracy is further explored with the Diebold and Mariano (1995) test 10 . We investigate whether the loss functions of the two models are statistically different. Let us define and as the loss functions from the AR(1)-GARCH(1,1)-skT and AR(1)-HAR-RV-skT models, respectively. The null hypothesis that these two models are of equivalent predictive ability is tested against the alternative hypothesis that the AR(1)-GARCH(1,1)-skT model is of superior predictive ability:
The Diebold and Mariano statistic is computed as the test statistic of the constant coefficient from regressing on a constant with heteroskedastic and auto correlated consistent standard errors, or .
Inter-Day and Intra-Day Data
In this paper, we use three types of financial asset classes; stock indices, commodities and foreign exchange rates. The data from the nine asset prices cover a range of fifteen years, spanning the period from 3 January, 2000 to 5 August, 2015 and were conditioned to remove any non-trading days.
To avoid outliers that would result from half trading days, we removed days that stock markets were not active for more than six and a half hours between 9:30 a.m. and 4:00 p.m. Furthermore, inactive trading days were excluded when stock markets were closed for the whole day, such as weekends and public or local holidays; for instance, the day after Thanksgiving and days around Christmas.
Descriptive statistics for the daily log-returns for the selected stock indices, commodities and exchange rates are presented in Table 1 . All of the returns distributions are platykurtic, due to the fact that the kurtosis is a large positive value for all the nine assets. Figure 1 
{INSERT TABLE 1}
{INSERT FIGURES 1-2}
Let us define as the intra-day asset price on trading day t which has been partitioned in m equidistance points within the trading day. The realized volatility is computed according to Hansen and Lunde (2005b) in order to scale the intra-day realized volatility with the volatility during the time that the market is closed:
. 
{INSERT FIGURE 3}
{INSERT TABLE 2}
Empirical Analysis
Τhe predictive accuracy of the AR(1)-GARCH(1,1)-skT and the AR(1)-HAR-RV-skT models is investigated, concerning the 95%, 97.5% and the 99% confidence levels. Based on the total number of T observations (trading days), the rolling window approach with a fixed window length of trading days is utilized. Hence, the models are re-estimated every trading day t , for days. The results for the 10-trading-days-ahead forecasts at the 95% 12 The expected value of intra-day auto covariance equals to zero; see i.e. Andersen et al. (2006) . The auto-covariance is computed as , for denoting the intraday log-returns. 13 Hansen and Lunde (2005b)provided a Lemma according to which: for Y denoting a real random variable and for X ω , for , being a class of real random variables, if , for , then: . confidence level are presented in Table 3 , across the 3 asset classes. Table 3 presents the average   values of and , the mean predicted squared error for , the observed exception rate and the p-values of Kupiec and Christoffersen backtesting tests. Figure 4 illustrates, indicatively, the log-returns and the for EurostoXX50 and FTSE100. The relative graphs for the other assets are available from the authors on request.
For the 10-trading-days-ahead forecasting horizon, the HAR-RV-skT model does not outperform the GARCH-skT specification. The GARCH-skT model framework is slightly preferable since the observed exception rates are much closer to the expected ones. Turning to the estimates for the quadratic loss function that measures the squared distance between actual returns and expected loss in the event of a violation (MPSE loss function for forecast), the GARCH-skT model produces lower values in 6 out of 9 cases. The Diebold Mariano test provides evidence that only in the case of Silver, the forecasts of the GARCH-skT model are statistically more accurate compared to those of the HAR-RV-skT model. Hence, the GARCH-skT specification seems to be preferable to that of the HAR-RV-skT, as the former satisfies most of the prerequisites concerning the and forecasting. Figure 5 illustrates, indicatively, the log-returns and the for Copper and Gold 15 .
{INSERT TABLE 4}
{INSERT FIGURE 5}
The results for the and measures are similar to the 95% results and they are presented in Table 5 . Overall, the daily conditional volatility model outperforms the intra-day realized volatility model. The GARCH-skT model provides accurate forecasts (as the p-values of the unconditional coverage test are higher than the 0.05 value) for all the indices except for the Silver and the Gold commodities. On the other hand, the HAR-RV-skT model produces more violations than expected, not only for Silver and Gold, but also for the FTSE100 index. Turning to the estimates of the MPSE loss function for the , the GARCH-skT model has a lower MPSE loss function compared to that of the HAR-RV-skT model in 7 out of 9 cases. Concerning the FTSE100, Silver and Gold, the forecasts from the GARCH-skT model are statistically more accurate compared to those from the HAR-RV-skT model. Table 6 illustrates the information regarding the and forecasts. Both models provide accurate forecasts for all the indices except for Silver and Gold, and the GARCH-skT model has a lower MPSE loss function for the compared to that of the HAR-RV-skT model in 7 out of 9 cases (although for all the assets, the forecasts from both models are statistically equal).
{INSERT TABLES 5-6}
The results for the and measures are presented in Table 7 . Overall, the daily conditional volatility model outperforms the intra-day realized volatility model. But, the GARCH-skT model provides accurate forecasts (as the p-values of the unconditional coverage test are higher than the 0.05 value) in only 5 cases. On the other hand, the HAR-RV-skT model produces more violations than expected in 7 out of 9 cases.
Turning to the estimates of the MPSE loss function for the , the GARCH-skT model has a lower MPSE loss function compared to that of the HAR-RV-skT model in 7 out of 9 cases.
Finally, according to Table 8 , qualitatively similar findings are provided for the and forecasts as in the case of the 10-days-ahead predictions.
{INSERT TABLES 7-8}
Even nowadays, the majority of the studies, i.e. Krzemienowski and Szymczyk (2016) Recently, Braione and Scholtes (2016) showed the importance of allowing for heavy-tails and skewness in the distributional assumption with the skew Student-t outperforming the others across all tests and confidence levels.
The underperformance of the intra-day volatility model is in line with the findings of Angelidis and Degiannakis (2008), Giot and Laurent (2004) . On the other hand, Huang and Lee (2013) noted that that the high-frequency intraday information has excellent forecasting performance when compared to low-frequency daily information, but their analysis is limited to S&P500 and for one-day forecasting horizon. Louzis et al. (2013) found that intra-day based volatility measures can produce statistically accurate multi-step VaR forecasts, but they have limited their analysis to S&P500 stock index as well.
Conclusions
A common question that has triggered a lot of interest in the financial literature concerns which model is most appropriate to forecast the asset returns volatility, particularly as the forecasting time horizon extends. It is well-known that investors are mainly interested in calculating and forecasting volatility. In this direction, the issue of choosing one superior model among all the potential models for all cases is complicated enough, because research results are confusing and conflicting. This is due to the fact that there is no specific model that is deemed adequate for all financial datasets, sample frequencies and applications. ( 
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