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Abstract 
Data acquired from multiple sensors can be fused 
at a variety of levels: the raw data level, the feature 
level, or the decision level. An additional dimension to 
the fusion process is temporal fusion, which is fusion 
of data or information acquired from multiple sensors 
of different types over a period of time. We propose a 
technique that can perform such temporal fusion. The 
core of the system is the fusion processor that uses 
Dynamic Time Warping (DTW) to perform temporal 
fusion. We evaluate the performance of the fusion 
system on two real world datasets: 1) accelerometer 
data acquired from performing two hand gestures and 
2) NOKIA’s benchmark dataset for context 
recognition. The results of the first experiment show 
that the system can perform temporal fusion on both 
raw data and features derived from the raw data. The 
system can also recognize the same class of 
multisensor temporal sequences even though they have 
different lengths e.g. the same human gestures can be 
performed at different speeds. In addition, the fusion 
processor can infer decisions from the temporal 
sequences fast and accurately. The results of the 
second experiment show that the system can perform 
fusion on temporal sequences that have large 
dimensions and are a mix of discrete and continuous 
variables. The proposed fusion system achieved good 
classification rates efficiently in both experiments  
 
1 Introduction 
Traditionally multisensor fusion has been applied to 
automatic target tracking [1], autonomous vehicles 
detection [2], and surveillance systems [3]. In recent 
years, multisensor fusion has received significant 
attention for a wider range of applications. The need 
for multisensor fusion has been recognized in many 
areas such as fault detection and diagnosis of 
manufacturing processes [4], automated manufacture 
[5], robotics [6], wearable computers [7], and context-
aware systems [8]. Multisensor fusion provides 
significant advantages over single source data, as it 
combines data from multiple sensors to achieve 
improved accuracies and more specific inferences. In 
addition to the advantage gained by combining same-
source data, the use of multiple types of sensors can 
also increase the accuracy with which a quantity can be 
observed and characterized [9]. 
Data acquired from multiple sensors can be fused at 
a variety of levels: the raw data level, the feature level, 
or the decision level [9]. A common differentiation is 
high-level fusion, which fuses decisions, mid-level 
fusion, which fuses parameters concerning features 
extracted locally, and low-level fusion, which fuses the 
raw data from sensors. These three levels of fusion 
only fuse sensor data at a point in time. An additional 
dimension to the fusion process is temporal fusion, 
which is fusion of data or information acquired over a 
period of time. Temporal fusion is an important 
extension as it has the capability of inferring 
behavioural aspects of multisensor systems rather than 
just states at a point in time. Thus, temporal fusion 
infers relationships of contextual and temporal 
proximity. In particular, the accommodation of time 
into fusion techniques provides a window into the 
temporal arrangement of events and, thus, the ability to 
suggest cause and effect that are overlooked when the 
temporal component is ignored. Many multisensor 
systems require not only spatial fusion but also 
temporal fusion e.g. wearable computers for detection 
human activities [10], context-aware mobile phones 
[8], and monitoring systems for batch processes [11]. 
In this paper, we explore the use of dynamic time 
warping (DTW) [12] as a fusion processor for 
temporal data fusion in a multisensor system. The 
DTW non-linearly warps one time sequence to match 
another given start and end point correspondence. The 
DTW is extended to deal with multidimensional 
temporal sequences acquired from multisensor 
systems, and are usually a mix of binary, discrete, and 
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continuous variables. DTW has the ability to recognize 
the same class of multisensor temporal sequences even 
though they have different lengths e.g. the same human 
gestures can be performed at different speed, or the 
same batch processes do not always have the same 
duration. Therefore, the data collected from the same 
class of gesture or batch process respectively can have 
similar waveforms but be different in length. Further, it 
is timely to explore what DTW can do for multisensor 
data because of computing advances. In the 
experiments, we demonstrate that the DTW fusion 
processor can perform multisensor temporal fusion 
efficiently and can be used for high-speed 
classification.  
The rest of the paper is organized as follows: In 
section 2, we review dynamic time warping. In section 
3, we describe our multisensor fusion system and the 
use of dynamic time warping for multisensor temporal 
fusion. In section 4, we evaluate the performance and 
efficiency of the system with two real world datasets. 
Finally, conclusions and further work are discussed in 
Section 5. 
 
2 Review of Dynamic Time Warping 
A general time alignment and similarity measure 
scheme for two temporal sequences is Dynamic Time 
Warping (DTW), which was introduced by Sakoe and 
Chiba [12]. DTW is a well-known technique in speech 
recognition, with most research carried out in the 
1970s and 1980s. Issues addressed included extending 
the DTW to deal with unknown start and end points of 
isolated words in speech [13, 14], and connected word 
recognition [15-17]. More recent research on DTW has 
focused on applying it to mining patterns from one-
dimensional time series [18], and indexing and 
clustering one-dimensional time series [19, 20].  
To the best of our knowledge, there has been little 
work on applying DTW for recognition from sensor 
data. Other techniques usually used are hidden Markov 
modelling (HMM) [7], artificial neural networks [21], 
and self-organizing maps [10]. However, the training 
and recognition procedures in DTW are potentially 
much simpler and faster. In fact, it has been 
demonstrated that DTW recognition is fast for most of 
the time series databases available [22].  
The classic DTW algorithm uses a local distance 
measure to measure the distance between a class 
sequence and a set of sample sequences by calculating 
a warping path. Suppose we have a class sequence 
( )( ) 1IiC i =  of length I and a sample sequence ( )( ) 1JjS j =  of 
length J with C (i) ∈ ℜ and S( j) ∈ ℜ . To calculate the 
similarity between these two sequences a local distance 
measure ( ) ( )( ),d C i S j  between two points of these 
sequences is applied to calculate a warping path on an 
I-by-J matrix. Typically, the Euclidean distance is 
used to measure these local distances. A warping path 
W is a set of matrix elements that defines a mapping 
between C and S:  
 
 ( ) ( )( ) ( )
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,
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The warping path is typically subject to several 
constraints: 
• Continuity: Given wq = (a, b) then wq-1 = (a', b') 
where a – a' ≤ α and b – b' ≤ α with α an 
integer. This is used to constrict the number of 
allowable steps in the warping path and to 
determine the degree of non-linearity. 
• Endpoint constraints: These constraints may be 
used if the endpoints of the class sequence and 
the sample sequence are given, i(1)=1, j(1)=1, 
i(Q)=I and j(Q)=J. 
• Monotonicity: These conditions are crucial in 
time alignment to maintain the temporal order 
of the sequences, i(q + 1) ≥ i(q) and j(q + 1) ≥ 
j(q). 
The overall distance DTW(C,S) between the class 
sequence and the sample sequence is then calculated 
by summing the local distances over the warping 
function path W. One popular choice for finding the 
best alignment between the class sequence and the 
sample sequence is to search for the path with the 
minimal distance over all possible warping paths: 
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 
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 
  
 
∑
(1.2) 
 
During the calculation of the warping path between 
the class sequence and a set of sample sequences, we 
would expect the warping path of longer sample 
sequences to be longer than for short sample 
sequences, because of the endpoint constraints. 
Therefore, k is used to compensate for the fact that 
warping paths may have different lengths. The value of 
k can be [22]: 
• k = 1. No normalization on the DTW distance. 
• k = the length of the optimal warping path. 
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• k = the length of the shorter time series (for 
each pair of the time series during each DTW 
computation). 
• k = the length of the longer time series. 
The warping path can be found very efficiently 
using dynamic programming to evaluate the following 
recurrence which defines the cumulative distance 
( ),i jγ  as the local distance ( ) ( )( ),d C i S j  found in the 
current cell and the minimum of the summed distances 
for the adjacent elements: 
  ( ) ( ) ( )( )
( )
( )
( )
1, 1 ,
, , min 1, ,
, 1
i j
i j d C i S j i j
i j
γ
γ γ
γ
− − 
 
= + − 
 
− 
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3 Methods 
3.1 System overview 
The architecture of the proposed multisensor fusion 
system consists of data preparation followed by DTW 
fusion (Figure 1). In the following subsections, we first 
introduce an extension of Dynamic Time Warping for 
higher dimensions. Second, we describe how the data 
preparation processes the raw data to a level that is 
better for the fusion process to make accurate 
decisions.  Finally, the training and recognition of the 
DTW fusion processor are discussed. 
 
3.2 Extension to DTW for multisensor 
temporal sequences 
DTW has mainly been used for one dimension 
temporal sequences. The extension to multisensor 
temporal sequences is straightforward and needs only 
minor changes in the algorithm. For multisensor 
temporal sequences, the class templates C(I × N) and 
sample templates S(J × N) represent multisensor 
temporal sequences where N is the number of variables 
(usually, N normally will be equal to the number of 
sensors but might not be if feature extraction is used 
e.g. it may equal the number of frequency components 
if FFT is applied). In the classic DTW algorithm, N = 1 
and the local distance measure calculate only the 
difference between two values: Ci and Sj. To extend to 
multiple sensors, only the local distance measure needs 
to be extended to calculate the difference between the 
two vectors: NiC  and NjS . There are several ways to 
calculate distance: the Euclidian distance, Manhattan 
distance, Cosine correlation coefficient, Pearson 
correlation coefficient, Averaged dot product, 
Covariance, Spearman Rank-Order correlation etc. 
[23]. We concentrate on Euclidian distance and the 
Cosine correlation coefficient as local distance 
measures and compare their performances in the next 
section. The Euclidian distance and the Cosine 
correlation coefficient respectively are defined as: 
 
( ) ( ) ( ) ( )( )21, NN NE i j nd C S WV n i n j nC S== −∑    (1.4) 
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where WV is a positive definite weight vector. If every 
element of WV is equal to 1, we obtain the normal 
Euclidian distance and Cosine correlation coefficient. 
The weight vector WV can be used in the DTW 
algorithm to give more weight to certain variables to 
improve the accuracy of the fusion processor. 
 
3.3 Data preparation 
In the presence of noise and outliers, DTW might 
fail to measure the correct similarity between two 
multisensor temporal sequences, since DTW tries to 
match all elements between the two multisensor 
temporal sequences. To eliminate this problem, the 
system applies a suitable filter to reduce noise and 
outliers. 
Multisensor data usually consists of a combination 
of both discrete and continuous variables. To ensure 
the DTW results using the local distance measure are 
 
Figure 1: Overview of the multisensor fusion system. 
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representative and stable, normalisation of the 
multisensor data used. Normalisation is typically 
performed to integrate vector components of varying 
dynamic range. If some vector components have a 
variance that is significantly higher than the variance 
of other components, those components will dominate 
the results of the local distance measure. Some 
common normalization methods have been 
investigated to normalise the dynamic ranges of the 
vector components in the interval [0, 1] i.e. Variance 
normalisation, Min-max normalisation and Softmax 
normalisation. 
After the multisensor data is collected, there needs 
to be a method for segmenting areas of interesting 
multisensor temporal sequences from the collected data 
for the DTW fusion processor to recognise. For 
example, the system is used to fuse data that were 
acquired from accelerometers worn on both wrists. 
Since the gestures are being performed continuously, 
there needs to be a method for selecting areas of 
movement to find candidate gestures from the data 
streams for DTW to perform the fusion. Finding 
periods of inactivity in the accelerometer data is one 
solution [24].  
The DTW fusion processor can perform temporal 
fusion on raw data but by performing fusion on 
features extracted from the data, both classification 
performance and computational speed may be 
improved. Feature extraction from sensor signals for 
various context recognition has been studied 
extensively [8], [25]. 
 
3.4 Training and recognition for DTW 
fusion processor 
One of the main problems in using DTW is the 
preparation of reliable class templates for a class of 
multisensor temporal sequences to be recognised. The 
accuracy of the DTW-based recognition systems 
greatly relies on the quality of the prepared class 
templates. The following are some common methods 
to prepare class templates from the set of examples for 
each class: 
1. Normal selection: The normal procedure for 
selecting the class templates is to use each 
example as a template and determine its 
recognition rate when classifying the other 
examples of that class. The example with the 
best recognition rate is chosen as the template. 
2. Minimum selection: Select the class template 
using the intra-class DTW distance that is the 
sum of DTW distances between the example 
that is the template to all other examples within 
the same class. The one with minimum intra-
class DTW distance is selected as class 
template. 
3. Averaging selection: Generate the class 
template from a set of the best templates, e.g. 
extract the five templates that have the best 
minimum inter-class DTW distances. Then take 
the average of these to produce the final class 
template. Averaging a collection of time series 
that are not perfectly time-aligned is non-trivial 
[22, 26]. It has been demonstrated [26] that the 
speaker-dependent recognition rate is improved 
from 85.3%, using the normal selection method, 
to 99%, using the averaging method. 
4. Multiple selections: Use several class templates 
for each class, determine the classification for 
each template and then combine the results. 
This method usually achieves better 
classification rates than the afore-mentioned 
methods. However, this method is 
computationally inefficient because it increases 
the number of class templates to be compared. 
Once the class templates are prepared for the DTW 
fusion processor, recognition is achieved by computing 
the DTW similarity measure between the multisensor 
temporal sequences in the database of class templates 
and the other multisensor temporal sequences 
segmented from the collected multisensor data. 
 
4 Case studies and results 
4.1 Experiment setup 
We use two real world datasets to explore the 
performance of the fusion system. The first case study 
aims at demonstrating the accuracy and efficiency of 
the fusion system on performing multisensor temporal 
fusion with six channels of continuous data. The result 
shows the system can achieve good classification rates 
at high enough speed to be considered for online 
classification. The second case study demonstrates that 
the system can achieve good results from temporal 
sequences that have a large number of sensors or 
features that are a mix of discrete and continuous 
variables. All the experiments in this paper were 
conducted on a Pentium 4 3.2 GHz laptop (Dell 
Inspiron 5150) with 1 GB of RAM running Windows 
XP professional. Most software components in our 
multisensor fusion system are currently implemented 
in MATLAB, except the DTW fusion processor, which 
is implemented in C++ for computational efficiency. 
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4.2 Recognition of two hand gestures 
Six channels of continuous data are acquired from 
two sensors (consisting of accelerometers: Analog 
Devices ADXL202 [27]) that can each measure 
acceleration of up to ±2g at 150 samples/second in 3–
D space. They are housed in small wristwatch sized 
enclosures worn in the form of a wristband on both 
wrists. In this experiment, the dataset provided1 
consists of four people mimicking the 12 gestures of a 
cricket umpire: Cancel Call, Dead Ball, Four, Last 
Hour, Leg Bye, No Ball, One Short, Out, Penalty Runs, 
Six, TV Replay, and Wide [28]. The raw data for the 12 
gestures are shown in the first three columns of Figure 
2. There are 65 instances for each of the 12 gestures 
                                                          
1
 Graeme S. Chambers is acknowledged for providing the data. 
More information can be found in [24]. 
(780 instances in total). They are segmented from 
continuous data streams for offline classification. 
Gestures were captured over different days with 4 
different actors to introduce variability between the 
movements. The instances of the same gesture are also 
different in length (3 to 8 seconds), because the same 
movements can be performed at different speeds. 
Figure 2 shows the significant variability in the data 
between classes. 
To train the DTW fusion processor, Minimum 
selection is used to extract one best class template from 
each of the twelve gesture classes. With minimum 
selection, the intra-class DTW distance is calculated 
for each of the 65 instances within the same gesture 
class, and the one with minimum intra-class distance is 
selected as the class template to represent that gesture 
 
Figure 2: The first three columns show the raw data for 12 gestures. Each gesture is consisted of six channels of continuous data.  The 4th column shows feature 
extraction using parameters – W:50, O:30, F:M on gestures 3, 6, 9, 12. 
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class. The DTW fusion processor then performed 
offline classification by measuring the similarity 
between each of the 780 instances and the 12 class 
templates and determining the best class. For online 
classification, we can apply the online segmentation 
method in [24]. That detects the regions of no activity. 
If the actor is stationary, the acceleration magnitude 
should be very close to the magnitude of gravity. It is 
unlikely for an actor to stay perfectly stationary, and 
there will inevitably be movement to some degree, for 
example very slow swaying from side to side. The 
proposed approach is to model the magnitude of 
gravity (no activity) with a simple Gaussian model, a 
sliding window approach is then used for calculating 
the likelihood of the Gaussian model online [24]. If the 
likelihood is high that means a region of no activity is 
detected and the data should be segmented at start and 
finish points given by the inactivity regions. For each 
gesture segmented from continuous data, the DTW 
fusion processor is run to determine which of the 12 
gestures it belongs to.  
First, we use the DTW fusion processor to classify 
the raw data. The classification rates are shown in the 
last column of the Table 2. Although the classification 
rates are good (87.95% ~ 97.95%), the time spent on 
classifying all 780 instances is about 5864 seconds 
( ≈ 7.5 seconds per instance). The computation for 
DTW depends on the length of the warping path. The 
warping paths for calculating DTW distances between 
raw data templates are long, because the raw data 
templates are 6 dimensional sequences with 450~1200 
vectors (3~8 seconds duration). To speed up the 
classification, the data preparation stage is required to 
transform the data for each gesture into a more precise 
and concise representation. 
This result shows that DTW has the ability to 
achieve good recognition rates on raw data (450~1200 
vectors long with noise present). The training and 
recognition procedures of DTW are simpler and faster 
compare to the HMM based approach used in [24]. 
Feature extraction. The selected feature sets are 
combinations of mean, standard deviation, and root 
mean square calculated using a sliding window of 50 
samples with 30 samples overlap. The 4th column of 
Figure 2 shows an example of extracting mean features 
from the raw data for gestures 3, 6, 9, 12. (If two 
features are extracted per sliding window, there will be 
12 channels of data). Standard deviation describes the 
 
W:50 
O:30 
F:M 
W:50 
O:30 
F:SD 
W:50 
O:30 
F:R 
W:50 
O:30 
F:M&SD 
W:50 
O:30 
F:M&R 
W:50 
O:30 
F:SD&R 
W:50 
O:30 
F:M&SD&R 
Euclidean distance 85.51% 76.67% 77.69% 90.13% 83.21% 84.10% 85.90% 
Cosine Cor. Coef 91.15% 67.31% 82.95% 95.38% 90.26% 89.36% 92.18% 
Table 1: W-size of sliding window, O-overlap, F-feature, M-mean, SD-standard deviation, R-root mean square. Euclidean distance and Cosine correlation 
Coefficient are two local distance measure used in DTW similarity measure. Using M&SD as feature vector gives the best classification rates (highlighted). The 
classification rate is calculated as 100*(the correct instances/total instances). 
 
 
W:50 
O:30 
F:M&SD 
W:30 
O:20 
F:M&SD 
W:20 
O:10 
F:M&SD 
W:10 
O:6 
F:M&SD 
W:0 
O:0 
F: Raw data 
Classification rate (Euclidean distance) 90.13% 90.26% 90.13% 88.97% 87.95% 
Classification rate (Euclidean distance & filtering) 92.56% 92.82% 92.44% 91.15% 89.10% 
Classification rate (Cosine correlation coefficient) 95.38% 96.41% 96.79% 97.05% 97.44% 
Classification rate (Cosine Cor. Coef. & filtering) 96.41% 97.05% 97.18% 97.18% 97.95% 
Average running time (seconds) 25 85 83 517 5864 
Table 2: The 2nd and 4th row show the classification rates achieved by using Euclidean distance and Cosine correlation Coefficient with different window size 
and overlap. The 3rd row and 5th show that the better classification rates (Bold text) can be achieved by applying Filtering before feature extraction. The last row 
shows the average time spent on performing each classification. 
 
 
W:50        O:30 
F:M&SD   N:Softmax 
W:50        O:30 
F:M&SD   N:Variance 
W:50        O:30 
F:M&SD   N:Min-max 
Classification rate (Euclidean distance & filtering) 79.74% 90.26% 92.56% 
Classification rate (Cosine Cor. Coef. & filtering) 80.26% 67.95% 92.05% 
Table 3: N-normalisation. Softmax, Variance and Min-max are three different normalization methods. This table shows the classification rate achieved by 
applying normalization after filtering and before feature extraction. 
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variation in acceleration, thus should provide indicate 
regions of sharp or smooth movements. Both mean and 
root mean square will describe the average intensity of 
acceleration over regions of the gesture. The 
classification rates for different feature vectors with 
fixed window size are shown in Table 1. The results 
show that using mean and standard deviation achieves 
the highest classification rates for both local distance 
measures.  
The classification rates for the different window 
sizes are shown in Table 2. The size of the sliding 
window determines the number of feature vectors to be 
extracted from the raw data. More feature vectors 
means the longer the warping path, and thus decreases 
the speed of classification. The 2nd column of Table 2 
shows that the DTW fusion processor classified all 780 
instances and achieved greater than 90% classification 
rates in about 25 seconds. The speed of classification 
indicates that our system is capable of performing 
multisensor temporal fusion online. With a good online 
segmentation method to get the start and finish points, 
each gesture should be classified in about 0.03 
seconds, as only 12 DTW comparisons are needed.  
Using the Euclidean distance (Equ. 1.4) as the local 
distance measure, the best result (90.26%) is achieved 
by using a window size of 30 samples with 20 samples 
overlap. Using the Cosine correlation coefficient (Equ. 
1.5) as the local distance measure, the best result 
(96.79%) is achieved by using a window size of 20 
samples with 10 samples overlap. The results show 
that using the Cosine correlation coefficient as the 
local distance measure always outperforms the 
Euclidean distance. 
Filtering. The raw data was filtered with a 5 point 
Gaussian smoothing kernel (σ = 0.65) to reduce any 
high frequency noise. The 3rd row and 5th rows of 
Table 2 shows the advantage of applying filtering 
before feature extraction. The classification rates are 
increased by 1~2+%. 
After the raw data are pre-processed (feature 
extraction and filtering), the classification rates for 
both DTW and HMM [24] are comparable. However, 
the training and recognition procedures of DTW are 
more efficient than HMM.  
Normalisation: Table 3 shows the results of 
applying three different normalisation methods after 
filtering but before feature extraction. Comparing the 
results of the 3rd cell in row 1 of Table 3 to the 2nd cell 
in column 1 of Table 2, we found that applying 
filtering and min-max normalisation generates the 
same result as applying only filtering (both 92.56%). 
However, if the Cosine correlation coefficient is used, 
applying filtering and normalisation generates worse 
results than applying only filtering. Therefore, 
applying normalisation for this dataset is redundant. 
This is because the six channels of continuous data are 
acquired from the same type of accelerometers and 
have the same dynamic range of ±2g. Normalisation is 
required only if the data are acquired from different 
type of sensors which might contain both discrete and 
continuous outputs and have different dynamic ranges. 
 
4.3 Context recognition of NOKIA’s 
benchmark data 
The data used here have been presented at the 
workshop for “Benchmarks and a database for context 
recognition” [29], and proposed as a suitable test 
dataset for context recognition research. It consists of a 
small device that is picked up and carried around 
indoors by a human and consists of numerous discrete 
events. The data is obtained from sensors placed in a 
small sensor box and attached to a mobile handheld 
device. The sensors used to collect this data include an 
accelerometer with 3 axes, an illumination sensor, a 
thermometer, a humidity sensor, a skin conductivity 
sensor, and a microphone. The data are collected by 
two users repeating each of the five predefined user 
scenarios typically 25 times. The duration of each 
scenario is between 2 to 5 minutes and the sensor data 
are sampled at every second. This data can be used as a 
benchmark to evaluate the performance of our fusion 
system. More detailed information on this dataset is 
available [8, 29]. 
The benchmark data is publicly available online2 and is 
pre-processed. The pre-processing is done by 
processing the raw sensor signals into context atoms, 
i.e. extracting features from the raw signals and then 
quantising the dynamic range of feature value into the 
range [0, 1] with fuzzy sets. For example, the raw 
illumination signals are processed into four context 
atoms describing the level of illumination. The 
illumination level is calculated using the mean value 
within a sliding window. Context atoms are assigned 
by quantising the dynamic range of the calculated 
mean value with fuzzy sets: {Bright(x), Normal(x), 
Dark(x), Total-darkness(x)}∈ [0,1]. More details on 
the processing of sensor data into context atoms is 
available in [8]. The raw multisensor data are 
processed into a total of 29 context atoms. This means 
that each user scenario is described by a temporal 
sequence with 29 dimensions or feature values per 
                                                          
2
 http://www.cis.hut.fi/jhimberg/contextdata 
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time instance. 
Since the raw data of the benchmark data is not 
released for public use, we cannot apply our own steps 
of data preparation. However, their pre-processing 
steps correspond to our steps of data preparation. For 
filtering, they have applied an Infinite Impulse 
Response Butterworth low pass filter on both 
accelerometer and illumination signals. For 
normalisation, they have used fuzzy sets to quantise the 
dynamic range of the calculated feature values. 
Various feature extraction methods have also been 
applied on the raw data of each sensor. For 
segmentation, each repeated user scenario in this 
benchmark data has already been segmented. We know 
the start and end time for each repeated user scenario. 
However, it is not easy to develop segmentation for 
this benchmark data, since there is no “no activity” 
region as can be found in gesture data. At any point in 
time, there might be events detected from some 
sensors. 
To train the DTW fusion processor, minimum 
selection is again used to select the best class template 
for each of the five user scenarios. The DTW fusion 
processor then performs offline classification by 
measuring the similarity between each of the 235 
instances and the 5 selected class templates and 
determining which class each instance belongs to. Note 
that there should be 250 repeated user scenarios in 
total, however, some are missing from the original 
data. The classification rates are shown as a confusion 
matrix in Table 4. The DTW fusion processor with 
both local distance measures achieves good results 
(92.08% and 97.5%) and spent only 35~40 seconds to 
classify all 235 instances of the five user scenarios. 
The Nokia dataset has also been analysed using the 
Symbol Clustering Map (SCM) technique [30-32]. 
This method is similar to Self-Organizing Maps [33]. 
Two levels of SCM are used to classify the five 
scenarios. The first level clusters the instantaneous 
patterns and then the second level finds the temporal 
relationships. From the confusion matrix of [32], we 
know that using 2 levels of SCM can only identify 4 
clusters from the five classes of user scenarios, and the 
method can not distinguish well between scenarios 1 
and 2. However, SCM has the advantage of 
performing unsupervised clustering of the user 
scenarios. Although we have to train and find the best 
class template for each of the five user scenarios for 
the DTW fusion processor, the classification results are 
better. 
 
5 Conclusions and future work 
In this paper, we have proposed a system for 
multisensor temporal fusion using DTW. Our system is 
able to recognise temporal sequences of different 
lengths generated from multiple sensors with both 
discrete and continuous outputs. We have 
demonstrated how accurate and fast the DTW is on 
recognising the multisensor temporal sequences for 
two real word datasets. These datasets generally 
consist of sub-events that show significant variation in 
their durations and sensor outputs. Importantly the 
DTW complexity is linear with the number of 
dimensions in the data and hence can deal with high 
dimensional time varying data. 
While we have mainly focussed on the offline 
classification of multisensor temporal sequences in this 
paper, we plan to extend the DTW to process online 
multisensor data streams to classify in real time. This 
requires exploration of established techniques for 
finding the correct start and finish times for each 
sequence. 
Another extension to the system is the extracting of 
class templates for the DTW fusion processor in a 
completely unsupervised way. This extension will 
involve techniques for mining meaningful multisensor 
temporal sequences from multisensor data streams. 
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