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ABSTRACT. – In this paper we prove the persistence of lower-dimensional invariant tori of integrable
equations after Hamiltonian perturbations under the first Melnikov’s non-resonance condition. The proof is
based on an improved KAM machinery which works for the angle variable dependent normal form. By an
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1. Introduction
The dynamics of integrable Hamiltonian systems is simple in the sense that all the compact
energy surface are foliated by invariant tori which carries quasiperiodic motions of the
corresponding Hamiltonian equations. But integrable Hamiltonian systems are rather rare in the
whole family of Hamiltonian systems. One of the landmarks in dynamical systems, especially
in Hamiltonian dynamical systems, is the KAM (Kolmogorov–Arnold–Moser) theory, which
discovered that, for all Hamiltonian systems in an open neighborhood of a nondegenerate
integrable Hamiltonian systems, the quasi-periodic motions in invariant tori are typical (See
Arnold [1] and the references therein). Later Melnikov [8] formulated a KAM type persistence
result for lower-dimensional tori of nearly integrable Hamiltonian systems. His result is based on
infinite many non-resonance conditions, each involving tangential frequencies and two of normal
frequencies. In recent years, problems in construction of quasi-periodic solutions of Hamiltonian
partial differential equations and the study of dynamics in the resonant zone of nearly integrable
systems ask for a KAM theory under weaker restriction on the frequencies. Our aim in this
paper is to prove the persistence of lower-dimensional tori under the so called first Melnikov’s
non-resonance condition, in which at most one of the normal frequencies is involved.
✩ The work was supported by the National Natural Science Foundation of China (19925107, 19701007) and the Special
Funds for Major State Basic Research Projects (973 projects).
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Consider a family of Hamiltonian systems of the form:
x˙ = ω(ξ)+ Py, y˙ =−Px,
u˙j =Ωj(ξ)vj + Pvj , v˙j =−Ωj(ξ)uj − Puj ,
(1.1)
with the Hamiltonian
H =
∑
1jn
ωj (ξ)yj + 12
m∑
j=1
Ωj(ξ)
(
u2j + v2j
)+ P,
defined in the symplectic space (x, y,u, v)= (x1, . . . , xn;y1, . . . , yn;u1, . . . , um; v1, . . . , vm) ∈
(T n × Rn ×Rm × Rm,∑nj=1 dxj ∧ dyj +∑mj=1 duj ∧ dvj ), 1 n,m <+∞; T n is the usual
n-torus; P = P(x, y,u, v; ξ) is a small perturbation; ω(ξ) = (ω1(ξ),ω2(ξ), . . . ,ωn(ξ)) ⊂ Rn
are called tangential frequencies depending on a parameter ξ ∈O ; O is a bounded open set of
Rl . Ω1(ξ),Ω2(ξ), . . . ,Ωm(ξ) are called normal frequencies usually depending on ξ .
For our convenience, we use the complex conjugated coordinates z = (u + iv)/√2,
z¯= (u− iv)/√2, i =√−1. The Hamiltonians then read as
H =H(x,y, z, z¯; ξ)=N + P = 〈ω(ξ), y〉+ m∑
j=1
Ωj(ξ)zj z¯j + P(x, y, z, z¯, ξ).(1.2)
N = 〈ω(ξ), y〉 + ∑mj=1 Ωj(ξ)zj z¯j is usually called the normal form part while
P = P(x, y, z, z¯; ξ) is called the perturbation. x = (x1, x2, . . . , xn) ∈ T n and
y = (y1, y2, . . . , yn) ∈ Rn are the conjugate angular variables and the action variables,
z = (z1, z2, . . . , zm) ∈ Cn and z¯ = (z¯1, z¯2, . . . , z¯m) ∈ Cn are a pair of conjugate complex vari-
ables, the parameter ξ ∈ O ⊂ Rl . The symplectic form in (x, y, z, z¯)-space is∑n
j=1 dxj ∧ dyj + i
∑m
j=1 dzj ∧ dz¯j . The Hamiltonian systems are written as
x˙ =Hy, y˙ =−Hx, ˙¯z= iHz, z˙=−iHz¯.(1.3)
We assume that H is analytic 1 in (x, y, z, z¯, ξ). If P = 0, the Hamiltonian system at each
ξ ∈ O is integrable and has an invariant torus T n × {0} × {0} × {0} with the frequency ω(ξ).
When P is sufficiently small, the persistence of invariant tori has been extensively studied by
many authors. In the sixties, Melnikov [8,9] announced that if ω(ξ) and Ω satisfy the non-
resonance conditions, 2 , 3〈
ω(ξ), k
〉 = 0,(1.4)
1 Analyticity in ξ is not essential, actually, it is enough to assume the CL Whitney-smooth in the parameter ξ . In
Whitney smooth case, (1.4)–(1.7) are assume to be satisfied “almost every where” in Lebesgue measure sense.
2 Melnikov’s original formulation is:
〈ω(ξ), k〉 + 〈Ω(ξ), l〉 > α|k|τ ,
for k ∈ Zn, l ∈ Zm, |l| 2, |k| + |l| = 0. In analytic case, assumptions (1.4)–(1.7 ) imply that the above non-resonance
conditions hold for majority of parameters of Lebesgue measure (1 − O(α))measO. In Melnikov’s papers, ω(ξ) is
simply ξ ∈O ⊂ Rn. For general case, we refer to Rüssmann [12], Sevryuk [13] and Xu, You and Qiu [17] for details.
3 In (1.4)–(1.7), “ = 0” means “not identical 0” as a function of ξ .
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〈
ω(ξ), k
〉+Ωj(ξ) = 0,(1.5) 〈
ω(ξ), k
〉−Ωi(ξ)−Ωj(ξ) = 0, |k| + |i − j | = 0,(1.6) 〈
ω(ξ), k
〉+Ωi(ξ)−Ωj(ξ) = 0, |k| + |i − j | = 0,(1.7)
for all ξ ∈ O , ∀k ∈ Zn,∀i, j = 1,2, . . . ,m, then for the vast majority of the parameters ξ in
Lebesgue measure sense,H at ξ possesses a linearly stable invariant torus. This result was proved
in detail later independently by Eliasson [5], Kuksin [6]. Kuksin and Pöschel also generalized the
result to infinite-dimensional Hamiltonian systems [10,11,7]. The condition (1.4) is a version of
standard non-resonant condition of KAM theory, which is certainly necessary. The non-resonant
condition (1.5) is generally referred as the first Melnikov’s condition, while (1.6) and (1.7) are
referred as the second Melnikov’s non-resonance condition. In their proofs, besides (1.4) both
the first Melnikov’s non-resonance condition (1.5) and the second Melnikov’s non-resonance
condition (1.6) + (1.7) are needed.
If all normal frequencies Ωi are independent of ξ , Bourgain proved the existence of
quasiperiodic solutions for nearly integrable Hamiltonian systems (1.2) without the second
Melnikov’s condition (see [2,3]). His proof based on a method introduced by Craig and
Wayne [4]. In [18] and [15] the authors improved the standard KAM machinery so as to prove a
persistence result for the multiple normal frequency case, which is a special case that the second
Melnikov’s condition do not hold (more precisely, |k| + |i − j | = 0 is replaced by |k| = 0). The
result applies to the constant normal frequency case considered by Bourgain [3]. Actually, for the
constant normal frequency case, both the first and the second Melnikov’s condition are satisfied
for ‘most’ parameters ξ (in the sense of Lebesgue measure) for k = 0. In [16] we further show
that if conditions (1.4), (1.5) and (1.6) hold, by a nonlinear symplectic map, the Hamiltonian can
be reduced to the normally multiplicity case, then one can directly apply the result in [18] to get
the persistence.
In this paper we will further prove the persistence of lower-dimensional tori without assuming
the second Melnikov’s non-resonance condition (1.6) and (1.7). The result is optimal since one
can easily construct an example to show that the first Melnikov’s non-resonance condition is
necessary.
2. Main results
We first give some notations and assumptions. Denote a complex neighborhood of
T n × {0} × {0} × {0} by
D(s, r)= {(x, y, z, z¯) | |Imx| s, |y| r2, |z|2  r, |z¯|2  r},
where |Imx| = max1in |Imxi |, |y| = max1in |yi |, and | · |2 denotes the Euclidean norm.
If P = P(x, y, z, z¯; ξ) is analytic in (x, y, z, z¯, ξ) ∈D(s, r)×O , then P can be expanded as
P =
∑
k,l,q,q¯
Pk,l,q,q¯(ξ)e
i〈k,x〉ylzq z¯q¯ .
Define 4 :
‖P‖Ls,r = sup
|y|r2,|z|2r,|z¯|2r
∣∣∣∣ ∑
k,l,q,q¯
‖Pk,l,q,q¯ (ξ)‖Les|k|ylzq z¯q¯
∣∣∣∣.
4 ‖ · ‖L denotes CL norm.
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Denote the Hamiltonian vector field of P by XP , i.e., XP = (Py,−Px,−iPz¯, iPz). Define
‖Py‖Ls,r = max1in ‖Pyi‖Ls,r and ‖Pz‖L2;s,r = (
∑m
j=1(‖Pzj ‖Ls,r)2)1/2. ‖Px‖Ls,r and ‖Pz¯‖L2;s,r are
similarly defined. A weight norm of XP is defined by:
‖XP ‖Lr;s,r = ‖Py‖Ls,r +
1
r2
‖Px‖Ls,r +
1
r
‖Pz¯‖L2;s,r +
1
r
‖Pz‖L2;s,r .
THEOREM 1. – Suppose that Hamiltonian H in (1.2) is analytic in
(x, y, z, z¯, ξ) ∈ D(s, r) ×O , N = 〈ω(ξ), y〉 +∑mj=1Ωj(ξ)zj z¯j satisfying the first Melnikov’s
non-resonance condition (1.4) and (1.5). Then for sufficiently small α > 0, there exists ε > 0
depending on Ω,α,O,n,m such that if ‖XP ‖Lr;s,r  ε with L  m2, the following holds true:
There exists a nonempty subset Oα of O such that for ∀ξ ∈ Oα, there exists a real analytic
symplectic map 5
Φ(·; ξ) :Ds/2,r/2 →Ds,r
which transforms H into the following form
H ◦Φ =N∗ +A+B+ B¯+ P∗,
where
N∗ =
〈
ω∗(ξ), y
〉+ m∑
j=1
Ω∗j (ξ)zj z¯j , A=
∑
i,j
aij (ξ)zi z¯j ,
B =
∑
i,j
bij (ξ)zizje
i〈k˜ij ,x〉, B¯ =
∑
i,j
b¯ij (ξ)z¯i z¯je
−i〈k˜ij ,x〉
and
P∗ =
∑
2|l|+|q|+|q¯|3
P∗klqq¯ei〈k,x〉ylzq z¯q¯ ,
Ω∗j ∈ {Ω1,Ω2, . . . ,Ωm}, ∀1  j  m. Hence, for ξ ∈ Oα, Φ(T n, ξ) is an invariant torus
of (1.3) with the frequency ω∗ satisfying ‖ω∗(ξ) − ω(ξ)‖L  2ε and |〈ω∗(ξ), k〉| > α(|k|+1)n .
Moreover, we have mes(O −Oα) cα1/m2, where c is independent of α.
Remark. – From the proof, we will see that B, B¯ is zero when (1.5) and (1.6) are satisfied. A
can be absorbed to
∑m
j=1 Ω∗j (ξ)zj z¯j by a symplectic coordinator transformation, which makes
the normal frequencies shift a little bit. The obtained torus in this case is linearly stable.
Remark. – Our Hamiltonian is somewhat more general than that considered by Bourgain [3] as
we allow the dependence of normal frequencies on ξ . If the normal frequencies are independent
of ξ , besides the persistence, we also obtain the linearly stability of the invariant torus by our
approach. As for the proof, both Bourgain’s and ours use a sequence of change of variables
to reduce the perturbed Hamiltonian to 〈ω,y〉 + 〈A(x)u,u〉 + O(y2) + O(yu) + O(u3) with
u= (z, z¯), which has an invariant torus; The difference is, in Bourgain’s approach, one kept all
the x-dependent second-order terms unsolved and waved them to the normal form part, which
surely makes the homological equations in KAM iteration steps more complicated. As a result,
a multiscale analysis is needed to control the inverse of a linear operator. By his approach, the
5 Φ is not analytic but Whitney smooth in ξ .
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second Melnikov’s non-resonance condition is avoided. In our approach, we observed that, after
excluding a small set of parameters, most of the second Melnikov’s non-resonance conditions are
satisfied automatically although we assume only the first Melnikov’s non-resonance condition.
For example, if all the normal frequencies are constant (i.e., independent of ξ ) as considered
by Bourgain, the second Melnikov’s conditions are satisfied for k = 0 outside a small set of
parameters. This observation makes it possible to solve most of the x-dependent second-order
terms of the form aij (x)zizj , aij (x)z¯i z¯j , aij (x)z¯izj in the homological equations. Only the terms
corresponding to the resonances 〈k,ω(ξ)〉 ± 2Ωi(ξ) = 0, which has finite many, have to be
waved to the normal form part. As a consequence, the normal form part is much more simpler
although it depends on x , and then the homological equations are easier to solve in the KAM
iteration steps. In fact, the homological equations can be reduced to some elementary linear
algebraic equtions with an uniform dimension bound at each KAM step. This approach avoids
the multiscale analysis for bounding the corresponding Green’s functions.
Consider a Hamiltinian with a special normal form part of the following:
H =N + P = 〈ω(ξ), y〉+ m∑
j=1
〈
Ωj I˜j zj , z¯j
〉+ P,(2.1)
where zj and z¯j are dj vectors, and
I˜j = Ij for 1 j  m¯, I˜j = diag(Ij1,−Ij2) for m¯ < j m
are dj -order matrices with Ij being the unit matrices of order dj , where the unitary matrix Ij1
or Ij2 is allowed to be zero-order matrix and in this case I˜j = Ij1 or Ij = −Ij2. Moreover,
Ω1,Ω2, . . . ,Ωm satisfy:〈
ω(ξ), k
〉 = 0,(2.2) 〈
ω(ξ), k
〉+Ωj(ξ) = 0,(2.3) 〈
ω(ξ), k + kj
〉−Ωi(ξ)−Ωj(ξ) = 0, |k| + |i − j | = 0,(2.4) 〈
ω(ξ), k
〉+Ωi(ξ)−Ωj(ξ) = 0, |k| + |i − j | = 0,(2.5)
for all ξ ∈O , ∀k ∈ Zn,∀i, j = 1,2, . . . ,m with some fixed k1, . . . , km¯; km¯+1 = 0, . . . , km = 0.
We will give a detail proof for the following:
THEOREM 2. – Suppose that H =N + P , with the special form (2.1) satisfying (2.2)–(2.5),
is real analytic in (x, y, z, z¯, ξ) ∈ D(s, r) × O . Then for sufficiently small α > 0, there exists
ε = ε(α) > 0 such that if ‖XP ‖Lr;s,r  ε with L= max1jm d2j , the following holds true: There
exists a nonempty subset Oα of O and for ∀ξ ∈Oα, there exists a real analytic symplectic map
Φ(·; ξ) :Ds/2,r/2 →Ds,r , ‖Φ − Id‖L  cε
which transforms H into the following
H ◦Φ =N∗ +A+B+ B¯+ P∗,
where
N∗ =
〈
ω∗(ξ), y
〉+ m∑
j=1
〈
Ωj(ξ)I˜j zj , z¯j
〉
, A=
m∑
j=1
〈
Aj(ξ)zj , z¯j
〉
,
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B =
m∑
j=1
Bj (ξ)〈zj , zj 〉ei〈kj ,x〉, B¯ =
m∑
j=1
〈
B¯j (ξ)z¯j , z¯j
〉
e−i〈kj ,x〉
and
P∗ =
∑
2|l|+|q|+|q¯|3
P∗klqq¯ei〈k,x〉ylzq z¯q¯ .
Hence, for ξ ∈Oα, Φ(T n, ξ) is an invariant torus of (2.1) at ξ with the frequency ω∗ satisfying
‖ω∗ − ω(ξ)‖L  2ε and |〈ω∗(ξ), k〉| > α(|k|+1)n . Moreover, we have mes(O − Oα)  cα1/L,
where c is independent of α.
Remark. – If m¯= 0, i.e., all kj = 0 and dim I˜j = 1 for all j , it is exactly the Melnikov Theorem
proved by Kuksin and Eliasson. The case m¯= 0 is the multiple normal frequency case considered
in [18]. If m¯ = 0,
2Ωj =
〈
kj ,ω(ξ)
〉
, 0 = kj ∈Zn, j = 1,2, . . . , m¯,
are the trouble makers of our KAM iteration since some of x-dependent terms corresponding to
this kind of resonance have to be moved to the normal form part.
Remark. – The above theorem implies that the obtained torus is linearly stable if m¯ = 0 and
each I˜j , j = 1, . . . ,m, is positive definite or negative definite.
We shall give a proof for the case ω(ξ) = ξ , since there is no essential difficulties for general
case if one incorporates the ideas and techniques of Rüssmann [12] and Xu, You and Qiu [17].
The paper is arranged as follows: we first prove that, by a nonlinear symplectic change of
variables, the Hamiltonian (1.2) can be reduced to the special form (2.1), thus Theorem 1 is a
consequence of Theorem 2. Then we give a full proof for Theorem 2.
3. Proof of Theorem 1
In this section, we prove that Theorem 2 implies Theorem 1. Firstly, we reorganize the normal
frequencies according to the following equivalent relation:
DEFINITION 3.1. – In the set {Ω1, . . . ,Ωm} 6 of normal frequencies, we introduce the
following equivalence relation: Two normal frequencies Ωi and Ωj are said to be equivalent,
denoted by Ωi ≡Ωj, if there is a kji ∈ Zn such that
Ωj =Ωi +
〈
ω,k
j
i
〉
.
We denote by [Ωi] the equivalence class of Ωi in {Ω1, . . . ,Ωm}.
Now we relabel the normal frequencies {Ω1, . . . ,Ωm} according to the following procedure:
1. Firstly, pick up a double resonant normal frequency in {Ω1, . . . ,Ωm}, i.e., 2Ω11 = 〈k1,ω〉
for some k1 ∈Zn, reindex it by Ω11 ; After it we take all normal frequencies, which are equivalent
to Ω11 , relabel them by {Ω21 , . . . ,Ωd11 }; The situation that there is no double resonant frequency
is simpler and has been considered in [18].
2. The remained m − d1 normal frequencies {Ω1, . . . ,Ωm} \ {Ω11 , . . . ,Ωd11 } are neither
equivalent to Ω11 nor −Ω11 since Ω11 ≡ −Ω11 . Repeat the above procedure for the remained
6 The Ωj are objects being distinct from one another by means of the index j even if they are equal as functions.
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m − d1 normal frequencies. All double-resonant frequencies in {Ω1, . . . ,Ωm}, relabeled by
{Ωji , i = 1, . . . , s1, j = 1, . . . , ds1}, will be picked out at the s1 step.
3. Now all the remained m−∑s1i=1 di normal frequencies {Ω1, . . . ,Ωm} \ {Ωji , i = 1, . . . , s1;
j = 1, . . . , di} are not double-resonant. Pick up one from the remained m −∑s1i=1 di normal
frequencies, relabel it by Ω1s+1. After it we pick up all those normal frequencies which
are equivalent to Ω1s+1, 7 and reindex them as {Ωjs+1, j = 2, . . . , d¯s+1}. If there are normal
frequencies in the remained set {Ω1, . . . ,Ωm} \ {Ωji , i = 1, . . . , s1 + 1; j = 1, . . . , di} which are
equivalent to −Ω1s+1, we pick up them all, and reindex them by Ωjs+1, j = d¯s+1 + 1, . . . , ds+1.
Remark. – Ω1s+1 may not be a normal frequency, but it does not matter. It is used only for the
relabel of the normal frequencies {Ω1, . . . ,Ωm}.
4. The remained m −∑s+1i=1 di normal frequencies do not belong to any of [Ω1i ], [−Ω1i ],
i = 1, . . . , s1 + 1. Repeat the step 3, until {Ω1, . . . ,Ωm} are run out at some step, say s.
It follows that, by the above procedure, {Ω1, . . . ,Ωm} can be relabeled as the following:
{
Ω11 , . . . ,Ω
d1
1 , . . . ,Ω
1
s , . . . ,Ω
ds
s
}
,
s∑
i=1
di =m,
which is permutation of {Ω1, . . . ,Ωm} such that
Ω
j
i =Ω1i +
〈
ω,k
j
i
〉
, ∀1 j  di,
2Ω1i = 〈ω,ki〉, ∀1 i  s1,
(3.1)
Ω
j
i =Ω1i +
〈
ω,k
j
i
〉
, 1 j  d¯i ,
Ω
j
i =−Ω1i +
〈
ω,k
j
i
〉
, d¯i + 1 j  di,(3.2)
2Ω1i = 〈ω,k〉, s1 + 1 i  s,
for some kji ∈ Zn, and ∀k ∈ Zn.
Now it is easy to check that {Ω1i , i = 1, . . . , s} satisfy the non-resonance conditions (2.2)–
(2.5), i.e., 〈
ω(ξ), k
〉+Ω1i (ξ) = 0,〈
ω(ξ), k + kj
〉−Ω1i (ξ)−Ω1j (ξ) = 0,〈
ω(ξ), k
〉+Ω1i (ξ)−Ω1j (ξ) = 0,
with some fixed k1, . . . , ks1; ks1+1 = 0, . . . , ks = 0, for all k ∈ Zn, i, j = 1,2, . . . , s with
|k| + |i − j | = 0.
We will show that, by a nonlinear symplectic coordinates transformation, the normal form in
Theorem 1 can be transformed into the special case (2.1) in Theorem 2. For this purpose, we
need the following elementary observations:
7 Here we don’t care the order of Ωj
s+1, j = 2, . . . , d¯s+1 since it does not matter.
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LEMMA 3.1. – For any k1, k2, . . . , km ∈Zn, non-singular m×m matrix S with ST S¯ = I , the
map Ψ : (θ, I, z, z¯)→ (θ+, I+, z+, z¯+) defined by:
θ+ = θ,
I+ = I +
m∑
j=1
zj z¯j kj ,
z+ = SEz,
z¯+ = S¯E¯z¯
(3.3)
is symplectic, where diagonal matrix
E =E(k1, k2, . . . , km)= diag
(
ei〈k1,θ〉, ei〈k2,θ〉, . . . , ei〈km,θ〉
)
,
i stands for √−1.
The proof of the above lemma is elementary, we refer to [16].
COROLLARY 1. – Suppose that N = 〈ω(ξ), I 〉 +∑mj=1Ωj(ξ)zj z¯j be a real Hamiltonian.
For any Ω˜j (ξ)≡Ωj(ξ), N can be transformed to the integrable Hamiltonian of the form
〈
ω(ξ), I
〉+ m∑
j=1
Ω˜j (ξ)zj z¯j
by a symplectic change of variables.
For the case considered in this paper, we let
Ei = diag
(
ei〈k1i ,x〉, . . . , ei〈k
di
i ,x〉)
and E = diag(E1,E2, . . . ,Es), and define a map Ψ : (x, y, z, z¯)→ (θ, I,w, w¯) by
θ = x, I = y +
m∑
i=1
di∑
j=1
z
j
i z¯
j
i k
j
i , w =Ez, w¯ = E¯z¯,
where E¯ is the complex conjugate matrix of E. Then
H ◦Ψ =N ◦Ψ + P ◦Ψ =N0 + P0,
where
N0 =
n∑
j=1
ωj (ξ)Ij +
s1∑
i=1
Ω1i 〈wi, w¯i〉 +
s∑
i=s1+1
〈
Ω1i I˜iwi, w¯i
〉
,
where wi = (z1i ei〈k
1
i ,x〉, . . . , zdii e
i〈kdii ,x〉) are di vectors. If we still denote the variables of trans-
formed Hamiltonian by (x, y, z, z¯) instead of (θ, I,w, w¯), we get the special Hamiltonian (2.1).
Thus Theorem 1 follows from Theorem 2.
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Remark. – With the above symplectic map we easily see that the first Melnikov’s condi-
tion (1.5) is necessary. Obviously, if there is a j0 such that Ωj0 = 0, in
N = 〈ω, I 〉 +∑mj=1Ωjzj z¯j , then the invariant tori would disappear after the small perturbation
ε(zj0 + z¯j0) for ∀ε = 0. This is a degenerate case. If (1.5) is not satisfied, i.e., there exist j0 and
k0 ∈ Zn such thatΩj0 = 〈ω,k0〉, N can be transformed to the degenerate case (with a zero normal
frequency) by a symplectic map. In fact, the symplectic map Ψ : (θ+, I+, z+, z¯+)→ (θ, I, z, z¯)
of the following form:
θ+ = θ, I+ = I + k0zj0 z¯j0 ,
z+j = zj , z¯+j = z¯j , ∀j = j0,
z+j0 = zj0ei〈k0,θ〉, z¯+j0 = z¯j0 e−i〈k0,θ〉,
takes N to
N ◦Ψ = 〈ω, I+〉 +
∑
j =j0
Ωjz+j z¯+j ,
with a zero normal frequency. This shows that the first Melnikov’s condition is necessary for the
persistence of lower-dimensional invariant tori.
4. Proof of Theorem 2
Our proof follows in principle the usual KAM iteration. Since we have to remain some
x-dependent second-order terms of z and z¯, which can not be eliminated in KAM steps due
to the second-order resonance between tangential frequencies and the normal frequencies, the
homological equation is more complicated. The main idea of this paper is to decompose the
homological equation into some linear algebraic systems then solve it, even if the normal form
part is x-dependent.
4.1. Outline of KAM step
Below we give the ideas of one KAM iteration step. In the following, all the quantities
represent the quantities in the νth KAM step. The quantities with subscript + represent the
quantity in the (ν + 1)th KAM step.
Let
A=
m∑
j=1
〈Ajzj , z¯j 〉 = 〈Az, z¯〉, A= diag(A1,A2, . . . ,Am),(4.1)
where z= (z1, z2, . . . , zm), Aj is a dj × dj matrix depending on ξ . Let
B =
m∑
j=1
〈Bj zj , zj 〉ei〈kj ,x〉 = 〈BGz, z〉,(4.2)
where B = diag(B1,B2, . . . ,Bm), Bj is a dj × dj matrix depending on ξ ;
G= diag(ei〈k1,x〉I1, . . . , ei〈k2,x〉I2, . . . , ei〈km,x〉Im),(4.3)
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with Ij being the dj × dj unit matrix and kj = 0 for m¯ < j m. Similarly,
B¯ =
m∑
j=1
〈B¯j z¯j , z¯j 〉e−i〈kj ,x〉 = 〈B¯G¯z¯, z¯〉.
At each KAM step, we will consider a Hamiltonian of the form:
H =N +A+B + B¯ + P,
where N = 〈ω(ξ), I 〉 +∑mj=1〈Ωj(ξ)I˜j zj , z¯j 〉, ω and Ω depend on the parameter ξ and P is a
small perturbation.
Moreover, we assume that 8
‖XA‖Lr;s,r, ‖XB‖Lr;s,r , ‖XB¯‖Lr;s,r  2ε0, ‖XP ‖Lr;s,r  ε,(4.4)
with ε  ε0.
Remark. – The appearance ofA,B, B¯ is due to the second-order resonance between ω and Ω ,
which makes some x-dependent quadratic terms in the perturbation can not be removed.
Truncate P as P =R+ P˜ , where
R =
∑
k∈Zn,2|l|+|q+q¯|2
Pk,l,q,q¯e
√−1〈k,x〉ylzq z¯q¯ , P˜ = P −R.
It follows that ‖XR‖Lr;s,r  ε. We further write R as
R = R0 +R1 +R01 +R10 +R11 +R02 +R20
= R0(x)+ 〈R1(x), I 〉+ 〈R10(x), z¯〉+ 〈R01(x), z〉
+ 〈R11(x)z¯, z〉+ 〈R02(x)z, z〉+ 〈R20(x)z¯, z¯〉
=
∑
k
R0ke
i〈k,x〉 +
∑
k
〈
R1k , y
〉
ei〈k,x〉 +
∑
k,j
〈
R10j,k, z¯j
〉
ei〈k,x〉 +
∑
k,j
〈
R01j,k, zj
〉
ei〈k,x〉
+
∑
k,i,j
〈
R11ij,k z¯j , zi
〉
ei〈k,x〉 +
∑
k,i,j
〈
R02ij,k z¯j , z¯i
〉
ei〈k,x〉 +
∑
k,i,j
〈
R20ij,kzj , zi
〉
ei〈k,x〉,
(4.5)
whereR10j,k andR
01
j,k are dj -dimensional vectors,R11ij,k,R
20
ij,k and R
02
ij,k are dj×dj matrices. Since
our Hamiltonian comes from a real function, we have R11 is Hermitian, R20,R02 are symmetric
with R¯02 =R20; (R¯11ij,k )T =R11ji,−k, (R¯20ij,k)T =R02ji,−k .
8 From now on, ‖ · ‖ means CL norm in Whitney’s sense, since at each KAM step except the first one, the parameter
set is no longer an open set.
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Let
N+ =N +
∑〈
R10, y
〉
, A+ =
m∑
j=1
〈(
Aj +R11jj,0
)
z¯j , zj
〉
,
B+ =
m∑
j=1
〈(
Bj +R02jj,kj
)
zj , zj
〉
ei〈kj ,x〉, B¯+ =
m∑
j=1
〈(
B¯j +R20jj,−kj
)
z¯j , z¯j
〉
e−i〈kj ,x〉.
(4.6)
N+ −N ,A+−A,B−B, B¯+− B¯ are terms in R which can not be solved at each KAM step and
must be waved to the normal form part. Denote by:
R˜ =
∑
k
R0ke
i〈k,x〉 +
∑
k =0
〈
R1k , y
〉
ei〈k,x〉 +
∑
k,j
〈
R10j,k, z¯j
〉
ei〈k,x〉
+
∑
k,j
〈
R01j,k, zj
〉
ei〈k,x〉 +
∑
|k|+|i−j |=0
〈
R11ij,k z¯j , zi
〉
ei〈k,x〉(4.7)
+
∑
|k+kj |+|i−j |=0
〈
R02ij,k z¯j , z¯i
〉
ei〈k,x〉 +
∑
|k−kj |+|i−j |=0
〈
R20ij,kzj , zi
〉
ei〈k,x〉.
Up to a constant, we have
H =N+ +A+ +B+ + B¯+ + R˜ + P˜ .
At each KAM step we will construct a symplectic map Φ such that
H+ =H ◦Φ =N+ +A+ +B+ + B¯+ + P+ with P+ being much smaller.
4.2. Constructing the symplectic change of variables
As usual, we construct the desired symplectic map Φ by the time 1-map of the flow XtF of a
Hamiltonian vector field XF . It follows that
H ◦Φ =N+ +A+ +B+ + B¯+ + {N +A+B+ B¯,F } + R˜ +
1∫
0
{R,F } ◦XtF dt
+
1∫
0
(1− t){{N +A+B+ B¯,F },F } ◦XtF dt + P˜ ◦Φ
=N+ +A+ +B+ + B¯+ + {N +A+B+ B¯,F } + R˜ + P+.
We shall prove that
{N +A+B+ B¯,F } + R˜ = 0(4.8)
is solvable and P+ is much smaller. Taking F as the solution of the above equation, the time 1
map of the flow XtF is the desired map.
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To solve the above (4.8), we let
F = F 0(x)+ 〈F 1(x), y〉+ 〈F 10(x), z¯〉+ 〈F 01(x), z〉
+ 〈F 20(x)z¯, z¯〉+ 〈F 02(x)z, z〉+ 〈F 11(x)z¯, z〉
=
∑
k
F 0k e
i〈k,x〉 +
∑
k =0
〈
F 1k , y
〉
ei〈k,x〉 +
∑
k,j
〈
F 10j,k, z¯j
〉
ei〈k,x〉
+
∑
k,j
〈
F 01j,k, zj
〉
ei〈k,x〉 +
∑
|k|+|i−j |=0
〈
F 11ij,k z¯j , zi
〉
ei〈k,x〉
+
∑
|k+kj |+|i−j |=0
〈
F 02ij,k z¯j , z¯i
〉
ei〈k,x〉 +
∑
|k−kj |+|i−j |=0
〈
F 20ij,kzj , zi
〉
ei〈k,x〉,
(4.9)
where F 10j,k and F
01
j,k are dj -dimensional vectors, F
11
ij,k ,F
20
ij,k and F
02
ij,k are dj × dj matrice, F 11
is Hermitian, F 20,F 02 are symmetric with F¯ 02 = F 20; (F¯ 11ij,k )T = F 11ji,−k, (F¯ 20ij,k )T = F 02ji,−k .
It follows that
−{N +A+B+ B¯,F }
= ∂ωF 0 +
〈
∂ωF
1, y
〉(4.10)
+ 〈∂ωF 10, z¯〉+ i〈AT∗ F 10 − 2G¯B¯F 01, z¯〉(4.11)
+ 〈∂ωF 01, z〉− i〈A∗F 01 − 2GBF 10, z〉(4.12)
+ 〈∂ωF 11z¯, z〉+ i〈(F 11A∗ −A∗F 11 + 4GBF 20 − 4F 02B¯G¯)z¯, z〉(4.13)
+ 〈∂ωF 02z, z〉− i〈(A∗F 02 + F 02AT∗ −GB(F 11)T − F 11BG−BGW)z, z〉(4.14)
+ 〈∂ωF 20ez¯, z¯〉+ i〈(AT∗F 20 + F 20A∗ − G¯B¯F 11 − (F 11)TB¯G¯− B¯G¯W¯ )z¯, z¯〉,(4.15)
where ∂ωF = 〈ω,Fx 〉,
W = diag(〈k1,F 1〉I1, . . . , 〈kj ,F 1〉Ij , . . . , 〈km,F 1〉Im)(4.16)
and A∗ = diag(Ω1I˜1,Ω2I˜2, . . . ,ΩmI˜m)+A.
We proceed to find a F solving (4.8). By (4.8), (4.10), we have:
∂ωF
0 = R˜0(x), ∂ωF 1 = R˜1(x),(4.17)
i.e.,
F
j
k =
1
i〈ω,k〉 R˜
j
k , j = 0,1, k = 0.
If the following small divisor conditions
∣∣〈ω,k〉∣∣ α|k|τ , k = 0, τ > n− 1,(4.18)
hold, we have
∥∥Fjk ∥∥L  αL+1|k|(L+1)τ+L
∥∥R˜jk∥∥L, k = 0, j = 0,1.
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Thus we have:
1
r2
∥∥F 0∥∥L
s−ρ 
c
r2αL+1ρv
∥∥R˜0∥∥L
s
 cε
αL+1ρv
,
∥∥F 1j ∥∥Ls−ρ  cαL+1ρv
∥∥R˜1j∥∥Ls  cεαL+1ρv
(4.19)
with v  (L+ 1)τ + n+L.
Now we consider 1-th terms of z and z¯. By (4.8), (4.11), (4.12), we have:
∂ωF 10 + i(AT∗F 10 − 2G¯B¯F 01)= R˜10,
∂ωF 01 − i(A∗F 01 − 2GBF 10)= R˜01.(4.20)
Comparing the coefficients of zj , z¯j , we get:
−i∂ωF 10j +AT∗jF 10j − 2e−i〈kj ,x〉B¯jF 01j =−iR˜10j ,
−i∂ωF 01j −A∗jF 01j + 2ei〈kj ,x〉BjF 10j =−iR˜01j .
Going to the Fourier coefficients, we have:
〈ω,k〉F 10j,k +AT∗jF 10j,k − 2B¯jF 01j,k+kj =−iR˜10j,k,
〈ω,k〉F 01j,k −A∗jF 01j,k + 2BjF 10j,k−kj =−iR˜01j,k.
Replacing k by k + kj in the above second equation and noting that A∗j =Ωj I˜j + Aj, we
get: [〈ω,k〉Ij +Ωj I˜j +ATj ]F 10j,k − 2B¯jF 01j,k+kj =−iR˜10j,k,
2BjF 10j,k +
[〈ω,k + kj 〉Ij −Ωj I˜j −Aj ]F 01j,k+kj =−iR˜01j,k+kj .
(4.21)
(4.21) is a 2dj -dimensional linear algebraic system with the coefficient matrix
M1(k) = Diag(〈ω,k〉 +Ωj)I, 〈ω,k + kj 〉 −Ωj)I) + P(ξ), where I is a unit matrix of order∑m
j=1 dj , and P(ξ) is small with ‖P‖L  cε0. If 9
∥∥(M1(k))−1∥∥< |k|τ
α
(4.22)
for |k| = 0, together with ∥∥R˜10j,k∥∥L,∥∥R˜01j,k+kj ∥∥L  crεe−|k|s,
we have:
∥∥F 10j,k∥∥L,∥∥F 01j,k+kj ∥∥L  c
[ |k|τ
α
]L+1
|k|Le−|k|srε,
and thus
1
r
∥∥F 01∥∥L2;s−ρ,r  cεαL+1ρv , 1r
∥∥F 10∥∥L2;s−ρ,r  cεαL+1ρv ,(4.23)
where and below v = τ (L+ 1)+L+ n+ 1 and c is a constant only depending on τ,n,m,K .
9 The norm ‖ · ‖ for matrix is defined to be the maximum of the absolute value of the eigenvalues.
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In the following, we consider the quadratic terms of z and z¯. (4.8) together with (4.13), (4.14),
(4.15) yields:
−i〈ω,F 11x 〉+ F 11A∗ −A∗F 11 + 4GBF 20 − 4F 02T B¯G¯=−iR˜11,
−i〈ω,F 02x 〉−A∗F 02 − F 02AT∗ +GBF 11T + F 11BG−BGW =−iR˜02,(4.24)
−i〈ω,F 20x 〉+AT∗ F 20 + F 20A∗ − G¯B¯F 11 − F 11T B¯G¯+ B¯G¯W¯ =−iR˜20.
Denote by F˜ 11 = F 11 − 12W. By (4.16) W is a real diagonal block matrix, we have W¯ =W .
Moreover, (4.17) implies 〈ω,Wx 〉 = diag(〈k1, R˜1〉I1, . . . , 〈kj , R˜1〉Ij , . . . , 〈km, R˜1〉Im). Adding
the transpose in both sides of the first equation to (4.24) we have the following systems:
−i∂ωF˜ 11 + F˜ 11A∗ −A∗F˜ 11 + 4GBF 20 − 4F 02B¯G¯=−iR˜11∗ ,
−i∂ω
(
F˜ 11
)T +AT∗(F˜ 11)T − (F˜ 11)TAT∗ + 4F 20BG− 4G¯B¯F 02 =−i(R˜11∗ )T,
−i∂ωF 02 −A∗F 02 − F 02AT∗ +GB
(
F˜ 11
)T + F˜ 11BG=−iR˜02,
−i∂ωF 20 +AT∗F 20 + F 20A∗ − G¯B¯F˜ 11 −
(
F˜ 11
)T
B¯G¯=−iR˜20,
(4.25)
where for simplicity, we let R˜11∗ = R˜11 + Rˆ11 with Rˆ11 = 12∂ωW = 12 〈ω,Wx 〉.
Let
Q= (Q1,Q2,Q3,Q4)=
(
F˜ 11ij,k ,
(
F˜ 11ji,k−ki+kj
)T
,F 02ij,k+kj ,F
20
ij,k−ki
)
,
C = (C1,C2,C3,C4)=
(
R˜11∗ij,k ,
(
R˜11∗ji,k−ki+kj
)T
,R02ij,k+kj ,R
20
ij,k−ki
)
.
Comparing the Fourier coefficients in (4.25), we have:
〈ω,k〉Q1 +Q1A∗j −A∗iQ1 + 4BiQ4 − 4Q3B¯j =−iC1,
〈ω,k − ki + kj 〉Q2 +AT∗iQ2 −Q2AT∗j + 4Q4Bj − 4B¯iQ3 =−iC2,
〈ω,k + kj 〉Q3 −A∗iQ3 −Q3AT∗j +BiQ2 +Q1Bj =−iC3,
〈ω,k − ki〉Q4 +AT∗iQ4 +Q4A∗j − B¯iQ1 −Q2B¯j =−iC4
(4.26)
for |k| + |i − j | = 0, which is a linear algebraic systems of order 4didj for fixed k, i, j . If the
above equation has a unique solution, the solution F˜ 11ij,k ,F
02
ij,k+kj , F˜
11T
ji,k−ki+kj ,F
20
ij,k−ki of (4.26)
has the required symmetry since ( ¯˜F 11ij,k)T, (F¯ 02ij,k+kj )
T
, (
¯˜
F 11ji,k−ki+kj ), (F¯
20
ij,k−ki )
T satisfy the same
linear systems as F˜ 11ji,−k,F
20
ji,−k−kj , (F˜
11
ij,−k−kj+ki )
T,F 02ji,−k+ki .
The coefficient matrix of (4.26), denoted by M2(k), is a perturbed diagonal matrix with the
diagonal elements 〈ω,k+ kj 〉−Ωi(ξ)−Ωj(ξ), 〈ω,k〉+Ωi(ξ)−Ωj (ξ), |k|+ |i− j | = 0. The
size of the perturbation is ε.
By Cauchy estimates, we have ‖C‖L  ce−|k|sε. If
∥∥(M2(k))−1∥∥< |k|τ
α
(4.27)
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for |k| = 0, the above linear equations are resolvable and
‖Q‖L  c |k|
τ (L+1)+L
αL+1
‖C‖L  c |k|
τ (L+1)+L
αL+1
e−|k|sε.(4.28)
By F˜ 11 = F 11 − 12W and (4.19), for F 11k , F 20k and F 02k , we have the same estimates as Q in(4.28). Finally we have:
1
r
∥∥F 20z¯∥∥L2;s−ρ,r  cεαL+1ρv , 1r
∥∥F 02z∥∥L2;sρ,r  cεαL+1ρv ,
1
r
∥∥F 11z¯∥∥L2;s−ρ,r  cεαL+1ρv , 1r
∥∥F 11Tz∥∥L2;sρ,r  cεαL+1ρv .
(4.29)
Combining (4.19)–(4.29), we find a F such that
{N +A+B+ B¯,F } + R˜ = 0.
Moreover,
‖XF ‖Lr;s−ρ,r 
cε
αL+1ρv
,(4.30)
if ξ ∈O+ satisfies (4.18), (4.22) and (4.27).
Thus the transformation Φ = X1F , transforms H into
H+ = H ◦ Φ = N+ + A+ + B+ + B¯+ + P+, where N+ = 〈ω+, y〉 + 〈Ωz¯, z〉,
A+ =A+ Aˆ,B+ = B + Bˆ and
P+ =
1∫
0
{Rt,F } ◦XtF dt + P˜ ◦Φ,
with Rt =R+ (1− t)R˜. Moreover, we have:
‖ω+ −ω‖L  ε, ‖XA+ −XA‖r;D(s−ρ,r)  ε,
‖XB+ −XB‖r;D(s−ρ,r)  ε, ‖XB¯+ −XB¯‖r;D(s−ρ,r)  ε.
Remark. – By the Whitney’s extension theorem in [14], a function defined on Oα can be
extended to O such that all the estimates still hold on O , so we always regard all functions
of ξ in the KAM step to be defined on O and ignore the domain in the estimates. But it makes
sense only for ξ ∈Oα .
4.3. Estimates for the new perturbation
To complete the KAM step we have to estimate the new perturbation P+. For η 1/8,
‖XP˜ ‖Lηr;D(s,4ηr)  2η‖XP˜ ‖Lr;D(s,r) 2ηε,
where and below ‖ · ‖r;D(s,r) = ‖ · ‖r;s,r . To consider another term in P+ we first estimate the
sympelctic map XtF . By Lemma A.3 we have:
1060 J. XU, J. YOU / J. Math. Pures Appl. 80 (2001) 1045–1067
LEMMA 4.1. – If XF satisfies (4.30) and 2cεαL+1ρv+1  1, then we have:
1
ρ
∥∥XtF − id∥∥Lr;D(s−2ρ, r2 ),
∥∥DXtF − Id∥∥Lr,r;D(s−3ρ, r4 )  cE
for |t| 1 with E = ε
αL+1ρv+1 . Moreover,
ρ
∥∥D2XtF − Id∥∥Lr,r,r;D(s−4ρ, r8 )  cE,
where D is the differentiation operator with respect to (x, y, z, z¯), ‖ · ‖r¯ ,r is the operator
norm defined by ‖L‖r¯ ,r = supW =0 ‖LW‖r¯‖W‖r and D2 is the 2-order differentiation operator. c is
independent of the KAM step.
The Hamiltonian vectorfield of new perturbation is
XP+ =
(
X1F
)∗
(XP˜ )+
1∫
0
(
XtF
)∗[XRt ,XF ]dt,
where (XtF )
∗ is the cotangent mapping of XtF . By the constructing of X
t
F , it follows that for each
ξ ∈O+,
XtF (·, ξ) :D(s − 5ρ,ηr)→D(s − 4ρ,2ηr) for |t| 1.
By Lemma A.4, if η is sufficiently small, then
‖XP+‖Lηr;D(s−5ρ,ηr)  4‖XP˜ ‖Lηr;D(s−4ρ,2ηr)+ 4
1∫
0
∥∥[XRt ,XF ]∥∥Lηr,D(s−4ρ,2ηr) dt
By Cauchy’s inequality and Lemma 4.1,
∥∥[XRt ,XF ]∥∥Lηr;D(s−4ρ,2ηr) 1η2 ‖DXRtXF +DXFXRt ‖Lr;D(s−4ρ,2ηr)
 c
η2ρ
‖XRt ‖Lr;D(s,r)‖XF ‖Lr;D(s−ρ,r) 
cε2
η2αL+1ρv+1
.
So
‖XP+‖Lηr;D(s−5ρ,ηr)  8ηε+
cε2
η2αL+1ρv+1
 cηε = ε+(4.31)
with η3 =E = ε
αL+1ρv+1 and ε+ = cηε.
The KAM step is now completed.
4.4. Iteration lemma and convergence
For a given s, ε, r in the introduction, we define some sequences inductively depending on
s, ε, r .
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ε1 = ε, r1 = r, s1 = s, α1 = α,
E1 = ε1
αL+11 ρ
v+1
1
, η1 =E1/31 , ρ1 =
s1
20
,
N1 =N, A1 = 0, B1 = B¯1 = 0;
εν+1 = cηνεν, rν+1 = ηνrν, sν+1 = sν − 5ρν, ρν+1 = 120ρν;
αν+1 = α2
(
1+ 2−ν), Eν+1 = εν+1αL+1ν+1 ρv+1ν+1 , ην+1 =E1/3ν+1.
Let
Dν =D(sν, rν).
The proceeding analysis may be summarized as the following iteration lemma:
LEMMA 4.2. – If ε  ε(α)= αL+1sv+1/20v+12c3 the following holds for all ν  1: Suppose
Hν =H ◦Φν =Nν +Aν +Bν + B¯ν + Pν , where
Nν = 〈ων, y〉 + 〈Ωz, z¯〉,Aν = 〈Aνz, z¯〉,
defined on Dν ×Oν with
Bν = 〈BνGz, z〉, B¯ν = 〈B¯νG¯z¯, z¯〉,
‖ων −ων−1‖L  εν, ‖XAν −XAν−1‖rν;Dν  εν,(4.32)
‖XBν −XBν−1‖rν;Dν  εν, ‖XB¯ν −XB¯ν−1‖rν;Dν  εν.(4.33)
Oν is the set such that for ξ ∈Oν , the small divisor conditions
∣∣〈ων, k〉∣∣ αν|k|τ , ∀0 = k ∈Zn, τ > n− 1,
hold and the matrices M1,ν ,M2,ν are invertible such that the estimates in (4.22) and (4.27) are
satisfied in the νth KAM iteration step.
Finally, we assume that
‖XPν‖rν ,Dν,Oν  εν.
Then, there is a subset Oν+1 ⊂Oν ,
Oν+1 =Oν\
⋃
|k|2ν
Rν+1k (αν),
where
Rν+1k (αν+1)=
{
ξ ∈Oν |
∣∣〈k,ων+1〉−1∣∣, ∥∥M−11,ν+1∥∥, ∥∥M−12,ν+1∥∥> |k|ταν
}
,
with ων+1 = ων + Pν0l0, M1,ν+1 =M1,ν +O(εν) and M2,ν+1 =M2,ν +O(εν), and a symplectic
change of variables
Φν :Dν+1 ×Oν+1 →Dν,(4.34)
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such that Hν+1 =Hν ◦Φν , defined on Dν+1 ×Oν+1, satisfies the same assumptions with ν + 1
in place of ν.
By Lemma 4.1 for ∀ξ ∈Oν+1 we have the map Φν :Dν+1 →Dν satisfying
1
ρν
‖Φν − id‖Lrν;Dν+1, ‖DΦν − Id‖Lrν,rν;Dν+1, ρν
∥∥D2Φν∥∥Lrν ,rν,rν;Dν+1  cEν.(4.35)
Let Φν =Φ1 ◦Φ2 ◦ · · · ◦Φν , thus Hν =H ◦Φν =Nν +Aν +Bν + B¯ν + Pν , where
Nν = 〈ων, y〉 + 〈Ωz, z¯〉, Aν = 〈Aνz, z¯〉,
Bν = 〈BνGz, z〉, B¯ν = 〈B¯νG¯z¯, z¯〉.
It follows that XH◦Φν =DΦν ·XHν , i.e.,∥∥(Φν)∗XHν −XNν+Aν+Bν+B¯ν∥∥= ‖XPν‖.(4.36)
Let Oα =⋂ν1Oν. By Lemma 4.2 we have:
‖XPν‖Lrν;Dν  εν, ‖ων+1 −ων‖L  εν, ‖XAν+1 −XAν‖Lrν ;Dν  εν,(4.37)
‖XBν+1 −XBν‖Lrν;Dν  εν, ‖XB¯ν+1 −XB¯ν‖Lrν;Dν  εν,(4.38)
for ξ ∈Oα .
Since that Eν+1 = cE4/3ν , we have c3Eν+1  (c3Eν)4/3  · · ·  (c3E1)(4/3)ν . If
ε  ε(α)= αL+1sv+1/20v+12c3, we have c3E1  1/2 and thus Eν+1  c−3( 12 )(4/3)
ν
. It follows
that ∑
ν2
εν 
∑
ν2
αL+1ν ρv+1ν Eν  2ε2  2cη1ε.
Let ε(α) sufficiently small such that 2cη1  1. Thus we have
∑
ν2 εν  ε. By (4.37) it follows
that ∥∥ων+1 −ω(ξ)∥∥L  (ε1 + ε2 + · · · + εν) 2ε.(4.39)
Since ‖XA2‖r2;D2  ε, we have ‖XAν+1 −XA2‖rν+1;Dν+1 
∑
2ν ′ν εν ′  ε, so
‖XAν+1‖rν+1;Dν+1  2ε.(4.40)
Similarly, by (4.38) we have:
‖XBν+1‖rν+1;Dν+1  2ε, ‖XB¯ν+1‖rν+1;Dν+1  2ε.(4.41)
Now we prove {Φν} is convergent on D∗×Oα =⋂ν1Dν×Oν with D∗ =D( 12 s)×{0,0,0}.
By the constructing of Φν , Φν maps Dν+1 into D(sν − 4ρν,2ηνrν) ⊂ D(sν − 2ρν, 12 rν).
Since the distance ‖ · ‖rν from D(sν − 5ρν,2ηνrν) to the boundary of D(sν − 3ρν, 12rν) is
more than ρν , by the definitions of the norm ‖ · ‖L, if E1 is sufficiently small, we have
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‖Φν−1 ◦Φν − id‖Lrν−1;Dν+1  ‖Φν−1 − id‖Lrν−1;Dν . Inductively it follows that for any ν  1 and
ν′  1,
‖Φν ◦Φν+1 ◦ · · · ◦Φν+ν ′ − id‖Lrν;Dν+ν′+1  ‖Φν − id‖
L
rν;Dν+1 .
Since Φν+1 =Φν ◦Φν+1, we have:∥∥Φν+1 −Φν∥∥L
r1;Dν+2 
∥∥DΦν∥∥L
r1,rν;Dν+1
∥∥Φν+1 − id∥∥rν;Dν+2 .
By the definition of the norm ‖ · ‖r,s , we have ‖AB‖r,s  ‖A‖r,r‖B‖s,s for r  s. We have:
∥∥DΦν∥∥L
r1,rν;Dν+1  |DΦ1‖r1,r1;D2‖
L‖DΦ2‖Lr2,r2;D3 · · · ‖DΦ‖Lrν ,rν ;Dν+1

ν∏
ν ′=1
(1+ cEν ′) <+∞.
(4.42)
So ∥∥Φν+1 −Φν∥∥
r1;Dν+2  c‖Φν+1 − id‖rν ;Dν+2  cEν,
thus {Φν} is convergent on D∗ ×Oα , say, to Φ .
Now we can do in the same way as in [6,9,10] to prove the convergence of Φν on
D( 12 s,
1
2 r)×Oα , so we only give the ideas of proof and refer to [6,9,10] for details. We can use
the estimates about DΦν and D2Φν to prove {DΦν} and {D2Φν} are convergent on D∗ ×Oα .
By the constructing of Φν , we know that Φν are of quadratic order in y, z and z¯, and so are their
composition mappingsΦν . Thus, {Φν}, {DΦν}, {D2Φν} are convergent on D∗×Oα implies that
{Φν} is actually convergent on D( 12 s, 12 r)×Oα.
Since
‖XPν‖Lrν;Dν  εν and limν→∞‖XPν −XP∗‖
L
rν ;Dν = 0,
it follows that XP∗ = 0 on D∗ × Oα and ∂
l+q+q¯ P∗
∂yl∂zq∂z¯q¯
|D∗ = 0 for 2|l| + |q + q¯|  2. So
P∗ =∑k∈Zn,2|l|+|q+q¯|3P∗klqq¯ylzq z¯q¯ei〈k,ω〉.
Let limν→+∞Φν =Φ . Then
XH◦Φ =XN∗+A∗+B∗+B¯∗+P∗
on D( 12 s,
1
2 r) × Oα, where N∗ = limν→∞Nν = 〈ω∗, y〉 + 〈Ωz, z¯〉 and
A∗ = limν→∞Aν = 〈A∗z, z¯〉, B∗ = limν→∞Bν = 〈B∗z, z〉, B¯∗ = limν→∞ B¯ν = 〈B¯∗z¯, z¯〉. Since
ω∗ = limν→∞ων and A∗ = limν→∞Aν , from (4.37) it follows that ‖ω∗ −ω(ξ)‖L  2ε and
‖XA∗‖Lr/2;D(s/2,r/2) 2ε. Similarly, by (4.38) we have ‖XB∗‖Lr/2;D(s/2,r/2)  2ε.
‖XB¯∗‖Lr/2;D(s/2,r/2) 2ε.
From the above iteration it is easy to see that the map Φ is close to the identity map with
‖Φ − Id‖L  cε.
4.5. Measure estimate
The final thing left is to check the Lebegue measure of Oα =⋂∞ν=1Oν . We will prove that for
sufficiently small α > 0 it is not empty. According to the Iteration lemma,
O −Oα =O −
∞⋂
ν=1
Oν =
∞⋃
ν=1
(Oν −Oν−1)⊂
⋃
ν1,k>0
Rνk ,(4.43)
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where
Rνk(αν)=
{
ξ ∈Oν−1 |
∣∣〈k,ων〉−1∣∣, ∥∥M−11,ν∥∥, ∥∥M−12,ν∥∥> |k|ταν
}
,
with ων = ων−1 + Pν−10l0 and M1,ν =M1,ν−1 +O(εν−1) and M2,ν =M2,ν−1 +O(εν−1).
It follows from Lemma A.1 that, for large k > K0, Rνk is of the measure c(αν |k|L−τ )1/L. For
k <K0, the small divisor conditions are always satisfied since M1,ν,M2,ν are small perturbations
of non-singular diagonal matrices.
By the Iteration lemma, M1,ν(k),M2,ν(k) are εν−1-perturbation of M1,ν−1(k),M2,ν−1(k), it
follows that for ξ ∈Oν−1,
∥∥(M1,ν(k))−1∥∥,∥∥(M2,ν(k))−1∥∥<
( |k|τ
αν
)1/L
are automatically satisfied for |k|< 2ν (provided that ε is small enough), which means Rνk = ∅
for |k|< 2ν . It follows that
measure(O −Oα)=
∞∑
ν=1
measure(Oν −Oν−1)

∞∑
ν=1
∑
|k|2ν
measureRνk(4.44)

( ∞∑
ν=1
2−ν
)
cα1/L =O(α1/L),
provided that τ > (n+ 2)L.
Appendix
LEMMA A.1. – Suppose ‖ω − ω(ξ)‖L  ε and fj (ξ) is a L-th continuously differentiable
function and ‖fj (ξ)‖L  M (1  j  L). Let P(ξ) = (pij (ξ)) be a L × L matrix, L-th
continuously differentiable with respect to ξ ∈O with
‖P‖L = max
|β|L
max
1i,jL
sup
ξ∈O
∣∣∣∣∂βpij∂ξβ
∣∣∣∣ ε.
Let Rk(α) be the set such that
∥∥D−1∥∥> c|k|τ
α
, ∀τ > nL,
where
D = 〈ω,k〉I + diag(f1(ξ), f2(ξ), . . . , fL(ξ))+ P(ξ).
Then if ε > 0 is sufficiently small, there is a sufficiently large integer K depending on M , such
that for ∀α > 0 and |k|>K
mes
(Rk(α))
(
cα
|k|τ−L
)1/L
,
where c is a constant depending on ε,M .
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Proof. – Since ‖D‖ = O(|k|), we know the norm of the inverse of a matrix is controlled by
|k|L times of the lower bound of its determinant. In fact,
Rk(α)⊂
{
ξ : |detD|< c α|k|τ−L
}
.
Note that
g(k, ξ)= det(D)=
L∏
j=1
(〈ω,k〉 + fj (ξ))+ L−1∑
l=0
al
L∏
j=1
(〈ω,k〉 + fj (ξ))lj ,
where ‖al‖L  cε and l = (l1, l2, . . . , lL), lj = 0 or 1 and∑Lj=1 lj  L−1. Note that there exists
sufficiently large K > 0 such that if |k|K and ε is sufficiently small,
∣∣∣∣ ∂L∂νL g(k, ξ)
∣∣∣∣
∣∣∣∣∣
L∏
j=1
(〈
∂
∂ν
ω, k
〉
+ ∂
∂ν
fj (ξ)
)∣∣∣∣∣− cε|k|L

[
(1− cε)|k| −M]L − cε|k|L,
where ∂L/∂νL is the L-th direction derivative along the direction ν = k/|k| at ξ . Thus if ε is
sufficiently small, it follows that | ∂Lg(ξ)
∂νL
| 14 |k|L, which implies
mes
(Rk(α)) c
(
α
|k|τ−L
)1/L
diam(O)n−1,
where c is a constant only depending on M,ε,n,K and independent of α, k.
Remark. – If for |k|K, |〈ω,k〉+fj (ξ)| α > 0, then for sufficiently small ε > 0 depending
on α, if ‖P‖ ε , the matrix D is reversible and for ∀ξ ∈O, we have ‖D−1‖ c/α0.
LEMMA A.2. – Let D be a matrix depending on ξ and ‖D‖L M . If A is reversible with
‖D−1‖N , then ‖D−1‖L  cMLNL+1, where c is a constant depending on L.
Proof. – By differentiating the two sides of the equation D−1D = I, we have
(D−1)′ =D−1D′D−1. So
∥∥(D−1)′∥∥ ‖D′‖ · ∥∥D−1∥∥2 MN2.
Inductively it follows that ‖D−1‖L  cMLNL+1.
LEMMA A.3. – Let D be an open domain in a complex Banach space E with the norm ‖ · ‖.
X : (Φ, ξ) ∈D ×O→E is a parameter dependent vector field on D, which is analytic in Φ on
D and belongs to CL(O) in ξ . If supΦ∈D ‖X(Φ, ·)‖L  ρ, then for each ξ ∈O, its flow Φt(·, ξ)
exists on D−ρ for |t| 1 and mapsD−2ρ intoD−ρ , whereD−ρ = {Φ |Φ ∈D,dist(Φ, ∂D) > ρ}
with ∂D indicating the boundary of D. Moreover, on D−2ρ
∥∥Φt(·, ξ)− id∥∥L  2 sup
Φ∈D
∥∥X(Φ, ·)∥∥L for |t| 1.
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Proof. – The existence of the flow Φt(·, ξ) (|t|  1) is well known from general theory of
differential equations. Below we estimate Φt . By integrating the equation of Φt , we have:
Φt(·, ξ)− id =
t∫
0
X
(
Φs(·, ξ), ξ) ds, |t| 1.
Obviously, ‖Φt(·, ξ)− id‖ supΦ∈D ‖X(Φ, ξ)‖ on D−2ρ . For the L-norms, we only prove the
case L = 1 since for L > 1 the results can be obtained easily by induction and we omit the
details. When L= 1 we have:
∥∥Φt − id∥∥L 
t∫
0
(
‖X‖L +
∥∥∥∥ ∂X∂Φ
∥∥∥∥ · ∥∥Φs∥∥L
)
ds.
By generalized Cauchy’s inequality for analytic function on Banach space, it follows that
‖ ∂X
∂Φ
‖ 1
ρ
supΦ∈D ‖X(Φ, ·)‖ on D−ρ . Thus on D−2ρ we have:
∥∥Φt − id∥∥L 
t∫
0
(
sup
Φ∈D
∥∥X(Φ, ·)∥∥L + 1
ρ
sup
Φ∈D
∥∥X(Φ, ·)∥∥∗∥∥Φs − id∥∥L)ds(A.1)
 sup
Φ∈D
∥∥X(Φ, ·)∥∥L +
t∫
0
∥∥Φs − id∥∥L ds.(A.2)
By Gronwall’s inequality we have for |t| 1,
∥∥Φt − id∥∥L  2 sup
Φ∈D
∥∥X(Φ, ·)∥∥L.
LEMMA A.4. – If a Hamiltonian vector field W(·, ξ) is analytic on V =D(s − 2ρ,3ηr) de-
pending on the parameter ξ with ‖W‖Lr,V < +∞, and
Φ =XtF :U =D(s − 4ρ,ηr)→ V¯ =D(s − 3ρ,2ηr), then Φ∗W = (DΦ)−1W ◦Φ . Moreover,
if
1
ρ
‖Φ − id‖Lηr,U , ‖DΦ − Id‖Lηr,ηr,U  cE 
1
2
,
we have ‖Φ∗W‖Lηr,U  4‖W‖Lηr,V .
Proof. – Since Φ is symplectic, it follows that Φ∗W = (DΦ)−1W ◦ Φ and
‖Φ∗W‖Lηr,U  2‖(DΦ)−1‖Lηr,ηr,U‖W ◦ Φ‖Lηr,U . By Cauchy’s inequality it follows that
‖W ◦Φ‖Lηr,U  2‖W‖Lηr,V and
∥∥(DΦ)−1∥∥L
ηr,ηr,U
 1+ ‖DΦ − Id‖Lηr,ηr,U +
(‖DΦ − Id‖Lηr,ηr,U )2 + · · · 2.
Hence ‖Φ∗W‖Lηr,U  4‖W‖Lηr,V .
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