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Abstract—Consider the simultaneous relay channel
(SRC) which consists of a set of relay channels where the
source wishes to transmit common and private information
to each of the destinations. This problem is recognized as
being equivalent to that of sending common and private
information to several destinations in presence of helper
relays where each channel outcome becomes a branch of
the broadcast relay channel (BRC). Cooperative schemes
and capacity region for a set with two memoryless relay
channels are investigated. The proposed coding schemes,
based on Decode-and-Forward (DF) and Compress-and-
Forward (CF) must be capable of transmitting information
simultaneously to all destinations in such set.
Depending on the quality of source-to-relay and relay-
to-destination channels, inner bounds on the capacity of
the general BRC are derived. Three cases of particular in-
terest are considered: cooperation is based on DF strategy
for both users –referred to as DF-DF region–, cooperation
is based on CF strategy for both users –referred to as CF-
CF region–, and cooperation is based on DF strategy for
one destination and CF for the other –referred to as DF-CF
region–. These results can be seen as a generalization and
hence unification of previous works. An outer-bound on
the capacity of the general BRC is also derived. Capacity
results are obtained for the specific cases of semi-degraded
and degraded Gaussian simultaneous relay channels. Rates
are evaluated for Gaussian models where the source must
guarantee a minimum amount of information to both users
while additional information is sent to each of them.
Index Terms—Capacity, cooperative strategies, simulta-
neous relay channels, broadcast relay channel, decode-and-
forward, compress-and-forward, broadcasting.
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I. INTRODUCTION
THE simultaneous relay channel (SRC) is definedby a set of relay channels where the source wishes
to communicate common and private information to
each of the destinations in the set. In order to send
common information regardless of the intended channel,
the source must simultaneously consider the presence of
all channels as described in Fig. 1(a). This scenario offers
a perspective of practical applications e.g., downlink
communication on cellular networks where the base sta-
tion –source– may be aided by relays and opportunistic
cooperation on ad-hoc networks where the source may
not be aware of the presence of a nearby relay.
Cooperative networks have been of huge interest
during recent years between researchers as a possible
candidate for future wireless networks [1], [2]. Using
the multiplicity of information in nodes, provided by the
appropriate coding strategy, these networks can increase
capacity and reliability, and diversity as addressed in
[3]–[5] where multiple relays were introduced as an
antenna array using distributed space-time coding. The
simplest of cooperative networks is the relay channel.
First introduced in [6], it consists of a sender-receiver
pair whose communication is aided by a relay node. In
other words, it consists of a channel input X, a relay
input X1, a channel output Y1 and a relay output Z1,
where the relay input depends only on the past obser-
vations. A significant contribution was made by Cover
and El Gamal [7], where the main strategies of Decode-
and-Forward (DF) and Compress-and-Forward (CF), and
a max-flow min-cut upper bound were developed for
this channel. Moreover the capacity of the degraded and
the reversely degraded relay channel were established
by the authors. A general theorem that combines DF
and CF in a single coding scheme was also presented.
The capacity of semi-deterministic relay channels and
the capacity of cascaded relay channels were found in
[8], [9]. A converse for the relay channel has been
developed in [10]. The capacity of orthogonal relay
channels was found in [11] while the relay channel with
private messages was discussed in [12]. The capacity of
a class of modulo-Sum relay channels was also found
2in [13]. More recently, Compute-and-Forward strategy
based on (linear) structured coding was proposed in
[14]. It has been shown that the use of lattice codes
outperforms DF strategy in some settings.
In general, the performance of DF and CF schemes are
directly related to the noise condition between the relay
and the destination. More precisely, it is well-known
that DF scheme performs much better than CF when
the source-to-relay channel is quite strong. Whereas CF
scheme is more suitable when the relay-to-destination
channel is strong. Indeed, inner bounds based on DF and
CF strategies can be obtained using different coding and
decoding techniques. Coding techniques can be classified
[15] into regular and irregular coding. Irregular coding
exploits the codebooks of different sizes that are involved
between relay and source while regular coding requires
the same size. Decoding techniques also can roughly
be classified into successive and simultaneous decoding.
Successive decoding method decodes the transmitted
codebooks in a consecutive manner. In each block, the
decoder starts with a group of codebooks (e.g. relay
codewords) and then afterward it moves to the next
group (e.g. source codewords). However, simultaneous
decoding decodes jointly all codebooks in a given block.
Generally speaking, the latter provides the better re-
sults than the former. Cover and El Gamal [7] have
proposed irregular coding with successive decoding. In
fact, regular coding with simultaneous decoding was
first developed in [16]. It can be exploited for decoding
with the channel outputs of a single or multiple blocks.
For instance, the author in [17] by relying on this
property introduces the notion of sliding window decod-
ing to perform decoding based on the outputs of two
consecutive blocks. The notion of backward decoding
was proposed in [18] and it consists of a decoder who
waits until the last block to start decoding from the
last to the first message. Backward coding is shown to
provide better performances than other schemes based on
simultaneous decoding [19], [20] such as sliding window.
Backward decoding can use a single block as in [18] or
multiple blocks as in [21] to perform decoding. The best
known lower bound on the capacity of the relay channel
was derived in [22], by using a generalized backward
decoding strategy.
Extension to multiple relay networks have been stud-
ied in [23] and practical scenarios were also considered,
like the Gaussian relay channel [24]–[26], and the Gaus-
sian parallel relay network [27]–[29]. The combination
of the relay channel with other networks has been
studied. The multiple access relay channel (MARC)
was analyzed in [30]–[32]. The relay-broadcast channel
(RBC) where a user which can be either the receiver
or a distinct node, serves as a relay for transmitting the
information to the receivers, was also studied. An achiev-
able rate region for the dedicated RBC was obtained in
[15]. Preliminary works on the RBC were done in [33]–
[35] and the capacity region of physically degraded RBC
was found in [36]. Inner and outer rate regions for the
RBC were developed further in [37]–[39]. The capacity
of Gaussian dedicated RBC with degraded relay channel
was reported in [40].
Compound channels were introduced and further in-
vestigated in [41]–[43]. Extensive research has been
undertaken for years (see [44] and references therein).
This class of channels model communications over a set
of possible channels where the encoder aims to maximize
the worst-case capacity. Actually, the compound relay
channel has a similar definition to the SRC. The SRC
guarantees common and private rates for every channel
in the set while the compound relay channel only guar-
antees a common rate. However, both terms are kept
throughout this paper to indicate the difference in the
code definition utilized with each model. An interesting
relation between compound and broadcast channels was
first mentioned in [45], where it was suggested that the
compound channel problem can be investigated via the
broadcast channel. Indeed, this concept of broadcasting
has been used as a method to mitigate the effect of chan-
nel uncertainty in numerous contributions [21], [46]–
[49]. Moreover, the SRC was also investigated through
broadcast channels in [50]–[52]. This strategy facilitates
rate adaptation to the current channel in operation with-
out requiring feedback information from the destination
to the transmitter.
The broadcast channel (BC) was introduced in [45]
along with the capacity of binary symmetric, product,
push-to-talk and orthogonal BCs. The capacity of the
degraded BC was established in [53]–[56]. It was shown
that feedback does not increase capacity of physically
degraded BCs [57], [58], but it does for Gaussian BCs
[59]. The capacity of the BC with degraded message
sets was found in [60] while that of more capable and
less-noisy were established in [61]. The best known
inner bound for general BCs is due to Marton [62] and
an alternative proof was given in [63] (see [64] and
reference therein). This inner bound was shown to be
tight for channels with one deterministic component [65]
and deterministic channels [66], [67]. An outer-bound for
the general BC was established in [62] and improved
later in [68], [69].
In this paper, we study different coding strategies and
capacity region for the general memoryless broadcast
relay channel (BRC) with two relays and destinations,
as depicted in Fig. 1(b). This model is equivalent to
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Fig. 1. Simultaneous and broadcast relay channels.
the SRC with two simultaneous memoryless relay chan-
nels. It should be emphasized that, by adding adequate
Markov chains such that relays only affect a single
destination, the BRC can be considered as being equiv-
alent to the SRC. Nevertheless, for sake of generality
we will not explicitly constrain the results trough this
paper to the SRC. The rest of the paper is organized
as follows. Section II introduces the main definitions
and the problem statement. Inner bounds on the capacity
region are derived for three cases of particular interest:
• Source-to-relay channels are stronger1 than the oth-
ers and hence cooperation is based on DF strategy
for both users (referred to as DF-DF region), cor-
responding to the SRC with DF relays.
• Relay-to-destination channels are stronger than the
others and hence cooperation is based on CF strat-
egy for both users (referred to as as CF-CF region),
corresponding to the SRC with CF relays.
• The source-to-relay channel of one destination is
stronger than its corresponding relay-to-destination
channel. Whereas for the other destination the relay-
to-destination channel is stronger than its source-
to-relay channel. Hence cooperation is based on
DF strategy for one destination and CF for the
other one (referred to as DF-CF region). This case
corresponds to the SRC where a different coding
strategy is employed at each relay.
Section III examines general outer-bounds and capac-
ity results for several classes of BRCs. In particular, the
case of the broadcast relay channel with common relay
(BRC-CR) is investigated, as shown in Fig. 1(c). We
show that the DF-DF region improves existent results
1The notion of stronger channel means that if channel A is stronger
than channel B then the messages intended to decoder B can fully
be decoded at decoder A. However, we shall not provide any formal
definition to this since it is not needed for the proofs.
[15] on BRC-CR. Capacity results are obtained for the
specific cases of semi-degraded and degraded Gaussian
simultaneous relay channels. In Section IV, rates are
computed for the case of distant based additive white
Gaussian noise (AWGN) relay channels. Achievability
and converse proofs are relegated to the appendices while
summary and discussion are presented in Section V.
Notation
For any sequence (xi)i∈N+ , notation x stands for the
collection xn1 = (x1, x2, . . . , xn). Entropy is denoted by
H(·), and mutual information by I(·; ·). The differential
entropy function is denoted by h(·). We denote ǫ-typical
and conditional ǫ-typical sets by Anǫ (X) and Anǫ (Y |X),
respectively (see [70] for details). Let X, Y and Z be
three random variables on some alphabets with probabil-
ity distribution p. If p(x|yz) = p(x|y) for each x, y, z,
then they form a Markov chain, denoted by X−
−Y −
−Z .
Logarithms are taken in base 2 and denoted by log(·).
The capacity function is defined as C(x) = 12 log(1+x).
II. MAIN DEFINITIONS AND ACHIEVABLE REGIONS
In this section, we first formalize the problem of the
simultaneous relay channel and then present achievable
rate regions for the cases of DF-DF strategy (DF-DF
region), CF-CF strategy (CF-CF region) and DF-CF
strategy (DF-CF region).
A. Problem statement
The simultaneous relay channel [50] with discrete
source and relay inputs x ∈ X , xT ∈ XT , discrete
channel and relay outputs yT ∈ YT , zT ∈ ZT , is
characterized by a set of relay channels, each of them
defined by a conditional probability distribution (PD)
PSRC =
{
PYTZT |XXT : X ×XT 7−→ YT ×ZT
}
,
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Fig. 2. Broadcast relay channel (BRC).
where T denotes the channel index. The SRC models the
situation in which only one single channel is present at
once, but it does not change during the communication.
However, the transmitter is not cognizant of the realiza-
tion of T governing the communication. In this setting,
T is assumed to be known at the destination and the relay
ends. The transition PD of the n-memoryless extension
with inputs (x,xT ) and outputs (yT , zT ) is given by
PnYTZT |XXT (yT , zT |x,xT ) =
n∏
i=1
PT (yT,i, zT,i|xi, xT,i).
The focus is on the case where T = {1, 2}, in other
words there are two relay channels in the set.
Definition 1 (code): A code for the SRC consists of:
• An encoder mapping {ϕ :W0×W1×W2 7−→ X n},
• Two decoder mappings {ψT : YnT 7−→ W0 ×WT },
• A set of relay functions {fT,i}ni=1 such that
{fT,i : Z
i−1
T 7−→ X
n
T }
n
i=1,
for T = {1, 2} and some finite sets of integers
Wb =
{
1, . . . ,Mb
}
b={0,1,2}
. The rates of such code
are n−1 logMb and the corresponding maximum error
probabilities for T = {1, 2} are defined as
P
(n)
e,T
(
ϕ,ψ,{fT,i}
n
i=1
)
=
max
(w0,wT )∈W0×WT
Pr {ψ(YT ) 6= (w0, wT )} .
Definition 2 (achievability and capacity): For any
positive numbers 0 < ǫ, γ < 1, a triple of non-negative
numbers (R0, R1, R2) is said achievable for the SRC
if for every sufficiently large n, there exists a n-length
block code whose error probability satisfies
P
(n)
e,T
(
ϕ,ψ, {fT,i}
n
i=1
)
≤ ǫ
for T = {1, 2} and the rates 1
n
logMb ≥ Rb− γ for b =
{0, 1, 2}. The set of all achievable rates CSRC is called
the capacity region of the SRC. We emphasize that no
prior distribution on T is assumed and thus the encoder
must exhibit a code that yields small error probability for
every T = {1, 2}. A similar definition can be offered
for the common-message SRC with a single message
set W0, n−1 logM0 and rate R0. The common-message
SRC is equivalent to the compound relay channel and so
its achievable rate is similarly defined.
Remark 1: We emphasize that both relay and desti-
nation are assumed to be cognizant of the realization of
T and hence the problem of coding for the SRC can be
turned into that of the broadcast relay channel (BRC)
[50]. Because the source is uncertain about the actual
channel, it has to count for each of them and therefore
assume the simultaneous presence of both. This leads
to an equivalent broadcast model consisting of two sub-
channels (or branches) for T = {1, 2}, where each one
corresponds to a single-relay channel, as illustrated in
Fig. 1(b) and Fig. 2. The encoder sends common and
private messages (W0,WT ) to destination T at rates
(R0, RT ). The general BRC is defined by the PD
PBRC =
{
PY1Z1Y2Z2|XX1X2 :
X × X1 × X2 7−→ Y1 ×Z1 × Y2 ×Z2
}
,
with channel and relay inputs (X,X1,X2) and channel
and relay outputs (Y1, Z1, Y2, Z2). Notions of achiev-
ability for rates (R0, R1, R2) and capacity remain the
same as for conventional BCs (see [45], [15] and [37]).
Similar to the case of conventional BCs, the capacity
region of the BRC depends only on the marginal PDs:
PY1|XX1X2Z1Z2 , PY2|XX1X2Z1Z2 and PZ1Z2|XX1X2 .
Remark 2: The definition of the BRC does not dis-
miss the possibility of dependence of destination Y1 (re-
spect to destination Y2) on the relay input X2 (respect to
the relay input X1). Therefore, it appears to be more gen-
eral than the SRC. In other words, the current definition
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Fig. 3. Description of encoding techniques for DF strategy.
of BRC corresponds to that of the SRC with the addi-
tional constraints that (Y1, Z1)−
−(X,X1)−
−(Y2, Z2,X2)
and (Y2, Z2)−
− (X,X2)−
− (Y1, Z1,X1). These Markov
chains guarantee that (YT , ZT ) only depend on inputs
(X,XT ), for T = {1, 2}. Despite the fact that this
condition is not necessary until converse proofs, the
achievable region developed below are more adapted to
the SRC. Nevertheless, these achievable rate regions do
not require any additional assumption and thus are valid
for the general BRC as well.
The next subsections provide achievable rate regions
for three different coding strategies.
B. Achievable region based on DF-DF strategy
Consider the situation where the source-to-relay chan-
nels are stronger than the others. In this case, the best
known coding strategy for both relays turns out to be
Decode-and-Forward (DF). The source should broadcast
the information to the destinations based on a broad-
cast code combined with DF scheme. Both relays help
the common information using a common description,
namely V0. The private information for each destination
is sent partly by the help of the corresponding relay and
partly by direct transmission. The next theorem presents
the achievable rate region [52].
Theorem 1: (DF-DF region) An inner bound on the
capacity region RDF-DF ⊆ CBRC of the broadcast relay
channel is given by
RDF-DF = co
⋃
P∈Q
{
(R0 ≥ 0, R1 ≥ 0, R2 ≥ 0) :
R0 +R1 ≤I1 − I(U0, U1;X2|X1, V0),
R0 +R2 ≤I2 − I(U0, U2;X1|X2, V0),
R0 +R1 +R2 ≤I1 + J2 − I(U0, U1;X2|X1, V0)
− I(U1,X1;U2|X2, U0, V0)− IM
R0 +R1 +R2 ≤J1 + I2 − I(U0, U2;X1|X2, V0)
− I(U1;U2,X2|X1, U0, V0)− IM
2R0 +R1 +R2 ≤I1 + I2 − I(U0, U1;X2|X1, V0)
− I(U0, U2;X1|X2, V0)
− I(U1;U2|X1,X2, U0, V0)− IM
}
,
where (Ii, Ji, IM ) with i = {1, 2} are as in (1). co{·}
denotes the convex hull and the union is over all joint
PDs PU0V0U1U2U3U4X1X2X ∈ Q, with Q given by (2).
Ii =min
{
I(U0, Ui;Zi|V0,Xi) + I(Ui+2;Yi|U0, V0,Xi, Ui), I(U0, V0, Ui, Ui+2,Xi;Yi)
}
,
Ji =min
{
I(Ui;Zi|U0, V0,Xi) + I(Ui+2;Yi|U0, V0,Xi, Ui), I(Ui+2, Ui,Xi;Yi|U0, V0)
}
,
IM =I(U3;U4|U1, U2,X1,X2, U0, V0), (1)
Q =
{
PU0V0U1U2U3U4X1X2X = PU3U4X|U1U2PU1U2|U0X1X2 PU0|X1X2V0PX2|V0PX1|V0PV0
satisfying
(U0, V0, U1, U2, U3, U4)−
− (X1,X2,X)−
− (Y1, Z1, Y2, Z2)
}
.
(2)
6Proof: The proof of this theorem is relegated to
Appendix A. Instead, here we provide an overview of
it. First, the original messages are reorganized via rate-
splitting into new messages, as shown in Fig. 3(b), where
we add part of the private messages together with the
common message into new messages, which is similarly
to [15]. The general coding idea of the proof is depicted
in Fig. 3(a).
The description V0 represents the common part of
(X1,X2) (the information sent by the relays), which
is intended to help the common information encoded
in U0. Private information is sent in two steps, first
using the relay help through (U1, U2) and based on
DF strategy. Then, the direct links between source and
destinations are used to decode (U3, U4). Marton coding
is used to allow correlation between the descriptions
according to the arrows in Fig. 3(a). To make a random
variable simultaneously correlated with multiple random
variables (RVs), we used multi-level Marton coding.
Full details for this process are explained in Appendix
A while Table I shows details for the transmission in
time. Both relays knowing (v0, xb) decode (u0, ub) in the
same block. Then each destination, by using backward
decoding, decodes all codebooks in the last block. The
final region is a combination of all constraints from
Marton coding and decoding, which reduce to the above
region by using Fourier-Motzkin elimination.
Remark 3: We have the following observations:
• The rates in Theorem 1 coincide with the conven-
tional rate based on partial DF [7], and moreover it
is easy to verify that, by setting (X1,X2, V0) = ∅,
U3 = U1, U4 = U2 Z1 = Y1 and Z2 = Y2, the
rate region in Theorem 1 is equivalent to Marton’s
region [62],
• The new region improves on the existent regions
for the general BRC in [50] and for the BRC with
common relay as depicted in Fig. 1(c). By setting
X1 = X2 = V0 and U1 = U2 = U0, the rate region
in Theorem 1 can be shown to be equivalent to
the inner bound in [15]. Whereas the next corollary
shows that the novel rate region is strictly large than
that in [15].
The following corollary provides a sharper inner bound
on the capacity region of the BRC with common relay
(BRC-CR). By dividing the help of relay into two com-
ponents V0 and X1, the relay is also able to help private
information of the first destination. This is in contrast
to the encoding technique used in [15], where the relay
only helps common information. As a consequence of
this, when Y2 = ∅ and the first destination is a physically
degraded version of the relay the region in [15] cannot
achieve the capacity of this channel. This is not the case
of the next rate region. Furthermore, it will be shown
later that a special case of this corollary reaches the
capacity of the degraded Gaussian BRC-CR and semi-
degraded BRC-CR.
Corollary 1 (BRC with common relay): An inner
bound on the capacity region of the BRC-CR RBRC-CR ⊆
CBRC-CR is given by
RBRC-CR = co
⋃
PV0U0U1U3U4X1X∈Q
{
(R0 ≥ 0, R1 ≥ 0,R2 ≥ 0) :
R0 +R1 ≤ min{I1 + I1p, I3 + I3p}
+ I(U3;Y1|U1, U0,X1, V0),
R0 +R2 ≤ I(U0, V0, U4;Y2)− I(U0;X1|V0),
R0 +R1 +R2 ≤ min{I2, I3}+ I3p
+ I(U3;Y1|U1, U0,X1, V0)
+I(U4;Y2|U0, V0)− I(U0;X1|V0)− IM ,
R0 +R1 +R2 ≤ min{I1, I3}+ I1p
+ I(U3;Y1|U1, U0,X1, V0)
+I(U4;Y2|U0, V0)− I(U0;X1|V0)− IM ,
2R0 +R1 +R2 ≤ I(U3;Y1|U1, U0,X1, V0)
+ I(U4;Y2|U0, V0) + I2
+min{I1 + I1p, I3 + I3p}
− I(U0;X1|V0)− IM
}
where the quantities are defined by
I1 = I(U0, V0;Y1),
I2 = I(U0, V0;Y2),
I3 = I(U0;Z1|X1, V0),
I1p = I(U1X1;Y1|U0, V0),
I3p = I(U1;Z1|U0, V0,X1),
IM = I(U3;U4|X1, U1, U0, V0),
co{·} denotes the convex hull and Q is the set of all
joint PDs PV0U0U1U3U4X1X satisfying
(V0, U0, U1, U3, U4)−
− (X1,X)−
− (Y1, Z1, Y2).
C. Achievable region based on CF-DF strategy
Consider now a broadcast relay channel where the
source-to-relay channel is stronger that the relay-to-
destination channel for the first user and weaker for the
second one. Hence cooperation is better be based on
DF scheme for user one and CF scheme for user two.
Actually, the source must broadcast the information to
7TABLE I
DF STRATEGY WITH b = {1, 2}
v0(t0(i−1)) v0(t0(i))
u0(t0(i−1), t0i) u0(t0i, t0(i+1))
x
b
(t0(i−1), tb(i−1)) xb(t0i, tbi)
u
b
(t0(i−1), t0i, tb(i−1), tbi) ub(t0i, t0(i+1), tbi, tb(i+1))
u
b+2(t0(i−1), t0i, tb(i−1), tbi, t(b+2)i) ub+2(t0i, t0(i+1), tbi, tb(i+1), t(b+2)(i+1))
y
bi
y
b(i+1)
the destinations based on a broadcast code combined
with CF and DF schemes. This scenario may arise when
the encoder does not know (e.g. due to user mobility
and fading) whether the source-to-relay channel is much
stronger or not than the relay-to-destination channel. The
next theorem presents the general achievable rate region
for the case where the first relay employs DF scheme
while the second relay uses CF scheme to help common
and private information [71].
Theorem 2 (CF-DF region): An inner bound on the
capacity region of the BRC RDF-CF ⊆ CBRC with hetero-
geneous cooperative strategies is given by
RCF-DF = co
⋃
P∈Q
{
(R0 ≥ 0, R1 ≥ 0, R2 ≥ 0) :
R0 +R1 ≤ I1,
R0 +R2 ≤ I2 − I(U2;X1|U0, V0),
R0 +R1 +R2 ≤ I1 + J2 − I(U1,X1;U2|U0, V0),
R0 +R1 +R2 ≤ J1 + I2 − I(U1,X1;U2|U0, V0),
2R0 +R1 +R2 ≤ I1 + I2 − I(U1,X1;U2|U0, V0)
}
,
where the quantities (Ii, Ji,∆0) with i = {1, 2} are
given by
I1 = min
{
I(U0, U1;Z1|X1, V0), I(U1, U0,X1, V0;Y1)
}
,
I2 = I(U2, U0, V0; Zˆ2, Y2|X2),
J1 = min
{
I(U1;Z1|X1, U0, V0), I(U1,X1;Y1|U0, V0)
}
,
J2 = I(U2; Zˆ2, Y2|X2, U0, V0),
co{·} denotes the convex hull and the set of all admis-
sible PDs Q is defined as
Q =
{
P
V0U0U1U2X1X2XY1Y2Z1Z2Zˆ2
= PV0PX2PX1|V0
PU0|V0PU2U1|X1U0PX|U2U1PY1Y2Z1Z2|XX1X2×
P
Zˆ2|X2Z2
,
satisfying I(X2;Y2) ≥ I(Z2; Zˆ2|X2Y2) and
(V0,U0, U1, U2)−
− (X1,X2,X)−
− (Y1, Z1, Y2, Z2)
}
.
Remark 4: It should emphasized that it is possible to
exchange the coding strategy between first and second
relay and thus a bigger region is obtained by taking the
convex hull of the union of both regions.
The proof of this theorem is relegated to Appendix B.
Instead, here we discuss the relevant steps of it. In order
to send common information while exploiting the help
of DF relay at destination 1, we use regular encoding
with block-Markov coding. The description V0 is the part
of X1 to help the transmission of U0, and the second
relay helps destination 2 based on CF scheme (i.e. relay
and source inputs are independently chosen). Regular
encoding is used to superimpose the code of the current
block over that of the previous block. The relay using DF
scheme transmits the message from the previous block
and hence the destination can exploit it for decoding
as usually. But the relay using CF scheme seems to
impose the decoding of two superimposed codes at the
destination. By noting that the codeword center carries
the dummy message in the first block, the destination
decodes the cloud knowing the center, and then in the
next block it continues by removing the center code.
Nevertheless, this procedure leads to performance loss
because one part of the transmitted code is indeed thrown
away. Therefore, at this point the reader may think that
superposition coding needed for DF should not work
with CF scheme. Helpfully, this is not the case. By using
backward decoding, the code can be exploited with CF
scheme as well and without loss of performance. The
destination decoding CF scheme takes V0 not as the
relay code but as part of the source code, over which
U0 is superimposed. Then, the last block U0 carries
the dummy message superimposed on V0, which is the
message from the last block. For instance, (U0, V0) can
be jointly decoded by exploiting both codes and without
performance loss with respect to usual CF scheme.
Finally, we consider the compound relay channel,
where the channel in operation is chosen from the set
of relay channels. For simplicity, suppose that the set
includes only two channels such that DF compared to
CF strategy yields a better rate for the first channel and
a worse rate for the second one. The overall goal is to
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error probability for both channels. Then using regular
encoding, it can be seen that the best cooperative strategy
can be selected for each channel because the first relay
employs DF while the second one uses CF scheme. The
next corollary directly results from this observation.
Corollary 2 (common-information): A lower bound
on the capacity of the compound relay channel (or
common-message BRC) is given by all rates R0 satysfing
R0 ≤ max
PX1X2X∈Q
min
{
I(X;Z1|X1),
I(X,X1;Y1), I(X; Zˆ2, Y2|X2)
}
.
Corollary 3 (private information): An inner bound
on the capacity region of the BRC with heterogeneous
cooperative strategies is given by the convex hull of the
set of rates (R1, R2) satisfying
R1 ≤ min
{
I(U1;Z1|X1), I(U1,X1;Y1)
}
,
R2 ≤ I(U2; Zˆ2, Y2|X2)− I(U2;X1),
R1 +R2 ≤ min
{
I(U1;Z1|X1), I(U1,X1;Y1)
}
+ I(U2; Zˆ2, Y2|X2)− I(U1,X1;U2),
for all joint PDs P
U1U2X1X2XY1Y2Z1Z2Zˆ2
∈ Q.
Corollary 2 follows from Theorem 2 by choosing U1 =
U2 = U0 = X, V0 = X1. Whereas Corollary 3 follows
by setting U0 = V0 = ∅.
Remark 5: The region in Theorem 2 is equivalent to
Marton’s region [62] with (X1,X2, V0) = ∅, Z1 = Y1
and Z2 = Y2. Observe that the rate corresponding to DF
scheme which appears in Theorem 2 coincides with the
usual DF rate, whereas the CF rate appears with a little
difference. In fact, X is being decomposed into (U,X1),
replacing it in the rate term corresponding to CF scheme.
D. Achievable region based on CF-CF strategy
Consider now another scenario where both relay-to-
destination channels are stronger than the others and
hence the efficient coding strategy turns to be CF scheme
for both users. The inner bound based on this strategy
is stated in the following theorem [72] and its proof is
presented in Appendix C.
Theorem 3 (CF-CF region): An inner bound on the
capacity region of the BRC RCF-CF ⊆ CBRC is given by
RCF-CF = co
⋃
P∈Q
{
(R0 ≥ 0, R1 ≥ 0, R2 ≥ 0) :
R0 +R1 ≤ I(U0, U1;Y1, Zˆ1|X1),
R0 +R2 ≤ I(U0, U2;Y2, Zˆ2|X2),
R0 +R1 +R2 ≤ I0 + I(U1;Y1, Zˆ1|X1, U0)
+I(U2;Y2, Zˆ2|X2, U0)− I(U1;U2|U0),
2R0 +R1 +R2 ≤ I(U0, U1;Y1, Zˆ1|X1)
+I(U0, U2;Y2, Zˆ2|X2)− I(U1;U2|U0)
}
,
where the quantity I0 is defined by
I0 = min
{
I(U0;Y1, Zˆ1|X1), I(U0;Y2, Zˆ2|X2)
}
,
co{·} denotes the convex hull and the set of all admis-
sible PDs Q is defined as
Q =
{
P
U0U1U2X1X2XY1Y2Z1Z2Zˆ1Zˆ2
= PX2PX1PU0×
PU2U1|U0PX|U2U1PY1Y2Z1Z2|XX1X2×
P
Zˆ1|X1Z1
P
Zˆ2|X2Z2
,
I(X1;Y1) ≥ I(Z1; Zˆ1|X1, Y1),
I(X2;Y2) ≥ I(Z2; Zˆ2|X2, Y2),
(U0, U1, U2)−
− (X1,X2,X)−
− (Y1, Z1, Y2, Z2)
}
.
Notice that by setting (X1,X2) = ∅, Z1 = Y1 and Z2 =
Y2 this region is equivalent to Marton’s region [62].
Remark 6: A general achievable rate region follows
by applying time-sharing on the regions stated in Theo-
rems 1, 2 and 3.
III. OUTER BOUNDS AND CAPACITY RESULTS
In this section, we first provide an outer-bound on
the capacity region of the general BRC . Then some
capacity results for the cases of semi-degraded BRC with
common relay (BRC-CR) and degraded Gaussian BRC-
CR are stated.
A. Outer bounds on the capacity region of general BRC
The next theorems provide general outer-bounds on
the capacity regions of the BRC described in Fig. 2 and
the BRC-CR where X1 = X2 and Z1 = Z2, respectively.
The proof is presented in Appendix D.
Theorem 4 (outer-bound BRC): The capacity region
CBRC of the BRC is included in the set CoutBRC of all rates
(R0, R1, R2) satisfying
CoutBRC = co
⋃
PV V1U1U2X1X2X∈Q
{
(R0 ≥ 0, R1 ≥ 0, R2 ≥ 0) :
R0 ≤ min
{
I(V ;Y2), I(V ;Y1)
}
,
R0 +R1 ≤ min
{
I(V ;Y1), I(V ;Y2)
}
+ I(U1;Y1|V ),
R0 +R2 ≤ min
{
I(V ;Y1), I(V ;Y2)
}
+ I(U2;Y2|V ),
R0 +R1 ≤ min
{
I(V, V1;Y1, Z1|X1), I(V, V1;Y2, Z2)
}
+ I(U1;Y1, Z1|V, V1,X1),
R0 +R2 ≤ min
{
I(V, V1;Y1, Z1|X1), I(V, V1;Y2, Z2)
}
+ I(U2;Y2, Z2|V, V1,X1),
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+ I(U1;Y1|U2, V ),
R0 +R1 +R2 ≤ I(V ;Y2) + I(U1;Y1|V )
+ I(U2;Y2|U1, V ),
R0 +R1 +R2 ≤ I(V, V1;Y1, Z1|X1)
+ I(U2;Y2, Z2|V, V1,X1)
+ I(U1;Y1, Z1|X1, U2, V, V1),
R0 +R1 +R2 ≤ I(V, V1;Y2, Z2)
+ I(U1;Y1, Z1|V, V1,X1)
+ I(U2;Y2, Z2|X1, U1, V, V1)
}
,
where co{·} denotes the convex hull and Q is the set of
all joint PDs PV V1U1U2X1X2X satisfying X1 −
− V1 −
−
(V,U1, U2,X) and (V,U1, U2) −
− (X,X1,X2) −
−
(Y1, Y2, Z1, Z2). The cardinality of the auxiliary RVs are
subjected to satisfy:
‖V‖ ≤ ‖X‖‖X1‖‖X2‖‖Z1‖‖Z2‖+ 25 ,
‖V1‖ ≤ ‖X‖‖X1‖‖X2‖‖Z1‖‖Z2‖+ 17 ,
‖U1‖, ‖U2‖ ≤ ‖X‖‖X1‖‖X2‖‖Z1‖‖Z2‖+ 8.
Remark 7: We observe from the proof that V1 is
formed of causal and non-causal parts of the relay
outputs. Hence V1 can be intuitively seen as the help
of the relays for V . It can also be inferred from the
form of this rate region that V and (U1, U2) represent
common and private information, respectively.
Remark 8: We have the following observations:
• The outer-bound is valid for the general BRC.
However, in the case of the SRC the outputs
(Zb, Yb) depend only on (X,Xb) for b = {1, 2}. By
using these relations, the terms I(Ub;Yb, Zb|Xb, T )
and I(Ub;Yb|T ) can be further bounded by
I(X;Yb, Zb|Xb, T ) and I(X,Xb;Yb|T ), respec-
tively, for any variables T ∈ {V, V1, U1, U2}. This
simplifies the previous region.
• Moreover we can see that the rate region in Theo-
rem 4 is not totally symmetric. Thus, another upper
bound can be derived by exchanging indices 1 and
2, i.e., by introducing V2 and X2 instead of V1 and
X1. The final bound will be the intersection of these
two regions.
• If the relays are not present, i.e., Z1 = Z2 = X1 =
X2 = V1 = ∅, it is not difficult to show that the
previous bound reduces to the outer-bound for gen-
eral broadcast channels, referred to as UVW -outer-
bound [69]. Furthermore, it was recently shown
that such bound is at least as good as all currently
developed outer-bounds for the capacity region of
broadcast channels [73].
The next theorem presents an outer-bound on the
capacity region of the BRC with common relay. In this
case, due to the fact that Z1 = Z2 and X1 = X2, we
can choose V1 = V2 because of the definition of Vb (cf.
Appendix D). Therefore, based on the aforementioned
symmetric property, the outer-bound in Theorem 4 yields
the next result.
Theorem 5 (outer-bound BRC-CR): The capacity re-
gion CBRC-CR of the BRC-CR is included in the set
CoutBRC-CR of all rate pairs (R0, R1, R2) satisfying
CoutBRC-CR = co
⋃
PV V1U1U2X1X∈Q
{
(R0 ≥ 0, R1 ≥ 0, R2 ≥ 0) :
R0 ≤ min
{
I(V ;Y2), I(V ;Y1)
}
,
R0 +R1 ≤ min
{
I(V ;Y1), I(V ;Y2)
}
+ I(U1;Y1|V ),
R0 +R2 ≤ min
{
I(V ;Y1), I(V ;Y2)
}
+ I(U2;Y2|V ),
R0 +R1 ≤ I(U1;Y1, Z1|V, V1,X1)
+ min
{
I(V, V1;Y1, Z1|X1), I(V, V1;Y2, Z1|X1)
}
,
R0 +R2 ≤ I(U2;Y2, Z1|V, V1,X1)
+ min
{
I(V, V1;Y1, Z1|X1), I(V, V1;Y2, Z1|X1)
}
,
R0 +R1 +R2 ≤ I(V ;Y1) + I(U2;Y2|V )
+ I(U1;Y1|U2, V ),
R0 +R1 +R2 ≤ I(V ;Y2) + I(U1;Y1|V )
+ I(U2;Y2|U1, V ),
R0 +R1 +R2 ≤ I(V, V1;Y1, Z1|X1)
+ I(U2;Y2, Z1|V, V1,X1)
+ I(U1;Y1, Z1|X1, U2, V, V1),
R0 +R1 +R2 ≤ I(V, V1;Y2, Z1|X1)
+ I(U1;Y1, Z1|V, V1,X1)
+ I(U2;Y2, Z1|X1, U1, V, V1)
}
,
where co{·} denotes the convex hull and Q is the set
of all joint PDs PV V1U1U2X1X verifying X1 −
− V1 −
−
(V,U1, U2,X) and (V,U1, U2)−
−(X,X1)−
−(Y1, Y2, Z1),
where the cardinality of auxiliary RVs is subjected to
satisfy:
‖V‖ ≤ ‖X‖‖X1‖‖Z1‖+ 19 ,
‖V1‖ ≤ ‖X‖‖X1‖‖Z1‖+ 11
‖U1‖, ‖U2‖ ≤ ‖X‖‖X1‖‖Z1‖+ 8.
Proof: It is enough to replace Z2 with Z1 in
Theorem 4. Then the proof follows by taking the union
with the symmetric region and using the fact that
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I(V, V1;Y2, Z1|X1) is less than I(V, V1;Y2, Z1) due to
the existing Markov relationship between V1 and X1.
Finally, the next theorem presents an upper bound on
capacity of the common-message BRC. This is useful to
evaluate the capacity of the compound relay channel.
Theorem 6 (upper bound on common-information):
An upper bound on the capacity of the common-message
BRC (or compound relay channel) is given by
R0 ≤ max
PX1X2X∈Q
min
{
I(X;Z1Y1|X1), I(X,X1;Y1),
I(X;Z2, Y2|X2), I(X,X2;Y2)
}
.
Proof: The proof follows from conventional argu-
ments [7]. The common information W0 is assumed to
be decoded at both destinations. Moreover, the upper
bound is the combination of the cut-set bound on each
relay channel.
B. The degraded and the semi-degraded BRC with com-
mon relay
We now present inner and outer-bounds, and capacity
results for a special class of broadcast relay channels
with common relay (BRC-CR). Let us first define these
classes of channels.
Definition 3 (degraded BRC-CR): A BRC-CR where
Z1 = Z2 and X1 = X2, is said to be degraded, respect to
semi-degraded, if the stochastic mapping
{
PY1Z1Y2|XX1 :
X ×X1 7−→ Y1 ×Z1 ×Y2
}
satisfies at least one of the
following conditions:
(I) X −
− (X1, Z1)−
− (Y1, Y2) and
(X,X1)−
− Y1 −
− Y2,
(II) X−
−(X1, Z1)−
−Y2 and X−
−(Y1,X1)−
−Z1,
where (I) is referred to as degraded BRC-CR and (II) to
as semi-degraded BRC-CR.
Notice that the degraded BRC-CR can be seen as the
combination of a degraded relay channel with a degraded
BC. On the other hand, the semi-degraded case can
be seen as the combination of a degraded BC with a
reversely degraded relay channel. The capacity region
of the semi-degraded BRC-CR is stated.
Theorem 7 (semi-degraded BRC-CR): The capacity
region of the semi-degraded BRC-CR is given by the
following rate region
CBRC-CR =
⋃
PUX1X∈Q
{
(R1 ≥ 0, R2 ≥ 0) :
R2 ≤ min{I(U,X1;Y2), I(U ;Z1|X1)},
R1 +R2 ≤ min{I(U,X1;Y2), I(U ;Z1|X1)}
+ I(X;Y1|X1, U)
}
,
where Q is the set of all joint PDs PUX1X satisfying
U −
− (X1,X)−
− (Y1, Z1, Y2), where the alphabet of U
is subjected to satisfy ‖U‖ ≤ ‖X‖‖X1‖+ 2.
Proof: It easy to show that the rate region stated in
Theorem 7 directly follows from that of Theorem 1 by
setting X1 = X2 = V0, Z1 = Z2, U0 = U2 = U4 =
U , and U1 = U3 = X. Whereas the converse proof is
presented in Appendix E.
The next theorems provide outer and inner bounds on
the capacity region of the degraded BRC-CR.
Theorem 8 (outer-bound degraded BRC-CR): The
capacity region CBRC-CR of the degraded BRC-CR is
included in the set of pair rates (R0, R1) satisfying
CoutBRC-CR =
⋃
PUX1X∈Q
{
(R0 ≥ 0, R1 ≥ 0) :
R0 ≤I(U ;Y2),
R1 ≤min
{
I(X;Z1|X1, U), I(X,X1 ;Y1|U)
}
,
R0 +R1 ≤min
{
I(X;Z1|X1), I(X,X1;Y1)
}}
,
where Q is the set of all joint PDs PUX1X satisfying
U −
− (X1,X)−
− (Y1, Z1, Y2), and the alphabet of U is
subjected to satisfy ‖U‖ ≤ ‖X‖‖X1‖+ 2.
By applying the degraded condition, it is easy to see
that the outer-bound of Theorem 8 is included in that
of Theorem 5. The proof of Theorem 8 is presented in
Appendix F.
Theorem 9 (inner bound degraded BRC-CR): An in-
ner bound on the capacity region RBRC-CR of the BRC-
CR is given by the set of rates (R0, R1) satisfying
RBRC-CR = co
⋃
PUV X1X∈Q
{
(R0 ≥ 0, R1 ≥ 0) :
R0 ≤I(U, V ;Y2)− I(U ;X1|V ),
R0 +R1 ≤min
{
I(X;Z1|X1, V ), I(X,X1;Y1)
}
,
R0 +R1 ≤min
{
I(X;Z1|X1, U, V ), I(X,X1;Y1|U, V )
}
+ I(U, V ;Y2)− I(U ;X1|V )
}
,
where co{·} denotes the convex hull for all PDs in Q
verifying PUV X1X = PX|UX1PX1U |V PV with (U, V ) −

− (X1,X) −
− (Y1, Z1, Y2).
Proof: The proof of this theorem easily follows by
choosing U0 = U2 = U4 = U , V0 = V , U1 = U3 = X
in Corollary 1.
Remark 9: We observe that in general the bounds in
Theorems 8 and 9 do not coincide. The difficulty arises
in sharing the help of the relay between common and
private information. In the inner bound, V is seen as
the help of relay for R0. Notice that the choice of
V = ∅ would remove the help of relay for the common
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information and hence when Y1 = Y2 the region will
be clearly suboptimal. Whereas the choice of V = X1
will lead to a similar problem when Y2 = ∅. Indeed, the
code for common information cannot be superimposed
on the whole relay code because it limits the relay
help for private information. An alternative approach
would be to superimpose common information on an
additional description V , which plays the role of the
relay help for common information. But this would cause
another problem since U is not superimposed on X1,
which implies that these descriptions do not have full
dependence anymore. As a consequence of this, the
converse does not seem to work. In other words, Marton
coding removes the problem of correlation at the price of
deviating from the outer-bound. This is the main reason
why the bounds are not tight for the degraded BRC with
common relay.
C. The degraded Gaussian BRC with common relay
Interestingly, the inner and outer bounds in Theorems
9 and 8 coincide for the degraded Gaussian BRC with
common relay, as shown in Fig. 4(a). The degraded
Gaussian BRC-CR is defined by the outputs:
Y1 = X +X1 + N1,
Y2 = X +X1 + N2,
Z1 = X + N˜1,
where the source and the relay have power constraints
P,P1, and N1,N2, N˜1 are independent Gaussian noises
with variances N1, N2, N˜1, respectively, such that the
noises N1,N2, N˜1 satisfy the necessary Markov condi-
tions in definition 3. It is enough to assume physical
degradedness of the receiver signals respect to the relay,
and the stochastic degradedness of one receiver respect
to the other one. Indeed, there exist N ,N ′ such that:
N1 = N˜1 + N ,
N2 = N˜1 + N
′
and also N1 < N2. The following theorem holds as
special case of Theorems 8 and 9.
Theorem 10 (degraded Gaussian BRC-CR): The ca-
pacity region of the degraded Gaussian BRC-CR is
CBRC-CR =
⋃
0≤β,α≤1
{
(R0 ≥ 0, R1 ≥ 0) :
R0 ≤ C
(
α(P + P1 + 2
√
βPP1)
α(P + P1 + 2
√
βPP1) +N2
)
,
R1 ≤ C
(
α(P + P1 + 2
√
βPP1)
N1
)
,
R0 +R1 ≤ C
(
βP
N˜1
)}
.
We shall not prove this theorem here since it was
independently established in [40]. The original inner and
outer-bounds initially provided had different forms, but
their equivalence was established later using a tuning
technique. In our case, these bounds can be simply
derived from Theorems 8 and 9. The outer-bound is the
same as [40] and the inner bound includes the result
in [40]. The equivalence of these bounds can be then
established. The inner bound in Theorem 10 is obtained
from Theorem 8 by choosing U and X1 conditionally
independent given V . The source divides its power into
θP and θP for the first and the second user, respectively.
The relay does the same with its power into θrP1 and
θrP1. Then γ and ρ represent the correlation coefficient
between (U ,V ) and (X1,X), respectively. Parameters
α and β can be respectively interpreted as the power
allocation at the source for both destinations and the
correlation coefficient between source and relay signals.
The inner bound is calculated by following [40]. The
outer-bound remains the same and it equals to the region
in Theorem 10, but it is derived in a different way.
D. Degraded Gaussian BRC with partial cooperation
We next present the capacity region of the Gaussian
degraded BRC with partial cooperation, as depicted in
Fig. 4(b). In this setting, there is no relay-destination
cooperation for the second destination and the first
destination is physically degraded respect to the relay
signal. Input and output relations are as follows:
Y1 = X +X1 + N1,
Y2 = X + N2,
Z1 = X + N˜1.
The source and the relay have power constraints P,P1,
and N1,N2, N˜1 are independent Gaussian noises with
variances N1, N2, N˜1. In addition to this, there exists
N such that N1 = N˜1 + N , which means that Y1 is
physically degraded respect to Z1 and we also assume
N2 < N˜1. The proof of the following theorem is
presented in Appendix G.
Theorem 11: (Gaussian degraded BRC with partial
cooperation) The capacity region of the Gaussian de-
graded BRC with partial cooperation is given by
CBRC-PC =
⋃
0≤β,α≤1
{
(R1 ≥ 0, R2 ≥ 0) :
R1 ≤ max
β∈[0,1]
min
{
C
(
αβP
αP + N̂1
)
,
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Fig. 4. Degraded Gaussian BRCs.
C
αP + P1 + 2
√
βαPP1
αP +N1
},
R2 ≤ C
(
αP
N2
)}
.
The proof of this theorem is indeed similar to Theorem
7 for the capacity of the semi-degraded BRC. The source
assigns power αP to carry the message to destination
Y1 and αP to destination Y2. Parameters α and β are
defined as well as in Theorem 10. Destination Y2 is the
best receiver so it can decode the message intended for
destination Y1, even after the help of the relay. It means
that both the first relay and the destination appear to
be degraded respect to the second destination. So the
second destination can correctly decode the interference
of other users. However, we emphasize that Z1 is not
necessarily physically degraded respect to Y2, which
makes of Theorem 11 a stronger result than that in
Theorem 7.
IV. GAUSSIAN SIMULTANEOUS AND BROADCAST
RELAY CHANNELS
In this section, based on the rate regions presented
in Section II, we compute achievable rate regions for
the Gaussian BRC. The Gaussian BRC is modeled as
follows:
Y1i =
Xi√
dδy1
+
X1i√
dδz1y1
+ N1i, Z1i =
Xi√
dδz1
+ N˜1i,
Y2i =
Xi√
dδy2
+
X2i√
dδz2y2
+ N2i, Z2i =
Xi√
dδz2
+ N˜2i.
The channel inputs {Xi} and the relay inputs {X1i} and
{X2i} must satisfy the power constraints
n∑
i=1
X2i ≤ nP, and
n∑
i=1
X2ki ≤ nPk, k = {1, 2}.
The channel noises N˜1i, N˜2i, N1i,N2i are zero-mean i.i.d.
Gaussian RVs of variances N˜1, N˜2, N1, N2 and indepen-
dent of the channel and the relay inputs. The distances
(dy1 , dy2) between the source and the destinations 1
and 2, respectively, are assumed to be fixed during
the communication. Similarly, the distances between the
relays and their destinations (dz1y1 , dz2y2). As shown in
Fig. 5, notice that in this simultaneous Gaussian relay
channel no interference is allowed from the relay b
to the destination b = {1, 2} \ {b}, for b = {1, 2}.
In the remainder of this section, we evaluate DF-DF,
DF-CF and CF-CF regions, and outer-bounds. As for
the classical BC, by using superposition coding, we
decompose X as the sum of two independent descrip-
tions such that E
{
X2A
}
= αP and E
{
X2B
}
= αP ,
where α = 1 − α. The codewords (XA,XB) contain
informations for destinations Y1 and Y2, respectively.
A. DF-DF region for Gaussian BRC
We aim to evaluate the rate region in Theorem 1
for the presented Gaussian BRC. To this end, we rely
on well-known coding schemes for broadcast and re-
lay channels. A Dirty-Paper Coding (DPC) scheme is
needed for destination Y2 to cancel the interference
coming from the relay signal X1. Similarly, a DPC
scheme is needed for destination Y1 to cancel the signal
noise XB coming from the code of the other user. The
auxiliary RVs (U1, U2) are chosen as:
U1 = XA + λ XB with XA = X˜A +
√
β1αP
P1
X1,
U2 = XB + γX1 with XB = X˜B +
√
β2αP
P1
X2,
for some parameters β1, β2, α, γ, λ ∈ [0, 1], where the
encoder sends X = XA+XB . Now choose in Theorem
1 V0 = U0 = ∅, U1 = U3 and U4 = U2. It can be
seen that this choice leads to IM = 0 and Ii = Ji for
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i = {1, 2}. Then for R0 = 0 and based on the above
RVs, the next rates are achievable:
R1 ≤ min
{
I(U1;Z1|X1),I(U1,X1;Y1)
}
− I(U1;X2, U2|X1),
R2 ≤ min
{
I(U2;Z2|X2),I(U2,X2;Y2)
}
− I(X1;U2|X2).
For destination 1, the achievable rate is the minimum
of two mutual informations, where the first term is given
by R11 ≤ I(U1;Z1|X1)−I(U1;X2, U2|X1). The current
problem becomes similar to the conventional DPC with
X˜A as the main message, XB as the interference and N˜1
as the noise. Hence the corresponding rate writes as
R
(β1,λ)
11 =
1
2
log
[
αβ1P (αβ1P + αP + d
δ
z1
N˜1)
dδz1N˜1(αβ1P + λ
2αP ) + (1− λ)2αPαβ1P
]
.
(3)
The second term is R12 = I(U1,X1;Y1) −
I(U1;X2, U2|X1), where the first mutual information
can be decomposed into two terms I(X1;Y1) and
I(U1;Y1|X1). Notice that regardless of the former, the
rest of the terms in the expression of rate R12 are similar
to R11. The main codeword is X˜A, while XB , N1 are
the random state and the noise. After adding the term
I(X1;Y1), we obtain
R
(β1,λ)
12 =
1
2
log

αβ1Pd
δ
y1
(
P
dδy1
+
P1
dδz1y1
+ 2
√
β1αPP1
dδy1d
δ
z1y1
+N1
)
dδy1N1(αβ1P + λ
2αP ) + (1− λ)2αPαβ1P
 .
(4)
Based on expressions (3) and (4), the maximum
achievable rate follows as
R∗1 = max
0≤β1,λ≤1
min
{
R
(β1,λ)
11 , R
(β1,λ)
12
}
.
For the destinations, the argument is similar to the one
above with the difference that for the current DPC, where
only X1 can be canceled, the rest of XA appears as noise
for the destinations. So it becomes the conventional DPC
with X˜B as the main message, X1 as the interference,
and N˜1 and X˜A as the noises. The rates write as (5) and
(6).
And finally the maximum achievable rate follows as
R∗2 = max
0≤β2,γ≤1
min
{
R
(β1,β2,γ)
21 , R
(β1,β2,γ)
22
}
.
B. DF-CF region for the Gaussian BRC
As for the conventional BC, by using superposition
coding, we decompose X = XA + XB as a sum of
two independent RVs such that E
{
X2A
}
= αP and
E
{
X2B
}
= αP , where α = 1 − α. The codewords
(XA,XB) contain the information intended to receivers
Y1 and Y2, respectively. First, we identify two different
cases for which DPC schemes are derived. In the first
case, the code is such that the CF destination is able
to remove the interference caused by DF code. In the
second case, the code is such that DF destination cancels
the interference of CF code.
Case I: A DPC scheme is applied to XB to cancel
the interference XA while the relay signal is similarly
selected to [7]. Hence, the RVs (U1, U2) are set to
U1 = XA = X˜A +
√
βαP
P1
X1, (7)
U2 = XB + γXA, (8)
where β is the correlation coefficient between the relay
and the source and, X˜A and X1 are independent. Notice
that in this case, instead of only Y2, we have also Zˆ2
present which is chosen to as Zˆ2 = Z2+ Nˆ2. Thus, DPC
should also be able to cancel the interference at both,
received and compressed signals having different noise
levels. Calculation should be done again with (Y2, Zˆ2),
which are the main message XB and the interference
XA. We can show that the optimum γ has a similar
form to the classical DPC with the noise term replaced
by an equivalent noise which is like the harmonic mean
of the noise in (Y2, Zˆ2). The optimum γ∗ is given by
γ∗ =
αP
αP +Nt1
,
Nt1 =
[
(dδz2(N˜2 + N̂2))
−1 + (dδy2(N2))
−1
]−1
. (9)
As we can see the equivalent noise is twice of the
harmonic mean of the other noise terms.
From Corollary 3, we can see that the optimal γ∗ and
the current definitions yield the rates
R∗1 = min
{
I(U1;Z1|X1), I(U1,X1;Y1)
}
= max
0≤β≤1
min
{
C
(
αβP
αP + dδz1N˜1
)
,
C

α
P
dδy1
+
P1
dδz1y1
+ 2
√
βαPP1
dδy1d
δ
z1y1
αP
dδy1
+N1

}
, (10)
R∗2 = I(U2;Y2, Zˆ2|X2)− I(U1,X1;U2) (11)
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R
(β1,β2,γ)
21 =
1
2
log
[
αβ2P (αβ2P + αP + d
δ
z2N˜2)
(dδz2N˜2 + αβ1P )(αβ2P + γ
2β1αP ) + (1− γ)2αβ2Pαβ1P
]
, (5)
R
(β1,β2,γ)
22 =
1
2
log

αβ2Pd
δ
y2
(
P
dδy2
+
P2
dδz2y2
+ 2
√
β2αPP2
dδy2d
δ
z2y2
+N2
)
(dδy2N2 + αβ1P )(αβ2P + γ
2β1αP ) + (1− γ)2αβ2Pαβ1P
 . (6)
+
+
+
+
N˜1
N2
N1
N˜2
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1√
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Fig. 5. Gaussian BRC
= C
(
αP
dδy2N2
+
αP
dδz2(N̂2 + N˜2)
)
. (12)
Note that since (XA,XB) are chosen independent, des-
tination 1 sees XB as an additional channel noise. The
compression noise is chosen as follows
N̂2 =
(
P
(
1
dδy2N2
+
1
dδz2N˜2
)
+ 1
)
/
P2
dδy2N2
. (13)
Case 2: We use a DPC scheme for destination Y2
to cancel the interference X1, and next we use a DPC
scheme for destination Y1 to cancel XB . For this case,
the auxiliary RVs (U1, U2) are chosen as
U1 = XA + λ XB with XA = X˜A +
√
βαP
P1
X1,
U2 = XB + γX1.
(14)
From Corollary 3, the corresponding rates with the
current definitions are
R1 = min
{
I(U1;Z1|X1), I(U1,X1;Y1)
}
− I(U1;U2|X1), (15)
R2 = I(U2;Y2, Zˆ2|X2)− I(X1;U2). (16)
The argument for destination 2 is similar than before but
it differs in the DPC. Here only X1 can be canceled and
then XA remains as additional noise. The optimum γ∗
similar to [50] is given by
γ∗ =
√
βαP
P1
αP
αP +Nt2
, (17)
Nt2 =
(
(dδz2(N˜2 + N̂2)
+ βαP )−1 + (dδy2(N2) + βαP )
−1
)−1
, (18)
and
R∗2 = C
(
αP
dδy2N2 + βαP
+
αP
dδz2(N̂2 + N˜2) + βαP
)
.
(19)
For destination 1, the achievable rate is the minimum of
two terms, where the first one is given by
R
(β,λ)
11 = I(U1;Z1|X1)− I(U1;U2|X1)
=
1
2
log
(
αβP (αβP + αP + dδz1N˜1)
dδz1N˜1(αβP + λ
2αP ) + (1− λ)2αPαβP
)
.
(20)
The second term is R12 = I(U1X1;Y1)− I(U1;U2|X1),
where the first mutual information can be decomposed
into two terms I(X1;Y1) and I(U1;Y1|X1). Notice
that regardless of the former, the rest of the terms in
the expression of the rate R12 are similar to R11. The
main codeword is X˜A, while XB and N1 represent the
random state and the noise, respectively. After adding
the term I(X1;Y1), we obtain
R
(β,λ)
12 =
1
2
log

αβPdδy1
(
P
dδy1
+
P1
dδz1y1
+ 2
√
βαPP1
dδy1d
δ
z1y1
+N1
)
N1dδy1(αβP + λ
2αP ) + (1− λ)2αPαβP
 .
(21)
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Based on expressions (21) and (20), the maximum
achievable rate follows as
R∗1 = max
0≤β,λ≤1
min
{
R
(β,λ)
11 , R
(β,λ)
12
}
. (22)
It should be noted that the constraint for N̂2 is still the
same as (13).
C. CF-CF region for the Gaussian BRC
We now investigate the Gaussian BRC for the CF-
CF region, where the relays are collocated with the
destinations. In this setting, the compression noises are
chosen as follows:
Zˆ1 = Z1 + Nˆ1,
Zˆ2 = Z2 + Nˆ2, (23)
where Nˆ1, Nˆ2 are zero-mean Gaussian noises of vari-
ances Nˆ1, Nˆ2. As for the conventional BC, by using
superposition coding, we decompose X = XA +XB as
a sum of two independent RVs such that E
{
X2A
}
= αP
and E
{
X2B
}
= αP , where α = 1 − α. The codewords
(XA,XB) contain the information intended to destina-
tions Y1 and Y2. A DPC scheme is applied to XB to
cancel interference XA while the relay signal is similarly
selected to [7]. So the auxiliary RVs (U1, U2) are set to
U1 = XA, U2 = XB + γXA. (24)
Notice that, in this case, instead of only Y2 we have
also Zˆ2 present in the rate. Thus, DPC should be also
able to cancel the interference in both, received and
compressed signals which have different noise levels.
Calculation should be done again with (Y2, Zˆ2) which
are the main message XB and the interference XA. It
can be shown that the optimum γ has a similar form to
the classical DPC with the noise term replaced by an
equivalent noise which is like the harmonic mean of the
noises in (Y2, Zˆ2). The optimum
γ∗ =
αP
αP +Nt1
,
Nt1 =
[
1/(dδz2(N˜2 + N̂2)) + 1/(d
δ
y2
N2)
]−1
. (25)
Observe that the equivalent noise is twice of the har-
monic mean of the other noise terms. We use Theorem
3 with U0 = φ to find the following rates
R∗1 = I(U1;Y1, Zˆ1|X1)
= C
(
αP
dδy1N1 + αP
+
αP
dδz1(N̂1 + N˜1) + αP
)
,
R∗2 = I(U2;Y2, Zˆ2|X2)− I(U1X1;U2) (26)
= C
(
αP
dδy2N2
+
αP
dδz2(N̂2 + N˜2)
)
. (27)
Note that since (XA,XB) are chosen independent, des-
tination 1 sees XB as additional channel noise. The
compression noises are chosen as follows:
Nˆ1 = N˜1
[
P
(
1
dδy1N1
+
1
dδz1N˜1
)
+ 1
]
/
P1
dδz1y1N1
,
Nˆ2 = N˜2
[
P
(
1
dδy2N2
+
1
dδz2N˜2
)
+ 1
]
/
P2
dδz2y2N2
. (28)
Common-rate: The goal is to send common-
information at rate R0. To this end, define X = U0 and
evaluate Theorem 3 with U1 = U2 = φ. It is easy to
verify that the following common-rate is achievable
R0 ≤ min
{
C
(
P
dδy1N1
+
P
dδz1(N̂1 + N˜1)
)
,
C
(
P
dδy2N2
+
P
dδz2(N̂2 + N˜2)
)}
. (29)
The constraints for compression noises remain the same
as before.
D. The source is oblivious to the cooperative strategy
adopted by the relay
In this setting, we deal with two different models
referred to as the Compound relay channel (RC) and
the Composite relay channel (RC).
1) Compound RC: The goal is to send common-
information at rate R0 based on the DF-CF region.
The definition of the channels remain the same. We set
X = U +
√
βP
P1
X1 and evaluate Corollary 2. It is easy
to verify that the achievable rate RDF for the destination
Y1 writes as
RDF ≤min
{
C
(
βP
dδz1N˜1
)
,
C

P
dδy1
+
P1
dδz1y1
+ 2
√
βPP1
dδy1d
δ
z1y1
N1

}
. (30)
For destination Y2, the CF rate I(X;Y2, Zˆ2|X2) is as
follows
RCF ≤ C
(
P
dδy2N2
+
P
dδz2(N̂2 + N˜2)
)
. (31)
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Fig. 6. Common-rate of the Gaussian BRC with DF-CF strategies.
The upper bound from Theorem 6 writes as the next rate
C ≤ max
0≤β1,β2≤1
min
{
C
(
β1P
[
1
dδz1N˜1
+
1
dδy1N1
])
,
C

P
dδy1
+
P1
dδz1y1
+ 2
√
β1PP1
dδy1d
δ
z1y1
N1
 ,
C
(
β2P
[
1
dδz2N˜2
+
1
dδy2N2
])
,
C

P
dδy2
+
P2
dδz2y2
+ 2
√
β2PP2
dδy2d
δ
z2y2
N2

}
.
(32)
Observe that the rate (31) is exactly the same as the
Gaussian CF rate [15]. This means that DF based on
regular encoding can be also decoded with the CF strat-
egy, as well as the case with collocated relay and receiver
[74]. By using the proposed coding, it is possible to send
common information at the minimum rate between DF
(30) and CF (31) rates
R0 = min{RDF, RCF}.
For the case of private information, we have shown that
any pair of rates (RDF ≤ R∗1, RCF ≤ R∗2) given by
(19) and (22) are admissible and thus (RDF, RCF) can
be simultaneously sent.
Fig. 6 shows numerical evaluation of the common-
rate R0. All channel noises are set to the unit variance
and P = P1 = P2 = 10. The distance between X and
(Y1, Y2) is one while dz1 = d1, dz1y1 = 1−d1, dz2 = d2,
dz2y2 = 1 − d2. Relay 1 moves with d1 ∈ [−1, 1] and
Fig. 6 presents rates as a function of d1. Whereas the
position of relay 2 is assumed to be fixed to d2 = 0.7
so RCF is a constant function of d1, but RDF depends on
d1. For comparison, CF rate for destination Y1 is also
plotted which corresponds to the case where the first
relay uses CF scheme. This setting serves to compare the
performances of coding respect to the relay position. We
remark that one can achieve the minimum between CF
and DF rates. These rates are also compared with a naive
time-sharing strategy which consists on DF scheme τ%
of time and CF scheme (1−τ)% of time2. Time-sharing
yields the following achievable rate
RTS = max
0≤τ≤1
min{τRDF, (1− τ)RCF}.
Notice that with the proposed coding scheme significant
gains can be achieved when the relay is close to the
source, i.e., DF scheme is more suitable, compared to
the worst case.
2) Composite RC: Consider now a composite model
where the relay is collocated with the source with
probability p (refer to it as the first channel) and with
the destination with probability 1− p (refer to it as the
second channel). Therefore, DF scheme is the suitable
strategy for the first channel while CF scheme performs
better on the second one. Define the expected rate as
Rav = R0 + pR1 + (1− p)R2,
for any achievable triple of rates (R0, R1, R2). Expected
rate based on the proposed coding strategy is compared
to conventional strategies. Alternative coding schemes
for this scenario, where the encoder can simply invest
on one coding scheme DF or CF, are possible. In fact,
there are different ways to proceed:
• Send information via DF scheme at the best possible
rate between both channels. Then the worst channel
cannot decode and thus the expected rate becomes
pmaxDF R
max
DF , where RmaxDF is the DF rate achieved on
the best channel and pmaxDF is its probability.
• Send information via the DF scheme at the rate of
the worst (second) channel and hence both users
can decode the information at rate RminDF . Finally
the next expected rate is achievable by investing on
only one coding scheme
RDFav = max
{
pmaxDF R
max
DF , R
min
DF
}
.
2Time-sharing in compound settings should not be confused with
conventional time-sharing yielding a convex combination of rates.
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• By investing on CF scheme with the same argu-
ments as before, the expected rate writes as
RCFav = max
{
pmaxCF R
max
CF , R
min
CF
}
,
with definitions of (RminCF , RmaxCF , pmaxCF ) similar to
before.
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Fig. 7. Expected rate for the composite Gaussian relay channel.
Fig. 7 shows numerical evaluation of the average rate.
All channel noises are set to have unit variance and
P = P1 = P2 = 10. The distance between X and
(Y1, Y2) is (3, 1), while dz1 = 1, dz1y1 = 2, dz2 = 0.9,
dz2y2 = 0.1. As one can see, the common-rate strategy
provides a fixed rate all time which is always better than
the worst case. However, at one corner full investment
on one rate performs better because the high probability
of one channel reduces the effect of the other. Based
on the proposed coding scheme, i.e., using common and
private messages, it is possible to cover all corner points
performing better than both full investment strategies. It
is worth to mention that the corner zone only requires
private information of one channel.
E. The source is oblivious to the presence of relay
We now focus on a scenario where the source is
unaware of the relay’s presence. This arises, for example,
when the informed relay decides by itself to help the
destination whenever relaying is efficient (e.g. channel
conditions are good enough). In this case, the BRC
would have a single relay node. It is assumed here that
there is no common information, then we set X2 = ∅
and Z2 = Y2. The Gaussian BRC is defined as follows:
Y1 = X +X1 + N1,
Y2 = X + N2,
Z1 = X + N̂1. (33)
As for the classical BC, by using superposition coding,
we decompose X as the sum of two independent de-
scriptions such that E
{
X2A
}
= αP and E
{
X2B
}
= αP ,
where α = 1 − α. The codewords (XA,XB) contain
the information intended for destinations Y1 and Y2,
respectively. We use a DPC scheme applied to XB to
cancel the interference XA while the relay signal is
similarly chosen as in [7]. Hence, the auxiliary RVs
(U1, U2) are set to
U1 = XA = X˜A +
√
βαP
P1
X1,
U2 = XB + γXA,
(34)
where β is the correlation coefficient between relay and
source signals, and X˜A and X1 are independent.
The distance between the relay and the source is
denoted by d1, between the relay and destination 1 by
1− d1 and between destination 2 and the source by d2.
The new Gaussian BRC writes as: Z1 = X/d1 + N̂1,
Y1 = X + X1/(1− d1) + N1 and Y2 = X/d2 + N2.
From the previous section, the achievable rates are
R∗1 = max
β∈[0,1]
min
{
C
(
αβP
αP + d21N̂1
)
,
C

αP +
P1
(1− d1)2
+
2
√
βαPP1
|1− d1|
αP +N1
},
R∗2 = C
(
αP
d22N2
)
. (35)
Notice that since (XA,XB) are independent then des-
tination 1 sees XB as additional noise. The following
outer-bound can be also derived for this channel:
R1 ≤ max
β∈[0,1]
min
{
C
(
αβP
αP + d21N̂1
+
αβP
αP +N1
)
,
C

αP +
P1
(1− d1)2
+
2
√
βαPP1
|1− d1|
αP +N1
},
R2 ≤ C
(
αP
d22N2
)
. (36)
Note that if the relay channel is degraded, the bound in
(36) reduces to the rate region in (35) and thus we have
the capacity of this channel according to Theorem 11. It
can be seen that the broadcast strategy provides signif-
icant gains compare to the simple time-sharing scheme
which consists in sharing over time the information for
both destinations.
18
V. SUMMARY AND DISCUSSION
In this paper we investigated cooperative strategies
for simultaneous and broadcast relay channels. Sev-
eral cooperative schemes have been proposed and the
corresponding inner and outer-bounds on the capacity
region were derived. The focus was on the simultaneous
relay channel (SRC) with two relay channels, where
the central idea is this problem can be turned into the
broadcast relay channel (BRC). Then each branch of
this new channel represents one of the possible relay
channels. In this setting, the source wishes to send
common information to guarantee a minimum amount
of information regardless of the channel and additional
private information to each of the destinations.
Depending on the nature of the channels involved, it
is well-known that the best way to cover the information
from the relays tothe destinations is not the same.
Based on the best known cooperative strategies, namely,
Decode-and-Forward (DF) and Compress-and-Forward
(CF), achievable rate regions for three different scenarios
of interest have been derived. These are summarized as
follows: (i) both relay nodes use DF scheme, (ii) one
relay uses CF scheme while the other uses DF scheme,
and (iii) both relay nodes use CF scheme. In particular,
for region (ii) it is shown that superposition coding can
work with CF scheme without incurring performance
losses. These inner bounds are shown to be tight for
some specific scenarios, yielding capacity results for the
semi-degraded BRC with common relay (BRC-CR) and
two classes of Gaussian degraded BRC-CRs. Whereas
the bounds seem to be not tight for the general degraded
BRC-CR. An outer-bound on the capacity of the general
BRC was also derived. One should emphasize that when
the relays are not present this bound reduces to the
best known outer-bound for general broadcast channels
(referred to as UVW -outer-bound). Similarly, when only
one relay channel is present at once this bound reduces
to the cut-set bound for the general relay channel.
Finally, application examples for Gaussian channels
have been studied and achievable rates were computed
for all inner bounds. Special attention was given to two
models of practical importance for opportunistic and
oblivious cooperation in wireless networks. The first
model refers to the situation where the source must
be oblivious to the cooperative strategy adopted by the
relay (e.g. DF or CF scheme). The second one models
the situation where the source must be oblivious to the
presence of a nearby relay which may help the communi-
cation between source and destination. Numerical results
evaluate the gains that can be achieved with the proposed
coding strategies compared to naive approaches.
As future work, it would be interesting to exploit
these results in the context of composite relay networks
with random parameters (e.g. fading, spatial position of
nodes, etc.) where performance is measured in terms of
capacity versus outage notions. Of particular interest is
the investigation of novel rate regions based on (linear)
structured coding, e.g., lattice codes [14], which in some
cases can improve on random coding.
APPENDIX A
SKETCH OF PROOF OF THEOREM 1
To prove the theorem, first split the private informa-
tion Wb into non-negative indices (S0b, Sb, Sb+2) with
b = {1, 2}. Then, merge the common information W0
with a part of private information (S01, S02) into a single
message, as shown in Fig. 3(b). Hence we obtain that
Rb = Sb+2 + Sb + S0b. For notation simplicity, we
denote u = un1 for every u. We now consider the main
steps for codebook generation, encoding and decoding
procedures.
Code generation:
(i) Generate 2nT0 i.i.d. sequences v0 each with PD
PV0(v0) =
n∏
j=1
pV0(v0j),
and index them as v0(r0) with r0 =
[
1 : 2nT0
]
.
(ii) For each v0(r0), generate 2nT0 i.i.d. sequences u0
each with PD
PU0|V0(u0|v0(r0)) =
n∏
j=1
pU0|V0(u0j |v0j(r0)),
and index them as u0(r0, t0) with t0 =
[
1 : 2nT0
]
.
(iii) For b ∈ {1, 2} and each v0(r0), generate 2nTb i.i.d.
sequences xb each with PD
PXb|V0(xb|v0(r0)) =
n∏
j=1
pXb|V0(xbj |v0j(r0)),
and index them as xb(r0, rb) with rb =
[
1 : 2nTb
]
.
(iv) Partition the set {1, . . . , 2nT0} into 2n(R0+S01+S02)
cells (similarly to [62]) and label them as
Sw0,s01,s02 . In each cell there are 2n(T0−R0−S01−S02)
elements.
(v) For each b = {1, 2} and every pair (u0(r0, t0),
xb(r0, rb)
)
chosen in the bin (w0, s01, s02), gener-
ate 2nTb i.i.d. sequences ub each with PD
PUb|U0XbV0
(
ub|u0(r0, t0), xb(r0, rb), v0(r0)
)
=
n∏
j=1
pUb|U0XbV0(ubj |u0j(r0, t0), xbj(r0, rb), v0j(r0)),
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and index them as ub(r0, t0, rb, tb) with tb =[
1 : 2nTb
]
.
(vi) For b = {1, 2}, partition the set {1, . . . , 2nTb} into
2nSb cells and label them as Ssb . In each cell there
are 2n(Tb−Sb) elements.
(vii) For each b = {1, 2} and every pair of sequences(
u1(r0, t0, r1, t1), u2(r0, t0, r2, t2)
)
chosen in the
bin (s1, s2), generate 2nTb+2 i.i.d. sequences ub+2
each with PD
PUb+2|Ub(ub+2|ub(r0, t0, rb, tb)) =
n∏
j=1
pUb+2|Ub(u(b+2)j |ubj(r0, t0, rb, tb)).
Index them as ub+2(r0, t0, rb, tb, tb+2) with tb+2 ∈[
1, 2nTb+2
]
.
(viii) For b = {1, 2}, partition the set {1, . . . , 2nTb+2}
into 2nSb+2 cells and label them as Ssb+2 . In each
cell there are 2n(Tb+2−Sb+2) elements.
(ix) Finally, use a deterministic function for generating
x as f (u3, u4) indexed by
x(r0, t0, r1, r2, t1, t2, t3, t4).
Encoding Part: Transmission is done over B + 1 block
where the encoding in block i is as follows:
(i) First, reorganize the current
message (w0i, w1i, w2i) into
(w0i, s01i, s02i, s1i, s2i, s3i, s4i).
(ii) Then for each b = {1, 2}, relay b already
knows about the index (t0(i−1), tb(i−1)), so it sends
xb
(
t0(i−1), tb(i−1)
)
.
(iii) For each v0(t0(i−1)), the encoder searches
for an index t0i at the cell Sw0i,s01i,s02i such
that u0
(
t0(i−1), t0i
)
is jointly typical with(
x1(t0(i−1), t1(i−1)), x2(t0(i−1), t2(i−1)), v0(t0(i−1))
)
.
The success of this step requires that [62]
T0 −R0 − S01 − S02 ≥ I(U0;X1,X2|V0). (37)
(iv) For each b = {1, 2} and every cell Ssbi ,
define Lb as the set of all sequences
ub
(
t0(i−1), t0i, tb(i−1), tbi
)
for tbi ∈ Ssbi which are
jointly typical with(
xb(t0(i−1),tb(i−1)), v0(t0(i−1)),
u0(t0(i−1), t0i), xb(t0(i−1), tb(i−1))
)
where b = {1, 2} \ {b}. In order to create Lb, we
look for the ub-index inside the cell Ssbi and find
ub such that it belongs to the set of ǫ-typical n-
sequences Anǫ (V0U0X1X2Ub).
(v) Look for a pair (u1 ∈ L1, u2 ∈ L2) such that(
u1(t0(i−1), t0i, t1(i−1), t1i), u2(t0(i−1), t0i, t2(i−1), t2i)
)
are jointly typical given the RVs
(
v0(t0(i−1)), x2(t0(i−1), t2(i−1)),
x1(t0(i−1), t1(i−1)), u0(t0(i−1), t0i)
)
. The success
of coding steps (iv) and (v) requires
Tb − Sb ≥ I(Ub;Xb|Xb, U0, V0),
T1 + T2 − S1 − S2 ≥ I(U1;X2|X1, U0, V0)
+ I(U2;X1|X2, U0, V0)
+ I(U2;U1|X1,X2, U0, V0).
(38)
Notice that the first inequality in the above expres-
sion, for b = {1, 2}, guarantees the existence of
non-empty sets (L1,L2), and the last one is for
the step (iv).
(vi) The encoder searches for indices t3i ∈ Ss3i and
t4i ∈ Ss4i such that u3
(
t0(i−1), t0i, t1(i−1), t1i, t3i
)
and u4
(
t0(i−1), t0i, t2(i−1), t2i, t4i
)
are
jointly typical given each typical
pair of u1(t0(i−1), t0i, t1(i−1), t1i) and
u2(t0(i−1), t0i, t2(i−1), t2i). The success of this
encoding step requires
T3+T4−S3−S4 ≥ I(U3;U4|U1, U2,X1,X2, U0, V0).
(39)
(vii) Once the encoder found (t0i, t1i, t2i, t3i, t4i) (based
on the code generation) corresponding to (w0i,
s01i, s02i, s1i, s2i, s3i, s4i), it transmits
x(r0(i−1), t0i, r1(i−1), r2(i−1), t1i, t2i, t3i, t4i).
t0i carries the common message after bit
recombination and Marton coding. The indices
t1i, t3i and t2i, t4i are, respectively, private
information for destinations Y1 and Y2. Whereas
indices t3i and t4i, corresponding to partial
encoding, are directly transmitted to the intended
destinations.
Decoding Part: In block i, in order to decode messages
relays assume that all messages up to block i − 1 have
been correctly decoded and then decode the current mes-
sages in the same block. The destinations use backward
decoding and assume that all messages until block i+1
have been correctly decoded.
(i) First for b = {1, 2}, the relay b after receiving
zbi tries to decode (t0i, tbi). The relay is aware
of (V0,Xb) because it is supposed to know about
(t0(i−1), tb(i−1)). The relay b declares that the pair
(t0i, tbi) is sent if the following conditions are
simultaneously satisfied:
a) u0(t0(i−1), t0i) is jointly typical with
(
zbi,
v0(t0(i−1)), xb(t0(i−1), tb(i−1))
)
.
b) ub(t0(i−1), t0i, tb(i−1), tbi) is jointly typical with(
zbi, v0(t0(i−1)), xb(t0(i−1), tb(i−1))
)
.
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Notice that u0 has been generated independent of
xb and hence xb does not appear in the given part of
mutual information. This is an important issue that
may increase the region. Constraints for reliable
decoding are:
Tb < I(Ub;Zb|U0, V0,Xb), (40)
Tb + T0 < I(Ub;Zb|U0, V0,Xb) + I(U0;Zb,Xb|V0).
(41)
Remark 10: The intuition behind expressions (40)
and (41) is as follows. Since the relay knows
xb(i−1) we are indeed decreasing the cardinality of
the set of possible u0, which without additional
knowledge is 2nT0 . The new set of possible (u0,
LXb) can be defined as all u0 jointly typical with
xb(i−1). It can be shown [63] that E[‖LXb‖] =
2n[T0−I(U0;Xb|V0)], which proves our claim on the
reduction of cardinality. One can see that after
simplification of expression (41) by using (37),
I(U0;Zb,Xb|V0) is removed and the final bound
reduces to I(U0, Ub;Zb|V0,Xb).
(ii) For each b ∈ {1, 2} destination b, after receiv-
ing y
b(i+1)
, tries to decode the relay-forwarded
information (t0i, tbi), knowing (t0(i+1), tb(i+1)).
It also tries to decode the direct information
t(b+2)(i+1). Backward decoding is used to de-
code indices (t0i, tbi). The decoder declares that
(t0i, tbi, t(b+2)(i+1)) is sent if the following con-
straints are simultaneously satisfied:
a) (v0(t0i), u0(t0i, t0(i+1)), yb(i+1)) are jointly typ-
ical,
b) (xb(t0(i), tb(i)), v0(t0i), u0(t0i, t0(i+1))) and
y
b(i+1)
are jointly typical,
c) (ub(t0i, t0(i+1), tbi, tb(i+1)), ub+2(t0i, t0(i+1), tbi,
tb(i+1), tb(i+1))
)
and
(
y
b(i+1)
, v0(t0i),
u0(t0i, t0(i+1)), xb
(
t0(i), tb(i)
))
are jointly
typical.
Notice that for decoding step (iib), the destination
knows t0(i+1) which has been chosen such that
(u0, xb) are jointly typical and this information
contributes to decrease the cardinality of all pos-
sible xb. This is similarly to what happened with
decoding at relay. Hence U0 in step (iib) does not
appear in the given part of mutual information.
From this we have that the main constraints for
successful decoding are as follows:
Tb+2 < I(Ub+2;Yb|U0, V0,Xb, Ub), (42)
Tb+2 + Tb < I(Ub+2, Ub,Xb;Yb|U0, V0), (43)
Tb+2 + Tb + T0 < I(V0, U0;Yb) + I(Xb;Yb, U0|V0)
+ I(Ub+2, Ub;Yb|U0, V0,Xb). (44)
Observe that U0 increases the bound in (43). Simi-
larly, by using (37) and after removing the common
term I(U0;Xb|V0), one can simplify the bound in
(44) to I(Ub+2, Ub,Xb, V0, U0;Yb).
(iii) Theorem 1 follows by applying Fourier-Motzkin
elimination to expressions (37)-(44) and using the
non-negativity property of the rates, which con-
cludes the proof.
APPENDIX B
SKETCH OF PROOF OF THEOREM 2
Reorganize first private messages wi, i = {1, 2} into
(s′i, si) with non-negative rates (S′i, Si) where Ri =
S′i + Si. Merge (s′1, s′2, w0) to one message s0 with
rate S0 = R0 + S′1 + S
′
2. For notation simplicity, we
denote u = un1 for every u. We next consider the main
steps for codebook generation, encoding and decoding
procedures.
Code generation:
(i) Generate 2nS0 i.i.d. sequences v0 with PD
PV0(v0) =
n∏
j=1
pV0(v0j),
and index them as v0(r0) with r0 =
[
1 : 2nS0
]
.
(ii) For each v0(r0), generate 2nS0 i.i.d. sequences u0
with PD
PU0|V0(u0|v0(r0)) =
n∏
j=1
pU0|V0(u0j |v0j(r0)),
and index them as u0(r0, s0) with s0 =
[
1 : 2nS0
]
.
(iii) For each v0(r0), generate 2nT1 i.i.d. sequences x1
with PD
PX1|V0(x1|v0(r0)) =
n∏
j=1
pX1|V0(x1j |v0j(r0)),
and index them as x1(r0, r1) with r1 =
[
1 : 2nT1
]
.
(iv) Generate 2nRx2 i.i.d. sequences x2 with PD
PX2(x2) =
n∏
j=1
pX2(x2j),
and index them as x2(r2) with r2 =
[
1 : 2nRx2
]
.
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(v) For each x2(r2) generate 2nRˆ2 i.i.d. sequences zˆ2
with PD
P
Zˆ2|X2
(zˆ2|x2(r2)) =
n∏
j=1
p
Zˆ2|X2
(zˆ2j |x2j(r2)),
and index them as zˆ2(r2, sˆ), where sˆ =
[
1 : 2nRˆ2
]
.
(vi) Partition the set {1, . . . , 2nRˆ2} into 2nR2 cells and
label them as Sr2 . In each cell there are 2n(Rˆ2−R2)
elements.
(vii) For each pair (u0(r0, s0), x1(r0, r1)), generate
2nT1 i.i.d. sequences u1 with PD
PU1|U0X1V0(u1|u0(r0, s0), x1(r0, r1), v0(r0)) =
n∏
j=1
pU1|U0V0X1(u1j |u0j(r0, s0), x1j(r0, r1), v0j(r0)),
and index them as u1(r0, s0, r1, t1), where t1 =[
1 : 2nT1
]
.
(viii) For each u0(r0, s0), generate 2nT2 i.i.d. sequences
u2 with PD
PU2|U0V0(u2|u0(r0, s0), v0(r0))
=
n∏
j=1
pU2|U0V0(u2j |u0j(r0, s0), v0j(r0)),
and index them as u2(r0, s0, t2), where t2 =[
1 : 2nT2
]
.
(ix) For b = {1, 2}, partition the set {1, . . . , 2nTb} into
2nSb subsets and label them as Ssb . In each subset,
there are 2n(Tb−Sb) elements.
(x) Finally, use a deterministic function for generating
x as f (u1, u2) indexed by x(r0, s0, r1, t1, t2).
Encoding part: In block i, the source wants to send
messages (w0i, w1i, w2i) by reorganizing them into
(s0i, s1i, s2i). Encoding steps are as follows:
(i) DF relay knows (s0(i−1), t1(i−1)) so it sends
x1
(
s0(i−1), t1(i−1)
)
.
(ii) CF relay knows from the previous block that sˆi−1 ∈
Sr2i and it sends x2(r2i).
(iii) Then for each subset Ss2i , create the set L con-
sisting of those index t2i such that t2i ∈ Ss2i ,
and u2
(
s0(i−1), s0i, t2i
)
is jointly typical with
x1
(
s0(i−1), t1(i−1)
)
, v0
(
s0(i−1)
)
, u0
(
s0(i−1), s0i
)
.
(iv) Then look for t1i ∈ Ss1i and t2i ∈ L such that(
u1(s0(i−1), s0i, t1(i−1), t1i),u2(s0(i−1), s0i, t2i)
)
are jointly typical given the codewords
v0(s0(i−1)), x1(s0(i−1), t1(i−1)), and with
u0(s0(i−1), s0i). The constraints for successful
encoding of steps (iii) and (iv) are:
T2 − S2 ≥ I(U2;X1|U0, V0), (45)
T1 + T2 − S1 − S2 ≥ I(U2;U1,X1|U0, V0). (46)
The first inequality guarantees the existence of non-
empty sets L.
(v) From (s0i, s1i, s2i), the source finds (t1i, t2i) and
sends x(s0(i−1), s0i, t1(i−1), t1i, t2i).
Decoding Part: After the transmission of block i + 1,
DF relay starts to decode the messages of block i + 1
with the assumption that all messages up to block i have
been correctly decoded. Destination 1 waits until the last
block and uses backward decoding (similarly to [15]).
The second destination first decodes Zˆ2 and then uses it
with Y2 to decode the messages while the second relay
tries to find Zˆ2 in current block.
(i) DF relay tries to decode (s0(i+1), t1(i+1)) and the
conditions for reliable decoding are:
T1 + S0 < I(U0, U1;Z1|X1V0), (47)
T1 < I(U1;Z1|U0, V0,X1). (48)
(ii) Destination 1 tries to decode (s0i, t1i) subject to
T1 + S0 < I(X1, V0, U0, U1;Y1), (49)
T1 < I(U1,X1;Y1|U0, V0). (50)
(iii) CF relay searches for sˆi after receiving z2(i) such
that
(
x2(r2i), z2(i), zˆ2(sˆi, r2i)
)
are jointly typical
subject to
Rˆ2 ≥ I(Z2; Zˆ2|X2). (51)
(iv) Destination 2 searches for r2(i+1) such that(
y
2
(i + 1), x2(r2(i+1))
)
is jointly typical. Then
it finds sˆi such that sˆi ∈ Sr2(i+1) and(
zˆ2(sˆi, r2i), y2(i), x2(r2i)
)
is jointly typical. Con-
ditions for reliable decoding are:
Rx2 ≤ I(X2;Y2), (52)
Rˆ2 ≤ Rx2 + I(Zˆ2;Y2|X2). (53)
(v) Decoding of CF destination in block i is done with
the assumption of correct decoding of (s0l, t2l) for
l ≤ i−1. The pair (s0i, t2i) is decoded as messages
such that (v0(s0(i−1)), u0(s0(i−1), s0i), u2(s0(i−1)
, s0i, t2i), y2(i), zˆ2(sˆi, , r2i), x2(r2i)) and
(v0(s0i), y2(i + 1), zˆ2(sˆi+1, r2(i+1)), x2(r2(i+1)))
are all jointly typical. This leads to the next
constraints
S0 + T2 ≤ I(V0, U0, U2;Y2, Zˆ2|X2), (54)
T2 ≤ I(U2;Y2Zˆ2|V0, U0,X2). (55)
It is interesting to remark that regular encoding
allows us to use the same code for DF and CF
relays while keeping the same final CF rate.
After decoding of (s0i, s1i, s2i) at destinations, the orig-
inal messages (w0i, w1i, w2i) can be extracted. Thus
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it can be shown that the rate region in Theorem 2
follows by applying Fourier-Motzkin elimination and
form (45)-(55), the equalities between the original and
reorganized rates and the fact that all rates are positive.
Similarly to [7], the necessary condition I(X2;Y2) ≥
I(Z2; Zˆ2|X2, Y2) follows from (51) and (53).
APPENDIX C
SKETCH OF PROOF OF THEOREM 3
Reorganize first private messages wi, i = {1, 2} into
(s′i, si) with non-negative rates (S′i, Si) where Ri = S′i+
Si. Merge (s′1, s′2, w0) to one message s0 with rate S0 =
R0+S
′
1+S
′
2. For notation simplicity, we denote u = un1
for every u.
Code generation:
(i) Generate 2nS0 i.i.d. sequences u0 with PD
PU0(u0) =
n∏
j=1
pU0(u0j),
and index them as u0(s0) with s0 =
[
1 : 2nS0
]
.
(ii) Generate 2nRxb i.i.d. sequences xb with PD
PXb(xb) =
n∏
j=1
pXb(xbj),
and index them as xb(rb), where rb =
[
1 : 2nRxb
]
for b = {1, 2}.
(iii) For each xb(rb) generate 2nRˆb i.i.d. sequences zˆb
each with PD
P
Zˆb|Xb
(zˆb|xb(rb)) =
n∏
j=1
p
Zˆb|Xb
(zˆbj |xbj(rb)),
and index them as zˆb(rb, sˆb), where sˆb =[
1 : 2nRˆb
]
for b = {1, 2}.
(iv) Partition the set {1, . . . , 2nRˆb} into 2nRxb cells and
label them as Sr2 . In each cell there are 2n(Rˆb−Rxb )
elements.
(v) For each pair u0(s0), generate 2nTb i.i.d. sequences
ub with PD
PUb|U0(ub|u0(s0)) =
n∏
j=1
pUb|U0(ubj |u0j(s0)),
and index them as ub(s0, tb), where tb =
[
1 : 2nTb
]
for b = {1, 2}.
(vi) For b = {1, 2}, partition the set {1, . . . , 2nTb} into
2nSb subsets and label them as Ssb . In each subset
there are 2n(Tb−Sb) elements, for b = {1, 2}.
(vii) Finally, use a deterministic function for generating
x as f (u1, u2) indexed by x(s0, t1, t2).
Encoding part: In block i, the source wants to send
messages (w0i, w1i, w2i) by reorganizing them into
(s0i, s1i, s2i). Encoding steps are as follows:
(i) Relay b knows from the previous block that
sˆb(i−1) ∈ Srbi and it sends xb(rbi) for b = {1, 2}.
(ii) Look for t1i ∈ Ss1i and t2i ∈ Ss2i such that(
u1(s0i, t1i),u2(s0i, t2i)
)
are jointly typical given
the codeword u0(s0i). The constraint to guarantee
the success of this step is given by
T1 + T2 − S1 − S2 ≥ I(U2;U1|U0). (56)
At the end, choose one pair (t1(i−1), t2(i−1)) satis-
fying these conditions.
(iii) From (s0i, s1i, s2i), the source finds (t1i, t2i) and
sends x(s0i, t1i, t2i).
Decoding part: In each block the relays start to find sˆbi
for that block. After the transmission of the block i+1,
the destinations decode sˆbi and then use it to find Zˆb
which along with Yb is used to decode the messages.
(i) Relay b searches for sˆbi after receiving zb(i) such
that
(
xb(rbi), zb(i), zˆb(sˆbi, rbi)
)
is jointly typical
subject to
Rˆb ≥ I(Zb; Zˆb|Xb). (57)
(ii) Destination b searches for rb(i+1) such that(
y
b
(i + 1), xb(rb(i+1))
)
is jointly typical. Then
in finds sˆbi such that sˆbi ∈ Srb(i+1) and(
zˆb(sˆbi, rbi), yb(i), xb(rbi)
)
are jointly typical. Con-
ditions for reliable decoding are:
Rxb ≤ I(Xb;Yb),
Rˆb ≤ Rxb + I(Zˆb;Yb|Xb). (58)
(iii) Decoding in block i is done such that
(u0(s0i), ub(s0i, tbi), yb(i), zˆb(sˆbi, rbi), xb(rbi))
are all jointly typical. This leads to the next
constraints
S0 + Tb ≤ I(U0, Ub;YbZˆb|Xb), (59)
Tb ≤ I(Ub;Yb, Zˆb|U0,Xb). (60)
After decoding indices (s0i, s1i, s2i) at the destinations,
the original messages (w0i, w1i, w2i) can be extracted. It
is not difficult to show that the rate region in Theorem
3 follows by applying Fourier-Motzkin elimination and
form equations (56)-(60), the equalities between orig-
inal and reorganized rates, and the fact that all rates
are positive. Similarly to [7], the necessary condition
I(Xb;Yb) ≥ I(Zb; Zˆb|Xb, Yb) follows from (57) and
(58), for b = {1, 2}.
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APPENDIX D
SKETCH OF PROOF OF THEOREM 4
We first state the Csiszar-Korner identity, formulated
in a different way.
Lemma 1: For any RV W and an ensemble of n RVs
Sj = (Sj1, Sj2, . . . , Sjn) with j ∈ {1, 2, . . . ,M} and
Tk = (Tk1, Tk2, . . . , Tkn) for k ∈ {1, 2, . . . , N}, the
equality (61) holds.
The proof of this lemma easily follows as in [60]. The
next identity is also used during the proof:
I(A;B|D)−I(A;C|D) = I(A;B|C,D)−I(A;C|B,D).
(62)
For any code (n,W0,W1,W2, P (n)e ) with rates
(R0, R1, R2), Fano’s inequality yields
H(W0|Y2) ≤ P
(n)
e nR0 + 1
∆
= nǫ0,
H(W1|Y1) ≤ H(W0,W1|Y1)
≤ P (n)e n(R0 +R1) + 1
∆
= nǫ1,
H(W2|Y2) ≤ H(W0,W2|Y2)
≤ P (n)e n(R0 +R2) + 1
∆
= nǫ2.
We start with the following inequality:
n(R0+R1 +R2)− n(ǫ0 + ǫ1 + ǫ2)
≤ I(W0;Y1) + I(W1;Y1) + I(W2;Y2)
≤ I(W0;Y1) + I(W1;Y1,W0,W2)
+ I(W2;Y2,W0)
≤ I(W0,W1,W2;Y1)− I(W2;Y1|W0)
+ I(W2;Y2|W0), (63)
where we can bound the first term on the right hand side
of (63) as
I(W0,W1,W2;Y1) =
n∑
i=1
I(W0,W1,W2;Y1i|Y
i−1
1 )
≤ I(W0,W1,W2, Y
i−1
1 , Y
n
2(i+1);Y1i)
(a)
=
n∑
i=1
I(Vi, U1i, U2i;Y1i),
where (a) is based on the definitions of Vi =
(W0, Y
i−1
1 , Y
n
2(i+1)), U1i = (W1, Y
i−1
1 , Y
n
2(i+1)) and
U2i = (W2, Y
i−1
1 , Y
n
2(i+1)). Now for the rest of terms
in (63), we have:
I(W2;Y2|W0)− I(W2;Y1|W0)
=
n∑
i=1
[
I(W2;Y2i|W0, Y
n
2(i+1))− I(W2;Y1i|W0, Y
i−1
1 )
]
=
n∑
i=1
[
I(W2, Y
i−1
1 ;Y2i|W0, Y
n
2(i+1))
− I(Y i−11 ;Y2i|W2,W0, Y
n
2(i+1))
− I(W2, Y
n
2(i+1);Y1i|W0, Y
i−1
1 )
+ I(Y n2(i+1);Y1i|W2,W0, Y
i−1
1 )
]
(b)
=
n∑
i=1
[
I(W2, Y
i−1
1 ;Y2i|W0, Y
n
2(i+1))
− I(W2, Y
n
2(i+1);Y1i|W0, Y
i−1
1 )
]
(c)
=
n∑
i=1
[
I(W2;Y2i|W0, Y
i−1
1 , Y
n
2(i+1))
− I(W2;Y1i|W0, Y
i−1
1 , Y
n
2(i+1))
]
= I(U2i;Y2i|Vi)− I(U2i;Y1i|Vi), (64)
where (b) and (c) are due to Lemma 1 by choosing M =
N = 1 and T1 = Y1,S1 = Y2. Hence, the right hand
side of (63) writes as
n(R0 +R1 +R2)− n(ǫ0 + ǫ1 + ǫ2)
≤
n∑
i=1
[
I(Vi, U1i, U2i;Y1i) + I(U2i;Y2i|Vi)
− I(U2i;Y1i|Vi)
]
(d)
=
n∑
i=1
[
I(Vi;Y1i) + I(U2i;Y2i|Vi) + I(U1i;Y1i|U2i, Vi)
]
,
(65)
yielding the final inequality, where (d) is due to standard
manipulations. We consider now the next inequality
n(R0 +R1 +R2)− n(ǫ0 + ǫ1 + ǫ2)
≤ I(W0,W1,W2;Y1)− I(W2;Y1|W0)
+ I(W2;Y2|W0)
≤ I(W0,W1,W2;Y1,Z1)− I(W2;Y1,Z1|W0)
+ I(W2;Y2,Z2|W0). (66)
n∑
i=1
I(T n1(i+1), T
n
2(i+1), . . . , T
n
N(i+1);S1i, S2i, . . . , SMi|W,S
i−1
1 , S
i−1
2 , . . . , S
i−1
M ) =
n∑
i=1
I(Si−11 , S
i−1
2 , . . . , S
i−1
M ;T1i, T2i, . . . , TNi|W,T
n
1(i+1), T
n
2(i+1), . . . , T
n
N(i+1)).
(61)
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Similarly as before, we obtain
I(W0,W1,W2;Y1,Z1)
=
n∑
i=1
I(W0,W1,W2;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 )
(e)
=
n∑
i=1
I(W0,W1,W2;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 ,X1i)
(f)
≤
n∑
i=1
I(W0,W1,W2, Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1)
, Zn2(i+1);Y1i, Z1i|X1i)
=
n∑
i=1
I(Vi, V1i, U1i, U2i;Y1i, Z1i|X1i),
where (e) follows because X1i is a function of the
past relay output, (f) is due to properties of mutual
information and V1i is denoted by (Zi−11 , Zn2(i+1)). In
a similar way to (64), we can obtain
I(W2;Y2,Z2|W0)− I(W2;Y1,Z1|W0)
(g)
≤
n∑
i=1
[
I(W2;Y2i, Z2i|W0,X1i, Y
i−1
1 , Z
i−1
1
, Y n2(i+1), Z
n
2(i+1))
− I(W2;Y1i|W0,X1i, Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1))
]
,
where the step (g) can be proven by using the same
procedure as the steps in (64). Then
n(R0 +R1 +R2)− nǫ
′ (67)
≤
n∑
i=1
[
I(Vi, V1i, U1i, U2i;Y1i, Z1i|X1i)
+ I(U2i;Y2i, Z2i|Vi, V1i,X1i)
− I(U2i;Y1i, Z1i|Vi, V1i,X1i)
]
=
n∑
i=1
[
I(Vi, V1i;Y1i, Z1i|X1i)
+ I(U2i;Y2i, Z2i|Vi, V1i,X1i)
+ I(U1i;Y1i, Z1i|X1i, U2i, Vi, V1i)
]
, (68)
by definning (ǫ′ = ǫ0 + ǫ1 + ǫ2). Consider now the
following inequality
n(R0 +R1 +R2)− n(ǫ0 + ǫ1 + ǫ2)
≤ I(W0;Y2) + I(W1;Y1) + I(W2;Y2)
≤ I(W0,W1,W2;Y2)− I(W1;Y2|W0)
+ I(W1;Y1|W0). (69)
Notice that this is the symmetrical version of (63) and
thus it can be bound in the same way. Now we simplify
the right hand side of (69) to
n(R0 +R1 +R2)− n(ǫ0 + ǫ1 + ǫ2)
≤
n∑
i=1
[
I(Vi, U1i, U2i;Y2i) + I(U1i;Y1i|Vi)
− I(U1i;Y2i|Vi)
]
=
n∑
i=1
[
I(Vi;Y2i) + I(U1i;Y1i|Vi) + I(U2i;Y2i|U1i, Vi)
]
.
(70)
Another inequality which is symmetric to (66) is the
following and can be proved in a same way:
n(R0 +R1 +R2)− n(ǫ0 + ǫ1 + ǫ2)
≤ I(W0,W1,W2;Y2)− I(W1;Y2|W0)
+ I(W1;Y1|W0)
≤ I(W0,W1,W2;Y2,Z2) + I(W1;Y1,Z1|W0)
− I(W1;Y2,Z2|W0). (71)
Now by following similar steps as before, we can show
I(W0,W1,W2;Y2,Z2)
=
n∑
i=1
I(W0,W1,W2;Y2i, Z2i|Y
n
2(i+1), Z
n
2(i+1))
(h)
=
n∑
i=1
[
I(Vi, V1i;Y2i, Z2i)
+ I(U1i, U2i;Y2i, Z2i|Vi, V1i,X1i)
]
,
where (h) is because X1i is a function of the past relay
output V1i. Along the same lines, we can show
I(W1;Y1,Z1|W0)− I(W1;Y2,Z2|W0)
=
n∑
i=1
[
I(W2;Y1i, Z1i|W0, Y
i−1
1 , Z
i−1
1 )
− I(W1;Y2i, Z2i|W0, Y
n
2(i+1), Z
n
2(i+1))
]
≤
n∑
i=1
[
I(W1;Y1i|W0,X1i, Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1))
− I(W1;Y2i, Z2i|W0,X1i, Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1))
]
.
25
Finally, we obtain
n(R0 +R1 +R2)− n(ǫ0 + ǫ1 + ǫ2)
≤
n∑
i=1
[
I(Vi, V1i;Y2i, Z2i)
+ I(U1i, U2i;Y2i, Z2i|Vi, V1i,X1i)
+ I(U1i;Y1i, Z1i|Vi, V1i,X1i)
− I(U1i;Y2i, Z2i|Vi, V1i,X1i)
]
=
n∑
i=1
[
I(Vi, V1i;Y2i, Z2i)
+ I(U2i;Y2i, Z2i|Vi, V1i, U1i,X1i)
+ I(U1i;Y1i, Z1i|X1i, Vi, V1i)
]
.
(72)
The inequalities (65), (68), (70) and (72) are related to
the sum of R0, R1, R2. For the rest of the proof we focus
on the following inequalities:
nR0 ≤ I(W0;Y2) + nǫ0,
n(R0 +R1) ≤ I(W0;Y2) + I(W1;Y1|W0) + n(ǫ0 + ǫ1),
n(R0 +R2) ≤ I(W0;Y1) + I(W2;Y2|W0) + n(ǫ0 + ǫ2).
Starting from the last inequality, we have
n(R0 +R1)− n(ǫ0 + ǫ1) ≤ I(W0;Y2) + I(W1;Y1|W0)
=
n∑
i=1
[
I(W0;Y2i|Y
n
2(i+1)) + I(W1;Y1i|Y
i−1
1 ,W0)
]
=
n∑
i=1
[
I(W0, Y
i−1
1 ;Y2i|Y
n
2(i+1))
− I(Y i−11 ;Y2i|W0, Y
n
2(i+1)) + I(W1;Y1i|Y
i−1
1 ,W0)
]
(a′)
=
n∑
i=1
[
I(W0, Y
i−1
1 ;Y2i|Y
n
2(i+1))
− I(Y n2(i+1);Y1i|W0, Y
i−1
1 )
+ I(W1;Y1i|Y
i−1
1 ,W0)
]
(b′)
=
n∑
i=1
[
I(W0, Y
i−1
1 ;Y2i|Y
n
2(i+1))
+ I(W1;Y1i|Y
n
2(i+1), Y
i−1
1 ,W0)
− I(Y n2(i+1);Y1i|W1,W0, Y
i−1
1 )
]
≤
n∑
i=1
[
I(W0, Y
n
2(i+1), Y
i−1
1 ;Y2i)
+ I(W1;Y1i|Y
i−1
1 , Y
n
2(i+1),W0)
]
≤
n∑
i=1
[
I(Vi;Y2i) + I(U1i;Y1i|Vi)
]
, (73)
where (a′) comes from Lemma 1 by choosing M =
N = 1, S1 = Y1, T1 = Y2,W = W0, and (b′) comes
from (62). With a similar procedure, it can be seen that
n(R0 +R2 − ǫ0 + ǫ2) ≤ I(W0;Y1) + I(W2;Y2|W0)
≤
n∑
i=1
[
I(Vi;Y1i) + I(U2i;Y2i|Vi)
]
.
(74)
Now we move to the next inequality which is proved
similar to (73)
n(R0 +R1)− n(ǫ0 + ǫ1)
≤ I(W0;Y2) + I(W1;Y1|W0)
≤ I(W0;Y2,Z2) + I(W1;Y1,Z1|W0)
=
n∑
i=1
[
I(W0;Y2i, Z2i|Y
n
2(i+1), Z
n
2(i+1))
+ I(W1;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 ,W0)
]
≤
n∑
i=1
[
I(W0, Y
i−1
1 , Z
i−1
1 , Z
n
2(i+1), Y
n
2(i+1);Z2i, Y2i)
+ I(W1;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1),W0)
]
c′
=
n∑
i=1
[
I(W0, Y
i−1
1 , Z
i−1
1 , Z
n
2(i+1), Y
n
2(i+1);Z2i, Y2i)
+ I(W1;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1),W0,X1i)
]
,
where (c′) is due to the fact that X1i is a function of
Zi−11 . By using the previous definitions, we obtain
n(R0 +R1)− n(ǫ0 + ǫ1)
=
n∑
i=1
[
I(Vi, V1i;Z2i, Y2i) + I(U1i;Y1i, Z1i|Vi, V1i,X1i)
]
.
(75)
And finally the proof of the final sum rate is as follows
n(R0 +R2)− n(ǫ0 + ǫ2) ≤ I(W0;Y1) + I(W2;Y2|W0)
≤ I(W0;Y1,Z1) + I(W2;Y2,Z2|W0)
=
n∑
i=1
[
I(W0;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 )
+ I(W2;Y2i, Z2i|Y
n
2(i+1), Z
n
2(i+1),W0)
]
≤
n∑
i=1
[
I(W0, Y
n
2(i+1), Z
n
2(i+1);Z1i, Y1i|Y
i−1
1 , Z
i−1
1 )
+ I(W2;Y2i, Z2i|Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1),W0)
]
(d′)
=
n∑
i=1
[
I(W0, Y
n
2(i+1), Z
n
2(i+1);Z1i, Y1i|Y
i−1
1 , Z
i−1
1 ,X1i)
+ I(W2;Y2i, Z2i|Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1),W0,X1i)
]
≤
n∑
i=1
[
I(W0, Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1);Z1i, Y1i|X1i)
+ I(W2;Y2i, Z2i|Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1), Z
n
2(i+1),W0,X1i)
]
.
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Again using previous definitions we obtain
n(R0 +R2)− n(ǫ0 + ǫ2)
≤
n∑
i=1
I(Vi, V1i;Z1i, Y1i|X1i)
+ I(U2i;Y2i, Z2i|Vi, V1i,X1i), (76)
where (d′) is due to the fact that X1i is a function of
Zi−11 . Finally, we prove the reminding first inequalities
n(R0 +R1)− n(ǫ0 + ǫ1) ≤ I(W0,W1;Y1)
=
n∑
i=1
I(W0,W1;Y1i|Y
i−1
1 )
≤
n∑
i=1
I(Y n2(i+1), Y
i−1
1 ,W0,W1;Y1i)
=
n∑
i=1
I(Vi, U1i;Y1i), (77)
and similarly we derive:
n(R0 +R2)− n(ǫ0 + ǫ2) ≤
n∑
i=1
I(Vi, U2i;Y2i). (78)
The next step is to prove another bound on the sum rate
R0 +R1:
n(R0 +R1)− n(ǫ0 + ǫ1) ≤ I(W0,W1;Y1,Z1)
=
n∑
i=1
I(W0,W1;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 )
=
n∑
i=1
I(W0,W1;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 ,X1i)
≤
n∑
i=1
I(Y n2(i+1), Z
n
2(i+1), Y
i−1
1 , Z
i−1
1 ,W0,W1;
Y1i, Z1i|X1i)
=
n∑
i=1
I(Vi, V1i, U1i;Y1i, Z1i|X1i). (79)
Similarly, for the sum rate R0 +R2:
n(R0 +R2)− n(ǫ0 + ǫ2)
≤ I(W0,W2;Y2,Z2)
=
n∑
i=1
I(W0,W2;Y2i, Z2i|Y
n
2(i+1), Z
n
2(i+1))
≤
n∑
i=1
I(Y n2(i+1), Z
n
2(i+1), Y
i−1
1 , Z
i−1
1 ,W0,W2;Y2i, Z2i)
=
n∑
i=1
[
I(Vi, V1i;Y2i, Z2i) + I(U2i;Y2i, Z2i|Vi, V1i)
]
(e′)
=
n∑
i=1
[
I(Vi, V1i;Y2i, Z2i) + I(U2i;Y2i, Z2i|Vi, V1i,X1i)
]
,
(80)
where (e′) is due to the fact that X1i is function of Zi−11
and so function of V1i. And at last we bound the rate
R0,
nR0 − nǫ0 ≤ I(W0;Y1)
=
n∑
i=1
I(W0;Y1i|Y
i−1
1 )
≤
n∑
i=1
I(Y n2(i+1), Y
i−1
1 ,W0;Y1i) =
n∑
i=1
I(Vi;Y1i).
(81)
Similarly for destination Y2,
nR0 − nǫ0 ≤ I(W0;Y2) ≤
n∑
i=1
I(Vi;Y2i). (82)
The rest of the proof is as usual with resort to an
independent time-sharing RV Q applying it to (65)-(82)
which yields the final region and concludes the proof.
APPENDIX E
SKETCH OF PROOF OF THEOREM 7
We emphasize that the upper bound can be seen to be
a special case of the outer-bound presented in Theorem 5
for the semi-degraded BRC. However, for sake of clarity,
we independently prove the converse in the Theorem
7. We start with the fact that the user 1 must decode
full information. For any code (n,W1,W2, P (n)e ) (i.e.
(R1, R2)), from Fano’s inequality we obtain:
H(W2|Y2) ≤ P
(n)
e nR2 + 1
∆
= nǫ0,
H(W1|Y1) ≤ P
(n)
e nR1 + 1
∆
= nǫ1,
27
and
nR2 ≤ I(W2;Y2) + nǫ0,
n(R1 +R2)− nǫ0 − nǫ1 ≤ I(W2;Y2) + I(W1;Y1)
≤ I(W2;Y2) + I(W1;Y1,W2)
≤ I(W2;Y2) + I(W1;Y1|W2).
Before starting the proof, we state the following lemma.
Lemma 2: The following relation holds for the BRC-
CR under the condition X −
− (Y1,X1)−
−Z1,
H(Y1i|Y
i−1
1 ,W2) = H(Y1i|Y
i−1
1 , Z
i−1
1 ,X
i
1,W2).
Proof:
H(Y1i|Y
i−1
1 ,W2) = H(Y1i|Y11, Y12, . . . , Y1(i−1),W2)
(a)
= H(Y1i|Y11,X11, Y12, . . . , Y1(i−1),W2)
(b)
= H(Y1i|Y11,X11, Z11, Y12, . . . , Y1(i−1),W2)
(c)
= H(Y1i|Y11,X11, Z11,X12, Y12, . . . , Y1(i−1),W2)
.
.
.
= H(Y1i|Y11,X11, Z11, Y12,X12, Z12 . . . , Y1(i−1)
,X1(i−1), Z1(i−1),X1i,W2)
= H(Y1i|Y
i−1
1 , Z
i−1
1 ,X
i
1,W2),
where (a) follows since X1i = f1,i(Zi−11 ), for i = 1,
X11 is chosen as constant because the argument of the
function is empty, so it can be added for free, (b) is due
to the Markov chain assumption of the lemma where
given X11, Y11, Z11 can be added for free. Since X12 =
f1,2(Z11) and it can be added for free, this justifies step
(c). With the same argument, we can continue to add
first Z1(j−1) given Y1(j−1),X1(j−1) and then X1j given
Z1(j−1) until j = i and this will conclude the proof of
the lemma.
By setting Ui = (Y i−12 , Z
i−1
1 ,X
i−1
1 ,W2), it can be
shown that
I(W1;Y1|W2) =
n∑
i=1
I(W1;Y1i|Y
i−1
1 ,W2)
=
n∑
i=1
[
H(Y1i|Y
i−1
1 ,W2)−H(Y1i|Y
i−1
1 ,W2,W1)
]
(a)
≤
n∑
i=1
[
H(Y1i|Y
i−1
1 , Z
i−1
1 ,X
i
1,W2)
−H(Y1i|Xi,X1i, Y
i−1
1 ,W2,W1)
]
(b)
=
n∑
i=1
[
H(Y1i|Y
i−1
1 , Y
i−1
2 , Z
i−1
1 ,X
i
1,W2)
−H(Y1i|Xi,X1i, Y
i−1
1 ,W2,W1)
]
(c)
≤
n∑
i=1
[
H(Y1i|Y
i−1
2 , Z
i−1
1 ,X
i−1
1 ,W2,X1i)
−H(Y1i|Xi,X1i, Y
i−1
2 , Z
i−1
1 ,X
i−1
1 ,W2)
]
=
n∑
i=1
I(Xi;Y1i|Y
i−1
2 , Z
i−1
1 ,X
i−1
1 ,W2,X1i)
=
n∑
i=1
I(Xi,X1i;Y1i|Ui,X1i),
where (a) results from Lemma 2, (b) results from the
Markov chain Y2i−
−(Z1i,X1i)−
−Xi, and (c) is because
Y1i depends only on (Xi,X1i).
For the next bound, we have
I(W2;Y2) ≤ I(W2;Y2,Z1)
=
n∑
i=1
I(W2;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 )
=
n∑
i=1
[
H(W2|Y
i−1
1 , Z
i−1
1 )−H(W2|Y
i
1 , Z
i
1)
]
(d)
≤
n∑
i=1
[
H(W2|Z
i−1
1 ,X
i
1)−H(W2|X
i
1, Z
i
1)
]
=
n∑
i=1
[
H(Z1i|Z
i−1
1 ,X
i−1
1 ,X1i)
−H(Z1i|X1i,X
i−1
1 , Z
i−1
1 ,W2)
]
(e)
=
n∑
i=1
[
H(Z1i|Z
i−1
1 ,X
i−1
1 ,X1i)
−H(Z1i|X1i, Z
i−1
1 ,X
i−1
1 , Y
i−1
2 ,W2)
]
28
≤
n∑
i=1
[
H(Z1i|X1i)−H(Z1i|X1i, Z
i−1
1 ,X
i−1
1 , Y
i−1
2 ,W2)
]
=
n∑
i=1
I(Zi−11 ,X
i−1
1 , Y
i−1
2 ,W2;Z1i|X1i)
=
n∑
i=1
I(Ui;Z1i|X1i),
where (d) follows since X1i is available given Zi−11 , but
Zi−11 also includes Z
j
1 for all the j ≤ i − 1, therefore
given Zi−11 , X11,X12, . . . ,X1(i−1) and thus Xi1 are also
available, and step (e) follows since with Zi−11 ,X
i−1
1
and using the Markov chain between (Z1,X1) and Y2,
the output Y i−12 is also available given Z
i−1
1 . For the last
inequality, we have
I(W2;Y2) =
n∑
i=1
I(W2;Y2i|Y
i−1
2 )
≤
n∑
i=1
I(Y i−12 ,W0;Y2i)
≤
n∑
i=1
I(Zi−11 ,X
i−1
1 , Y
i−1
2 ,W2;Y2i)
=
n∑
i=1
I(Ui;Y2i).
Finally, the bound can be proved using an independent
time-sharing RV Q.
APPENDIX F
SKETCH OF PROOF OF THEOREM 8
We now prove the outer-bound in Theorem 8. First,
notice that the second bound is the capacity of a
degraded relay channel, shown in [7]. Regarding the
fact that destination 1 is decoding all the information,
the bound can be reached by using the same method.
Therefore the focus is on the other bounds. For any
code (n,W0,W1, P (n)e ) with rates (R0, R1), we want to
show that if the error probability goes to zero then the
rates satisfy the conditions in Theorem 8. From Fano’s
inequality we have that
H(W0|Y2) ≤ P
(n)
e nR0 + 1
∆
= nǫ0,
H(W1|Y1) ≤ H(W0,W1|Y1)
≤ P (n)e n(R0 +R1) + 1
∆
= nǫ1,
and
nR0 ≤ I(W0;Y2) + nǫ0,
n(R0 +R1)− nǫ0 − nǫ1 ≤ I(W0;Y2) + I(W1;Y1)
≤ I(W0;Y2) + I(W1;Y1,W0),
≤ I(W0;Y2) + I(W1;Y1|W0).
By setting Ui = (Y i−12 ,W0), it can be shown that
I(W1;Y1|W0) =
n∑
i=1
[
I(W1;Y1i|Y
i−1
1 ,W0)
]
=
n∑
i=1
[
H(Y1i|Y
i−1
1 ,W0)−H(Y1i|Y
i−1
1 ,W0,W1)
]
(a)
≤
n∑
i=1
[
H(Y1i|Y
i−1
2 ,W0)
−H(Y1i|Xi,X1i, Y
i−1
1 ,W0,W1)
]
(b)
=
n∑
i=1
[
H(Y1i|Y
i−1
2 ,W0)−H(Y1i|Xi,X1i)
]
(c)
≤
n∑
i=1
[
I(Xi,X1i;Y1i|Y
i−1
2 ,W0)
=
n∑
i=1
I(Xi,X1i;Y1i|Ui)
]
,
where (a) results from the degradedness between Y1 and
Y2, where (b) and (c) require the Markov chain between
Y1i and (Xi,X1i). Similarly, we have that
I(W1;Y1|W0) ≤ I(W1;Y1,Z1|W0)
=
n∑
i=1
[
I(W1;Y1i, Z1i|Y
i−1
1 , Z
i−1
1 ,W0)
]
=
n∑
i=1
[
H(W1|Y
i−1
1 , Z
i−1
1 ,W0)−H(W1|Y
i
1 , Z
i
1,W0)
]
(d)
≤
n∑
i=1
[
H(W1|Z
i−1
1 ,X1i,W0)−H(W1|X1i, Z
i
1,W0)
]
=
n∑
i=1
[
H(Z1i|Z
i−1
1 ,X1i,W0)
−H(Z1i|X1i, Z
i−1
1 ,W0,W1)
]
≤
n∑
i=1
[
H(Z1i|Z
i−1
1 ,X1i,W0)
−H(Z1i|Xi,X1i, Z
i−1
1 ,W0,W1)
]
(e)
≤
n∑
i=1
[
H(Z1i|Y
i−1
2 ,X1i,W0)−H(Z1i|Xi,X1i)
]
(f)
=
n∑
i=1
[
H(Z1i|Y
i−1
2 ,X1i,W0)
−H(Z1i|Xi,X1i, Y
i−1
2 ,W0)
]
=
n∑
i=1
I(Xi;Z1i|X1i, Y
i−1
2 ,W0)
=
n∑
i=1
I(Xi;Z1i|X1i, Ui),
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where steps (d) and (e) result since X1i can be obtained
via Zi−11 , so given Z
i−1
1 one can have X
i−1
1 , and then
with Zi−11 ,X
i−1
1 and using the Markov chain between
(Z1,X1) and (Y1, Y2), one can say that (Y i−11 , Y
i−1
2 ) is
also available given Zi−11 , and steps (e) and (f) follow
from the Markov chain between Z1i and (Xi,X1i). For
the first inequality, we have
I(W0;Y2) =
n∑
i=1
I(W0;Y2i|Y
i−1
2 ) ≤
n∑
i=1
I(Ui;Y2i).
Finally, the bound can be proved using an independent
time-sharing RV Q.
APPENDIX G
SKETCH OF PROOF OF THEOREM 11
The direct part can be easily proved by using expres-
sion (35) by removing d1 and d2 from the definition of
the channel. Regarding the converse proof, we start with
the following lemma.
Lemma 3: Any pair of rates (R1, R2) in the capacity
region CBRC-PC of the degraded Gaussian BRC-PC satisfy
the following inequalities:
nR1 ≤
n∑
i=1
I(Ui,X1i;Y1i) + nǫ1,
n(R1 +R2) ≤
n∑
i=1
I(Ui;Z1i|X1i)
+ I(Xi;Y2i|Ui,X1i) + nǫ2.
Proof: This lemma can be obtained by taking
Ui = (W1, Y
i−1
1 , Z
i−1
1 , Y
n
2(i+1)) and similar steps as in
Appendix D. For this reason, we will not repeat the proof
here. Note that only the degradedness between the relay
and the first destination is necessary for the proof.
Now for the Gaussian degraded BRC-PC defined as
before, we calculate the preceding bounds. The calcula-
tion follows the same steps as in Appendix F. We start
by bounding h(Z1i|Ui,X1i) where it can be seen that
h(N˜1i) = h(Z1i|Ui,Xi,X1i) ≤ h(Z1i|Ui,X1i)
≤ h(Z1i) = h(Xi + N˜1i).
Using this fact it can be said that
n
2
log
[
2πeN˜1
]
=
n∑
i=1
h(N˜1i)
≤
n∑
i=1
h(Z1i|Ui,X1i)
≤
n∑
i=1
h(Xi + N˜1i)
=
n
2
log
[
2πe(N˜1 + P )
]
.
The previous condition implies that there is α ∈ [0, 1]
such that
n∑
i=1
h(Z1i|Ui,X1i) =
n
2
log
[
2πe(N˜1 + αP )
]
.
Note that the previous condition means that
1
n
n∑
i=1
EE
2(Xi|Ui,X1i) = αP.
Now take the following inequalities
0 ≤
1
n
n∑
i=1
EE
2(Xi|X1i)
≤
1
n
n∑
i=1
EE
2(Xi|Ui,X1i) = αP.
This is the result of EE2(X|Y ) ≤ EE2(X|Y,Z) which
can be proved using Jensen’s inequality. Similarly, the
previous condition implies that there exists β ∈ [0, 1]
such that
1
n
n∑
i=1
EE
2(Xi|X1i) = βαP.
From this equality, we get the following inequalities by
following the same technique as [7]
n∑
i=1
h(Z1i|X1i) ≤
n
2
log
[
2πe(N˜1 + αP + αβP )
]
.
Also exploiting the fact that h(Y1i) can be bounded by
n∑
i=1
h(Y1i) ≤
n
2
log
[
2πe(N1 + P + P1 + 2
√
αβPP1)
]
.
From the degradedness of Y1 respect to Z1 and Y2, and
using entropy power inequality, we obtain
n∑
i=1
h(Y1i|Ui,X1i) ≥
n
2
log [2πe(N1 + αP )],
n∑
i=1
h(Y2i|Ui,X1i) ≤
n
2
log [2πe(N2 + αP )],
which prove the upper bound and conclude the proof.
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