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1. INTRODUCTION 
Consider the problem: minz = hx, Ax > b, x >_ O, x E R n, b E R m. With n,m increasing, the 
simplex method [1] solves this problem in exponential time. After development of the ellipsoid [2] 
and the interior shortcut [3] methods, it became clear that exponential time was not a feature of 
the problem but rather a technical deficiency of the simplex method. Fortunately, the same can 
be said about the polynomial time feature of modern methods [2,3]. 
Let n be fixed and m-arbitrarily increasing, or vice versa; such problems we call asymmetric 
linear programming problems. It is clear that for asymmetric problems the simplex method is still 
of exponential time and the methods [2,3] are of polynomial time. (N.B.: we consider here the 
worst case problems, not those randomly generated that may exhibit almost linear time behavior, 
see [1, p. 160].) 
THEOREM. There is a linear t/me algorithm for asymmetric linear programming problems. 
PROOF. See Section 4 below where such an algorithm is presented. 1 
General features of the algorithm can be described as follows. 
There may be millions of constraints hat are not stored in the operational memory and never 
put together into the central processor. The constraints are being rolled through the central 
processor one by one as are copies of a newspaper f om a rotary press. This makes the theoretical 
computing time linear in the number of constraints. Since all nonbinding constraints (i.e., strict 
inequalities in respect o the minimizing points) are being discarded in the course of iterations, 
the actual running time is diminished: T = k(A) .  m.  N(7?,h). Tn.  p(n,A), where m is the 
number of constraints; N(z}, h) is the number of iterations depending on desired precision 77 of 
approaching the minimum value of z = hx; T,~ is the time of feasibility (violation) check for 
one single constraint (~_ constant); p(n, A) is the number of checks performed at each iteration 
and k(A) < 1 is the rejection coefficient depending on A which includes also the correction for 
some incremental gorithmic time of processing one single constraint. Further, decreasing the 
computing time, slack and/or artificial variables are not introduced and divisions of the elements 
of the matrix A are eliminated altogether. The method is set-monotonic and delivers in the limit 
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the minimum value of z and the entire set of all minimizing points. The algorithm can be made 
finite by switching (at any stage) onto the usual simplex algorithm acting on a substantially 
reduced quasi-polyhedron. The use of massive parallel operations can increase significantly the 
space dimension  feasible with the application of this method. 
The number n of constraints may be arbitrarily large, this not affecting the complexity of 
computations but only the volume of external memory required to store the nontrivial constraints. 
The indifference to the number of constraints i a major advantage of the algorithm. Moreover, 
the sparsity of a matrix A is of no importance. Apart from bringing constraints o the normal 
form, the algorithm does not disturb the original constraint matrix A nor does it introduce the 
slack or artificial variables. The procedure achieves the operational minimum in the sense that 
the problem is not being deformed or substituted by another one, and the principal computations 
include only the operations formulated in the problem itself (i.e., calculation of hx and Ax - b) 
plus comparisons and sorting. Neither simplex method [1], nor the ellipsoid method [2], nor the 
interior shortcut method [3] have such advantages; ateach step they deal with the entire matrix A 
which is being transformed ateach iteration. In contrast, he rows of A (i.e., constraints) are being 
rolled one by one through the computer by the new algorithm, and in this sense the algorithm 
can be defined as a realization of the rollaway approach, using the analogy with a rotary press 
and conveyer production lines. 
The algorithm has some other noteworthy properties which currently used methods may not 
have. Divisions of the elements of the matrix A are eliminated altogether, this reducing the error 
generation and saving much computing time. The nonbinding (at optimal vertices) constraints 
are being discarded in the process of iterations, further educing computing time. The method 
can deliver the ~-precise guaranteed global optimal solution in a finite number of iterations. By 
switching onto the simplex algorithm, the exact complete solution can be obtained in a finite 
number of iterations. The method is especially suited for massive parallel operations. 
There is, however, a price to pay: it is multiple partitions required in the search of the mini- 
mum. Those partitions effectively imit the space dimension , making the method convenient for 
asymmetric problems with relatively small n and arbitrarily large m or, vice versa, with relatively 
small m and arbitrarily large n (passage to the dual problem). 
Theoretical computing time is linear in the number of constraints and exponential in the 
number of variables. Due to the constraint rejection operator, the actual running time is sublinear 
in the number of constraints. We see that the rollaway approach can be applied by the above 
algorithm either to the set of constraints or to the space (the set of variables), but not to both. 
It is not clear whether or not it is possible to develop an algorithm that would roll through 
the central processor both the matrix (i.e., the constraints) and the space (i.e., the variables) 
simultaneously. However, in view of the existence of such an algorithm for the case with one of 
parameters (m or n) increasing, the following statement seems plausible. 
LINEAR TIME CONJECTURE. There exists a linear time algorithm for linear programming prob- 
lems. 1 
2. STATEMENT OF THE PROBLEM 
Consider a linear programming problem 
minhx, x E f i  C R~., h E TI '~, 
f (=  {xe  Rn ix>O,  Ax>_b, bE Rq} C R~_, 
of finding the value 
and the set of all its minimizers 





2 ° = I = p°, • e 2} .  (4) 
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Here h • R n, b • R q are given vectors and A is a given q x n-matrix. By convexity of )~, the 
solution is always global. 
For simplicity of calculations we assume that problem (1),(2) is in its normal form meaning 
that 
n / 1/2 
llhll = ~h~ = I, 
i=1  
n a 2.. =1,  
Ila¢ll = ~, 
(s) 
j = 1 , . . . ,q ,  (6) 
where aj = (a j l ,a j2 , . . .  ,ajn),  j = 1 , . . .  ,q are rows of the matrix A. If the problem is not in 
the normal form, it can be converted into such form by dividing the cost function hx of (1) and 
each nontrivial constraint of (2) by the quantities (5),(6), respectively. By virtue of (5), we have 
Lipschitzian constant L = 1, universal for all linear programming problems in normal form. 
We assume also that the problem does not contain an equality constraint in (2) and that the 
admissible region )( is an n-dimensional polyhedron. Thus, .~ is bounded in R n which allows us 
to introduce a circumscribed (nonstrictly) closed cube C such that 
c Oc  R". (7) 
The requirement that )( be bounded is not essential. In practice, what is always sought are 
finite optimal solutions within certain bounds that are technically or economically feasible. In 
theoretical settings, if X is unbounded, one can look for optimal solutions in a properly chosen 
compact set .~* = cl(X f3 C) containing all finite optimal solutions that are of interest from 
technical or economical point of view. 
The requirement of full dimension of )~ is also not essential since, if dim )~ = k < n, then, using 
n - k equality constraints in (2), one can always exclude n - k variables, so that the equivalent 
problem will satisfy this requirement. Technically, this requirement is important for the method 
as in this case the set )( is robust in R n and the convergence theorem of the beta-algorithm 
[4, pp. 95-101] can be used. 
3. THE SEMICERTAIN  INTERSECTION OPERATOR 
Consider one of constraints in (2) 
aix >_ bi, 1 <_ j <_ q. (8) 
Due to (6), the distance from a point z E R~ to the hyperplane aix -- bj is given by the simple 
formula 
dj = a iz -  bj, j = 1 , . . . ,q ,  (9) 
where all dj _> 0, if z 6 X, and at least one djo < 0, 1 < J0 -< q, if z ~ )(. It is in this sense that 
we consider negative distances. 
It is convenient to take positive axes oriented cube C in (7) with a peak at the origin and 
use the central cubic algorithm [4, Section 4.3]. According to that algorithm we take an odd 
partition integer N > 3 and partition C into N n subcubes C1 (i = 1 , . . . ,  N n) by hyperplanes 
parallel to the faces of C. The center of C is taken as its representative x0 6 C, so that the 
translated grid generator will produce representative points x I 6 C~, each x~ at the center of C~. 
Certain C~ will be further partitioned into N n subcubes ~2 in the same way and the translated 
grid generator yields representative points x 2 • ~2 at the center of each ~2. This process is 
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continued, and after mth partition the length of the edge of ~n will be cm = c /N  m. 
of the circumscribed around ~m balls define deletion constants ( ince L = 1) 
1 
rm = ~c~v~ = 2N m , 
The radii 
m--  1,2,. . . .  (10) 
Consider the set R of (2) and a subcube ~m with its representative point x m E ~m at the center 
of ~m. Take any one of the constraints in (2), say, the constraint j of (8). A point x~ is feasible, 
i.e., x~ n E .~, if and only if all distances 
= a xF - bj, (11) 
are nonnegative, d.m. > 0, for all j = 1, .. q. We are interested, however, not in the feasibility 
of just one point x m but rather in the existence of nonempty intersection ~n n OX which may 
contain solutions of the linear programming problem. This observation suggests the construction 
of a semicertain tersection operator which is defined by the function 
-2, if di'~ < - rm,  
-1 ,  if - rm <d~ <O, 
0, if 0 _< d~ _< rm, 
1, if rm < d m. 
(12)  
The sense of so defined intersection operator is clear from geometric onsiderations. Indeed, 
~ = -2 means that the circumscribed around ~n closed ball of radius rm lies entirely in the 
infeasible half-space defined by the constraint j, hence, all points of Cm are infeasible, Figure 1. 




The value ~ -- -1 indicates that C~ may have nonempty or empty intersection with the 
boundary OX; due to this uncertainty, C~ is to be retained in the process. Its representative x~ 
is, however, infeasible (Figure 2) and, thus, cannot be used in comparison constant generator. 
The value ~.~. = 0 indicates that C~ may again have nonempty or empty intersection with the 
~3 
boundary OX and is to be retained in the process. In this case, however, its representative x~ 
is feasible (Figure 3), provided ~ -- 0, for all j = 1 . . . .  , q. If this is the case, then x~ is to be 
used in comparison constant generator. 
The value ~.~. = 1 means that the circumscribed around C~ closed ball of radius rm lies 
~3 
entirely in the feasible open (Figure 4) half-space defined by the constraint j. If ~ = 1, for 









all j = 1,. . .  ,q, then the ball and the subcube O~n lie entirely in the interior of ,~. In this case 
x m E )~ should be used in the comparison constant generator, and thereafter O~n should be 
discarded ue to nonintersection with the boundary OX, Figure 4. 
We conclude that the only subcubes that may contain minimizers are those for which k9~ > -2  
for all j = 1 , . . . ,  q and @~ < 1 for at least one j. Thus, the semicertain tersection operator (12) 
effectively excludes ubcubes O~n by one of the two conditions 
~i~ = -2,  1 < j < q, (13) 
~ = +1, Vj = 1, . . . ,q .  (14) 
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Moreover, it prescribes the application of x~ n in the comparison constant generator if and only if 
the following condition is satisfied 
#~ > 0, v j  = 1,... ,q. (15) 
4.  THE ALGORITHM 
Usually it is not known whether )( in (2) is a bounded polyhedron. We always know, however, 
the technically or economically sensible limits on each xi, that is, such ci > 0 that x~ < ci. Then, 
~= max c~, (1~) 
defines the length of the edge of the positive axes oriented cube 0 with a peak at the origin. 
This cube contains all sensible solutions of the linear programming problem (1),(2), hence, it 
should be taken for further partitions. It may happen that )( c C, in which case 0 represents a 
circumscribed closed cube introduced in (7). Otherwise, it is the technically restricted problem 
over the set 
)~* = X n C, (17) 
that will be actually solved. Clearly, it is the set X* that is of practical interest due to the bounds 
x~ _< c/. For this set we have X* C 0 C R n as in (7), and we, thus, consider the problem 
minhx, x•2*cOcR~_,  h•R n. (18) 
Starting with such C, X = .!(* C C, and with an odd partition integer N >_ 3, denote Bo = C, 
I0 = {1,2 , . . . ,Yn},  J0 = {1,. . . ,q}, partition 1~0 = 0 into N n subcubes 0~ and define the 
central grid. The representative of 0 is taken in the center x0 = (c /2 ,c /2 , . . . ,  c/2), so that with 
an odd N, the translated grid generator automatically assigns representatives x I • C/1 at the 
center of each 01, i • I0. 
ITERATION 1. Take x~, fixing i • I0, and apply the intersection operator to each constraint, 
rolling them one by one for all j • J0 and fixed i • I0. The index set I0 will be split into aux- 
iliary index subsets EI lE2, Ez and some indices with corresponding subcubes may be discarded 
altogether as we run the process for all i • Io one by one. 
STEP l. Index assignment or deletion. 
Fix i = 1. For j = 1 determine the value of ~1 according to (12). 
If ~11 = 1, then remove i from -To and put it into E1 and into E3. 
If ~/11 = 0, then remove i from I0 and put it into E2 and into Ea. 
If ~1  = -1,  then transfer i from I0 into E2 only. 
If ~11 = -2 ,  then delete i from I0 and the corresponding subcube 0 ] from/~0 altogether, and 
restart Step 1 with the next i = 2 and j = 1. 
Schematically, Step 1 is illustrated on Figure 5. 
/2 E1 
1, then lo ~ i,N E3 , lEE1,  i E E3, i ~ Io, 
. /E2 
0, then -To ~ z "x~ E3' i • E2, i • E3, i ¢ I0, 
-1, then lo ~ i -+ E2, i cE2 ,  i¢E3 ,  i ~ Io, 
-2,  then i ,0~ are dropped: i ¢ El, i ¢ E2, 
i ¢ E3, i ¢ I0, 01 ~ ]~0, restart with i = 2, j = 1. 
Figure 5. 
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STEP 2. Index relocation or deletion. 
Continue for j = 2 and determine the value ~i½ according to (12). 
If ~i½ = ~1,  then go to Step 3. 
If ~1  = -1,  koi½ > -2,  Vj = 2 , . . . ,q ,  then go to Step 4. 
If ~2  -- -2,  then delete i from the sets El, E2, E3 that may contain it after Step 1, drop C~ 
from B0 and go to Step 1 with i -- 2, j = 1. 
Otherwise, relocate index i according to the change in value ~1 ~ ~i½ as follows 
0, 
if ~11 = 1, ~1 = -1,  
{1, 
if ~1  = O, ~i 1 = -1, 
then transfer i from E1 into E2, 
then transfer i from E1 into E2, and delete i from E3, 
then go to Step 3, 
then delete i from E3. 
COMMENT. We see that the index sets I0, El, E2, E3 are sets of no return. If we denote by ~ the 
index dump, then an index i E I0 may move only the following ways: I0 --* i2, I0 --* E1 --* E2 --* 
~, I0 --* E1 --~ f~, I0 ~ E2 --* 12, I0 ~ E3 ~ ~. The dumping of i, i Ef l ,  due to ~½ = -2  means, 
of course, the exclusion of ~1 from ]~0 -- C because all points of ~1 are infeasible: ~1 n ~7 = 0. 
The deletion of i from E3 implies only the exclusion of x~ from use in the comparison constant 
generator. 
STEP 3. The J-loop and completion of index assignment. 
Continue Step 2 for j = 3, 4, . . .  until all j E J0 are gone through the loop. This will make the 
final relocation of the index i • I0 fixed at Step 1 into the following sets: i • E1 (implying also 
i • E3), or i • E2 and i • E3, or i • E2 only, or i • fl (dropping it and corresponding C: from 
further consideration). 
STEP 4. The I-loop and formation of the index sets. 
Continue Step 1 for i = 2, 3, . . .  until all i • I0 are gone through the/- loop. This completes 
the formation of the following index sets: 
(a) the index set 
E1 = {i • I0 [~ 1. = 1, Vj • Jo} (19) 
corresponding to the interior quasi-cubic set made up with subcubes C~ C intX, 
(b) the uncertainty set 
E2 = {i E I0 I ~lj  > -2, Vj E J0, and 3 j  such that ~i½ < 1}, 
for which it is not known whether the intersection C1 A OX is empty or nonempty, 
(c) the index set of feasible representatives 
(20) 
= {i  • Io l >>_ O, V j  e Jo}, (21) 
1 for which xi E X and are to be used in the comparison constant generator below. 
STEP 5. The consistency check. 
If E2 = 0 (empty), then stop: constraints are incompatible. 
STEP 6. The conditional comparison constant generator. 
If E3 ~ 0, then compute 
Pl = min hx~. 
iEEa 
STEP 7. Rejection of the interior quasi-cubic set. 
If E1 ~t 0, then discard from J00 all subcubes C~ for which i E El. 
(22) 
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COMMENT. The interior quasi-cubic set cannot be excluded earlier (at the end of the J-loop) 
since the exclusion of C~ means in fact, dropping x~ from the memory which may adversely affect 
the constant Pl in (22). 
STEP 8. Deletion by the cost function. 
If E3 # 0, then Pl of (22) is well defined and we delete all C¢ c/}0 for which 
hx~ -p l  > rl, with rl as in (10). (23) 
COMMENT. If E3 = 0, then also E1 = 0 and Steps 6, 7, 8 are skipped. 
STEP 9. Constraint rejection operator. 
The remaining subcubes correspond to the index set 
E~ = {i • E2 ]hx~ -P l  _< rl } C E2. (24) 
1 i 6 E~, through the following inequality and discard Fix j e J0 one by one, roll all points x~, 
every constraint j for which 
ajx~ - bj > rl, for all i 6 E~. (25) 
The remaining constraints correspond to the index set 
J1 = {j 6 Jo I ajx~ - bj < rl, Vi 6 E~} C_ Jo. (26) 
COMMENTS. This step is optional and represents a time saving operation for large Jo. If E~ = E2, 
then the operator (25) rejects redundant constraints. If E] C E2, then it eliminates all redundant 
constraints and a portion of nonbinding constraints redundant with respect o the quasi-cubic 
set 
/}1= (.J i E }C/}0 (27) 
~eE~ 
It is expedient to employ the constraint rejection operator (25) at later iterations when the set/}m 
becomes smaller as m --* oo, see below. 
STEP 10. Formation of the new index set Q and preparation for the next iteration. 
The set/}1 of (27) represents he closure of the subcubes C¢ remaining after deletions by the 
intersection operator (12) at Steps 1-4, 7 and by deletion operator (23) at Step 8. Partition each 
C~ 6/}1 in the same way as/}0 and define the central grid in each C~ C/}1 and, thus, in/}1 as 
described above. This will define the new index set/1 of cardinality 
vl = card Ii = N" card E~, (28) 
which set can be conveniently rearranged. At the same time we obtain the partition of/}1 into vl 
subcubes C~ C/}1 with representatives x~ e C~ at the center of each C~. It is clear that all x~, 
i 6 E~, will remain among x~, i 6 I1. 
If Pl of (22) has been actually computed at Step 6, then it should be stored in a separate 
memory cell reserved for the comparison constant storage. 
Having formed t}1, I1, Jt C_ J0 and the collection {x~}, we can erase the contents of Et, E2, E3 
and reuse vacated spaces in the next iteration. 
FURTHER ITERATIONS. Repeat Iteration 1, replacing x~, -To, Jo, ]~0, rl by x~, I1, J1,/}1, r2, etc., 
with rm given by (10). Since the point x~o at which the constant Pl of (22) is attained hX~o = pl, 
may be missing in/}1 due to the exclusion of the interior subcube C~o C intX, i0 E El, so the 
conditional comparison constant generator (22) should be replaced by the following: 
p~=min(pm_~,mi_nhxr~,  m=2,3 , . . . ,  (29) 
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with the understanding that, if Step 6 has been skipped due to E3 = 0, the symbol pro-1 denotes 
the immediately preceding comparison constant stored at Step 10. It is clear that the contents 
of El,  E2, E~, E3 is renewed at every iteration. 
In this process one comes to two monotonic sequences 
Pl >- P2 >- ""  >- Pm -> ""  , (30) 
= B0 -~ S l  -~ J~2 -~""  -~ Srn _~ " ' ' .  (31) 
Here, some first constants of (30) may be missing and several others repeated, if Step 6 is skipped 
due to E3 = 0. The nested compact quasi-cubic sets/~m of (31) have nonempty intersection which 
defines lim/~m as m --* oo. 
CONVERGENCE THEOREM. We have 
lim Pm= pO = mi_n hx, (32) 
m-- . *oo  xEX 
oo  
l imo Bm = N /~m = 2( °. (33) 
m=0 
The algorithm can be made finite by switching onto the simplex method. 
SIMPLEX SWITCH. Optimal vertices cannot be excluded in the course of iterations. This means 
that every/~m, m -- 0, 1 , . . . ,  contains optimal vertices and, may be, some other admissible or 
inadmissible vertices. Each of those vertices belongs to certain subcube C~ C /}m. To start 
the simplex algorithm, we have to determine one admissible (feasible) vertex and employ the 
constraints corresponding to the known subset J,n C Jo. 
Fix any particular iteration m > 1 when it is desired to switch onto the simplex algorithm. 
This defines the sets Ira and J,n. The cardinality of Jm provides a useful indication: if card Jm 
is not too large, then the switching onto the simplex method may be advantageous at the mth 
iteration. 
To provide for guaranteed success in finding an admissible vertex, consider the inequality 
[d'~[ = la~x~ - b~l < Er,,, = e 2Nm,  e _> 1. (34) 
The geometric sense of (34) is evident. If e = 1 and (34) is satisfied for x~, then the constraint j 
intersects the strictly circumscribed around C~ closed ball. If e > 1 and (34) is satisfied for x~, 
then the constraint j intersects the nonstrictly circumscribed around ~n closed ball centered 
at x~ n with the radius erm. In the latter case it is computationally convenient to drop the 
equality in (34), using the "open ball" strict inequality. The use of control parameter e > 1 may 
speed up the search of an admissible vertex. 
Once m is chosen, take any particular i E Im and roll all the constraints j E Jm through (34). 
Each time when there are n constraints atisfying (34), take the corresponding system of n 
linear algebraic equations, check its determinant and, if nonzero solve the system. If the solution 
satisfies all the constraints j E Jm, then it represents an admissible vertex. If it is not the 
case for whatever eason, continue to check other combinations of n constraints satisfying (34), 
and do this procedure for all i E Ira, one by one, until the first admissible vertex is found. 
This process is finite and always successful, eventually ielding an admissible vertex to start the 
simplex algorithm. 
The procedure can be incorporated in the framework of the above algorithm. Indeed, if we 
take ~ = 1 in (34), then, due to (10)-(12), the fulfillment of (34) is equivalent to ~.m. = -1  or 
~m. = 0, and this should be the case for a fixed i E Im and at least n indices j E Jm. Thus, a ~3 
special counter and a linear algebraic system solver should be included in the numerical scheme 
of the above algorithm in order to incorporate the "simplex switch". 
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