Abstract. In this paper we prove the strong convergence of the explicit iterative process to a common fixed point of the finite family of nonexpansive mappings defined on Hilbert space, which solves the the variational inequality on the fixed points set.
Introduction
An iterative approximation of fixed points and zeros of nonlinear operators has been studied extensively by many authors to solve nonlinear operator equations as well as variational inequality problems (see e.g., [3, 4] , [7] , [9] - [15] , [17] - [23] ). A very important class of mappings is nonexpansive mappings. In particulary, iterative approximation of fixed points of nonexpansive mappings is an important subject in nonlinear functional analysis, and has many applications in various fields of mathematics, physics etc (see e.g., [2, 16, 28] ).
Let H be a real Hilbert space with inner product ·, · , and induced norm · . Let T : H → H be a mapping. Denote by F (T ) the set of fixed points of T , that is, F (T ) = {x ∈ H : T x = x}. Now let us recall some well-known definitions, in which will be used in this paper.
A mapping f : H → H is said to be contraction if there exists α ∈ [0, 1) such that for all x, y ∈ H, f (x) − f (y) ≤ α x − y . A mapping T : H → H is called nonexpansive if for all x, y ∈ H, T x − T y ≤ x − y .
A mapping A : H → H is called η−strongly monotone if for all x, y ∈ H, x − y, Ax − Ay ≥ η x − y 2 .
A mapping
Iterative methods for nonexpansive mappings are now also applicable in solving convex minimization problems (see, for example, [26] and references therein). Let K be a closed convex nonempty subset of H and T : K → K be a nonexpansive mapping such that F (T ) = ∅. Given u ∈ K and a real sequence {α n } ∞ n=1 in the interval (0, 1), starting with an arbitrary initial x 0 ∈ K, let a sequence {x n } ∞ n=1 be defined by
(1.1)
Under appropriate conditions on the iterative parameter {α n }, it has been shown by Halpern [6] , Lions [8] , Wittmann [25] and Bauschke [1] that {x n } ∞ n=1 converges strongly to P F (T ) u, the projection of u to the fixed point set, F (T ) of T. This means that the limit of the sequence {x n } ∞ n=1 solves the following minimization problem:
A typical minimization problem is to minimize a quadratic function over the set of fixed points of nonexpansive mappings in a real Hilbert space and such problems go thus: find
where u ∈ H is a fix point and A is a mapping on H which could be monotone, strongly monotone or even bounded linear strongly positive operator as the case may be. Let K 1 , K 2 , · · · , K N be N closed convex subsets of a real Hilbert space H having a nonempty intersection K. Suppose also that each C i is a fixed point set of nonexpansive mappings T i : H → H, i = 1, N. Xu [26] proved strong convergence of the iterative algorithm
where, I is an identity mapping and T n := T n(modN ) , to a unique solution of the quadratic minimization problem
where A is a bounded linear strongly positive operator on H and u is a given point in H. Marino and Xu [10] , proved that the iteration scheme given by
converges strongly to a unique solution x ′ ∈ F (T ) of the variational inequality 5) which is the optimality condition for the minimization problem
where h is a potential function for γf (that is, h ′ (x) = γf (x) for all x ∈ H); provided f : H → H is a contraction, T : H → H is nonexpansive and the iterative parameter {α n } satisfies appropriate conditions.
In [27] , Yamada introduced the following hybrid iterative method
where T is nonexpansive, A is L−Lipschitzian and strongly monotone operator with constant η and 0 < µ < 2η L 2 . He proved that if {α n } satisfies appropriate conditions, then {x n } ∞ n=1 converges strongly to a unique solution x ′ ∈ F (T ) of the variational inequality
Recently, motivated by the iteration schemes (1.4) and (1.6), M. Tian [24] introduced the following iterative method:
(1.7)
Tian [24] proved that if f : H → H is a contraction, A : H → H is an η−strongly monotone mapping, T : H → H a nonexpansive mapping and the parameter {α n } satisfies appropriate conditions, then the sequence {x n } ∞ n=1 converges strongly to a unique solution
His results generalized and improved the corresponding results of Marino and Xu [10] and Yamada [27] . In this paper, we extend Tian's results [24] to a finite family of nonexpansive mappings. More precisely, we consider the following iterative algorithm
and T n := T n(modN ) . Under appropriate conditions, we shall prove strongly convergence of the sequence {x n } ∞ n=1 to a unique solution of the variational inequality
Our results generalize the corresponding results of Marino and Xu [10] , Tian [24] , Xu [26] , Yamada [27] .
Preliminaries
The following lemmas play an important role in proving our main results.
Lemma 2.1.
[26] Let a n be a sequence of nonnegative numbers satisfying the following condition
are sequences of real numbers such that: (i) 0 < α n < 1 and lim 
, and 0 < t < 1. Then the following variational inequality
has a unique solution x ′ on the set F (T ) and x t converges strongly to x ′ as t → 0.
Main results
In this section we shall prove our main results. To formulate ones, we need some auxiliary results.
Lemma 3.1. Let H be a real Hilbert space. Let I : H → H be an identity mapping, f : H → H be a contraction mapping with 0 < α < 1, A : H → H be a k−Lipschitzian η−strongly monotone mapping, and
: H → H be nonexpansive mappings with F (T i ) = ∅, for all i = 1, N. If 0 < µ < 2η k 2 and 0 < α n < 1 for all n ∈ N then we have the following inquality
1)
for all x, y ∈ H, where, T n := T n(modN ) and τ := µ(η −
).
Proof. Let us denote by S n := (I − α n µA)T n . Then, we have for all x, y ∈ H and n ∈ N
which means
This completes the proof. 
, and the sequence {α n } ∞ n=1 ⊂ (0, 1) satisfies the following condition:
which is defined by (1.8) , converges strongly to a unique solution x ′ ∈ F of the variational inequality
Proof. Since the mapping T N T N −1 · · · T 1 : H → H is nonexpansive, then due to Lemma 2.4, the variational inequality (3.3) has a unique solution x ′ on the set F. We will show that the sequence {x n } ∞ n=1 given by (1.8) converges strongly to x ′ .
Step 1. The sequences
, and {AT n x n } ∞ n=1 , are bounded. Indeed, let p ∈ F and S n := (I − α n µA)T n . Using (3.2), we then have
Since 0 < γ < τ α , 0 < α n < 1, and lim n→∞ α n = 0 then there exists n 0 > 0 such that 0 < α n (τ − γα) < 1 for all n ≥ n 0 . We then obtain
Therefore, we get
which means, {x n } ∞ n=1 is a bounded sequence. From the following inequality
Step 2. One has lim n→∞ x n+1 − T n x n = 0. Indeed, from lim n→∞ α n = 0, (1.8), and Step 1 it follows that
Step 3. For the sequence {x n } we have lim n→∞ x n+N −x n = 0. Indeed, noting that T n+N −1 = T n−1 and S n+N −1 x n−1 − S n−1 x n−1 = µ(α n+N −1 − α n−1 )AT n−1 x n−1 we then obtain
Letting a n+N := x n+N − x n , one then gets
where lim sup n→∞ β n = lim sup
According to Lemma 2.1, we obtain
Step 4. We have lim
Indeed, noting that T n is a nonexpansive mapping and using Step 2 one has the following
. . .
as n → ∞. Hence, we obtain
Since x n+N − x n → 0 as n → ∞ (see Step 3) we then get
Step 5. We want to show that lim sup 
Since {x n k } ∞ k=1 is bounded and H is a real Hilbert space, then there exists a subsequence
converges weakly to some point y ∈ H. Without loss any generality, we may assume that n km are such kind of numbers that T n km = T i 0 for some i 0 ∈ {1, 2, · · · , N} and for all m ∈ N. Then, from Step 4, it follows that Step 6. The sequence {x n } converges to x ′ , i.e. lim n→∞ x n − x ′ = 0. Indeed, using Lemma 2.2 and (3.4) we obtain 
