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Abstract 
The adaptive Huffman coding with a window of limited distinct symbols is proposed. The window buffer is used to 
store a specified number of distinct symbols most recently processed. The total number of symbols within the 
window may vary, but number of distinct symbols does not exceed a specified value. The adaptive Huffman tree is 
constructed based on the probability distribution of symbols within the window. Then, a variant of the proposed 
method is introduced. The proposed variant uses two windows. A small primary window buffer is used to store the 
most recently processed symbols. A comparatively large secondary window buffer is used to store more past 
processed symbols. The two separate Huffman tree are constructed based on the probabilities of symbols within the 
two windows. A symbol is encoded using first Huffman tree if it is found in the first window. Otherwise, the symbol 
is encoded using second Huffman tree if it is found in the second window. The first proposed technique 
comparatively offers better results than its counterpart for most of the file type. The performance of the second 
proposed technique is also close to the other techniques.    
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of C3IT 
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1. Introduction 
     Variable length coding such as Huffman coding [5] is a two pass algorithm. In first pass, the 
probabilities of symbols are obtained. In the second pass, shorter codes are assigned to high probability 
symbols and longer codes to low probability symbols. But, the problems of this static Huffman coding 
and its variants [1,2,3,7] are the overhead of time to scan the symbols twice of the file and the overhead of 
frequency table transmission. These problems are eliminated in dynamic Huffman coding [6,8,9]. The one 
pass dynamic Huffman coding uses probabilities of symbols in already encoded symbols to construct 
Huffman tree and it does not require transmitting frequency table. The problem of dynamic Huffman 
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algorithm is that it counts the number of  occurrences of symbols in the entire encoded data. But, the 
probability distribution of symbols is different in different segment of the source data and changes during 
encoding. The better algorithm should forget the out of date symbols to obtain a more accurate probability 
distribution of the current segment of source data.  A few numbers of variant are available to enhance the 
performance of dynamic Huffman coding. Some effective variants are Residual Huffman algorithm [10] 
and its improved version Windowed Huffman coding [4]. Windowed Huffman coding forgets the out of 
date symbols by using a fixed-size window buffer. The window buffer stores recently encoded symbols. 
The encoding process starts with empty window and Huffman tree contains the 0-node only. For each 
input symbol, the weight of the corresponding node is increased and the Huffman tree is adjusted to 
maintain the sibling property and invariance. Then, the symbol is kept into the window buffer. If the 
window is full, the oldest symbol of the window is removed and the weight of the node associated to the 
removed symbol is decreased and the Huffman tree is adjusted. But, there are some limitations of the 
Windowed Huffman coding that is discussed in section 2. To overcome such limitations, two new 
compression techniques are proposed in section 3. The results have been given in section 4 and the 
conclusions are drawn in section 5. The references are noted at end. 
2. Limitations of Windowed Huffman coding 
   As the number of distinct symbols in the window increases, the depth of Huffman tree based on the 
symbols of window also increases. As the largest code length being used to represent a symbol is directly 
proportional to the height of the tree, is also increases. In the worse cases the highest code length for a 
symbol will be (number of distinct symbols - 1) bits. For example, let the window buffer size (N) = 32 
symbols containing six distinct symbols P, Q, R, S, T, U. The frequency table, corresponding Huffman 
tree and symbol code table are shown in Table 1, Fig. 1 and Table 2 respectively. Symbol T and U are 
assigned codes of length five which are just one less than the number of distinct symbols within the 
window. Using such large codes for symbols are a sign of inefficient coding even they have 
comparatively lower frequencies. So, it may be concluded that in such case Window Huffman coding 
offers poor performance.  Another problem is that Windowed Huffman algorithm uses fixed size window. 
The performance of the algorithm depends on the size of the window. Because, the optimal size of the 
window depends on the source data, it is hard to determine a suitable window size for all types of data. 
An adaptive version of the windowed Huffman algorithm adjusts window size by using different policies. 
But, the available policies are not able to determine the optimal window size during encoding. 
Table  1. FT of window buffer 
 Symbol Frequency 
 P 16 
 Q 8 
 R 4 
 S 2 
 T 1 
 U 1 
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Table  2. STC of symbols 
         
Fig. 1.  Huffman tree for Table 1
3. Proposed compression techniques  
             To overcome the above limitations of Windowed Huffman algorithm, two new variants are 
proposed as given in section 3.1 and 3.2.
3.1. Windowed Huffman algorithm with limited distinct symbols (WHDS) 
This proposed WHDS algorithm also uses a window. But, the number of symbols within the window 
buffer is not fixed. It restricts the number of distinct symbols within the window buffer. Because, the code 
length of symbol depends on the number of distinct symbols, not the total number of symbols within the 
window, the proposed algorithm offers comparatively shorter code of symbols. If the number of distinct 
symbols exceeds a specified value, oldest symbol is removed repeatedly until the number of distinct 
symbols within the specified value. The procedure of the proposed algorithm is given in Fig. 2. 
3.2. Windowed Huffman algorithm with more than one window (WHMW) 
In previous proposed algorithm, a symbol to be encoded not in window is separated by ESCAPE code 
and then coded by 8 bit ASCII. To avoid such problem, a variant of the proposed algorithm is introduced  
and termed as Windowed Huffman algorithm with more than one window (WHMW). The proposed 
WHMW uses two window buffers. A primary window buffer keeps most recently encoded symbols. The 
secondary window keeps comparatively more encoded symbols. The proposed algorithm reduces the use 
of ESCAPE codes. If a symbol to be encoded is not in primary window, it may be in secondary window 
and coded with the help of a Huffman tree that is constructed by the symbols of the secondary window.  
 Symbol Frequency 
 P   1 
 Q   01 
 R   001 
 S   0001 
 T   00001 
 U   00000 
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Otherwise, the ESCAPE code is used for the symbol.  But, extra overhead is associated with the proposed 
algorithm to maintain two window buffers. The procedure of the proposed algorithm is given in Fig. 3. 
Fig. 2. Windowed Huffman algorithm with limited distinct symbols 
Fig. 3. Windowed Huffman algorithm with more than one window 
  Initially, the window buffer is empty and the Huffman tree is with a 0- node; 
  While (not end of file/stream) do  
        Read the next symbol as new_symbol ; 
        Encode {or decode} new_symbol; 
        Update_increase (new_symbol) ; 
        Insert new_symbol into the window buffer; 
        If (Number of distinct symbols > specified value),  then 
            While (Number of distinct symbols > specified value) do  
                Remove the oldest_symbol from window buffer ; 
                Update_decrease (oldest_symbol); 
            End_while; 
        End_if ;  
     End_while;  
   End; 
Initially, the primary and secondary window buffers are empty. The Huffman tree for primary  
(H_tree1) and  secondary (H_tree2)  window are with a 0- node. 
 While (not end of file/stream) do  
     Read the next symbol as new_symbol  
     Encode {or decode} new_symbol; 
     Update_increase (new_symbol, H_tree1) ; 
     Update_increase (new_symbol, H_tree2) ; 
     Insert new_symbol into the both primary and secondary window buffers; 
     If (Number of distinct symbols of primary window> specified value1),  then 
         While (Number of distinct symbols of primary window> specified value1) do  
             Remove  oldest_symbol from primary window; 
             Update_decrease (oldest_symbol, H_tree1); 
          End_while; 
     End_if ; 
     If (Number of distinct symbols of secondary window> specified value2),  then 
         While (Number of distinct symbols of secondary window> specified value2) do  
             Remove  oldest_symbol from secondary window; 
             Update_decrease (oldest_symbol, H_tree2); 
         End_while; 
     End_if; 
 End_while;  
 End; 
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4. Results 
Comparison of compression ratios of different techniques with proposed WHDS , WHMW have been 
made as given in Table 3 where the compression ratio is calculated as  ( 1 –  compressed file size/input 
file size) x 100 %.  The graphical representation of the same is shown in Fig. 4. The proposed WHDS 
coding offers better results for most of the file types like NTSC, Hybrid, Triff, C++ than other techniques. 
But, the performance is not so good for Doc file. The result of proposed WHMW is significant for Exe, 
NTSC, C++ files than its counterpart and closed to WHDS technique. 
Table 3: Comparison of compression ratios in different techniques 
Fig.  4. The graphical representation of Comparison of compression ratios in different techniques 
5. Conclusion 
The proposed WHDS algorithm uses a variable length window buffer to store limited number of distinct 
symbol to overcome the limitation of Windowed Huffman coding and constructs a adaptive Huffman tree 
based on the probability distribution of symbols in the window. The WHDS offers comparatively better 
compression ratio for most of the file type than Huffman, Adaptive Huffman and Windowed Huffman 











Doc 41.3 41.5 40.4 40.9 40.5 
Exe 18.2 18.9 20.1 20.4 20.2 
Hybrid 29.9 30.1 42.5 43.2 41.7 
Core 10.9 12.8 12.5 13.6 11.8 
NTSC 20.4 20.5 29.4 31.1 30.2 
Tiff 17.1 18.2 23.3 23.7 21.1 
C++ 41.1 41.6 41.6 42.5 41.8 
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previous technique. But, extra overhead is associated to maintain two window buffers. The performance 
WHMW is close to the other techniques but not so well most of the time. The proposed techniques have a 
great scope of modification to enhance the performance and can be used for image compression also.  
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