Abstract. By a result of H.W. Lenstra, one can prove that a number field is Euclidean with the aid of exceptional units. We describe two methods computing exceptional sequences, i.e., sets of units such that the difference of any two of them is still a unit. The second method is based on a graph theory algorithm for the maximum clique problem. This yielded 42 new Euclidean number fields in degrees 8, 9, 10, 11 and 12.
*
K is called an exceptional sequence in K. Lenstra's constant, denoted by Λ(K), is the maximal length of an exceptional sequence in K. We notice that, if ω 1 , ω 2 , . . . , ω m ∈ O K is an exceptional sequence, then the sequence
is exceptional as well. So, it is sufficient to consider sequences with ω 1 = 0 and ω 2 = 1. In this case, ω j is contained in E K for every j ≥ 3.
One can also define Lenstra's constants of higher order as follows. For a positive integer k, denote Λ k (K) the maximal length of sequences of algebraic integers of K (not necessarily distinct) such that among any k+1 elements of the sequence, there are at least two whose difference is a unit. In particular, we have Λ 1 (K) = Λ(K).
There are upper bounds on the constants Λ k (K). The first one, Λ(K), is bounded from above by the smallest norm of a proper ideal of O K , denoted here by L(K), and, more generally, we have Λ k (K) ≤ k · L(K), proving finiteness of Λ k (K), for every k. The value of L(K) is easily computable for any number field K.
The set E K is known to be finite as well ( [2] or [12] ). There are algorithms to compute it (for example [16] , [17] ). However the number of exceptional units in the number fields studied in this paper is very large, and, as we only need a sufficiently large lower bound of Λ(K), it is enough to get a subset of E K and then look for large exceptional sequences in it. Our aim in the sequel is to describe a method for computing exceptional sequences in number fields, without entirely computing the set E K .
Euclidean number fields.
For a number field K we denote n its degree over
The number field K is said to be norm-Euclidean or, for short, Euclidean, if its ring of integers is Euclidean with respect to the absolute value of the norm, i.e. for every α,
H.W. Lenstra showed the following theorem giving a condition for a number field to be Euclidean relying on exceptional sequences [7] . 
Since it is difficult to compute the packing density of sets, there are few practical choices for the set U . In fact, there are only two "good" sets known. The first is the largest set satisfying the condition of the theorem. This set leads to center densities similar to "Minkowski bounds" (δ(U ) = n! n n · 4 π r2 ). The second "good" set is a sphere since the topic of packings of spheres is widely studied. The best known upper bounds on sphere packings are provided by H. Cohn and N. Elkies in [3] .
Using densities of these two sets and, in (i), the generalization of theorem 2.1 (theorem (1.17) in [7] ), we have :
Corollary 2.2. A number field K is norm-Euclidean if it satisfies one of the following inequalities :
n 2 ·α(n) the upper bounds on sphere packings given in [3] .
A. Leutbecher and J. Martinet [9] suggest that number fields having small discriminants should have a rather large Lenstra's constant. Therefore, and as a consequence of the formula given in the theorem 2.1 itself, it is natural to apply the algorithm to a list of number fields with small discriminants. In degree larger than 8, there does not exist any systematic list of number fields, but D. Simon has computed a list of irreducible polynomials having small discriminants ( [14] , [15] ), from which one can define number fields with small discriminants.
Computations.
Two methods were used to construct exceptional sequences. Both were implemented using computer algebra system PARI/GP [1] .
First approach.
The first method is simple and, consequently, fast. First we compute a system of fundamental units {u 1 , u 2 , . . . , u m , u t }, with m = r 1 + r 2 − 1 and u t a torsion unit. Then, choosing bounds a min and a max , we consider every unit of the form u = u
and a t varying between 0 and the order of u t . Among these, we keep those for which 1 − u is a unit as well, getting a subset F of E K . To get an exceptional sequence, we then repeat the following steps until F is empty : choose a unit
The crucial point is clearly the way of choosing the unit v ∈ F , so that we get a sequence as long as possible. The first idea is to make this choice randomly.
Remark 3.2.
A problem appearing with the first approach is that it provides sequences which look very complicated, and, in particular, useless in the point of view of the previous articles on this subject. Indeed, as written by Leutbecher and Martinet, a search for fields with long exceptional sequence often reveals fields with small discriminants. So, if we could identify some new sequences, it should be possible to construct new number fields having small discriminant, and maybe not appearing in D. Simon's lists. From this point of view, instead of computing an arbitrary system of fundamental units, we tried to construct a system of units which are written as simple as possible on the integral basis of the number field. Then we tried to find exceptional sequences among units being products of not too many fundamental units. Unfortunately, even using the method described in the sequel, we were not able to identify new exceptional sequences and find some number fields not appearing in D. Simon's table.
Approach by the theory of graphs.
The second method is based on algorithms from graph theory searching the maximum clique in a given graph and on the principle given by H. W. Lenstra in [7] , that, if we have some exceptional units, then we may compute more by some simple rules.
One can associate a graph with a set of exceptional units as in [8] , that is vertices of the graph are exceptional units and two vertices u and v are connected if u−v ∈ O * K . In this way, an exceptional sequence is exactly a clique in this graph, that is a subgraph in which any two vertices are connected. Finding the maximum clique is known to be a NP-hard optimization problem. Among all the algorithms written on this problem, two were used in our work, a branch-and-bound method [4] and a variable neighborhood search [5] .
On another side, the following proposition ( [7] et [9] ) may be used in order to construct subsets of E K . (i) Let G be the group generated by x → 1 − x and x → x −1 , which is isomorphic to the symmetric group S 3 . The action of G on E K is faithful unless √ −3 ∈ K. So, if u ∈ E K then the six (resp. two) elements su, for s ∈ G, belong to
Description of the method.
The method is the following. First we construct a small subset F of E K containing products of only some fundamental units and their orbit under the action of G, and compute the associated graph. Then we apply the branch-and-bound algorithm [4] which is an improved exhaustive search. The result is the maximal exceptional sequence in F . The algorithm ends here if a stopping condition is satisfied, and else the variable neighborhood search [5] is applied.
This algorithm consists in computing another subset of E K , constructed around the maximal previously found clique, denoted by C. This means that we compute exceptional units from the previously found exceptional units using the above proposition. Initializing d at #C − 1, we keep only the ones which are "connected" with at least d units of C. Then we compute the maximal clique in this new subset of E K . This clique may be C itself. Then, until a stopping condition is met, decrease the value of d and repeat these operations.
The main stopping conditions is the size of C. That is achievement either of the theoretical bound given by the smallest ideal norm or of the bound allowing proof that the number field is Euclidean. Other stopping conditions used here are elapsed time and size of the graphs to be taken in account. Tables 1 to 6 contain the number fields K for which we could find an exceptional sequence long enough to prove that K is Euclidean. We found exactly the same number fields using the two methods. The columns respectively give, the discriminant of the number field, the coefficients of the polynomial P (x) = a 0 + a 1 · x + . . . + a n · x n defining the number field, the bound α Table 3 . Euclidean number fields of degree 9 and signature [3, 3] given by theorem 2.1, the length of the longest found exceptional sequence and the smallest norm of a proper ideal of O K . The value of α is given by Minkowski's bound, denoted by α(n, r 2 ) in section 2, in degree 8 and by the center density of spheres for degree 9 to 12. In degree 8, when the computed exceptional sequences failed to achieve the required bound but was close enough (see remark 3.1), we computed lower bounds for the second Lenstra's constant. This was successful for the four number fields of table 2.
Results.
In degree 8 and 9, some of these number fields were already proven to be Euclidean. This is the case for four of the number fields of degree 8 and for two of degree 9. So these tables give 42 new Euclidean number fields, and, in particular, give the first examples of Euclidean number fields of degree 10 and signature [2, 4] , and of degree 11 and signature [1, 5] . Remark 4.1. Number fields appearing in tables 1 to 6 have unit rank r 1 + r 2 = 6. We computed exceptional sequences in some number fields with small discriminant and r 1 + r 2 > 6 as well. We could observe that, for a given degree, maximal length of an exceptional sequence grows with unit rank. However the increase appeared to be of at most one or two units as the required bounds are multiplied by a factor between 1.5 and 2, when increasing unit rank by one (except for totally real number fields, bounds given in [13] being smaller). So it seems hopeless to show that some number fields with r 1 + r 2 > 6 are Euclidean with this method. Nevertheless it is interesting to note that we can find longer exceptional sequences considering number fields with greater unit rank. As an example, table 7 gives lower bounds on Lenstra's constants for number fields of smallest discriminant in degree 9.
