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Addendum
Chapter 2: Page 7. A clarification may be needed of the method employed to implement 
the Hamiltonian in this simulation. As was pointed out by an examiner there are two 
natural coordinate systems that could be employed: Cartesian coordinates, for which the 
kinetic energy is diagonal, and internal coordinates which conform to our customary ideas 
of chemical bonding. The two coordinates systems are, of course, related by a non-linear 
transformation but for one direction this transformation is trivial. Given the Cartesian 
coordinates it is a simple process to generate the corresponding internal coordinates using 
Eqs. 2.3 - 2.6. So, it is possible to carry out the simulation in Cartesian coordinates, 
generating the internal coordinates when needed for the calculation of the potential energy 
and, through an extended chain rule differentiation, the Cartesian forces. This allows for 
the exact inclusion of all of the quadratic force constants of the potential surface (which 
is defined in terms of internal coordinates) and the use of the exact kinetic energy term.
The coordinate transformation is not trivial when going from internal coordinates 
to Cartesian coordinates so if the simulation is attempted in internal coordinates only an 
approximate kinetic energy term can be used.
The other large simulations dealt with in this thesis (NMA and a-helix) are 
carried out in Cartesian coordinates for the same reasons.
Page 11. The cubic force constants mentioned are those with respect to the 
internal coordinate system of the potential energy surface of PFB. That is, they do not 
refer to cubic force constants that would arise from quadratic (internal coordinate) terms 
of the surface being expressed in Cartesian coordinates. As mentioned above, such cubic 
and higher order terms were included exactly. (The potential surface was never explicitly 
expressed in terms of Cartesian coordinates or need it be). The inappropriateness of the 
PFB cubic force constants simply arises from the fact that without more, higher order, 
terms the dissociation energy for the CH bonds, for example, becomes absurdly small, 
i.e. less than, say, 10 000 cm'1.
Chapter 3: page 57, section 3.3. At 1300 cm'1 the vibrational frequency of the Amide-in 
mode is, of course, too low to be of much importance in possible 2:1 frequency matching 
with the NH stretch at ca. 3300 cm'1.
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"In science it often happens that scientists say, You know that's a really good 
argument; my position is mistaken', and then they actually change their minds 
and you never hear that old view from them again. They really do it. It doesn't 
happen as often as it should, because scientists are human and change is 
sometimes painful. But it happens every day.
I cannot recall the last time something like that happened in politics or 
religion."
Carl Sagan, 1987 CSICOP Keynote address
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Abstract
This thesis examines vibrational energy transfer by Fermi resonance, and is 
divided into two main areas.
The first is, in some sense, a preliminary study. Here we examine the 
intramolecular vibrational energy redistribution from high overtones of CH and CD 
stretching modes in benzene and deuterated analogues (C6D6, C6H5D, p-C6H2D4, and 
C6HD5). Using classical trajectories, with the exact kinetic energy and the best available 
potential energy surface for planar benzene, the rapid decay of these local modes is 
calculated in reasonable agreement with experimental lifetimes. Marked qualitative trends 
are reproduced. The long time dynamics of benzene is found to be characterized by 
periodic energy transfer between CH stretching local modes via a 2:1 Fermi resonance 
with normal ring modes containing CCH wag amplitude. Preferential energy transfer 
between para CH local modes is observed. This study highlights the possibility of 
coupling similar modes over distance by Fermi resonance.
The second part of the thesis is concerned with the possibility that the common 
type of Fermi resonance studied in benzene, may have important applications in 
generating coherent energy transfer in biological systems.
We begin from some general considerations that suggest that the amide groups in 
a-helical proteins may be strongly coupled by Fermi resonance. We suggest why this 
coupling may have important effects as a mechanism by which large quanta of vibrational 
energy may be transferred coherently through the hydrogen bonding network in 
membrane bound proteins.
We examine this idea by studying a logical series of three models of increasing 
complexity and relevance to a-helical proteins.
Firstly, a simple model is presented to describe the Fermi resonance mechanism. 
Exact results and numerical simulations of both the quantum and classical dynamics are 
presented, and conditions in which classical simulations qualitatively reproduce quantum 
simulations are identified.
Then classical simulations are used to examine vibrational energy redistribution in 
a chain of hydrogen bonded N-methylacetamide molecules and, finally, in a section of
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1Chapter 1. Introduction
Intramolecular energy flow plays an important part in the kinetics of both thermal 
and photochemical reactions. However, the detailed processes of this role have not been 
made entirely clear by either experimental or theoretical studies of reactive systems. 
However, the advent of suitable spectroscopic techniques, in particular advances in laser 
technology, has provided the stimulus for the study of intramolecular vibrational energy 
redistribution (IVR) in isolation1,2. It is intended that the understanding obtained from this 
approach can be applied to help unravel the complexity of reactive systems.
In a typical experiment, large amounts of energy are deposited by a laser 
specifically in a bond or functional group of a molecule. The important question relates to 
whether the subsequent energy redistribution is dissipative (in the sense of random or 
diffusive) or selective. If dissipative pathways are dominant, laser excitation will be 
essentially indistinguishable from thermal excitation and therefore inherently less 
interesting. In this thesis we examine the alternative path: where significant selective 
redistribution occurs for a sufficiently long time to be physically or chemically engaging.
Concomitantly with experimental advances, both quantum and classical 
mechanics have been used to examine the nature of highly vibrationally excited molecules 
using realistic potential energy surfaces3,4. Many of these studies have been concerned 
with the related questions of whether molecular vibrational states can be characterized as 
local or normal modes, and given a model of those vibrations, at what rates does energy 
flow between these states.
Local mode behaviour5 can be seen as one example of the breakdown of the 
familiar normal mode description of vibrational motion. At large vibrational energies, 
local modes arise from significant anharmonicity in the vibrational modes combined with 
relatively small inter-mode coupling. These conditions are most easily satisfied by 
stretching of XH bonds. In such cases, local mode behaviour can be most easily seen in 
the overtone frequencies; the progression of these frequencies, above v = 2 or 3, being 
well approximated by diatomic oscillator (Morse) functions.
Pure local modes are, of course, as uninteresting for energy transfer as pure
2normal modes, for they by definition are decoupled from the rest of the molecule and 
retain their energy. In Chapter 2, we examine the most well known of the nearly-local 
XH modes: the CH stretch overtones of benzene and deuterated analogues. Such 
vibrational modes are interesting in that they have enough local mode character to be a 
means of placing large amounts of localised vibrational energy into a molecule while the 
overtone spectroscopy suggests that the transfer of energy from them is non-statistical. 
We examine the short time decay of the CH(D) stretch overtones in benzene and four 
deuterated benzenes and also some intriguing longer time behaviour of benzene and 
perdeuterobenzene.
The principle mechanism of energy transfer from the CH stretch overtones to the 
normal modes is seen in Chapter 3 to be quite a common Fermi resonance process. This 
observation leads to a proposal for an extended Fermi resonance mechanism by which 
quanta of vibrational energy may be transferred coherently through a network of 
hydrogen bonds such as occurs in hydrogen bonded amides and proteins. It is further 
suggested that this non-linear mechanism operates in the conduction of energy along 
certain a-helical proteins.
This represents a change in emphasis from the benzene simulations because, 
although we study the same underlying mechanism, we concentrate on vibrational energy 
transfer in larger systems at lower energies (say, only one NH stretch quantum). The 
first point implies profound limitations for the manner in which the research can be 
carried out. For example, the amount and quality of experimental information is very 
limited. Moreover, the complexity of large biological systems makes the study of the 
dynamics relatively difficult6,7 and generally greater emphasis is still placed on the 
understanding of structure. (A sound knowledge of the structure is, of course, a 
necessary precondition to the study of the dynamics of any system). While some 
theoretical models for dynamical processes in proteins do exist, on the whole, they rely 
on simplified representations and usually are not tested in accurate simulations9. In 
contrast, it is the central intention of this thesis to present a comprehensive 
investigation of the feasibility of an energy conduction mechanism in a-helical proteins.
3This investigation constitutes the main body of the work.
Any mechanism with which energy is transferred between sites of reactivity in 
biological structures is undeniably a subject of considerable interest in molecular biology, 
but it is not realistic for us to attempt to prove that the energy transfer mechanism operates 
in a specific biological situation. Such a detailed investigation is far beyond the scope of 
any present theoretical treatment. Rather, we consider a particular biological framework 
and attempt to show that such coherent transport is possible in three similar, and 
increasingly more realistic systems, whose vibrational dynamics are very much like that 
of relevant proteins in many important respects. Thus, this part of the thesis is divided 
into three chapters each of which provide a progression of the model. In Chapter 3, the 
biological context is described and a simple model is presented to characterize the 
mechanism. Chapter 4 presents a more realistic simulation involving the planar motions 
of N-methylacetamide; the simplest molecule to contain the peptide unit While Chapter 5 
extends the model using simulations of a section of a-helix and closes with some general 
conclusions about the possibility of coherent energy transfer in such systems.
The investigation of coherent energy transfer follows on from the earlier chapter 
on benzene not only in considering a similar Fermi resonance coupling but also in the 
basic method used in the simulations of Chapters 4 and 5. The simulations in this thesis 
are mainly performed using classical trajectories3 although some simple semiclassical 
approximations and quantum simulations are used where possible. The size of the these 
simulations precludes any comprehensive quantum treatment, so the accuracy of the 
classical dynamics is addressed in some detail. In particular, for the simple model of 
amide energy transfer it was possible to perform simulations of the dynamics under both 
classical and quantum equations of motion which allowed the identification of conditions 
under which classical mechanics provides a reasonably accurate mimic of the quantum 
dynamics.
It is a central feature of this thesis that the simulations reported be as complete as 
possible. The critical role of anharmonicity in Fermi resonance couplings means that both 
the kinetic and potential energy surfaces must be accurately described. In the simulations
4described in Chapters 2, 4, and 5, the exact kinetic energy and the best available potential 
surface are used. For the systems of Chapters 4 and 5 no suitable surfaces are available 
so detailed force fields have been developed from both ab initio quantum chemistry and 
empirical data.
5Chapter 2. Simulation of high CH and CD overtone decay in 
benzene and deuterated analogues
2.1 Introduction
Benzene and its deuterated analogues have been the subject of extensive 
experimental1'4 and theoretical5' 13 study in the investigation o f intram olecular 
redistribution of energy, since the CH and CD overtone spectra appear to be characteristic 
of X-H local modes.14 The long overtone progressions in these molecules correspond 
very closely with those of a single Morse oscillator. Berry and co-workers1,2 have 
measured the overtone linewidths of C 6H 6, C6D6, C6HD5, C 6H5D, and p-C6H2D4 (up to 
v = 9 in some cases) using intracavity dye laser photoacoustic spectroscopy. The 
intriguing property of the observed linewidths is that they are quite broad and change only 
gradually with energy, bearing no relation to the total density of states.
A very persuasive model of the CH and CD overtone dynamics has been 
proposed.5 Sibert, Reinhardt, and Hynes use both classical6 and quantum7 mechanics 
(referred to as SHR and SRH respectively) to demonstrate that the overtone widths can be 
understood as arising from the coupling of local CH and CD modes with the normal 
modes of the planar ring via a 2:1 Fermi resonance. While the potential energy surface 
for benzene15 shows only weak coupling of the CH and CD stretches with the other 
internal coordinates, they point out that the kinetic energy in these coordinates includes at 
least three important anharmonic terms which couple the CH and CD stretch coordinates 
with the adjacent CCH in-plane wag. The most important term is proportional to r pw2 
where r is the CH or CD bond extension and pw is the wag momentum. The wag is not a 
normal coordinate and therefore, classically, it has components oscillating at several of 
the ring modes frequencies. These ring modes are in approximate 1:2 frequency ratio with 
the CH and CD local modes when the latter have more than a few quanta of energy. 
Hence, Sibert, Reinhardt, and Hynes propose that this 2:1 Fermi resonance, operating via 
the kinetic energy coupling terms, provides the dominant mechanism for relaxation of an 
initially excited CH(D) local mode. Both classical (SHR) and quantum (SRH)
6calculations based on this model display good agreement with experimental linewidths.
In this chapter, classical studies of the planar dynamics of C6H6, C6D6 and the 
partially deuterated benzenes are pursued with two main objectives. Firstly, the classical 
simulations are carried out in Cartesian coordinates so that the exact kinetic energy can be 
employed. In this way, all the important coupling terms are correctly accounted for and 
the consequent effect on the rates of energy flow are observed. Following SRH we 
employ the then best available potential energy surface for the planar dynamics of C6H6 
and C6D6.15 A s we show, it is quite important to employ an energy surface which 
describes the ring mode frequencies accurately.
We also set out to clarify the role of the energy flow between CH(D) local modes 
on the longer time scale and the second objective concerns these long time dynamics. If 
each CH(D) local mode is strongly coupled to the ring modes via 2:1 Fermi resonance, 
are the CH(D) local modes then indirectly coupled via this mechanism? Sibert, Reinhardt, 
and Hynes5,6,7 do not address this question as their model discards all but one CH(D) 
stretch coordinate.
This chapter is set out as follows. The Hamiltonian describing the planar motions 
of the benzene framework is presented in Sections 2.2 and 2.3. Details of the 
computational approach are given in Section 2.4. Section 2.5 presents the results of our 
simulations for C6H6 and C6D6 which consists of the short time dynamics, which are 
dominated by the initial overtone decay, and the longer timescale processes which include 
the coupling of the CH(D) modes. These results are discussed in the next section, 2.6. 
Section 2.7 presents and the discusses the overtone decay times calculated for the partially 
deuterated benzenes. The final section presents a summary and discusses more recent 
work in the field.
72.2 Model '
One of the aims of this simulation is to model the dynamics of benzene as 
accurately as possible. However, owing to the complexity of the problem and the 
decoupling of in and out of plane motions in low order, we have confined ourselves to 
the dynamics of 'planar' benzene. In this respect, our work carries on from the classical 
study of SHR by including all six CH(D) oscillators and the complete kinetic energy.
The Hamiltonian used for this study can be conveniently dealt with in three parts.
H = T + Vn + Vl (2.1)
where T is the kinetic energy, VL> the potential energy for the local CH(D) stretch 
oscillators, and is the potential energy for the normal ring modes and the couplings of 
the ring modes to the CH stretches. The separation of the potential energy into two terms 
reflects the dynamical separation caused by the large frequency difference between the 
CH stretch and the ring modes.7
As Cartesian coordinates, q0 are used for the simulation, the exact kinetic energy 
can be written down trivially:
24
T = ~ZlmAf (2.2)
l ' = l
where mi is the appropriate mass in amu (12.000 for C, 1.008 for H, and 2.014 for D), 
qt, is measured in Angstroms, and ■ is d/dt where time t is measured in units of 10.96 fs 
(one CH stretch period). The unit of energy is then determined as 0.1382 aJ. In contrast, 
the kinetic energy in internal coordinates is so complicated that only a quadratic 
approximation is normally employed.16 SHR show that anharmonic terms in the kinetic 
energy are responsible for the Fermi resonance coupling of the CH (D) stretch and ring 
modes. By employing Cartesian coordinates those important anharmonic couplings may 
be treated exactly.
The advantage gained in writing the kinetic energy in this form is balanced by the 
consequently more cumbersome potential energy which is most simply defined in internal 
coordinates. The determination of the Cartesian forces then requires an extended chain 
rule differentiation. A computerized algebraic manipulation package, Reduce17, was used 
to help accomplish this quickly and accurately.
fSee the note in the addendum.
82.3 Potential Energy Surface
The ring mode potential energy surface, VN, is based on the then best available 
surface: the scaled ab initio harmonic force field (set II) of Pulay, Fogarasi, and 
Boggs15(PFB), discarding the six CH(D) stretch diagonal terms. The potential energy, 
VL, for the individual CH stretches is given by the Morse functions of SRH. There is a 
slight difference in the SRH Morse parameters for CH and CD oscillators as they are 
obtained by fitting to the separate overtone progressions.
Figure 2.1 Valence coordinates for benzene.
The valence coordinates of PFB are shown in Fig. 2.1 and the internal 
coordinates defined explicitly below with rc = 1.084 Ä and sc = 1.397 Ä. For / = 1 to 6 :
n = [(*i+6 -  x f  + O u  -  y f f  -  r, 
*,• = [C*m -  x,)2 + Of+1 -  y f f  -  s.
arccos (xM -  x:)(xU6 -x ,)  + (yM -  y,)(yM -  y)V,
(p- = arccos (xi-i ~  *«)(* ,> 6  ~  *i) +  ft .-1 ~  ~  X)
V i - 1
(2.3)
(2.4)
(2.5)
( 2 .6)
9ß i = 2'H<pi - 9 ') (2.7)
a, = 27t-(<p, + (p') (2.8)
q „  =  6 ' K ( a ,  -  a 2 +  a 3 -  a 4 +  a 5 -  a 6) (2.9)
*?20a =  1 2  H (2 0 Ij  CCj ^ 3  2 ^ 4  _  0^5 — ( 2 . 1 0 )
1 ,
^206 — 2  ^ 2  ^ 3  "1 ^ 5 ( 2 . 1 1 )
The local mode potential is therefore defined in internal coordinates:
VL = j ^ D ( l - e - ar‘)2
i = l
(2. 12)
with D and a  equal to 6.2732 energy units and 1.7747 Ä '1 respectively for C 6H6 
and 6.8728 energy units and 1.6984 Ä '1 for C6D6.
The ring mode potential in internal coordinates is:
i=i
6
+ X 5.
i=l 
6
cxri+l + c2ri+2 + ±c3ri+3 + c4( j f. + si+5) + c5(si+l + si+4)
_+C6(S i+2 +  S i+2) +  C - j iß i+i — /? i+5) +  Ci( ß i+ 2  ~  ß i+ 4 )  +  ( ~ ^ )  C9<?19_
2 ^ 0 ^  4" Cn Si+x +  Cl2Si+2 +  2‘C13‘yi+3 4" c u ( ß i  ~  ß i+ 1)
_ + C\s (ß i+ 2  ~  ß i+ 5 )  4 " C\(,(ß i+ 3  ~  ß i+ 4 )
+ 1  A lie n  A  Cl8^ ‘+1 C^ ß i+2 4" 2 C20 A+3]
i=l
4"<?20a
+ 2^0fc
2^1(^1 4" 4^ 2 (^2 4* ^3 + r5 + r6)) + C^ißi ßj  4- ß 5 ß 6)
4”^'23(^1 4^  5 3 +  — 2 (^ 2  +  ^ 5)) 4* 2 C24^20a
e -sO a  “ r3 +  rS “ r6) +  C26(-Sl - 5 3 +  ^ 4 “ ^6)
+cv(ßi  4" ß 3 4- ßs 4- ß 6 -  2 ( ^ 1  4- ß 4)) 4- 2 c 24^ 20ö_
+i c2^\
(2.13)
The values of the coefficients c ^ g  are given in Table 2.1.
10
TABLE 2.1 Force constants for VN *
n cn n c„ n C n
1 0.1158 11 5.138 21 -0.7164
2 0.03618 12 -2.945 22 -0.4848
3 0.007236 13 3.075 23 0.8177
4 0.5717 14 1.143 24 9.024
5 -0.01447 15 -0.1375 25 -0.6204
6 -0.1592 16 0.2026 26 1.416
7 0.03618 17 3.720 27 -0.2800
8 -0.05065 18 0.05065 28 9.183
9 -0.7598 19 -0.08684
10 47.60 20 -0.007236
Reference 15. Energy unit equals 0.1382 aJ for displacements in Ä and angles in radians.
11
The normal modes frequencies determined by this potential are compared with 
experimental values and previous calculations in Table 2.2 .
We note in passing that the same normal mode frequencies are obtained whether 
calculated from the PFB set II internal coordinate force constants or the PFB symmetry 
coordinate force constants. However, these frequencies (listed for C 6H6 and C6D6 in 
Table 2.2) differ slightly from those quoted by PFB, although both sets have essentially 
the same root-mean-square deviation from the experimental frequencies.
We also note that the cubic force constants provided by PFB cannot be used in a
classical simulation as the vibrational motion is unstable for even moderate CH overtones. 
Despite this restriction to quadratic terms in VN, the model outlined above was the most 
complete classical description of the planar dynamics of benzene then reported19.
2.4 Computational Details
The atoms were first set up in a regular hexagon using 1.084 Ä and 1.397 Ä as 
the CH and CC bond lengths respectively. The initial values of displaced positions and 
velocities for each atom were then calculated by populating each of the normal ring modes 
and five of the local modes with ground state energy, and the remaining local mode with 
the energy of the required overtone. The phases for all the oscillators were randomly 
generated.
The initial displacements and velocities for each Morse oscillator (see eqn 2.12) 
were calculated in terms of the energy £ , phase <5, and reduced mass fj. , as
The Cartesian displacements and velocities are then simply distributed to the atoms in
fSee the note in the addendum.
t
(2.14)
2ED(D-E)  2 cos Sr( 0) = ----------------------------------- r------
fL D - ( E D y  sin 5
(2.15)
TABLE 2.2 Comparison of normal mode frequencies for C6H6 and C6D6 (in cm'1)
Symmetry
C JL _______ Q D ,
Expt* PFBSetlT Our Set ir Our Set II 
+ Morsed
Exptc Our set II 
+ Morsed
e , 8 606 607 606 606 579 579
Aig 993 993 993 993 945 947
Bu 1010 1010 1009 1009 970 969
Elu 1037 1036 1033 1033 814 809
b 2u 1146 1145 1140 1140 824 820
En 1178 1185 1179 1179 869 860
b 2„ 1309 1307 1305 1305 1282 1284
1350 1358 1350 1350 1059 1051
Eiu 1482 1485 1479 1479 1333 1326
E;g (1599) 1604 1602 1602 (1557) 1559
B ,. (3057) 3052 3051 3135 (2284) 2314
e , 8 3056 3061 3061 3145 2274 2326
E,u 3064 3080 3081 3163 2288 2346
3073 3096 3096 3178 2303 2362
a Reference 15,19. 
b Reference 15.
c Our recalculation of PFB’s frequencies for either coordinate system. 
d Potential used in simulation.
13
the ratio appropriate to their masses.
As the normal modes and the local modes are not orthogonal, the ring mode 
energies and the local mode energies are not additive. Hence, recalculation of the energy 
corresponding to an initial configuration obtained in the above manner shows that neither 
the normal ring modes nor local CH modes have an integral number of quanta. To avoid 
gross variations in the initial energy, any set of random phases which leads to a total 
energy or individual local mode energy more than 0.1 energy units (=700 cm'1) away 
from the required quantised energy is discarded. The residual energy variations are not 
significant in comparison with the arbitrary classical binning procedure used to quantise 
the energy.
The normal mode, of zero frequency, corresponding to rotational motion was 
generally given no initial amplitude. However, the non-additivity of local and normal 
modes introduces a very small random component of angular momentum. No attempt 
was made to rigorously exclude this small component of angular motion as the rotational 
timescale was orders of magnitude longer than the trajectory length. We note that even a 
high initial angular momentum corresponding to a temperature of 300 K (when the 
rotational period is approximately 5 ps) was found to have little effect on the vibrational 
motion.
Lagrange's equations of motion were integrated using a modified form of the 
Verlet leap-frog algorithm.20 The algorithm has a simple form whether written in either 
Verlef s or the leap frog (half time-step velocity) form
(2.16)
or
Xn+l = X ,  +  ^WB (2.17a)
(2.17b)
m
where xn are the positions at step n, Fn are the forces, m is the appropriate mass, w„ an 
approximation to the half step velocities, and h is the step size. It is important to note that
14
the solution is propagated without calculating the full time step velocities. These velocities 
were, of course, essential to the accurate calculation of the energy so a recent formula of 
MacGowan20 was used which gives the velocities, v n, to third order in the time step.
v. = (2w, + 5w„.1- w„_2)/6 (2.18)
The algorithm was chosen as it has the properties of good stability at relatively 
high time steps compared to alternative techniques. This comes from the fact that it 
belongs to the family of periodic methods so that the total energy fluctuates about some 
average value instead of drifting off steadily in one direction. The major disadvantage of 
the leap frog method is that it is not self-starting. This is particularly important for the 
present case as the trajectory starts in a highly excited configuration and a small error 
introduced here may cause the trajectory to explore a vastly different region of phase 
space. To avoid such problems the trajectory is started by running the algorithm for forty 
steps at one twentieth of the normal step size after which the velocity of the 30 th timestep 
is used as the initial half step velocity for the normal time steps. The initial half-step 
velocity for the short timestep, w 0, was approximated by
wo = vo_ A ^ L (2. i9)
The accuracy of the integration was checked in two ways. Firstly, by monitoring 
the total energy conservation during the trajectory and the effect of the time step upon it. 
Under the normal conditions, energy was conserved over a trajectory to about 10'4 energy 
units. The second and more thorough method was by back-integrating the trajectories. 
This was done by reversing the velocities at the end of a trajectory and observing a 
quantity such as the energy in the initially excited local mode. In all cases the initial 
excitation of the oscillator was reproduced. Using these criteria, trajectories could be run 
in single or double precision arithmetic with a time step of 0.02 time units (ltim e unit 
=10.96 fs » 1 CH period) when exciting CH modes and 0.03 time units for CD modes 
on a VAX 11/750 computer requiring about 30 CPU seconds per 1000 timesteps.
15
Trajectories were run on two timescales. Firstly, short time trajectories allowed 
the investigation of the initial decay out of the prepared state and an assignment of 
approximate lifetimes. These trajectories were over 20 time units for v = 1 to 9 quanta in 
an excited CH oscillator and over 45 time units for v = 3 to 8 in an excited CD oscillator. 
As the trajectories needed only 1000 time steps for CH (1500 steps for CD) and could be 
accurately performed in single precision arithmetic the results could be averaged over 
400 trajectories for each case.
The second set of trajectories, performed for C6H6 and C 6D6 only, allowed us to 
observe more complicated behaviour that occurred on a larger time scale than the initial 
decay such as the resonant transfer between CH stretches. These trajectories were run 
over 150 time units for v = 5,6,9 for C6H6 and 300 time units for v = 4,6,8 for C6D6, 
using double precision arithmetic. Averages were evaluated over 200 trajectories.
2.5 Results for C6H6 and C6D6
The time dependent energy redistribution between local and normal modes can be 
conveniently described using three quantities calculated from the trajectories by averaging 
over the initial oscillator phases. The first two are simply the average energies in the six 
individual local modes and in the fifteen normal modes while the third is the time 
dependent probability of a particular local mode being in the classical equivalent of a 
quantum state.
The calculation of this probability, P i(v ,t)y uses the simple binning method to 
assign each of the CH(D) oscillators, /, to the quantum state, v, closest in energy 
(E (v-l/2) < Ei < E(v+ ll2) ). This probability is the analogue of the quantum probability 
of being in the overtone state lvCH> .
Another set of results is reported for some single trajectories. The quantity 
calculated, for each wag, is a short time average (over 1/200 of the trajectory length) of 
the square of the wag angle, ß 2. It is introduced to give an indication of the energy 
present in the CCH in-plane wag which, as proposed by SRH, provides the principal
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Figure 2.2. Average energy for short time trajectories versus reduced 
energy for invidual CH local modes in C6H6 where the first local mode has v 
= 6 and all other modes have v= 0, initially. Averages are evaluated over 400 
trajectories. The time-dependent energies in the other ortho and meta modes 
closely follow those shown.
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Figure 2.3. As in Figure 2.2 for C6D6.
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pathway through which the overtone relaxes.
2.5.1 Short Time Results
The average energy for the oscillator initially excited to v = 6 and oscillators 
ortho, meta, and para to it are shown in Figs. 2.2 and 2.3 for C6H6 and C6D6, 
respectively. Qualitatively, the same features occur in both: relatively smooth decay out of 
the initial state and some increase in the energy of the para oscillator. The ortho and meta 
oscillators take up very little energy. The timescale for the decay of the CD stretch is 
longer, by about a factor of two, than that of the CH. Surprisingly, the timescale of the 
initial energy flow to the para oscillator is approximately the same. This seems to indicate 
that the mechanism transferring this energy initially is not affected by the change of mass. 
This suggests that the C-C framework is heavily involved.
The decay of the probability that the oscillator occupies v = 6 appears 
exponential for both C6H6 and C6D6. This is confirmed by the linearity of In P /6 ,r)  
versus t as shown in Fig. 2.4. Quantum mechanically, exponential decay out of a 
particular state results in a Lorentzian lineshape for the transition whose width (FWHM) 
is inversely proportional to the decay time. Decay times, xD, were calculated from the 
slope of In Pj(v,t)  for each of the overtones of C6H6 and C6D6, according to the formula
In P.=—  (2.20)
These are compared in Table 2.3 to lifetimes obtained from experimental linewidths1, the 
equivalent decay times of SHR, and the quantum lifetimes calculated by SRH. A least 
squares method was used to fit lines on the log plots down to lnP = -2.5 and also 
lnP = -3.5 . These two values are an indication of the quality of the fit and hence how 
close the decay is to a single exponential. The decay of all of the C 6H 6 overtones is very 
exponential while a number of the C6D6 overtones, in particular v =3,7 , show noticeably 
non-exponential decay. The laP vs t plot for v = 3 is shown as an example in Fig. 2.4.
Overall the decay times are lower than the experimental values, as are the 
previous classical results of SHR. However, to a surprising degree, they follow the
19
TABLE 2.3 Comparison of decay times of overtones in C6H6 and C6D6 (in fs)
Overtone Expt* tD Sibert et al
b c classical*1 quantum'
HI 122 122
H2 230 65 66
H3 230 55 58
H4 74 44 44
H5 >51 39 37 41 62
H6 62 36 37 40 67
H7 66 35 35
H8 58 33 34
H9 130 43 42 38 160
D3 480 73 169
D4 100 77 70 88 98
D5 160 78 73
D6 410 86 89 nef ne
D7 560 108 182
D8 100 73 131 88 100
a Reference 1.
b Slope calculated for ln P down to -2.5. 
c Slope calculated for ln P down to -3.5. 
d Reference 6. 
e Reference 7.
indicates non-exponential decay.
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CS)
TIME
Figure 2.4. The natural logarithm of the probability 
Px(vft) versus reduced time for: C6H6, where (6,0) = 1,
•••; C6D6 where ^ (6 ,0 )  = 1 ,__; C6D6, where ^ (3 ,0 )  = 1,
— , each obtained from averages over 400 trajectories.
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correct trends. For C6H6, the decay times are relatively high for the low overtones, up to 
v = 3, decreasing down to v = 8 and rising again for v = 9. Assuming the non­
exponential decays are associated with very long lifetimes, there is similar behaviour for 
C6D6 with the calculated values following the rise and fall of the experimental lifetimes 
along the progression. The lifetimes for C6D6 can be seen to be significantly longer than 
for C6H6 for any given overtone.
The role of the ring modes in the initial decay from the v = 6 overtone is 
demonstrated in Fig. 2.5 for C6H6. As was found by SHR, only seven modes appear to 
take a major part in the initial decay. As will be seen later these seven modes are the only 
ones that have a component of the wag of the initially excited CH. The major band of 
these active modes moves down in frequency as the CH overtone increases. The 1602 
cm'1 mode is the most strongly excited for low overtones, such as v = 2, while for 
v = 6 it is the 1479 cm'1 mode and the 1179 cm '1 mode for v = 9. Presumably, these 
particular bands are closest to fulfilling the 2:1 Fermi resonance with the CH stretch 
described by Sibert et al.5 As the separation between overtones decreases, due to the local 
mode's anharmonicity, the resonant frequency for ring mode combinations will also 
decrease. We note that when the ring motions are of large amplitude, the harmonic 
energies of Fig. 2.5 are subject to anharmonic corrections.
The normal modes of corresponding symmetry in C6D6, except the 1559 cm'1 
mode, are also the only ones to show an increase in energy. In addition, there is a 
decrease in the frequency of the most excited mode as the number of the overtone 
increases, although the effect is less pronounced than for C6H6.
The interesting feature of Fig. 2.2 which cannot be described within the model of 
Sibert et al.5 is the preferential transfer of CH stretch energy to the para position. The 
amount of energy transferred up to t = 20 varied significantly over the CH overtone 
progression. The amount is greater for v = 5-8 with about 2500 cm'1 (roughly a quantum 
of CH stretch), than for v = 4,9 with about 2000 cm '1 and v = 1-3 with less than 1000 
cm' \  The variation is less pronounced in the C6D6 progression, where the highest energy
TIME 
TIME 
TIME
Figure 2.5. 
The energy in the norm
al ring m
odes versus reduced tim
e for C6H6 
averaged over the 400 trajectories of Figure 2.2. The ordinate of each box, labelled 
by the norm
al m
ode frequency, ranges from
 zero to 5000 cm
-1.
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transferred, for v = 6, is less than 1000 cm'1. For v*6 little preferential transfer is seen.
With C6H6, at t = 20, the probability of the para oscillator rising above the 
ground state reached 0.5 with significant probability of it being above v = 2. However, 
in C6D6 the probability of the para oscillator being in the ground state does not fall below 
0.7 with correspondingly less chance of a higher overtone. It should be noted here as 
well that the timescale of the flow of energy to the para position is found to be 
approximately the same in C6H6 and C6D6.
Clearly, for C6H6 at least, the para stretch is dynamically coupled to the initially 
excited local mode. This is plainly not a simple resonant transfer as the anharmonicity of 
the oscillators initially results in very different frequencies. To understand the mechanism 
for this dynamical coupling we next consider a detailed examination of longer time 
trajectories.
2.5.2 Long Time Results
The character of the dynamics on a longer timescale can be best appreciated by 
considering a single trajectory. While there are variations, with the initial phases, of the 
amount of energy transferred to the ortho or meta positions in a individual trajectory, it is 
seen from the averages that large energy transfer is rare. We will, therefore, focus on 
single trajectories that correspond closely to the average behaviour. The energy in the 
initially excited, ortho, meta, and para local modes during such representative 
trajectories are shown in Figs. 2.6 and 2.7 for C6H6 and C6D6. Clearly there are wide 
differences in the dynamics of these two molecules.
For C6H6 very large amounts of energy, up to four quanta, are transferred to 
and from the para oscillator until about t = 100. In contrast, the ortho and meta 
oscillators get no more than one quantum at any time. Over three quanta is returned, 
briefly, to the initially excited CH stretch after the energy has fallen to almost zero. The 
apparent periodicity in the energy of the para position and the possibility of the initially 
excited oscillator and the para position passing energy between themselves will be 
discussed later in this section.
C6D6, in contrast, displays very little preferential energy transfer to the para
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PARA CH META CH
FIRST CH ORTHO CH
0 .  5 0 .  1 0 0 .  5 0 .  1 0 0 .  1 5 0 .
TIME TIME
Figure 2.6. The energy in the individual CH local modes in 
C6H6versus reduced time, calculated for a single representative 
long time trajectory in which the first oscillator has v = 6 and all 
other modes have v = 0, initially. The ortho and meta mode 
energies not depicted display similar behaviour to those shown 
here.
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PARA CD META CD
FIRST CD ORTHO CD
200  . 200  . 3 0 0  .
TIME TIME
Figure 2.7. As in Figure 2.6 for C6D6.
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Figure 2.8. The average energy, over 200 long time 
trajectories, in the first (initially excited to v = 6) and 
para local modes of C6H6 and C6D6 versus reduced 
time.
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position and no return of energy to the initially excited oscillator is observed. The ortho, 
meta, and para positions in this case show essentially the same behaviour.
Some features of this energy transfer dynamics are evident in the corresponding 
trajectory averages, as shown in Fig. 2.8 for v = 6. (The ortho and meta oscillator 
energies simply rise smoothly and very slowly). The transfer of energy to the para 
position is seen quite clearly as an initial steep uptake of energy between t = 10-20 time 
units. This is followed by a slower decay towards a final energy close to that of the ortho 
and meta positions There is a slight energy increase after the decay of the initially 
excited oscillator which corresponds to the return of energy to the oscillator, as seen in 
the single trajectory. However, no indication of a second or further transfer of energy into 
the para position is readily discemable. The total energy in all the CH local modes falls 
rapidly by t = 10-15 to 14500 cm '1 which is less than two CH stretch quanta above the 
ground state. This total energy then rises sharply above two quanta at t -  20 and falls 
very slowly to approximately 1.5 quanta by t = 100-150 time units. While virtually all 
individual trajectories show recurrent energy transfer to the para oscillator, the absolute 
time of these recurrences varies with the initial conditions, so that an average over 
trajectories masks this process. It is easily seen that much less energy is transferred to the 
para position for C6D6. There is also no return of energy to the initially excited oscillator.
The average recurrent excitation of the individual CH oscillators is more evident 
in the probabilities P /v ,r ) . The probabilities Pi(v,t)  and PJv , t )  for Pj(6,0) =1 are shown 
in Fig. 2.9. The return of energy to the initially excited oscillator for C6H6 appears as a 
depression in the initially monotonic increase in the probability of that oscillator being in 
the ground state. For the para oscillator, the probability of being in the ground state falls 
rapidly to about 0.5 by 25 time units and then slowly relaxes. The probabilities of being 
in higher states climb to a maximum at about t = 20 and then relax. However, it is clear 
that many trajectories lead to the population of levels above v = 3 even up to t = 120 time 
units. Similarly, long time recurrences of overtone population in the initially excited 
oscillator are apparent. Although the noise level is considerable, the energy recurrence 
appears to have a period of approximately 25 time units.
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TIME
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Figure 2.9. The probabilities P^vj) and P4{v,t) of the initially 
excited and para CH oscillators occupying a given energy level 
versus reduced time for the same set of trajectories as those for 
C6H6in Figure 2.8. The ordinate of each box, labelled by v , spans 
the range zero to one.
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As we have seen, the overtone energy is initially transferred to the normal ring 
modes which are in Fermi resonance. These seven normal modes simply display a 
gradual decrease in energy at longer times. Simultaneously, the energy in the remaining 
modes increases. The modes below 1100 cm '1 show a very slow gain in energy, with the 
exception of the totally symmetric ring breathing mode at 993 cm '1 which shows a strong 
energy increase at long times. It should be noted, in this context, that for times longer 
than about t = 100, the total amount of energy involved in non-CH stretching motion 
represents many quanta of ring mode vibrations. Hence, it is difficult to reliably relate the 
amplitude of the motion along the normal coordinates with normal mode energies 
calculated harmonically.
Long time trajectories evaluated with v = 5 and 9 for C6H6 and v = 4 and 8 for 
C6D6 show behaviour consistent with that discussed above for v = 6 and the 
corresponding short time behaviour. For C6H6 weaker energy transfer to the para position 
is seen for v = 5 compared to v = 6 , and even weaker transfer for v = 9 . For C6D6, 
trajectories with v = 4 and 8 again show no preferential energy transfer to the para 
oscillator up to t = 300.
In order to examine more closely the mechanism or mechanisms involved in the 
energy redistribution, single trajectories were generated with very little (v = -0.499) 
energy in all the normal ring modes and CH local modes except for the initially excited 
CH mode for which v is large. The purpose of this is to remove, at least initially, all but 
the strongest couplings within the molecules, and to highlight the timing and direction of 
energy flow into the ring modes.
For a representative trajectory of this sort, Figs. 2.10 to 2.12 display the energies 
in the relevant ring modes, four CH local modes and a short time average of the square 
amplitude of four wag coordinates These figures show the following sequence of 
events. The CH overtone decay is sudden, though delayed by the initially low amplitude 
in the other modes. As the overtone energy falls the associated wag ß, is simultaneously 
excited, while the remaining wags are quiescent. This localized distribution of wag 
amplitude is of course equivalent to a particular linear combination of normal ring mode
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0 .  7 5 .  1 5 0 . 0 .  7 5 .  1 5 0 .
TIME TIME
Figure 2.10. The energy versus reduced time in the seven 
normal ring modes excited by the v = 6 overtone of one CH 
stretch during a single representative ’cold’ trajectory. The initial 
conditions include v= -0.499 in all normal modes and CH local 
modes except one CH mode for which v= 6. The ordinate spans 
zero to 11 000 cm-1.
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PARA CH META CH
FIRST CH ORTHO CH
0.  50.  I 00 .  50 .  100.  150.
TIME TIME
■i
Figure 2.11. The energy in the initially excited, ortho, meta, 
and para CH local modes versus reduced time under the same 
conditions as Figure 2.10.
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amplitudes. Thus we see in Figs. 2.10 and 2.11 that their superposition describes a local 
'hot spot' near the initially excited CH bond. This energy, in the form of CCH bending 
and CC stretching, then propagates around the benzene ring. Initially this flow is seen as 
excitation of the wag at the ortho sites followed by the meta sites and then the para site. 
The longer time dynamics are necessarily more complex but can be understood as the 
beating of the excited ring modes. The most highly excited normal modes have 
frequencies of 1179, 1305, 1350, and 1479 c m 1. The dominant beat frequency is 
therefore expected to be near 125-130 cm*1, implying a period of about 25 time units. 
This is indeed the timescale governing the obvious beats in Fig. 2.12. The picture is made 
more complex by higher frequency components and subsequent trains of beats of the 
same period beginning after a second sudden fall in the energy of CH oscillator 1. We 
note that the expected high frequency component of ßf ( t )  in the range of 2500 - 3000 
cm '1 is masked by the short time averaging of ßf(t ) .
Figure 2.11 shows clearly that the initially excited and para stretches are also 
beating with a period of about 20-25 time units while the ortho and meta positions are 
relatively quiescent. The normal mode eigenvectors initially excited as a 'hot spot' near 
the first CH oscillator have larger components on the wag sites 1 and 4 than on the other 
sites. These components cancel out at the para site initially, but thereafter periodically lead 
to a large amplitude wag at both sites 1 and 4. Thus the CH oscillators at sites 1 and 4 are 
periodically excited.
One particularly intriguing feature of the transfer of energy is the phase 
relationship between the wag energy and the stretch energy. On the initially excited 
position the stretch and wag are found to be exactly out of phase with each other for 
about 125 time units. At the other positions, however, the wag and stretch are observed 
to be in phase indicating the possibility of a slightly different mechanism operating.
The dynamics is complicated by the concurrent transfer of energy between the 
normal modes and the CH stretches. The normal mode energies shown in Fig. 2.10 also 
beat as energy is periodically transferred to the CH stretches, so that the most simple
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PARA META WAG
FIRST WAG ORTHO WAG -
I 00 . I 00 .
TIME TIME
Figure 2.12. The CCH wag square amplitude f l2 versus 
reduced time for the initially excited, ortho, meta, and para CH 
bonds under the same conditions as Figure 2.10. The ordinate 
of each box ranges from zero to 34".V
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model of beating between normal modes of constant energy is at best a zeroth order 
picture. Probably for this reason, the relative phase of beats in the CH modes at sites 1 
and 4 is not constant. Finally, it is worth pointing out that although the wag amplitudes at 
sites 1 and 4 are only about a factor of two or three larger than those at the ortho and meta 
positions, the nonlinear coupling of the ring modes to the CH stretch leads to a greater 
dominance of CH stretching excitation at sites 1 and 4.
Similar trajectories for C6D6 do not display a simple beating process or 
significant periodic excitation of the CD local modes. Presumably this is due to both the 
gradual, rather than sudden, decay of the initially excited CD stretch and the lack of Fermi 
resonance between the CD stretch and the ring modes. However, an initial weak transfer 
of energy to the para CD local mode is seen on a timescale appropriate to energy transport 
by CC interactions in the ring.
2.6 Discussion of C6H6 and C6D6 results
The principal role of the CCH in-plane wag in the decay of energy from the CH 
stretch overtone has been seen clearly in the selective excitation of those ring modes 
which have significant amplitude at the adjacent wag. The behaviour of the decay times 
over the C6H6 overtone progression confirms the 2:1 Fermi resonance between the wag 
and the stretch as proposed by Sibert et al. The decay is found to be fastest over the 
region in which the resonance condition is most closely attained. The increase in the 
decay time on moving out of resonance to v -  9 is particularly encouraging as this was 
not observed in the approximate classical study of SHR.
In further discussing the mechanism for the overtone decay, it is useful to 
consider the wagging modes which are available to interact with the excited stretch via 2:1 
Fermi resonance. Table 2.4 shows the frequencies of those normal modes which involve 
CCH and CCD in-plane wagging in the molecules considered here. A particular normal 
mode can extract energy from an excited CH(D) stretch if two conditions are satisfied. 
First, the normal coordinate must involve substantial in-plane wagging of the CCH(D) 
angle at the excited CH(D) bond. The anharmonicity of the kinetic energy operator in
35
TABLE 2.4 CCH(D) in-plane wagging frequencies (in cm'1).
c 6h 5d P-C6HjD4 c 6h d 5
C f t H D H D H D C A
599
606 603" 603 585 585 582 582b 579
1033 854” 854 590 584 809
1140 982* 813 811 820
1005*
1179 1030 815* 815 815* 815b 860
1305 1078b 1078 861 838 838b 1051
861
1350 1154b 1154 963 963 952* 1284
978*
1479 1179 982* 980 980b 1326
1602 1295b 1295 1051 1051 1166 1166b 1559
1327" 1327 1259 1259 1285 1285b
1450b 1450 1285 1285 1335
1474 1344 1392 1392b
1595b 1595 1431 1431 1565
1597 1571 1570 1570b
1578 1578
a Only weakly involves wagging. 
b Involves significant wagging at the para position.
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internal coordinates provides the coupling between the wag and the stretch. Secondly, the 
frequency of the wagging motion must be half that of the stretch or the frequencies of two 
modes, which both satisfy the first condition, must sum to the stretching frequency. The 
local stretching mode is described by a Morse oscillator, so that its frequency decreases 
with increasing energy. As energy flows out of an initially highly excited CH(D) bond 
stretch, its frequency increases. Hence for energy to flow smoothly throughout the decay, 
a number of wagging modes must be involved whose spread in frequency is sufficient to 
allow the resonance condition to be satisfied over a wide range of stretching frequencies. 
This concept of overlapping nonlinear resonances has been described in some detail6. We 
note that the energy gap between the Morse oscillator energy levels decreases from 3047 
to 2130 cm '1 for 0—>1 and 8—>9 in C6H6 and from 2290 to 1853 c m '1 for 0—>1 and 7 —>8 
in C6D6.
The Fermi resonance is expected to be weaker in C6D6 than in C6H6. The major 
term coupling the wag and stretch of C6D6 was calculated by SRH to be about 40% 
smaller than that of C6H6. Consequently, we observe that the range of overtones where 
the resonance is strong has been narrowed and that the decay times are slower not only on 
the absolute timescale but also on the stretching timescale.
All the decay times, except v = 8 for C6D6 whose width is regarded by Reddy, 
Heller, and Berry1 as 'less certain', produce linewidths that are greater than those 
observed in experiment Any refinement of the experiment, in particular spectra obtained 
from a free jet expansion, is likely only to narrow the observed linewidths. The classical 
dynamics, is therefore, systematically underestimating the decay time. One explanation 
for this arises from the fact that classically all the oscillators spend too much time at the 
turning points where the coupling is strongest. This increase in the coupling can also be 
thought of as broadening the classical resonance compared to the quantum case. This 
could explain such things as the much smaller relative increase in our decay times 
compared to experiment in moving from v = 8 to v = 9 of C6H6 (v = 9 thus being 
classically less out of resonance) or the very large differences in the classical and quantum 
decay times for v = 6  of C6D6. Our results suggest a relatively fast decay for v = 6 while
37
the quantum result of SRH show non-exponential decay and the experimental lifetime is
very long. The quantum calculations for this overtone show that there are no close first
tier states7 so that the quantum mechanical resonance condition is obviously not fulfilled
while a broader classical resonance could explain the faster decay. The classical result of
SHR for this overtone also shows non-exponential decay in agreement with their
quantum results. However, this agreement is likely to be only coincidence, as our
improved calculations using the complete kinetic energy and geometry show exponential
decay for v = 6, though not for v = 7. Overall, our calculations show an improved
quantitative agreement with experiment in comparison with the results of SHR.
new
The most interesting feature observed in the trajectories is the preferential transfer
A
of energy from the initially excited stretch to the para stretch. On simple considerations, it 
is unexpected as, owing to its anharmonicity, the CH(D) stretch at high overtones will 
not be in resonance with a stretch in the ground state. For example the v = 5 to 6 
transition of C6H6 is about 600 cm '1 lower in energy than the transition out of the 
ground state. However, it is apparent that this coupling can be mediated through the 
wag. This leaves the question of how the ground state of the stretch can be in resonance 
with a wag mode that is in resonance with a high overtone.
As we have seen in Section 2.4.1, the Fermi resonance for C6H6 is relatively 
strong especially for v = 5-8, and hence the flow of energy out of the stretch and into the 
wag is fast on the timescale of the beating motion. The energy is therefore localised about 
the adjacent wag and proceeds to move around the dormant ring. As the para position is 
reached the pulses that travelled round each side of the ring collide and cause such a 
disturbance that energy is transferred into the stretch. Presumably the rapid increase and 
decrease of amplitude in the para wag will produce Fourier components of the wag 
oscillation at frequencies suitable for coupling. The wag energy continues around the 
ring and by similar means causes the echo back at the initially excited position. The long 
time recurrences of those excitations can be understood in terms of the beating of the ring 
modes.
In the case of the C6D6 the Fermi resonance is weaker, thus the energy is released
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more slowly into the wag. It then starts moving around the ring before the decay is 
complete and hence does not act as such a localized packet. The wavefront of this much 
broader pulse travels through the undisturbed ring reaching the para position in about the 
same time as in C6H6, but with smaller impulsive effect so that less energy is transferred 
to the stretch.
Finally, we note that these classical calculations are directly relevant to the 
quantum dynamics of benzene. We have seen that there are many real classical paths 
which begin at an overtone state of one CH oscillator and proceed to an overtone state of 
the para oscillator. Hence, the quantum probability amplitude for intramolecular energy 
transfer from one CH overtone state to a para overtone state should be significant, on the 
basis of a Feynman path integral. Similarly, we should expect that basis states in which 
both first and para CH stretch local modes are excited make important contributions to the 
eigenstates associated with high CH overtone absorptions. Thus, the basis set used by 
SRH should be significantly improved by addition of such basis states.
2.7 Results and discussion of simulations of partially 
deuterated benzenes: C6HSD, /?-C6H2D4, and C6HD5
The calculated decay times and corresponding experimental values are shown in 
Tables 2.5-2.8. Tables 2.5 and 2.7 show the CH and CD local mode decay times, 
respectively, in four compounds. Where three inequivalent bonds occur, CH bonds on 
C6H5D and CD bonds on C6HD5, a weighted average decay time is given. The separate 
decay times for local bond modes ortho, meta, and para to the isotopic impurity are 
reported in Tables 2.6 and 2.8 for CH and CD modes, respectively. The results for C 6H6 
and C6D6 from Table 2.3 are included, where appropriate, for comparison.
Beginning with Table 2.5, we see that both experimental and theoretical CH 
decay times are short for 4<n<8. The classical times are on average 61% of the 
experimental, in this range of v. In this energy regime, there are many combinations of 
ring modes (see Table 2.4) whose pairwise additive frequencies lie close to the CH 
stretch frequency. For v = 9, fewer modes can satisfy the 2:1 resonance requirements
TABLE 2.5 Comparison of CH overtone decay times (in fs).
Quantum
number
c 6h 6 c 6h 5d p -c 6h 2d 4 C„HD5
Theory1 Expt.b Theory Expt.b Theory Expt.c Theory Expt.b
1 122 132 177 230 177 274“
2 65 230 77 92 83±1
3 56±1 230 48±1 47±2 48±2 180
4 44 74 40 40±2 44±2 >47
5 38±1 >51 38 54 33 51 34±1 69
6 36±1 62 33±1 59 33±2 63 28±2 >46
7 35 66 31 27 29 55
8 33 58 29±1 23±1 26 49
9 43 130 32 32±2 29±2
a The range of theoretical values discussed in the text 
b Reference 1. 
c Reference 2.
d Nonexponential for ln(P) > -1.
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initially, hence the calculations for all four molecules show a rise in the decay time. The 
experimental data (for C6H6) shows a similar but much more pronounced rise. 
Calculations show a steady increase in the decay time as v decreases below four. The 
limited data suggests the theoretical times are much to low at v = 2,3 but reasonable at v 
= 1. At v = 1 few ring modes can satisfy the 2:1 resonance condition and the (otherwise) 
pure exponential decay of the CH stretching modes can be lost. The theory shows a 
tendency for xD to be smaller in heavily deuterated compounds. Here, the ring mode 
eigenvectors are such that the relative amplitude of the few CCH wags is larger for many 
modes than it is in C6H6. Hence, the kinetic energy coupling between the wag and 
stretch7 is stronger for the lighter atoms in these deuterated molecules. Moreover, the 
lower symmetry of the partially deuterated molecules leads to a splitting of wagging 
modes degenerate in C6H6. Thus a much greater spread of wagging frequencies is 
available, particularly in C6H5D and p-C6H2D4, and the resonance condition is more 
readily satisfied, leading to faster overtone decay.
Table 2.6 compares the available data with the decay times for CH modes ortho, 
meta, and para to the deuterium in C6H5D. The same Morse potential7 has been used for 
CH bonds in all positions (and all compounds reported). However, it should be noted 
that the absorption maximum for a particular overtone varies in frequency between 
partially deuterated benzenes, by as much as 10-20 cm '1.1,2 Hence, the Morse potential 
describing a stretch may vary in position in C6H5D with individual local mode overtones 
differing by several cm'1. The available experimental data does not resolve distinct local 
mode transitions.
It is clear that the dynamics of excited ortho, meta, and para CH bonds are 
sufficiently different to produce measurable differences in their decay times. While Table 
2.4 shows that all 15 in-plane 'ring' modes have some component of CCH wagging 
motion, the magnitude of this component varies between symmetry distinct CH bonds. 
All modes contain a mixture of ortho and meta CCH wagging, in different proportions, 
while wagging of the para CCH bond contributes to only eight modes. However, the 
amplitude, of the para CCH wag is larger here than in related modes in C6H6. The light
TABLE 2.6 Comparison of CH overtone decay times in C6H5D (in fs).
Quantum
number
Theory*
Expt.bo-H m-H P -H
1 145 122 126 177
2 80 73 80
3 50 50±4 44
4 39 41 39
5 40±1 38 38 54
6 28 38 34 59
7 27 38±2 27±3
8 27 30±1 31
9 30 30±2 41±1
T h e range of theoretical values is discussed in the text. 
bReference 2.
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TABLE 2.7 Comparison of CD overtone decay times (in fs).
Quantum
number
Q i>6 c 6h d 5
p-C6H2D4
Theory
c6h 5d
TheoryTheory* Expt.b Theory Expt.b
2 209c 161±6 138±7 220c
3 121±48 480 94±2 91 108±2 113±33
4 74±4 100 80 120 71±3 78±3
5 76±3 160 78±7 160 71 82
6 87±2 410 81±6 100 67 ±2 105±2
7 145±37 560 77±1 68 67±5 111±21
8 102±29 100 81±1 102 124±43
* The range of theoretical values is discussed in the text. 
b Reference 1.
Nonexponential for ln(i°) > - 2.5.
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atom wag at the para position apparently 'steals' amplitude from the CCD wag. This 
amplitude effect compensates for the symmetry effect whereby the para wag contributes 
to fewer modes than do the ortho and meta CCH wags. Overall many modes are involved 
in a very complex wagging motion at each position so that, given the large amplitude of 
these light atom motions, the overtone decay is rapid with only slight differences in rate.
Table 2.7 compares the calculated decay times for CD stretching states in C 6D6, 
C6HD5, p-C6H2D4, and C6H5D with the available experimental data for C6D6 and C6HD5. 
The effect of changes in the ring mode eigenvectors with isotopic substitution is most 
marked in these CD overtone decay times.
For C6D6 the overtone decay is exponential only for v = 4,5,6. Here the 
calculated decay times are approximately twice the corresponding CH decay times in 
C6H6: the time scale determined by the stretching frequency is longer by a factor 
of V2 anti the kinetic energy coupling of the wag and stretch is smaller by a factor of V 2 . 
The decay is highly nonexponential for all other v values and the decay times are higher 
as fewer ring modes can achieve 2:1 resonance for v < 4 or v > 6. The quantitative 
correlation with experiment is much worse for C6D6 than for C 6H6, though the overall 
trends are similar. On average, the calculated decay times for CD overtones in C6D6 and 
C6HD5 are 64% of the experimental values.
When a hydrogen is introduced to give C6HD5, the degeneracy of the CCD(H) 
wagging modes is broken. There is now a much greater spread of wagging mode 
frequencies then C6D6 and several modes can participate in 2:1 resonance with CD 
stretching states. Hence the decay times for v < 4 and v > 6 fall dramatically and the 
decay is quite exponential in many cases. This calculated dramatic fall in decay times for 
C6D6 to C6HD5 is in good agreement with the experimental data.
The CD decay times for C6HD5 in Table 2.7 are obtained from a weighted 
average of symmetry distinct CD bonds. Table 2.8 presents the individual ortho, meta 
and para CD decay times. The variation of a decay time with position is striking. The para 
CD decay is significantly nonexponential for v = 5,6 and the decay times are higher than 
those at either ortho or meta positions when v = 4-6, in particular. Table 2.4 indicates
TABLE 2.8 Comparison of CD overtone decay times in C6HD5 (in fs).
Quantum
number
Theory4
Expt.bo-H m-H p-H
2 148±7 189 132±13
3 86±7 100±3 98±1 91
4 78±2 76±1 89±1 120
5 66 71 117±30 160
6 77±2 76 100136 100
7 78±4 73±2 8315 68
8 85±3 77±2 8315
4 The range of theoretical values is discussed in the text. 
b Reference 1.
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those modes which contain some component of wag at the para position. As one might 
expect on symmetry grounds, fewer modes involve wagging at the para position than at 
the ortho or meta positions. The same amplitude stealing process occurs here as in 
C6H5D, so that the para CCD wag generally has lower amplitude than would be expected 
by comparison with related modes in C6D6. For both these reasons, we expect the para 
CD overtone decay to be slower than that at the ortho and meta positions. Examination of 
the time dependent energy of all ring modes during the CD overtone decays, shows only 
six mode participate in para CD overtone decay compared to eight or nine for the ortho 
and meta CD overtone decay, and the para CD overtone decay is often slower and 
markedly nonexponential. It is interesting that the para CD decay times are in better 
agreement with experiment than those at the other positions. This is probably fortuitous. 
However, a general point is worth mentioning in this context. The broad overtone 
absorptions are due to transitions to many molecular eigenstates which contain some CD 
overtone character. Assuming that the absorption by any one eigenstate is proportional to 
the percentage of CD stretching involved in that state, the 'purest' overtone states will 
dominate the absorption profile21. The slower decay of the para CD stretch implies that 
eigenstates involving large quanta of these modes are more nearly local mode states than 
is the case for states involving overtones of ortho and meta bonds. Thus, the absorption 
intensity associated with excitation of symmetry distinct 'local' CD bonds need not be 
equal. It is not possible to determine from the current analysis whether the expected 
higher transition probability to para CD overtone states is sufficient to dominate the 
spectrum.
When two hydrogens are present as in the p-C6H2D4, an examination of the ring 
mode eigenvectors shows that as many as 14 modes contain some CCD wag character. 
Not surprisingly, the simulations show that CD decay times are generally shorter in this 
compound, and that the energy of the ten ring modes increases significantly during the 
CD overtone decay. The major exception to the trend is seen to be the decay of the v = 8 
stretching state where a relatively high decay time is calculated. Unfortunately, no 
experimental data is available for comparison.
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When five hydrogens are present, in C6H5D, the trend in decay times from C6D6 
to C6HD5 to p-C6H2D4 is reversed. Now the ring modes involving in-plane bond 
wagging are dominated by the higher frequency CCH wag motion. Only one mode (at 
854 cm'1) involves a very large amplitude CCD wag, though a number of other modes 
show a small degree of CCD wagging (see Table 2.4). Consequently, the CD stretching 
decay times are long and the decay is nonexponential at large v, where the low frequency 
wagging modes are most important. No data is currently available for the CD overtone 
absorptions in this molecule.
In summary, an accurate classical simulation of the in-plane vibrational dynamics 
of five deuterated benzenes has shown significant differences in the decay rates of CH 
and CD local mode overtones between molecules and between symmetry distinct bonds 
within molecules. The observed trends in decay rates can be qualitatively understood in 
terms of a 2:1 Fermi resonance mechanism whereby IYR takes place between the excited 
local mode and ring modes which involve wagging of that bond. The number, frequency, 
and character of these wagging modes appear to determine the calculated decay times.
The quantitative agreement between calculated decay times and experimental 
values is good in view of the fact that the total molecular density of states spans several 
orders of magnitude over the range of overtone states studied. Marked trends, including 
the fall in CD decay times for C6D6 to C6HD5 and the rise of decay times at low and 
quantum states are reproduced. Additionally, strong variations of CD overtone decay 
times across the series C6HD5, p-C6H2D4 and C6H5D are predicted.
2.8 General discussion
The potential energy surface is an area in which this model could be improved. 
Following the competition of this work, the in-plane force field for benzene has been 
re-examined by two groups: one using a higher level of ab initio theory than PFB22 and 
the other generating a force field23 from experimental frequencies for a large number of 
isotopically labelled benzenes4. However, there is substantive quantitative agreement 
between these new force fields and the one used here so that detailed dynamical studies
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would be required to clarify the effect of the small differences between surfaces. Even 
for such a heavily studied system, it is surprising that there are still some uncertainties in 
the ground state spectroscopy24 and hence the force field for benzene.
Although we have a potential surface that reproduces the anharmonicity of a CH 
stretch very well and also the ring mode frequencies, it is mainly quadratic and hence it 
cannot be expected to be accurate when the amplitudes of many modes become large. In 
particular, we have seen the in-plane wag receive very large amounts of energy and it is 
easily conceivable that correction to the high energy behaviour of this motion could have 
an observable effect on the dynamics. In order to investigate this possibility quartic 
terms, ß ■ and r 2/?2, were calculated for us25, at a similar level of ab initio theory. (It 
should be remembered that the cubic terms in the surface of PFB cannot be used alone for 
large amplitude vibrations where they require quartic or higher even order terms to ensure 
bounded motion). The quartic force constants appeared to be much too small to have any 
significant effect and it is not clear that such low level ab initio theory is adequate for the 
description of possibly important anharmonic terms. There has also been no information 
on relevant anharmonic potential couplings forthcoming from the recent investigations of 
the force field.
During the course of this work a number of other classical studies on the CH 
stretch overtones of C6H6 have appeared in the literature26,27,28. These include a number 
of classical studies that were involved, at least in part, in looking at the effect of the 
potential energy surface on the dynamics. Unfortunately even the best of these potential 
surfaces does not describe all the bending modes accurately. Hence, these calculations 
cannot reproduce completely the dynamics of benzene which we have seen here, for they 
cannot exactly reproduce the important beating motions which rely on the difference 
between the bending mode frequencies. However, a number of features of these studies 
are of interest here. First, Bintz, Thompson, and Brady26,27 looking only at v = 6 and 9 , 
reported energy transfer out of the initially excited stretch and some energy transfer to the 
para, and to a lesser extent, ortho and meta CH oscillators on approximately the same 
timescale as here. Furthermore, they also noted the importance of the modes involving
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CCH wag and found that the out-of-plane modes have negligible effect on the dynamics.
In another study, Lu, Hase, and Wolf28 looked at the effect of lowering the CCH 
wag potential coefficient upon excitation of the stretch. Briefly, they found that the decay 
times of the CH overtone increase as the wag frequency is lowered by excitation of the 
stretch.
The most important of the studies of benzene appearing after the completion of 
this work is experimental work of Page et al.29 Using supersonic expansion and state 
selective multilevel saturation spectroscopy they obtained high resolution spectra of the 
fundamental CH stretch and first and second overtone transitions of rotationally cooled (= 
5K) benzene. The greatly reduced linewidths observed suggest that there are significant 
inhomogeneous contributions to the room temperature spectra of Berry et a l} '2 and the 
low temperature matrix spectrum of Perry and Zewail3. For v = 1 and 2 Page et al. found 
linewidths less than 1 c m '1 and for v = 3 they observed less than 10 cm'1 (a decay time 
more than 500 fs!). This contrasts strongly with the room temperature bandwidths of 43, 
43 and 30 cm '1 for v = 1,2, 3. Owing to technical limitations, they were prevented from 
investigating above v = 3 so the effect of inhomogeneous broadening to the higher 
overtones is not clear.
The size of the discrepancy between classical models and experiment may not be 
as large as the work of Page et al. may at first suggest. First, it is interesting that, prior to 
the new experiment, all the classical trajectory6,18,26'28,30, (as well as semiclassical13, and 
quantum mechanical7,10,12) studies have reproduced linewidths (or decay times) that are in 
agreement with Berry et al. In particular, this has been seen here in the trends in the 
overtone decay rate with the v and with deuteration. This suggests that while the room 
temperature bands for the higher overtones may have some inhomogeneous 
components they still retain some significant homogenous bandwidth. Secondly, it 
should be noted that classical mechanics is least accurate at low energies, in particular, the 
inaccuracy involved with the classical description of the ground state becomes relatively 
large.
Finally, it should be remembered the relationship between the linewidth and the
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decay time is based on a number of assumptions, principally, that there is a large enough 
number of states coupled to the pure CH overtone state to lead to exponential decay. It is 
important to stress that the lifetime is related to the frequency width of a manifold of states 
each of which has some CH stretch character7. Clearly, the v = 3 spectrum of Page et al. 
does not contain a single Lorentzian manifold (corresponding to exponential decay) but in 
fact there are three other peaks around the central peak at 8827 cm '1. It thus appears that 
there are at least five states over a range of about 70 cm '1, including probably two 
unresolved vibrational levels of the central band, that have appreciable CH oscillator 
strength. It would not be expected that the width of this central peak, or a level resolved 
from it, would be in any way related to a single exponential of the type which we often 
observe. Rather, a nonexponential decay, possibly with some components much faster 
than 500 fs, would be expected from the spectroscopy. Their observations support two 
general points: that v = 3 is a poor local mode and that classical mechanics overestimates 
the decay rate. Furthermore, as there is significant variation of the decay rates with 
overtone level, as well as some qualitative variation in the character of the decay, 
including strongly nonexponential decay, it is difficult to make judgements about the 
correspondence of theory and experiment based solely on the v = 3  results. Clearly 
experimental results for higher overtones are needed.
Lu and Hase30'32, following up their earlier work, have attempted to reconcile the 
classical trajectory results with the experiment of Page et al. In doing so they recognise 
the major problem is associated with the use of classical mechanics as opposed to the 
potential energy surface; which they note would need physically unrealistic changes to 
produce a linewidth <10 c m '1 for v = 3. Specifically, they investigated means of 
correcting the improper classical treatment of zero point motion through models with 
reduced dimensionality31 and with reduced zero point energy32. While both these 
approaches successfully decreased the overtone decay rate the reduced dimensionality 
models (CH3 and C3H3) appeared to follow a different relaxation pathway as the relative 
variation of overtone linewidth with v is different to the reduced zero point energy and 
standard trajectory values. It is pleasing to see that a reduced zero point motion model
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reproduces the trends of the standard ground state model confirming our assumption that 
our own reduced zero point 'cold' trajectories provide an insight into the standard 
dynamics.
The use of classical mechanics can briefly be assessed. The decay rates out of 
CH stretching overtones are clearly overestimated but there is evidence'-to support the 
position that the trends are reasonably reproduced. This suggests that in classical 
mechanics the same relaxation pathways operate as do in quantum mechanics, at least in a 
case of relatively strong coupling. The errors in energy transfer rates therefore appear to 
be systematic and hence it should be possible to apply corrections to classical simulations 
to provide an accurate representation.
Some of these questions regarding the classical trajectory method are addressed 
further in the following chapters where the Fermi resonance mechanism is applied to 
energy transfer in hydrogen bonded amides.
Chapter 3. A simple model of coherent energy transfer.
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3.1 Introduction.
The stretch wag Fermi resonance that we have seen in benzene is by no means 
restricted to that system. The kinematic coupling of the stretch and the wag arises from the 
geometry1 and therefore it is difficult to imagine a molecular system where it will not be 
present. While the 2:1 frequency correspondence of stretching and bending is a more 
exacting criterion, it still appears to be quite common as Table 3.1 suggests. However, it 
should not be inferred from this table that such energy redistribution pathways will be 
important in any of these molecules, just that the pathways are likely to exist.
Since Fermi resonance involves non-linear (cubic) interactions, molecules 
containing XH bonds are the most likely candidates for interesting behaviour. Here the 
stretching and bending motions are dominated by the light hydrogen atom, so that 
displacements are large. As well, the separation of the XH stretch frequencies from those 
of other vibrational modes, combined with the relatively large dipole moment often 
associated with XH bonds, allows relatively easy excitation of the bond from which the 
resonant energy transfer can operate. The existence of concerted energy transfer from 
such a situation, like that we have seen in the long time behaviour of benzene overtones, 
is therefore of particular interest. Two areas worthy of possible attention in this regard 
involve mode selective chemistry and the transfer of vibrational energy in biological 
systems.
Looking first to mode selective chemistry, any manner of selecting a distinct 
reaction path is, of course, an attractive prospect, especially if that path is one that is not 
favoured by conventional (thermal) means. There has been consideration of the 
possibility of overtone vibration-induced dissociation - whereby the rate is enhanced by 
exciting an XH stretch to specific overtones levels. The standard approach to the study of 
unimolecular reactions, RRKM theory5, assumes that the rate of IVR is much faster than 
the rate of the reaction, which means the reaction rate should be sensitive to only the 
amount of energy and not the process that provides it.
An example for such mode selective behaviour has been suggested by Uzer,
Table 3.1 Comparison of some Stretching and Bending/Stretching Frequencies (in cm '1).
Group Stretching Bending/Stretching
Frequencies Frequencies
<J)-H 3000-3100 1100-1600
CF^, CH3 2800-3000 1360-1470
C-C-C 885-1130 <535
C-O-C 700-925 420-490
c -n o 2 1376,1561 920
656
COOH (dimer) 2500-2700 1396-1440
1210-1320
625
B-H, BR, 2350-2640 1100-1180
1140-1205
NHj 3310-3380 1600-1625
R-CONH-R’ (gas) 3520-3420 1730-1650 (Amide-I)
(2° amide) 1630-1680 (Amide-II)
(cond.) -3300 1630-1680 (Amide-I)
1510-1570 (Amide-B)
peptide/protein (cond.) -3330 1630-1680 (Amide-I)
1530-1560 (Amide-n)
a Compiled from References 2 and 3.
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Hynes and Reinhardt6 for the unimolecular dissociation of hydrogen peroxide. In this 
case it was proposed that OH stretching energy, (v = 4,5,6), is transferred to the OOH 
bend via the stretch wag kinetic coupling and thence into the weak 0 0  bond whereupon 
dissociation occurs. In testing this hypothesis, however, Uzer et al found that while the 
initial resonant energy transfer was rapid, the lifetime of the molecule was much greater 
indicating, overall, that mode selective reactivity played little part. Even though the related 
system of rm -butyl hydroperoxide has shown some promising experimental results (for 
v oh = 6)7> it seems from these studies that the selective conduction of vibrational energy 
will require very favourable conditions to exist long enough or be selective enough to be 
of chemical concern.
The other avenue of interest is in the transport of vibration energy in biological 
structures. There is no doubt that the way in which energy is transported between sites of 
chemical reactivity in complex molecules like membrane-bound proteins is an important 
aspect of current molecular biology. While fundamentally the same as the simple chemical 
systems above, these biological systems have the advantage that evolution has had the 
opportunity to 'fine tune' the conditions under which transfer is likely to occur. The 
coherent transfer of energy over quite large distances therefore becomes an exciting 
prospect.
The remaining chapters propose and investigate an interesting mechanism 
whereby large quanta of vibrational energy may be transported coherently through the 
network of hydrogen bonds in a-helical proteins. The aim of this work is not to prove 
that the type of energy transport considered here is in fact operating in biological systems: 
that is after all an experimental question. Rather, the aim is to show that such coherent 
transport is theoretically possible in model systems whose parameters approximate 
conditions in proteins.
Subsequent chapters deal with a realistic model of simple chains of hydrogen 
bonded amides, such as crystalline N-methylacetamide, and a realistic model of a segment 
of a-helical protein. This chapter deals with a very simple model of hydrogen bonded 
amides: sufficiently simple to allow a clear exposition of the mechanism proposed and to 
allow both analytic and numerical solutions of the classical and quantum dynamics.
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Furtherm ore, the model Hamiltonian, derived using a number of dynamical 
approximations, is found to be a generalisation of previously studied nonlinear dynamical 
systems8, and so has an importance independent of the major aim described above.
3.2 Energy conduction in proteins
The idea that vibrational energy can propagate through the hydrogen bonds of 
proteins has been considered previously, albeit via a very different mechanism9. Davydov 
has suggested a mechanism in which the energy arising from the hydrolysis of ATP could 
be conducted along the hydrogen bond spines of the a-helix. In this model, involving a 
resonance soliton10, the resonance interaction considered is due principally to dipole- 
dipole coupling of the Amide-I modes (primarily CO stretching motions). The 
anharmonic effect is due to the small change in the 0- - -H bond energy caused by the 
lengthening of the CO bond in its first excited state. However, the associated localised 
excitation has been shown, in classical simulations, to be unstable at temperatures as high 
as room temperature and to be trapped at low temperature n .
The Davydov model9 originates from a consideration of electronic energy transfer 
in a molecular crystal. There dipole-dipole coupling between excited singlet states on 
neighbouring molecules is large and anharmonic effects owing to perturbation of this 
coupling by vibrations are significant. However, the application of this model to 
vibrational excitations in an a-helix suffers from the change of energy scale. It seems 
clear11 that realistic values for the dipole-dipole coupling and anharmonic perturbations 
cannot lead to coherent transfer.
We propose a new mechanism, based on Fermi resonance processes. However, 
before exploring this mechanism, one must consider the biological context. It is not clear 
that previous authors9 have seriously considered how an a-helical protein could become 
involved in the transport of vibrational energy created by hydrolysis of ATP, or how a 
cell might use such a process. We have attempted to examine these questions. The 
argument developed below is not the result of years of study in biochemistry. However, 
it is an attempt to weld together part of the recent knowledge that biochemists have gained 
about the structure and function of membrane-bound proteins into a feasible, if
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speculative, hypothesis.
Hopefully, this hypothesis and our demonstration of the mechanism will provoke 
further study.
3.2.1 The biological hypothesis
Many important functions of cells are carried out within and at the surface of 
membrane-bound proteins. Pertinent examples include the ion pumps, such as the Na7K+ 
and Ca2+ pumps12,13, which maintain ion concentrations within the cell against a 
concentration gradient. So important are these processes that they typically account for 
more than half the total energy expenditure of the cell. The direct supply of energy to 
these pumps is provided by the hydrolysis of adenosine triphosphate (ATP) to adenosine 
diphosphate (ADP):
ATP4' + H20  -> ADP3' + HP04 2‘ + H+ (3.1) 
(under normal physiological conditions).
ATP is the common energy currency of the cell, so that its synthesis and 
hydrolysis are among the most actively studied processes in bioenergetics14,15. 
Nevertheless, the detailed mechanism by which the energy of this exoenergetic hydrolysis 
is used to accomplish ion transport is not clearly understood: the membrane-bound 
proteins are after all extremely complex molecular machines of more than 100 kDa 
molecular weight.
In recent years, the structure of membrane bound proteins has become very much 
more clearly understood. In a very few cases16,17 X-ray diffraction has been used to 
provide a complete structure. In many other cases, the complete residue sequence is 
known and together with computational models of protein folding a fairly accurate picture 
of the secondary structure can be determined12,18,19. One conclusion from these studies 
has been that interlocking a-helices almost certainly comprise the predominant secondary 
structure in the membrane spanning regions of such proteins19. These helices typically 
span the membrane, a distance of about 30 Ä, requiring each helix to be at least 20 
peptide units in length. The function of such bundles of a-helices is by no means 
completely understood, though there is evidence that ion channels are formed within 
them20,21, and site directed mutagenesis can be used to indicate the function of particular
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residues13,21.
It is known that the hydrolysis of ATP takes place while it is bound (as a 
magnesium complex) to the inner surface of such membrane-bound proteins. No 
definitive structure for these binding sites is available at present. However, there is some 
evidence consistent with the conjecture that these binding sites may involve hydrogen 
bonding of the phosphate groups to NH groups at the terminus of an a-helix22,23. In 
summary, X-ray diffraction studies have shown that phosphate moieties bind strongly to 
enzymes with a ß a ß  secondary structure23. The binding usually involves the formation of 
a single (or possibly two) hydrogen bond between a phosphate oxygen and an NH group 
at the terminus of the a-helical segment. This is not surprising since the dipole moment of 
an a-helix is equivalent to a charge of approximately +1/2 at the NH terminus22.
Given the predominance of a-helices in the secondary structure of membrane- 
bound proteins and the known affinity of the helix NH terminus as a binding site for 
poly-phosphate moieties, it is reasonable to adopt, as a working hypothesis, the 
view that the binding o f ATP to membrane-bound proteins involves in part the 
hydrogen bonding o f a phosphate oxygen to an NH group at the terminus o f an 
a-helix. Comparative binding studies suggest that a ß or y phosphate group is 
involved24.
This a-helix could form with others a membrane-spanning bundle enclosing an 
ion channel. At some point in this channel, particular residues form the active ion gates 
and binding sites20,21. It seems evident that the site of ATP hydrolysis and the ion binding 
and gate sites are not adjacent. By some means, energy must be transferred from the site 
of hydrolysis to the ion binding or ion gate sites.
The y  phosphate group is cleaved during the hydrolysis of ATP. In solution, 
under physiological conditions, the free energy release of this hydrolysis is about 9 kcal 
mol'1. However the reverse reaction taking place on mitochondria has been estimated15 to 
have a AG of 17 - 17.5 kcal m o l'1. In other units, the equilibrium free energy released at 
the protein by the hydrolysis is probably in the range 3150 - 6100 c m 1. Exactly how 
much energy is released as usable work in the kinetic process of bond cleavage is not 
known with great certainty. However it is quite reasonable to expect that somewhere in
excess of 3000 cm 1 of vibrational energy is released. If the phosphate group adjacent to 
the bond cleavage is hydrogen bonded to an NH group then this might provide a pathway 
by which energy is transferred to the protein. The NH stretching modes of the protein, 
around 3300 cm '1, and the NH in-plane-bending modes around 1550-1650 cm '1, are also 
very well placed in frequency to accept energy of this magnitude.
In the light of these arguments, we adopt a further w ork ing  hypothesis: that 
the hydrolysis o f ATP at a membrane-bound protein leads initially to the excitation 
ofNH stretching and bending modes localised at the NH terminus o f an a-helix.
In the following sections we explore the consequences of vibrationally exciting 
the protein in this way, using initially a very simple model of the protein dynamics.
3.3 The simple model
We have seen in Table 3.1 that trans secondary amides, polypeptides and 
proteins - that is compounds containing a trans peptide group - are likely to contain Fermi 
resonance coupling between the NH stretch and the Amide-I and perhaps the Amide-II 
modes. Before looking further into prospects for energy transfer we must first understand 
the character of the relevant amide group modes2,25 of the peptide moiety.
The Amide-I mode, Fig 3.1a, is characterised largely by C =0 stretching (=80% 
in potential energy distributions) and to a lesser extent NH in-plane wagging (=10%) and 
CN stretching (=10%). In some descriptions of the Amide-I mode the NH wagging 
component is considered too small to include in potential energy distributions. However 
the relatively light mass of the hydrogen means the wagging amplitude is still significant.
The Amide-II mode, Fig 3.1b, involves NH in-plane wagging (=60%), CN 
stretching (=40%) and some smaller contributions from NC stretching and CO in-plane 
wagging. The Amide-M mode, Fig. 3.1c, again contains mainly NH wagging motions 
(=30%) and CN stretching (=30%) with the CC and NC stretch and CO wagging 
becoming further involved. The frequency of the Amide-III mode in the condensed state 
is around 1300 cm '1! Upon deuteration, the ND wagging disappears from the Amide-I 
and Amide-II modes ( leaving essentially CO stretch and CN stretch modes, respectively) 
and becomes confined to the Amide-En modes which drops greatly in frequency to below
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+See the note in the addendum.
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Figure 3.1 Group modes of the amide/peptide moiety. 
Displacements doubled for clarity.
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1000 c m '1. The NH stretching mode, which is sometimes called the Amide-A mode, 
contains, not surprisingly, wholly NH stretching motions.
Hydrogen bonding occurs between NH and CO groups on adjacent amide groups 
in the condensed state; for example in crystalline N-methylacetamide (NMA) a hydrogen 
bonded network is set up along the c axis of the crystal26 with the individual molecules 
hydrogen bonding in a head to tail fashion. Alternatively, in the a-helix, three linear 
hydrogen bonding networks or spines are also set up as hydrogen bonding occurs 
between peptide groups on adjacent turns. The three hydrogen bonded spines are 
illustrated in Fig 3.2.
This hydrogen bonding directly couples modes involving the NH and CO 
stretching via both harmonic and anharmonic terms in the potential energy. As we shall 
see directly, anharmonic coupling is the most significant. A strong feature of the 
vibrational spectroscopy of amides2,3,25 is the large frequency shift of a number of modes 
from their values in the gas phase to their value in condensed phases where hydrogen 
bonding occurs. For example, the NH stretching modes shift from about 3500 cm '1 in the 
gas phase to a broad band peaking around 3280-3310 cm '1 in peptides and condensed 
secondary amides. The Amide-I mode in N-methylacetamide shifts from near 1730 cm '1 
(gas phase) to 1650-1670 cm '1 (condensed phases). This appears to be due partly to a 
weakening of the C =0 diagonal force constant on hydrogen bonding. Thus we might 
expect non-negligible terms in the potential energy involving the C = 0 bond length 
squared times either the 0 ---H  or NH bond lengths. Given the near linear configuration 
of the NH and CO bonds at equilibrium, and the mass ratios, either O  • • H contraction or 
NH stretching could lead to a further weakening of the effective C = 0 force constant. 
Thus we would expect significant cubic coupling terms in the potential energy, which are 
linear in the NH stretching coordinate and quadratic in the lower frequency Amide-I and 
Amide-II modes on the adjacent amide group.
The particular interest in peptide groups, therefore, comes from the combination 
of three features:
1 . The very good likelihood of the 2:1 Fermi resonance occurring between the NH 
stretch and the Amide-I mode.
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alpha carbon
peptide carbon
( 3  nitrogen
 ^ hydrogen bonds
Figure 3.2. Hydrogen bonded spines of an a-helix.
Only the backbone atoms are shown and hydrogen 
bonds, N-H---0=C, are drawn as N---C.
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2 . The involvement of the CO stretch in the Amide-I mode, which, owing to the head to 
tail arrangement of hydrogen bonding in secondary amides and proteins, is directly 
bonded to the next NH stretch.
3 . The reasonable possibility of suitable cubic coupling terms existing across the 
hydrogen bond.
This means that the following scenario becomes possible: upon excitation of the 
NH stretch, energy will be transferred into the Amide-I mode (possibly in conjunction 
with the Amide-II mode) by the intramolecular (stretch-wag) Fermi resonance and 
therefore into the CO stretch. This bond is not only hydrogen bonded to the NH on the 
next peptide group, but by virtue of the success of the intramolecular energy transfer is 
already in 2:1 frequency correspondence with the next NH stretch. If there exists some 
suitable anharmonic coupling between the CO (Amide-I) and the NH stretch across the 
hydrogen bond, then energy will be transferred by an intermolecular Fermi resonance into 
the next molecule where it can continue further by another intramolecular transfer and so 
on. A concerted flow of energy by nonlinear resonances becomes possible either along a 
hydrogen bonded chain of secondary amides or along the hydrogen bonded spine of an 
a-helix.
The simple model is an idealised representation of a chain of secondary amides 
which have the stable trans configuration and which are hydrogen bonded in head-to-tail 
fashion. To simplify the vibrational dynamics, each trans secondary amide group in a 
hydrogen bonded chain is allowed just two relevant internal vibrational modes. One is a 
high frequency mode representing the NH stretch. The second is a mode whose harmonic 
frequency is exactly half that of the high frequency mode and represents both the Amide-I 
and Amide-II modes.
3.4 The Model Hamiltonian
The simplest Hamiltonian which allows the two Fermi-resonance processes to 
occur can be written for a chain of N molecules as
where (qn,p„) and (Q^PJ are the dynamical variables, m and M are the masses, and co 
and col2 are the frequencies for the high and low frequency harmonic modes on each 
molecule, respectively; Xx and X2 are coupling constants, expected to be positive for the 
mechanisms outlined above.
We now proceed to make some further simplifying assumptions based on the 
supposition that Xx and X2 are sufficiently small that energy transfer between the harmonic 
modes is slow on the timescale of the period In/co. Firstly, we define the usual 
annihilation operators,
and their conjugate creation operators an* and An\  The Hamiltonian of Eq. 3.2 is then 
written as
N
H = J j pl/(2m) + ±mCoYn + P?/(2M) + ±M(co/2)2Q2n- X lPn2qn- X 2Q2nqn_x (3.2)
(3.3)
(3.4)
(3.5)
where,
a = McoXx(32mco) (3.6)
<x1 = (Mcoy'Xp.mcoY,!tit (3.7)
When oq = a 2 = 0, the eigenstates of H are just products of the individual 
eigenstates of the harmonic oscillators on each molecule and the eigenenergies are sums
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of the uncoupled oscillator energies. Eigenenergies of H which are correct to first order in 
the small parameters, oq and a 2, can be evaluated by perturbation theory. However, not 
all the terms in H proportional to oq or a 2 make a contribution to the eigenenergies in first 
order. If we retain only those terms in H which contribute to eigenenergies in first or 
zeroth order, we have
The model Hamiltonian has in this way been reduced to one which describes a 
chain of sites containing two oscillators in 2:1 frequency ratio, where one quantum of a 
high frequency mode can be created or destroyed only as two quanta of the low frequency 
mode are destroyed or created; these processes taking place at different rates within and 
between sites.
While the Hamiltonian of Eq. 3.8 is at best a crude approximation to any 
molecular system, it is still sufficiently complex to limit the computational application of 
quantum dynamics. It is useful, therefore, to consider the corresponding classical system. 
The classical derivation of Eq. 3.8 is useful in regard to the interpretation of the reduction 
of Eq. 3.2 to Eq. 3.8.
If oq and a 2 are assumed to be small, then the energies of the classical oscillators 
will be slowly varying. It is sensible then to transform to action-angle variables ( j a,da)
(3.8)
<?. = (2y./m cö)i cos(0„); 
p„ = (2mft)y„)i sin(0„);
Q. = {4JJ  Mcofcos{<p.); 
P, = (McoJnf  s in (^ ) ; (3.9)
whence Eq. 3.2 becomes
^  = Z A 'u + -/ . ' f - 8 t i a , y j s i n 2( 0 jc o s ( 0 j  + O!2y i 1cos2(0 n)cos(0„_1) | r f (3.10) 
«=1 ^  L J
When oq -  a 2 = 0, the dynamics are trivial,
j n = a constant; /„ = a constant;
0 .=  0„(r = O) + or; 0„ = 0«(f = 0) + <or/2 (3.11)
When oq and a 2 are small, the dynamical variables diverge slowly from the values given 
in Eq. 3.11. A useful approximation to this slow divergence is provided by the 
stroboscopic method27. Imagine that we shine a stroboscopic light on the oscillators and 
observe the values of the dynamical variables only once every period T = 4 k / co of the low 
frequency mode. The angles (pn and 9n (modulo 2k ) and the actions j n and Jn will appear 
to change smoothly. For example, the small change in Jn over one period (T = 4n/co) is 
just
=  JoT16/.cos(^„)sin(l?>n)[a,y.i c o s (e ,) -a 2;i,cos(0„_1)]ft"4rfr (3.12)
The stroboscopic approximation involves evaluating integrals like that in 
Eq. 3.12 with the dynamical variables taking the unperturbed values of Eq. 3.11. 
Defining phase shifts © and O by
0 =  6 -cot;
<D = 0 - y f .  (3.13)
this approximation to Eq. 3.12 gives
U S T )  -  /.(0)] / T = 4/„[o, /*sin(2®. -  ©„) -  a2 ;l,sin(2<D„ -  ©A. 1)]s'^
dJn
dT
(3.14)
where we have defined a stroboscopic derivative. Repeating this process for j n, O n, and 
©n yields a set of stroboscopic equations of motion. A little algebra shows that these 
equations arise from the stroboscopic Hamiltonian Hs :
Hs = A  cos(2<Dn -  0„) -  a 2 cos(2<Dn -  ©„.,)
n=l
(3.15)
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This Hamiltonian describes the changes in the classical actions and conjugate phase shifts 
due to the cubic coupling terms in Eq. 3.2, under the assumption that we neglect all but 
the dominant resonant terms in Eq. 3.2. The relation to the quantum Hamiltonian of Eq. 
3.8 becomes more apparent if we define the classical equivalents of the annihilation 
operators
and their conjugate variables -ihbn* and -itiB *. The Hamiltonian Hs then becomes
This Hamiltonian is the classical equivalent of Eq. 3.8, as the sum of purely harmonic 
terms in Eq. 3.8 is a constant. Thus the effect of retaining, in the Hamiltonian, only 
those terms which contribute to the eigenstates to first order in a x and a 2 is the same as 
retaining only those terms which cause the classical oscillator action variables to vary 
from their constant unperturbed values. These components of the Hamiltonian are just 
those resonant terms by which the oscillators drive each other in phase.
We note in passing that the classical equivalents to the number of quanta in each 
mode, vn and/zn, are related to the action variables by
The quantum average total number of quanta per molecule for state lxF> is defined by
In the next section, we consider some aspects of the quantum and classical
K = { jjr f< n -  p (‘©„);
s , = ( ^ , / ^ ) i ex p(j'0„); (3.16)
N
(3.17)
(3.18)
and for later convenience we define the total quanta per molecule as
<*.= v ,+ ju . /2 (3.19)
a„=<'F|a>,, + ^ | ' r > (3.20)
dynamics defined by these model Hamiltonians.
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3.5 Quantum and Classical Dynamics
3.5.1 Quantum dynamics
The quantum and classical Hamiltonians derived above allow some analytic 
solutions. First we consider the quantum eigenstates.
The ground state 10 > of the Hamiltonian, Eq. 3.8, is given by a product of 
ground states in each oscillator, lon> and IOn>, on each site:
| 0 > = n M 0 „ >  (3.21)
Assuming periodic boundary conditions, an obvious ansatz for the excited states 
corresponding to single excitation of the high, or double excitation of the low, frequency 
modes is given by I '¥ (k )>:
i'W  >= ^ 4 X exp(,<:,i)[c‘a»+ c *'4-'2)0  >
n=l
A little algebra gives
ct =  3-*;
C, = (2 /  3)*[a, -  a 2txp(ik)][E(k) -
and an energy relative to the ground state of
E(k) = fico ± |2 [ a 2 + a \  -  2 a 1a 2cos(/:)]}T (3.24)
These energy bands are illustrated in Figure 3.3. For the special case a x = a 2 = a,
(3.22)
(3.23)
E(k) -  hco ± 2-\/2a  sin (3.25)
Eq. 3.25 , as illustrated in Figure 3.3, is remarkably similar to the energy band for 
longitudinal acoustic modes. These most simple phonons have the well known energies28
E(k) = hcoB sin k
2 (3.26)
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E(k) = neg
®  ß = 0.8
E(k) = neg
E(k) = neg
Wavenumber
Figure 3.3. The energy of one-quantum states versus 
wavenumber^, [E(k) - hco]/av for E(k) given by Eq. 3.25 and 
ß = a2la v
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where coB is the frequency of acoustic waves at the Brillouin zone boundary, k = k . In a 
single molecule, Fermi resonance interaction of two modes leads to a splitting of the 
degeneracy and two distinct energy levels. From Eq. 3.24, we see that the anharmonic 
terms in our Hamiltonian result in a splitting of the degenerate energy bands, with a 
wavenumber dependent splitting. Assuming that a l and a 2 have the same sign, the 
energy splitting is least at k = 0, when the gap is given by AE :
In the limit = a 2, the gap vanishes entirely. Thus, when two nonlinear coupling 
mechanisms operate within and between molecules in the chain, the expected energy 
splitting between overtone and fundamental may not be observed.
The dispersion relation, Eq. 3.24, is also quite contrary to what might be 
expected for optical modes. Optical modes are usually dispersive due to 1:1 resonance 
between similar modes on neighbouring groups or molecules in a crystal. In a chain of 
molecules, such optical modes have a dispersion relation28 of the form
As we see in Eq. 3.26 and Fig. 3.3, the dispersion of energies, in the 
Hamiltonian with 2:1 resonance mechanisms, differs markedly from Eq. 3.28 and 
approaches the dispersion of acoustic modes in the limit a x = a 2. Acoustic modes are 
associated with energy propagation. Low frequency acoustic waves, sound waves, 
propagate in pulses or packets with a nonzero group velocity, v , given by
A E  = 2V2(oq -  a 2 ) (3.27)
E(k) oc cos(k) (3.28)
(3.29)
lattice sites per second. Whereas the group velocity for optical modes near the zone centre 
(k = 0) is zero.
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Thus, the competing Fermi resonance mechanisms produce two noteworthy 
effects: a diminution of the Fermi splitting expected from either mechanism and a marked 
increase in the group velocity of excitations near the zone centre. Both effects are most 
pronounced when a x -  a 2. From, Eq. 3.24 it is also clear that the same effects would 
occur at the zone boundary (k = 7 t )  instead of at the centre if a { = - a 2.
The excited states of the chain which involve two quanta of the high frequency 
mode may also be obtained. By analogy with Eq. 3.22 an obvious ansatz for such states 
is given by
1% > = X + y(n’m)flX 2+z('i>"iK 2'C]l° > (3.3°)
n=l m =l
Using Eq.3.30 in the Schrödinger Equation for the Hamiltonian of Eq. 3.8 gives the 
secular equations for energy E2 (relative to 2hco)
2E2x(n,m) = a\y(n,m ) + y(m,n)] -  a 2[y (n ,m -1) + y {m ,n -1)]
E ^n .m )  = a x[4x(n,m) + 2z(«,m)] -  a 2[4x(n,m +1) + 2z(n -1  ,m)]
+8<x,x(n,n)S„ -  &a2x
E2z(n,m) = a,[y(«,m) + y(m,n)\ -  cc2[y(n + l,m) + y(m + 1,«)] (3.31)
where 8n m is the Kronecker delta and we have used x(n,m)=x(m,n) and z(n,m)-z(m,n). 
Equations 3.31, including the inhomogeneous terms, are closely analogous to the 
equations describing lattice vibrations in the presence of defects29. While one might 
employ Green's function techniques to solve Eqs. 3.31 analytically, the algebra is so 
tedious that little insight is obtained. For this reason, Eqs. 3.31 has been solved 
numerically for the eigenenergies and associated eigenvectors.
These eigenvectors form a complete basis for all states which evolve according 
to Eq. 3.8 from an initial excitation of two high frequency quanta on one site. Similarly, 
the eigenstates of Eqs 3.22 and 3.23 form a complete basis for all states which evolve 
from the initial excitation of one high frequency quantum on a site. Figures 3.4 to 3.7 
present the time dependent redistribution of energy following the initial excitation of one
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Time
Figure 3.4. The quantum average total quanta per 
molecule [see Eq. 3.20] versus time in units of tday for an 
initial state with one high frequency quanta in molecule 
seven, for two values of ß = a ja v
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Figure 3.5. As for Figure 3.4, with ß= 0.8 and 0.5.
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Time
Figure 3.6. As for Figure 3.4, with two high frequency 
quanta initially in molecule 7.
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Figure 3.7. As for Figure 3.4, with two high frequency 
quanta initially in molecule seven and ß-  0.8 and 0.5.
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or two quanta of the high frequency mode on the terminal site of a seven member chain. 
Of course, in any kinetic process whereby this terminal group could be excited, we would 
expect the initial state to be some linear combination of states involving one, two or even 
more quanta of the high frequency mode. For clarity, the simpler one and two quantum 
initial conditions are considered separately. The total quanta per molecule displayed in 
Figures 3.4 to 3.7 are the expectation values of the number operators combined as in Eq. 
3.20.
Figures 3.4 and 3.6 clearly show that when one or two quanta of the high 
frequency mode are excited at one end of a chain the vibrational energy is transferred 
along the chain as a pulse. When a x -  a 2, the pulse has a simple form with one 
maximum and a width that increases with time. However, despite this apparent 
spreading, the lattice behind the advancing pulse is left vibrationally cold: very little 
energy remains on the initially excited site. Figure 3.8 displays the passage of energy 
across site four. From the figure we see that the propagating pulse involves excitation of 
both high and low frequency modes. Indeed, the dynamics appears to involve the 
propagation of interacting pulses of energy in each mode. Figures 3.5 and 3.7 also show 
that as a x and a 2 become increasingly different in magnitude the simple propagation 
dynamics becomes more complex. The pulse is no longer monotonically decreasing from 
its peak, the energy on each site oscillates, the propagation velocity of the peak declines, 
and the lattice behind the advancing peak retains some portion of the energy.
3.5.2 Classical Propagation
In this section, a particular classical solution of the dynamical equations is 
derived in order to show that the analogy to acoustic phonons, apparent in the 
eigenenergies, has a classical correspondence which emphasises the coherent character of 
the energy transfer in this system.
The classical Hamiltonian was presented in two forms in Eqs 3.15 and 3.17. 
From the later, Hamilton's equations of motion for the complex variables bn and Bn are 
easily obtained as
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MOL 4; high 
freq. quanta
!___ MOL 4; low
freq. quanta
0.2 -
MOL 4; high 
freq. quanta
!___ MOL 4; low
freq. quanta
Time
Figure 3.8. The quantum average of the number of high 
and low frequency quanta in molecule four: (a) calculated 
under the conditions of Figure 3.4, and (b) under the 
conditions of Figure 3.6, with 0=1.
(3.32)
rLR
- i A  = 2(«A-aA-,)«:dt
db* *2 .2- i f i - £  = a 2Bn+l- ajB'
- r t^  = 2(aA'-,-«A>.
While it may not appear obvious at first glance, these equations are a 
generalisation of the equations of motion for the Toda lattice8: a one dimensional lattice of 
atoms with exponential nearest neighbour repulsive forces. From Eq. 3.32,
■*d  ifi—
dt
in dB.
vs ; ,
2 K  + a l)B l  -  + ß„2+1) (3.33)
'  B ■’)  =  [2 a >a ^ ‘ +  "  2S”) “  2(«> “  a )^2ß' ] 1 (3'34)
By inspection of Eq. 3.34 it is clear that if all B n are real at some instant, they will 
remain so. Assuming the B n to be real, Eq. 3.34 contains the derivative of ln (£ n).
Defining
X = 21n(B.) (3.35)
Eq. 3.34 becomes
dt2
-  2ey'j - 4  («J -  a 2)2ey' m 2 (3.36)
When a l = a 2, Eq. 3.36 is just Newton's equation for the bond lengths in a one 
dimensional lattice with nearest neighbour exponential forces. This Toda8 lattice is well 
known because, like virtually all atomic lattices, it supports nonlinear sound waves30, and 
because this is an integrable system for which explicit solutions of the dynamical 
equations are known. Of particular interest in the Toda lattice is the existence of localised 
compression pulses. If we look for such solutions in which y n is constant except in some 
local region, we define
Z n ^ - “ }7« (3.37)
One can then show that Eq. 3.36, with oq = a 2 = a ,  has the soliton pulse solution on the
infinite chain
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e z" - l  = sinh2(Är)sech2[ÄT(/t-rt0)±sinh(K')yr] (3.38)
where y = 2 a  exp( yJ2)/h, and K is a real parameter which determines the pulse 
amplitude and velocity. In terms of the action variables,
[ j j j )  / 7-.]1 = 1 + i  sinh2(^ T) sech [K (n -  n0) ± sinh(K) y t ] sech [AT(n -hl — n0) ± sinh{ K) yt] 
JH(t) / J m- 1 + sinh2(/Osech2[tf(/z -  rt0) ± sinh(AT)rr] (3.39)
Clearly, the classical equations allow localised pulses of energy to propagate along the 
chain; with both high and low frequency modes populated, one pulse leading the other. 
These pulses are illustrated in Figure 3.9 for the case = til2 and two values of
the total vibrational quanta: for K = 0.5932 and 0.9756, the total quanta on all molecules 
[see Eq. 3.19] are approximately one and two, respectively. Comparison of Figures 3.8 
and 3.9 shows that the quantum expectation values for the distribution of quanta in an 
advancing pulse and the classical soliton have some similarity, though clearly no 
equivalence. The stable classical soliton populates both high and low frequency modes to 
the same degree with a time delay between pulses in each mode. The quantum pulses are 
not invariant in form over time, however the form seen for molecule four is typical of the 
chain as a whole: the low frequency mode has a higher maximum population than the 
high frequency mode, about twice for the one quantum state falling significantly for the 
two quantum state. The propagation velocity, sinh(fCyy/K lattice sites per second, for the 
soliton appears to be 25-30% faster than that of the quantum pulses.
In the next section we consider classical simulations which are more directly 
comparable with the quantum expectation values displayed in Figures 3.4 to 3.7.
3.6 Classical Simulations
The classical simulation of the finite chain, studied in the previous section, 
presents some difficulties. The purpose of classical simulations is normally to provide a 
measure of the dynamics of a system which is too large or too complex to be studied
To
ta
l Q
ua
nt
a 
To
ta
l Q
ua
nt
a 
To
ta
l Q
ua
nt
a
0.6 -
Figure 3.9. The classical total number of quanta per molecule [see Eq. 
3.18] versus time in units of fi/av for seven molecules obeying the soliton 
solution of Eq. 3.39 with (a) K = 0.9756, (b) K = 0.5932, for which the total 
number of quanta in the chain is approximately two and one respectively; 
(c) displays the number of high and low frequency quanta in one molecule 
for K = 0.5932.
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quantitatively with quantum mechanics. In more complex models of hydrogen bonded 
amides or proteins, quantum mechanics cannot be employed. The purpose of this section 
is to investigate how accurately classical mechanics can simulate the type of dynamics 
seen in Figures 3.4 to 3.7, so that in more complex models classical mechanics can be 
employed with some idea of its limitations and validity.
There are two important features of Figures 3.4 to 3.7 which one would require a 
classical simulation to reproduce: the qualitative behaviour of the energy redistribution, 
and the time scale for this transfer process. Unfortunately, our studies have shown that 
classical mechanics cannot satisfy both requirements under the same initial conditions, 
due primarily to the inability of classical mechanics to simulate the vacuum state of a 
chain.
Classical mechanics does produce quite good timescales for the simple energy 
transfer from one mode to another via Fermi resonance. To see this, consider the simple 
Hamiltonian for two modes
H  = n<o{b*b + -i j  + + i j  + ^ (b * B 2 + bB*2) (3.40)
with a frequency mismatch Sco and cubic coupling terms proportional to y. It is a simple 
matter to calculate the time dependent average of the number operator for the high 
frequency mode for an initial state with one, two or three quanta in the high frequency 
mode and no quanta in the low frequency mode. The corresponding classical averages are 
obtained in standard fashion by averaging the number of quanta in the high frequency 
mode over a large number of trajectories for which initially J  = fi/2 (corresponding to the 
ground state), j  = (v + 1/2 )fi for v = 1,2 or 3 and the conjugate angle variables are 
randomly distributed between zero and 271. The results of such calculations are shown in 
Table 3.2. Both quantum and classical dynamics show an average transfer of energy out 
of the initially excited mode with monotonic decrease in v, reaching a minimum v min, at a 
time rmin. Clearly, the quantum and classical values of fmin and vmin are in better 
agreement for higher values of v (f=0). However, even at v(f=0) = 1, the error in the 
classical estimate of the energy transfer time scale is only of the order of 30%. As
Table 3.2 Comparison of average energy transfer for classical and quantum dynamics of 
the Hamiltonian Eq. 3.40.
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v ( r= 0 ) ft8co/y 'n u n ‘
classical quantum
V
classical
b
m in
quantum
%error
in
1 0 . 1.53 2.23 -0.05 0 . 31
0.5 1.53 2.08 -0.01 0.11 26
1.0 1.48 1.80 0 .09 0.33 18
1.5 1.40 1.52 0.25 0.53 8
2 .0 1.29 1.28 0.41 0 .66 1
2 0 . 1.34 1.57 0.18 0 .50 15
0.5 1.34 1.58 0 .22 0.53 15
1.0 1.34 1.63 0 .34 0 .64 18
1.5 1.34 1.63 0 .53 0 .86 18
2 .0 1.27 1.44 0 .77 1.13 12
3 0 . 1.24 1.41 0.41 0.85 12
aTime (in reduced units) at which v(t) first has a minimum. 
bThe value of v at the minimum.
expected, the energy transfer process is most efficient (a small value of vmin) when the 
frequency mismatch 8(0 is small in comparison with the magnitude of the cubic coupling.
Unfortunately, this type of classical simulation does not correctly reproduce 
features of the quantum dynamics for the system of a chain of several coupled oscillators. 
When classical oscillators are coupled, energy transfer can occur between them even 
when their energies are at the zero point energy. When many oscillators are coupled, very 
large fluctuations in the individual oscillators can occur, often with at least one quantum 
of energy appearing in a mode that should, quantum mechanically, be in the ground state. 
Not surprisingly then, coherent energy transfer of the type seen in Figures 3.4 to 3.7 
cannot occur in a classical chain with the usual correspondence of initial conditions.
To clarify this situation, Figure 3.10 displays the average over 50 trajectories of 
the time dependence of the total quanta [as defined in Eq.3.19] in each group or molecule 
of a seven member chain for which a x = a 2. Initial conditions are given by: v7 = p + 1, 
p 7 = p , vn = p n = p, for n = 1,...,6; the angle variables 6n and (f)n are random between 
zero and 2 k ; and three values of p have been used, p = 0, -0.45, and -0.49. While p = 0 
represents the usual classical correspondence for a ground state oscillator, Figure 3.10 
shows that for this initial condition, classical dynamics fails to simulate the quantum 
dynamics of Figure 3.4. Examination of individual trajectories shows the wild 
fluctuations referred to above. In order to force the set of coupled ground state oscillators 
to remain unexcited, their energy is reduced by setting p = -0.45 or p = -0.49 (p = -0.5 
represents no energy). Figure 3.10 shows that p = -0.49 in the initially unexcited 
oscillators results in a qualitative simulation of the quantum dynamics of Figure 3.4, 
although the time scale for energy transfer is slower by a factor of almost two. Similar 
comparisons for v7 = p + 2, suggests that p = -0.45 yields a more appropriate simulation 
of the quantum dynamics when the terminal high frequency mode is doubly excited.
Since the object of the classical simulations is to provide a convenient method of 
studying the dynamics in more complex systems, we choose to employ these 'cold' 
initial conditions which give the best qualitative simulation of the quantum dynamics, 
while keeping in mind that the time scale seen for energy transfer may high by a factor
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near two.
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Figure 3.10. The average, over 50 trajectories, of the classical 
evolution of the total quanta per molecule [see Eq. 3.19] versus 
time in units of h J a v  in a chain of seven molecules for a x = 
with all vm and \l  set initially to p exceptv? = p + 1, and (a) p = 0. 
(b)p = -0m45 (c)p=-0.49.
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Figures 3.11 and 3.12 display the same averages as Figure 3.10 (withp = -0.49 
and -0.45, respectively) for one and two quanta in the initially excited terminal high 
frequency mode, for different values of cc2/a r  Comparison with Figures 3.4 to 3.7, 
shows that the coherent energy transfer evident for a x = a 2, gradually breaks down as the 
rates of intra and inter molecule energy transfer differ, in good qualitative agreement with 
the quantum dynamics. When a x and a 2 are nearly equal, the initial excitation rapidly 
forms into a pulse. This pulse slowly spreads in width as it propagates down the chain.
It appears as if the initial excitation naturally forms the type of soliton pulse 
derived in Section 3.5. The close relation of the pulses seen in Figures 3.10 to 3.12 to the 
soliton is also indicated by observation of the conjugate angle variables, ©n and On. 
These oscillator phases are initially randomly distributed between 0 and 2k . The 
derivation of the soliton in Section 3.5 explicitly assumed that the Bn are real, whence by 
Eq. 3.32 the bn are imaginary: that is 0 n - 2 0 n = tu/2. Figure 3.13 displays the average 
of sin (x):
sin(^) = sin(@n -  2 0 n) (3.41)
for the same initial conditions as Figure 3.11 with a x = a 2. Clearly, when the total quanta 
on a molecule is high, the oscillator phases obey the same relation as applies to the 
soliton, even though the phases are initially random. Apparently, the advancing energy 
pulse drives the oscillator phases towards the relation ©n - 2 0 n = jc/2, and a soliton-like 
pulse 'self forms' out of the initial localised excitation. It is interesting to compare this 
classical phase relation with the corresponding quantum phase relation. We have 
evaluated the average of the operators
C± = a‘X ± a nA? (3.42)
for the corresponding initial conditions of Figure 3.4, with a 2 = a l. The operator 
vanishes on average for all n at all times, while the average of is also displayed in 
Figure 3.13. The classical variables corresponding to and depend on cos(£n) and
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Figure 3.11. As for Figure 3.10, with p=-0.49, 
v? = p + 1, showing the time evolution for three 
values of ß= a ^ a y
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Time
Figure 3.12. As for Figure 3.10 with p = -0.45 
v7 = p + 2, showing the time evolution for three 
values of ß= ct^aY
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sin(£n), respectively. So from Figure 3.13 and the fact that £+ vanishes, one can see that 
as the energy pulse propagates, the quantum state behaves as if sin(^n) = 1 on excited 
molecules. This provides another indication that classical dynamics, under the initial 
conditions employed here, is a useful method of simulating the quantum dynamics.
3.7 Discussion
We have seen that the simple model of an anharmonically coupled chain of amide 
groups or molecules displays coherent propagation of an energy pulse when the 
magnitudes of intra- and inter-molecule coupling coefficients are roughly equal. This has 
been demonstrated using quantum dynamics and, under appropriate initial conditions, 
using classical mechanics.
In the reduced units (Tz/oq) employed here, the energy pulse resulting from one or 
two quanta initially localised at one end of a chain is transferred between adjoining 
molecules or groups in approximately one time unit (or two time units in the classical 
simulations). A crude estimate of this time unit can be obtained. The wag coordinate for 
the NH bond is usually defined by
where CMe represents the methyl carbon in N-methylacetamide. If Pa is the conjugate 
momentum, the classical kinetic energy contains, amongst others, the wag kinetic energy
w h e r e i s  the reduced mass of NH (~ 1 amu) and r is the NH bond length (~ 1 Ä). 
Expanding r about its equilibrium value, req, gives
Q. = (ZCNH -  ZCMcNH) / V2 (3.44)
(3.45)
(3.46)
Comparing Eqs 3.46 and 3.2, we can identify q with the displacement of the NH bond, 
Sr. Moreover, the Amide-I and Amide-II modes constitute a dominant proportion of the
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Figure 3.13. (a) The quantum average [see Eq. 3.42] versus 
reduced time for each of the seven molecules, under the conditions 
of Figure 3.4, with = ay (b) The classical average, over 50
trajectories, of sin(%) [Eq. 3.41] versus time, for each of the seven 
molecules, under the conditions of Figures 3.11 with a2 = ay
wagging motion, so we can identify Pa as being proportional to the momentum P of Eq. 
3.2. If the proportion were one, the factor MXx in Eq. 3.6 is given by
MXx = \ /req (3.47)
Takings = 1 amu and co -  3300 cm1, Eq. 3.6 gives
h /  a x~ O.lps (3.48)
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Eq. 3.48 gives a good estimate of the lower limit of the time scale. Normally, the 
wagging motion is only one component of the lower frequency mode. Supposing that the 
CO stretch and NH bend contribute to two normal modes such that
Pco —  ^Pq ^  Pq' 
^  = - ' H - e 2Pa + ePa.
req
then the factor MXx of Eq. 3.6 is given by
(3.49)
MX, = 2fico(l -  e 2) / {r.,[e2n  + 2^co(l -  £2)]} (3.50)
A little arithmetic shows that ti/ax rises to 0.2 ps only when e is as large as 0.96, while 
ti/ax diverges as e —» 1. While only a crude estimate, this calculation shows that the time 
scale for energy transfer between modes in Fermi resonance via this mechanism is likely 
to be sub picosecond.
This timescale is in clear contrast to that of the earlier Davydov model9 for 
coherent vibrational energy transfer in an a-helix. This mechanism gives rise to coherent 
soli ton motion on a time scale at least one order of magnitude longer than that estimated 
above.
Of the two Fermi resonance mechanisms invoked in the model, the kinematic 
coupling mechanism is now familiar. The kinematic mechanism has been observed, 
though not explicitly understood, in lower energy simulations of amide dimers31. The 
intermolecular coupling will be considered more fully in the following chapters where 
estimates of its possible size, albeit very approximate, are considered.
There is a band at about 3100 cm'1, the so called Amide-B band, in the
89
vibrational spectra of secondary amides and polypeptides which has been associated with 
Fermi resonance. In cis secondary amides32 this band has been identified with a Fermi 
resonance between the NH stretch and the combination of CO stretching and NH bending 
modes at approximately 1650 and 1450 cm '1 respectively, while in trans peptides32,33 it 
has generally thought to be the result of a Fermi resonance between the NH stretch and 
the overtone of the Amide-II mode ( 2x1550 cm '1). (Cis secondary amides do not exhibit 
an Amide-II mode). A more recent study34 has broadened this resonance to include the 
overtone of theAmide-I mode and the third overtone of the NH out-of-plane bend 780 
cm'1). While there is evidence for Fermi resonance type interactions: the intensity of the 
Amide-B band is too great to be just the overtone of the Amide-II, it is certainly not clear 
that such a simple Fermi resonance interpretation is appropriate. We have seen that if an 
extended Fermi resonance regime exists, the expected Fermi splittings may be diminished 
and therefore a theoretical analysis in terms of a single resonance or a single molecule 
may not be accurate. However, the Amide-B band does offer some experimental evidence 
of Fermi resonance occurring between the NH stretching and NH bending motions in 
peptide groups. It should noted that the overtone of the Amide-I mode corresponds to the 
middle of the broad NH band so there is little chance of resolving it and determining any 
Fermi shift.
The model described in this section is clearly too simple to be quantitatively 
applicable to the vibrational dynamics of proteins or amides in condensed phases. The 
assumptions that only two types of mode are relevant and that these modes are in exact 
2:1 frequency ratio severely restrict the extent to which quantitative inferences about 
dynamics can be sustained. These major simplifications are also removed in the 
subsequent chapters.
However, the simple model is useful in a number of respects. It exposes the 
unexpected relation between Fermi resonance processes and nonlinear acoustic 
phenomena, leading to coherent propagation not usually associated with optical modes. It 
also shows that competing Fermi resonance processes can give rise to unexpected values 
for the energy shifts of the high frequency fundamental and low frequency overtone 
states. The comparison of classical and quantum dynamics establishes the conditions
under which classical simulations can give a qualitatively reasonable description of the 
quantum dynamics of these nonlinearly coupled chains: while under these conditions the 
classical simulations display a time scale for energy transfer that is slow by a factor near 
two. Finally, both classical and quantum simulations show that propagating pulses of 
vibrational energy, related to soliton solutions of the dynamical equations, 'self form' 
from a localised excitation and propagate in a stable fashion.
Chapter 4. Simulation Of Energy Transfer In 
N-methylacetamide
4.1 Introduction
N-methylacetamide (NMA), Fig. 4.1, has generally been chosen as the model 
compound in the investigation of the vibrational spectroscopy of polypeptides and 
proteins as it is the simplest molecule that can be said to contain the trans peptide group. 
Workers such as Krimm1 have repeatedly shown the usefulness of infrared spectroscopy 
in determining the secondary structure of polypeptides and proteins and there is much 
merit in the idea that transferable force fields for such molecules can be developed from a 
thorough understanding of such smaller fragments as NMA.
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Figure 4.1. N-Methylacetamide
While NMA's vibrational properties have been the subject of considerable work2' 
22, only in recent times have they been accessible to quality theoretical methods. In 1958 
Miyazawa et a l 3 produced the first (empirical) force field which allowed them to attempt 
some crude normal mode calculations, but high level molecular orbital force field 
calculations have only been available since 1984.19 22 Table 4.1 compares the geometry of 
the standard peptide group23 with the experimental structures of gas24 and crystalline25 
NMA and some ab initio optimised geometries21,26. As is seen from this table, the 
geometries are all quite similar and it is perhaps not too surprising that this molecule
TABLE 4.1 Peptide group geometries*.
Coordinate Standard
peptideb
E Diffraction 
(gas)c
X Ray 
(solid)*1
ab initioe
(Sugaw ara e t  al .)
ab initiof
(B a läzs e t  al.)
rfCMe) 1.522 1.520 1.536 1.506 1.519
jfCN) 1.335 1.386 1.290 1.352 1.358
ffNMe) 1.449 1.469 1.465 1.452 1.464
AfCO) 1.229 1.225 1.236 1.224 1.222
rfNH) 0.96 1.002 1.012® 0.991 0.992
0(MeCN) 116.6 114.1 116.5 115.6 114.8
<9(NCO) 122.9 121.8 123 122.6 121.9
0(MeCO) 120.4 124.1 120.5 121.8 123.3
#(MeNC) 121.9 119.7 120.5 122.7 120.2
0(CNH) 119.8 110 122.0® 119.0 120.4
0(MeNH) 118.4 130.3 117.5® 118.3 119.4
riNO) 2.79±0.12 2.825
KOH) 1.813®
0(NHO) 180.0®
0(HOC) 144.0®
*A11 but the standard peptide geometry are assumed planar. Bondlengths in Ä, Angles in degrees. 
Reference 23 except r(NO) which is from reference 27. Values compiled from averages of X-ray data 
except for r(NH) which is from neutron data.
Reference 24.
Reference 25.
Reference 21.
Reference 26.
Parameters added by us to complete the condensed geometry - see text for explanation.
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provides the easiest access to the general vibrational properties of the peptide group.
One important feature to note with this table is that the peptide group is planar (or 
very close to it); that is, the nitrogen is sp2 hybridised instead of sp3. This is due to the 
familiar resonance interaction of the K electrons in the CO bond with the lone pair on the 
nitrogen. Consequently, the CN bond has approximately 40% double bond character as 
can be seen from its length of 1.32 Ä compared to the 1.47 Ä for the NMe bond. Also, 
the carbonyl bond is slightly longer than one in a similar sized molecule, such as acetone. 
Further, the X-ray diffraction study of NMA25 shows that it forms linear hydrogen 
bonded chains and hence can also serve well as a model of the hydrogen bonding 
framework in a-helices and other proteins.
4.2 The model molecule
Two major simplifying assumptions are used in the model simulations of NMA. 
First, as in other studies19, the methyl groups are replaced by point masses. It is known 
from the spectroscopy of similar amides14 - where the methyl groups are replaced with 
larger aliphatic groups - that the methyl groups take little part in the vibrational modes 
which are of primary interest: Amide-A, I, and II.
As NMA forms stacks of planar chains in the solid state25, it is desirable to run 
the simulations in two dimensions. We would expect that the out of plane motions are 
perturbed by inter-chain forces for which little potential energy data is available. Of 
course, at the harmonic level, the in plane and out of plane motions are separable. Hence, 
we consider only the planar motions of the amide chain.
These two assumptions allow the reduction in the number of degrees of freedom 
for a chain of N  hydrogen bonded amides from 36 A - 6 (12 particles per amide group in 
three dimensions) to 12A - 3 (6 particles per amide group with methyl point masses in 
two dimensions). That is, from 30 to 9 for a single amide group or from 246 to 81 for a 
chain of seven members - without a doubt a significant reduction in computation.
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4.3 Potential Energy Surface
In describing the development of the potential energy surface, some general 
features and the intended scheme will be discussed first and then the manner in which it 
was actually completed will be dealt with.
By virtue of their size, the only potential energy surfaces generally available for 
polypeptides and proteins are semi-empirical in origin1,28. These surfaces rely on the 
assumption that the forces between atoms within a large molecule are basically the same 
as those in smaller molecules whose behaviour is experimentally and theoretically better 
known. Consequently the surfaces are built up from these smaller fragments. There are 
two basic approaches to constructing the potential and a combination of both is used.
The first and simplest is the 'consistent force field' developed by Lifson and 
co-workers29 which in many ways is similar to a Urey-Bradley force field - the term 
'consistent' refers to the use of conformational data as well as vibrational frequencies in 
its determination. The potential is divided into a small number of functions each dealing 
with a particular type of interaction. The form of such potential functions is something 
like:
V = ' L \ k A t2+ I  5 X [ l - c o s  (n<j>+8)\
bonds "  bond angles ^  torsion angles
(4.1)
+ X u (< w ) + Z  TT + Z fHB(r’ö>
non bonded partial L f r  hydrogen
pairs charges bonds
The potential parameters Kt and K9 are obtained from vibrational frequencies. The sums 
over bond length deviations and angle bends may also implicitly include cross terms 
(Ar.Ar. or A9tA0;.) or, in more sophisticated potentials, cross terms between bond lengths 
and angles may also be included. The torsion coordinates are included to account for 
hindered rotations about bonds, shown here as a very simple periodic potential with a 
barrier height 2Kt, periodicity n, and phase 8. The barrier heights are deduced from 
isomerisation rates in simple molecules like ethane, while the periodicity and phase are 
obtained from the symmetry.
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The non-bonded interactions are often described by Lennard-Jones (12-6) 
functions. The parameters a , £ are usually calculated so as to reproduce known crystal 
data. Other functional forms have been used to model non-bonded interactions, many of 
which replace only the repulsive part of the Lennard-Jones potential with a more realistic 
and hence more complicated functional form.
Although only a few proteins carry a net charge, it is well known that some sort 
of separation of charge commonly occurs. The size of these partial charges are usually 
calculated using semi-empirical molecular orbital methods such as CNDO (Complete 
Neglect of Differential Overlap) or calculated along with the non bonded interactions, by 
fitting to crystal data. The dielectric constant D, can be used to attenuate the interactions.
The hydrogen bond is not only one of the most important structural forces within 
the model but it is also one of the hardest to quantify, both theoretically and 
experimentally. There is no one functional form commonly used. If the partial charges 
and the non-bonded interactions are calculated together there is no need to have a specific 
function for the hydrogen bond.
The second method with which to construct a potential energy surface is just that 
followed for small molecules: construction of a simplified general valence force field30. 
This approach provides a more convenient form for us to manipulate, although the 
relationship between particular force constants and their effects is not always apparent. 
Simply, a Taylor series is used to expand the complete potential in terms of the internal 
displacement coordinates (see Table 4.2):
As usual, we set V0 to zero for convenience and if the internal coordinates, S;1 are chosen 
correctly, and the molecule is at equilibrium, the F !s vanish leaving a harmonic force 
field. For large molecules it is fairly obvious that the harmonic force constant matrix will 
be huge - for a chain of N NMA molecules there are 6N  particles and a total of (3*(6A)- 
6)(3*(6A)-5)/2 (7260 for a chain of 7) possible different force constants. To determine
+ ... (4.2)
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TABLE 4.2 Internal Coordinates of NMA 
(a) Intramolecular coordinates*:
= Ar(CMe) CMe stretch
S2 = Ar(CN) CN stretch
S3 = AKNMe) NMe stretch
S4 = Ar(CO) CO stretch
S5 = Ar(NH) NH stretch
5„ = [2A0(MeCN) - A0(MeCO) - A0(NCO)]/V6 MeCN deformation
5, = [A0(MeCO) - A0(NCO)]/V2 CO in-plane bend
58 = [2A0(CNMe) - A0(CNH) - A0(MeNH)]/V6 CNMe deformation
59 = [A0(CNH) - A0(MeNH)]/V2 NH in-plane bend
*From Reference 19.
(b) Intermolecular coordinates:
S10 = A*OH) OH stretch
5U = A0(NHO)b NHO bend
S n  = A0(HOC) HOC bend
bNHO angle deviation is positive for hydrogen motion towards the N(Me). See fig 4.2.
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these constants each isotopic derivative provides 3*(6N)-6 (120) vibrational frequencies. 
However, it is clear that coordinates will only be coupled to those that are close to them 
and the symmetry of the chain can reduce the number of unique force constants. To 
accomplish this we make a division of the matrix into two parts: an intramolecular part 
dealing with the coordinates involved within a NMA molecule in the chain and an 
intermolecular part binding the molecules into the chain. For a chain of N molecules the 
potential becomes
V iV-l
+ + (4.3)
«=1 »=1
where
=l i l X A A . +M 1 - (4-4)
L  ;= i j=\
and is the coordinate S; on the nh molecule. The Morse oscillator replaces the diagonal 
force constant for the NH stretch.
The intermolecular part is seen here divided into two parts: the first couples the 
intermolecular coordinates to themselves and to the first molecule while the second 
couples the intermolecular coordinates to the second molecule and couples the 
intramolecular coordinates of both molecules.
+1
1=10^2 y=io (4.5)
12 9
+ £  I  W w + Awf1"  e ' aa,S'" J
i=l y=l
Again a Morse oscillator has been included replacing the OH diagonal force constant.
The anharmonic coupling is simply cubic coupling across the hydrogen bond 
between the NH stretch and CO stretch on the next molecule.
K mA =  CA /W C 0^5,/A .«+1 (4.6)
cn h c o  as we^ as NH and OH Morse oscillator parameters were investigated as
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variables during the simulations.
Using the above form, the number of force constants needed to determine the 
complete potential energy surface is reduced to 141. This allows us to construct a chain of 
any length with the size of the potential energy calculation varying only linearly with the 
number of peptide groups in the chain.
Implicit in this discussion of the force field is the fact that no non-nearest 
neighbouring group terms were included. Only a single isolated hydrogen bonded chain 
was modelled.
4.3.1 Construction of the Surface
The complete potential surface was constructed in four steps:
1 V. was derived from available harmonic ab initio surfaces for NMA. This 
was then scaled to reproduce the gas phase vibrational frequencies of NMA and 
N-deuterated NMA (NMAd).
2 Vinler was adapted from a semi-empirical potential and Morse oscillators introduced to 
replace the NH and OH stretch force constants.
3 Vintra and Knurwere combined and the resultant potential scaled so as to reproduce the 
vibrational frequencies of condensed NMA and NMAd.
4 V ^  terms were added.
Several obvious points regarding the scaling of the potential energy surface arise 
which should be stressed here. Firstly, from the assumptions of planarity, and point 
masses for methyl groups, the surface cannot produce all the frequencies found in 
experiment. As discussed above, we have some confidence that the modes which are 
most relevant to the dynamics should not be greatly affected by our assumptions, but 
other modes will. To model such modes will, of course, involve some error. Also any 
perturbations brought on by neighbouring chains of molecules, and long range effects, 
cannot be accounted for; this will be a particular problem for the final scaling of the force 
field using the condensed frequencies. This means that to minimise these difficulties we 
must rely on correct assignments of the experimental frequencies to provide good 
estimates for some of the frequencies corresponding to our model.
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4.3.2 Intramolecular (monomer) potential
As we began our investigations with some simple trajectories on a single 
molecule of NMA as a quick test of the feasibility of our hypothesis, we started with the 
harmonic potential of Cheam and Krimm19. It is a very simple empirical force field, 
adapted from one of the authors previous papers on poly(glycine I)31. Although it does 
provide reasonable agreement with liquid state frequencies it was considered that the 
small number of off diagonal terms was a serious limitation; in particular, there are no off 
diagonal terms involving the NH stretch coordinate. This surface does however have 
some impact on later work as the symmetry coordinates of Cheam and Krimm have been 
used as the intramolecular coordinates throughout the work on NMA. There are more 
detailed force fields available from quantum chemistry calculations so these were 
investigated.
In general, it is difficult to obtain all the force constants for a molecule solely 
from experimental frequencies. As we have seen above, even with a variety of isotopic 
substitutions available, the number of frequencies available for the determination of the 
force constants is usually too small. The problem manifests itself most severely with the 
determination of the off diagonal or coupling terms of the force constant matrix. The 
frequencies are least sensitive to the off diagonal terms and even if only very few of these 
are included it is often possible to obtain a reasonable set of frequencies. Usually in an 
empirical surface off diagonal couplings are included only when there are obvious 
physical reasons (most simply this is physical proximity), but often neither the sign nor 
magnitude of the couplings are certain.
Ab initio molecular orbital calculations provide a partial solution to this problem. 
In particular, for NMA we know ab initio theory should provide a good representation 
of the electronic effects (k electron resonance) and thus should include any couplings that 
are not intuitively obvious. Unfortunately, ab initio theory is not quite at the level where 
highly accurate force calculations can be routinely carried out on molecules as large as 
NMA, so lower levels of theory with fairly well known systematic errors have to suffice. 
These errors, such as the overestimation of the diagonal stretching force constants, are
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held to be chiefly due to the neglect of electron correlation and basis set truncation. 
However, the starting point afforded to us by this theory is the best that is available and 
the potential can be scaled to give even better results.
There are two groups that have carried out quantum chemical calculations on 
simple amides. Both groups have looked at a series of amides culminating in NMA; 
calculating geometries and harmonic force fields. While the level of MO theory used was 
slightly different in each case, the optimised geometries, shown in Table 4.1, can be seen 
to be in good agreement with each other and the available experimental geometry.
The group of Sugawara and co-workers,20 21 produced two force fields for in­
plane NMA: both using 4-31G32 level calculations. The first force field20 scaled the 
diagonal force constants to fit the liquid state frequencies. Not surprisingly this procedure 
did not account for effects that would result from hydrogen bonding in the liquid. The 
greatest discrepancy between calculated and experimental frequencies occurs with the 
Amide-II mode of N-deuterated NMA which is 30 cm '1 in error. As we will see later, the 
Amide-II mode is the one most affected by our modelling of hydrogen bonding. The 
second study21, which by virtue of its later appearance must be seen to supersede the 
previous one, used a similar level of theory, this time including 4-31G* calculations of 
out of plane force constants. It is not scaled, leaving the theoretical values some 10-15% 
higher than the gas phase frequencies. Isotope shifts and intensities are apparently 
reproduced quite well. The theoretical geometry used for this calculation is given in Table 
4.1 and the frequencies in Table 4.3.
The second group consisting of Baläzs and co-workers,22,26 have followed a 
parallel path in their theoretical investigations of the simple amides. There are however, 
some minor differences, the main one being the use of the smaller 4 -21G basis set. 
(Results differ only insignificantly from 4-31G - the slight differences in the geometry 
can be seen in Table 4.1). Baläzs scaled his force constants, using Pulay's method33, to 
the frequencies shown in table 4.3. This is the primary reason for our choice of Baläzs' 
force field over that of Sugawara et al.. While the both sets of original force constants are 
probably very similar, Baläzs scaled his force field to the gas phase frequencies without
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Table 4.3 In-plane Gas phase Frequencies NMA (in cm'1).
Experimental* Assignmentb Sugawarac 
et al.
B a la z sd F itted  toc 
(weight)
F in a l
theory
3435wb, 3490bf Amide-A 3857 3483
2940m (N)Me deg. str. 3344 3025
2940m (Q M e deg. str. 3342 2983
2830w (C)Me sym. str. 3198 r  2914
2830w (N)M e sym. str. 3192 ^ 2835
1723s Amide-I 1872 1753 1720(4) 1716
1713s, 173 lsf }
1494s  ^ Amide-EI 1728 1534 1495(2) 1493
1500b, 1535shf 1
1430w (N)Me deg. def. 1666 1491
1430w (Q M e deg. def. 1629 1450
1410w (N)Me sym. def. 1611 1419
1374m (Q M e sym. def. 1572 1372
1263s -j Amide ID 1430 1287 1260 1268
1247b,1256bf i
1176w (N)Me ro. 1298 1170
1092w NC str. 1209 1096 1092 1085
(Q M e ro.
973w (Q M e ro. 1081 972 939
CC str. NC(H) str.
812w (N)M e ro. 0 s! str. 943 857
CC str.
628w CO def. CC str. 685 619 628 548
4318 CCN def. CO def. 471 406 431 435
279g CNC def. CCN def 313 248 279 270
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Table 4.3 continued. N-deuterated NMA frequencies.
Experimental* Assignment Sugawarac 
et al.
Balazsd Fitted toc 
(weight)
Final
theory
2575,2590' Amide-A 2554
1715" t Amide-I 1745 1700 1703
1710s,1726sf
J
1385" Amide-II 1392 1385 1388
920h Amide-in 998
aGas phase frequencies taken from Reference 21 except where noted below.
s, strong; m, medium; w, weak, b, broad; sh, shoulder. 
b Assignments also taken from Reference 21.
sym. str., symmetric stretching; sym. def., symmetric deformation; 
deg. str., degenerate stretching; deg. def., degenerate deformation; 
ro., rocking; str., stretching; def., deformation.
Reference 21.
Reference 22.
cFrequencies that were fitted to in our scaling procedure. Weightings included in brackets where greater 
than one.
Reference 14.
8 At matrix frequencies from Reference 9.
Reference 2.
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making the assumption of methyl point masses. It therefore represents the slightly better 
starting point for our scaling procedure.
Having chosen the force field of Baläzs, we transformed the potential into our 
chosen coordinates: for the in plane coordinates this transformation is linear.
The potential was then scaled to reproduce the gas phase frequencies within our 
methyl point mass approximation. Our scaling was based on the scheme of Pulay et a l33 
in his refinement of the benzene potential energy surface used in Chapter 2. Simply, each 
coordinate, i, was given its own scaling factor x. and the force constant matrix was scaled 
by the following equation.
(4.7)
Where F '7 is the scaled force constant matrix and F;j is the original matrix. To ensure that 
the force constants were kept within reasonable bounds, an extra constraint was needed to 
be placed upon them: that the scaling factors be bounded by the interval 0.85 < x t < 
1.15 . This was done by introducing another set of scaling factors y; related to the jc, by 
the following relation:
f
= 0.85 + 0.3
V l + e*
\
/
(4.8)
The eigenffequencies of the force constant matrix were then least squares fitted to the gas 
phase frequencies using a standard numerical minimisation routine. The frequencies 
throughout were simply calculated by diagonalising the numerical first derivatives of the 
forces with respect to the mass weighted Cartesian displacements (consequently the 
eigenvectors calculated are the Cartesian eigenvectors.) Upon inspection of the 
assignments shown in Table 4.3 it can be seen that there are three modes which appear to 
mix appreciable amounts of intra-methyl motions with the other vibrations at the 
frequencies: 1092, 973, and 812 cm '1. Our unsealed version of Baläzs potential has 
modes close to two of these namely 1086 and 964 cm' \  Only the higher frequency mode 
was considered as the intra-methyl motions are least important in this mode21'22. The
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mode at 619 cm '1 for Baläzs' potential unexpectedly dropped to » 550 cm '1 when point 
masses replaced the methyl groups. As this was contrary to the accepted assignments21,22 
we also included this mode in the scaling.
Since we are primarily concerned with the amide modes, and the Amide-I in 
particular, their importance was emphasised in two ways. Firstly, we included the N- 
deuterated Amide-I and Amide-II frequencies. It should be noted that the gas phase 
frequencies for Amide-I and Amide-II of Venkatachalapathi14 appearing in the left hand 
side of Table 4.3 only became available after the work was completed and are included 
because they are of significantly higher quality than the rest of the data. The frequencies 
that were used in the fitting of the Amide-I and Amide-II bands were compiled from the 
previous studies;2,7,217 with the N deuterated frequencies being obviously of a lower 
quality2. To overcome doubts over the accuracy of the N-deuterated frequencies, the 
undeuterated frequencies were weighted more. The weightings are shown in brackets 
following the corresponding frequencies in Table 4.3. The table also shows the final 
frequencies obtained by scaling the potential by the factors shown in Table 4.4. While the 
fit to the important frequencies is quite pleasing, the fact that some of the scaling factors 
were approaching their limits is cause for some comment. Firstly, we see in Table 4.3 
that the two modes which are fitted most poorly lie on either side of the 812 cm '1 mode 
which the force field does not reproduce. This implies that the minimisation is trying to 
distort the CC and CO deformations, and to a smaller extent the CN stretch, to account 
for the missing methyl motions. There seems to be little that can be done to correct for 
this short of replacing the methyl groups. Some of the weakening of the CN stretching 
coordinate might be due to a too large deuterated frequency shift that was placed on the 
Amide-I. Finally, it should be noted that as our scaling is performed on potential energy 
terms that have already been scaled by Baläzs22, the scaling factors are not always less 
than one as would be expected when scaling from raw ab initio force fields. The scaled 
force field is given in Table 4.5.
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Table 4.4 Final scaling factors, x; for our monomer potential
* 1 0.8500
* 2 0.8500
* 3 1.0492
* 4 0.9534
* 6 0.9265
* 7 0.8500
* 8 1.1498
* 9 1.0011
Table 4.5 Scaled in-plane force constants for monomer NMA\
sx
v(CMe)
s 2
v(CN)
s3
v(NMe) v(CO)
Ss
v(NH) 5(MeCN)
S7
5(CO)
s 8
5(CNMe)
S9
5(N£
3.673
0.250 5.636
-0.025 0.093 5.519
0.364 1.123 -0.056 11.020
0.006 0.002 -0.040 -0.023 b
-0.097 0.120 0.070 -0.445 -0.050 0.917
-0.259 -0.349 0.085 -0.101 -0.036 0.089 0.912
0.027 0.144 0.221 -0.027 -0.106 0.086 0.043 0.867
0.018 0.169 -0.190 0.044 0.031 -0.025 -0.050 -0.012 0.561
“Units: stretching, aJ/Ä2; bending aJ; bend stretch couplings aJ/Ä.
bSuitable Morse function for the NH stretch is D = 36 433 cm'1 and a=  2.2739 Ä'1 (obtained from NH 
stretch of 3490 cm'1 and ND of 2587 cm'1)
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4.3.3 Intermolecular potential functions
The first point which needs to be discussed in moving on to the intermolecular 
part of the potential is the geometry of the hydrogen bonding. As will be remembered 
from Table 4.1, the X-ray structure determination of NMA does not reveal the position 
of the hydrogen bonded hydrogen, or indeed any other hydrogen. While there is some 
evidence to suggest the hydrogen bond is not linear, it is close to linear and we have 
assumed that it is. We have also set the NH bond length at 1.012 Ä ; a value that is 1% 
larger than its value in the monomer to give it a similar extension on hydrogen bonding to 
that observed in ab initio calculations34,35. However, this extension results in a NH 
length slightly longer than that found in the average protein. The NO distance of 2.825 Ä 
implies a hydrogen bond length of 1.813 Ä. After assuming the linear hydrogen bond, 
there is enough information from the X-ray structure25 to build a chain of arbitrary length 
as, along the c axis, the dimer is the unit cell of crystalline NMA. A chain of length three 
is shown in Fig. 4.2 .
O
(f§)
H o
Figure 4.2 Hydrogen bonded NMA in the geometry of Table 4.1.
In view of its success in providing the intramolecular potential surface MO theory 
was the first choice for the intermolecular functions. The ideal system to perform the ab 
initio calculations on would be the NMA dimer35. Unfortunately, this system was
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beyond the capabilities of the available computers because of its large number of heavy 
atoms (at least at a reasonable sized basis set). The only suitable system was the 
formamide extended dimer. Initially the force field calculations used a 3-21G basis set 
with the optimised 3-21G geometry - the extended dimer is not the lowest energy 
formamide dimer geometry: as expected the cyclic dimer lies lower in energy. Extensive 
and ultimately fruitless efforts were then made to scale the resultant surface to the fit the 
solid state frequencies. Calculations on the formamide dimer were repeated with the 
much higher 6-3 IG* (H*) basis set (that is 6-31G* with extra polarisation functions on 
the hydrogen bond hydrogen). Unfortunately, at this higher level of theory the extended 
dimer geometry is incorrect: the hydrogen bond length increases from 1.91 A for 3-21G 
to 2.08 A. As the geometry becomes worse for larger basis set size - the NO distance 
increases from 2.92 A to 3.06 A for the larger basis set, compared to 2.825 A from the 
X-ray structure of NMA - it is clear that ab initio MO theory, at Hartree Fock level, 
cannot be used to obtain the intermolecular force constants.
Our search for literature intermolecular potential functions identified the recent 
paper in which Jorgensen and Swenson36 developed functions for simulations of liquid 
NMA. In their work they have taken a slightly different approach than that usually 
employed in consistent force fields in that they do not base their potential functions on 
crystal data. Instead their potential is founded upon previous potential surfaces of amide- 
water complexes, amide dimers and hydrocarbons. This starting point was then optimised 
by the running of numerous fluid simulations until parameters were found that could 
reproduce densities and heats of vaporisation to within 2%. (In the same paper, the same 
approach also produced structural results for liquid formamide and DMF that were in 
excellent agreement with diffraction data).
The intermolecular functions of Jorgensen and Swenson are written in terms of 
intemuclear interactions sites with the energy given by Coulomb and Lennard Jones 
interactions between the sites - that is non-bonded and partial charge interactions as 
described above:
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where e »= (e ,^ )2 and Gi} =  (oror,-)'
A potential in this form was unfortunately of limited use as it is impossible to 
refine it using the simple scaling procedure. To overcome this, a harmonic approximation 
to the Jorgensen potential was used. This approximation should be justified as it will be 
used only where the deviations from equilibrium are small, at least on the scale of the 
original potential functions.
Two molecules were set up in the antiparallel dimer (II) configuration of 
Jorgensen and Swenson. While this geometry is not identical to our adapted X-ray 
structure is should be sufficiently close to expect that the force constants be transferable. 
Jorgensen and Swenson had rigid molecules in their calculations using the standard 
peptide geometry23 which we replaced with flexible molecules with our internal geometry. 
Thus the intramolecular energy could be calculated using the scaled monomer potential 
and the intermolecular energy calculated with Eq. 4.9. Numerical second derivatives of 
the resultant total energy, with respect to all our valence coordinates were evaluated 
giving a complete potential energy surface. This process allowed for the possibility of the 
intermolecular functions affecting the intramolecular force constants. It is not hard to see 
how the hydrogen bonding could the affect the NH or CO stretch force constants. One 
point that should be noted is that the first derivatives were also calculated and the 
derivative of the NH stretch coordinate was the only one not close to zero. This is most 
probably due to the intermolecular energy functions being optimised without allowing the 
intramolecular degrees of freedom to relax. These first derivatives were not used in the 
construction of our force field. The cubic anharmonicity coefficient for the OH stretch 
was also calculated.
The frequencies of this new force field are shown in Table 4.6 These 
frequencies were calculated by using periodic boundary conditions upon the dimer to 
model the infinite chain (that is, the solid state) - for each vibrational mode in the
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Table 4.6 In-plane condensed frequencies of NMA (in cm '1).
Expt*. Assignment0 Initial0 Fitted to 
(weight)
Final
(pbc)c
3281 A m ide-A 3132 3280 3283
3249d 3396"
3243d 3390“
2994 (N )M e  d eg . str.
2994 (C )M e  d eg . str.
2935 (C )M e  sy m . str.
2935 (N )M e  sy m . str.
1655* A m ide-I 1728 1660 1679
1720 1655'(2) 1665
1565* Am ide-II 1539 1565 1552
1536 1565f(2) 1552
1471 (N )M e deg. def.
1458 (C )M e deg . def.
1414 (N )M e  sym . def.
1374 (C )M e sym . def.
1315 A m id e HI 1289 1317 1344
1283 1312(2) 1338
1161 (N )M e  ro.
1114 N C  str. (C )M e ro. 1086 1088
1084 1086
991 (C )M e ro. N C (H ) str 946 982
C C  str. 939 959
883 (N )M e  ro. C N  str. C C  str.
628 C O  d ef. C C  str. 552 556
549 553
439 C C N  d ef. C O  def. 440 442 445
437 440 439
289 C N C  d ef. C C N  d ef. 278 306
272 278
126g 104 149
1048 OH? 84 96
87g 65 80
62g 46 56
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Table 4.6 continued. In-plane condensed frequencies of N-deuterated NMA (in cm'1).
Expt*. Assignment15 Initial0 Fitted to 
(weight)
Final
(pbc)°
Amide-A 2336 2380 2436
2392 2495
2387 2490
1634 Amide-I 1707 1640 1625
1704 163(/ 1619
1485 Amide-II 1399 1490 1458
1395 148(/ 1453
965 Amide-m 1013h 972 1026h
10091“ 961 1025“
aSolid state frequencies taken from reference 22 except where noted below. 
bAssignments taken from references 22 and 5. 
sym. str., symmetric stretching; sym. def., symmetric deformation; 
deg. str., degenerate stretching; deg. def., degenerate deformation; 
ro., rocking; str., stretching; def., deformation.
'Theoretical frequencies obtained from dimer under periodic boundary conditions. 
dHarmonic frequencies of NH Morse oscillators.
'Reference 16.
Scaling weighted by using differences in these modes to fourth power instead of second and the 
multiplicative factor in the brackets.
«Reference 12c (F&T,1977).
hTheoretical Amide-III is also mixed in with the NC stretch at =1100 cm 1.
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monomer the dimer will give two: one completely in-phase and the other completely 
out-of-phase. It is expected that the in-phase mode will be infrared active. The difference 
in the frequencies of the two modes gives some indication of the dispersion in the bands.
The main effects of the intermolecular potential on the frequencies can be seen 
clearly. Firstly, the Amide-II and Amide-in modes increase in frequency, as is expected 
from NH bending modes upon hydrogen bonding. The Amide-II frequency rises about 
45 cm '1 compared with 65 cm '1 from experiment, and the Amide-III about 20 cm '1 
compared to 50 cm '1. The NH stretching frequency also drops significantly by 170 cm '1 
compared to the experimental shift of around 210 cm '1. While all of these frequency shifts 
are smaller than experimental values it is satisfying to see the intramolecular potential 
functions mimic the frequency shifts upon hydrogen bonding. The force field was then 
submitted to another round of refinement; with the frequencies being fitted to those 
chosen for condensed NMA.
4.3.4 The spectroscopy of condensed NMA.
Before discussing the scaling of the complete force field, the spectroscopy of 
condensed NMA will be briefly described. Vibrational spectroscopy of the crystal was 
first investigated in detail by Bradbury and Elliott5, and then shortly afterwards by 
Schneider et at3 who also studied the liquid spectra. It was from these two groups that
I
the general assignment scheme is obtained. Sugawara et al20 also reported some of the 
liquid state frequencies of NMA and many of its isotopic derivatives in conjunction with 
one of their quantum chemical studies. The major problem that arises for us from the 
numerous studies is that there seems to be no one consistent set of frequencies or even 
assignments in the case of the lower frequency modes. To some extent, this is 
unavoidable: in a system as large as condensed NMA there will always be some 
uncertainty in the location of band centres of the broader bands especially in the regions 
of the spectrum that are congested. But here it is often difficult to decide between the 
differing frequencies presented by different groups for obviously the same band.
Much of the effort in recent times has concentrated in looking at the spectra in
<
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greater detail9' 12’, such as fine structure and temperature dependence of certain bands, or 
for structural features like evidence of cis-trans isomerism and non-planarity. In general, 
studies have tended to raise more questions than they answered. In fact, in order to 
explain these complications a variety of theoretical 'fixes' have been used; such as proton 
tunnelling with non-planar peptide group, numerous Fermi resonances, and other forms 
of strong coupling.
The work of Häseler et a /.16 deserves particular attention as it suggests a 
significant error in all the previous crystal spectra. They examined the effect of water on 
the spectra and suggest that this is the cause of the peculiarities. Since the hygroscopic 
nature of NMA has been acknowledged by all the previous workers, it is perhaps 
surprising that it has remained a problem. Briefly, for lower than 1:1200 H^NM A (by 
volume), Häseler et al found that frequency shifts appear in the infrared spectrum; most 
obviously the for Amide-I and Amide-II modes. At room temperature, for example, at 
1:200 (F^ChNMA) the familiar sharp bands at 1655 cm'1 and 1565 cm'1 are reproduced 
but at 1:1200 they only see a broad band at about 1566 cm'1 with several shoulders. At 
close to liquid helium temperatures (<10 K), the waterless sample has two lines at 1631 
cm'1 and 1534 cm '1. The Amide-I line appearing to come from a 1633 cm'1 band and the 
Amide-II from a 1591, 1575 doublet in the wetter sample. Other less striking changes 
occur in the other amide group modes.
This work therefore poses some interesting questions regarding the interpretation 
of the spectra but Häseler et al do not develop their explanation far in their note and there 
has since been no comment by other experimentalists on this work. We have approached 
the resolution of these questions in an unashamedly pragmatic fashion. We know that the 
systems we are interested in neither occur at liquid helium temperatures nor with the total 
absence of water. So we will simply model our chains to reproduce the 'normally' 
observed vibrational spectrum. That is, we will have vibrational modes in our model that 
have frequencies close to those of proteins in their natural environment even though this 
may lead to the some error in the character (eigenvector) of the vibration arising from our 
inability to include all the factors determining the frequencies.
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Table 4.6 shows some of the experimental frequencies and their assignments 
obtained by Schneider et al.22 As Schneider et al. give a number of Raman and infrared 
bands for the liquid and the crystal - and the crystal frequencies at a variety of 
temperatures - the frequencies displayed in the table are chosen to be representative and 
not a definitive selection for a particular set of conditions. (Remember, the force field 
does not have the capacity to mimic the frequency shifts that occur under the above 
changes of condition). The Amide-I and Amide-II frequencies are taken from the more 
recent work of Häseler et al16 and the very low frequencies are obtained from Fillaux and 
Tomkinson12.
4.3.5 Refinement of the complete potential energy surface
A scaling procedure, similar to that used for the intramolecular surface was 
attempted under many different sets of conditions of which the final version is shown 
here. The coordinates to be scaled have been reduced to those shown in Table 4.7. The 
introduction of the Morse oscillators and the details of the scaling of the NH Morse 
oscillator will be discussed later. It can also be seen from Table 4.6 that the list of 
frequencies involved in the refinement of the force field was also reduced; almost to a 
minimum. The basic justification for these simplifications is that the other modes are the 
ones that are less affected by the hydrogen bonding and hence should already be close to 
their correct position before the addition of the intermolecular terms. This has allowed a 
reduction in the number of coordinates to only those involved in the high frequency amide 
modes and consequently a reduction in the number of dimensions over which the function 
is minimised.
The simplifications also had the advantage of the removing a potential error in the 
scaling procedure. If there are two modes that are close in frequency, it was possible that 
the algorithm, in its attempt to minimise the least-square function, could change the order 
of the two modes and then ay to fit the wrong frequency to an eigenvector. This problem 
arises because only the ordering of the frequencies was used to identify the character of 
the modes. An example of this occurred in an early scaling run when the NMe stretch
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Table 4.7 Scaling factors for full chain potential surface.
Coordinate Scaling
factor
Lower
bound
Upper
bound
* 2 1.2000 0.8 1.2
0.8746 0.85 1.15
* 5 1.0606
a
* 9 1.0127 0.75 1.25
* 1 0 1.1230
a
X 11 1.3500 0.65 1.35
X 12 1.3500 0.65 1.35
aNo bounds were placed on scaling the NH or OH Stretch coordinates.
mode at -1100 cm '1 was raised to above the Amide-III (which had been lowered). The 
minimisation routine then attempted to fit the NMe stretch band to the experimental 
Amide-III frequency by increasing the NMe force constant excessively. It should be 
noted that while there is useful information in the eigenvectors to warn about such 
occurrences, (as well as to generally help refine the force field), it is far too complicated 
to use for a system this large. The only information that is obtained from the eigenvectors 
is that the zero wavevector (in-phase) mode was always the lowest of the pair.
During the scaling, the in-phase frequencies of the Amide-I and Amide-II were 
weighted much more heavily than the out of phase frequency by including the quartic of 
the frequency difference instead of the usual square. In addition, the undeuterated Amide- 
I and Amide-II modes were weighted more than their corresponding deuterated modes; 
again the weighting is included with the appropriate frequency in Table 4.6. The 
differences between the in-phase and out of phase frequencies were estimated by
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attempting to combine the uncertainty in the band position with an estimate for the 
dispersion, gained from the various sets of experimental spectra.
The refinement of the whole potential energy surface proved to be a most 
difficult and time consuming process. Many of the inaccuracies associated with the 
monomer surface are reproduced here to a slightly greater extent. The Amide-I and 
Amide-EII frequencies are again too high while the Amide-II frequency is too low. For the 
deuterated species these trends are reversed leading to deuterated frequency shifts that are 
overestimated. The one exception to this is the Amide-in mode in NMAd which remains 
higher than experiment as it becomes mixed with the NC stretch mode whose frequency 
is about 1100 cm '1. Looking to the scaling factors, it can be seen that the major effects of 
scaling are a drop in the CO force constant and an increase in the CN stretching force 
constant and the force constants associated with the intermolecular angles. The drop in 
the CO force constant is consistent with a lower Amide-I frequency and the increase in 
the CN force constant is consistent with the significant decrease in the CN bond length 
upon hydrogen bonding. These two effects can be thought of as an increase of electron 
delocalisation with hydrogen bonding. The changes in the intermolecular force constants 
are more difficult to justify as the scaling process was fairly insensitive to them. 
However, they are scaled in the same direction as the OH stretch. The only other point 
worth noting is the relatively small change to the NH wagging force constants despite the 
presence of a hydrogen bond.
4.3.6 Anharmonic potential terms
To improve the description of the XH motions the NH and OH stretches were 
replaced by Morse oscillators. However, there was not sufficient experimental 
information available for a completely satisfactory determination of the Morse 
parameters. Ideally, in the case of a free stretch, the required pieces of data would be the 
fundamental frequency and either the first overtone or the deuterated frequency. But these 
frequencies are perturbed, not least by the hydrogen bonding, so there is no guarantee 
that they will give an appropriate oscillator. For example, it is not possible to calculate the
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Morse parameters for the NH stretch with the solid state frequencies of NH of 3280 cm '1 
and ND 2380 cm '1. These frequencies give an imaginary a!
To calculate the Morse parameters for the NH stretch, the only information that 
was used was the experimental frequency (representing the 0-> 1 gap, v ^ ) .  Thus it was 
not possible to uniquely determine both parameters. It was most convenient at this stage 
to consider the Morse oscillator in terms of its harmonic frequency, we , which was 
supplied by the normal mode calculation and the anharmonic correction, wex e . The v 0^  
is given by
v0_! = w, -  2wtxe (4.10)
The harmonic frequency and the anharmonic correction can be related to the conventional 
Morse parameters by
and
(  %D a  -----
i
V
yncß)
(4.11)
tiaw.x, = --------
where a ,  D, we, and wex t are in cm '1, fj. is the reduced mass, and c is the speed of lig h t. 
With the assumption that the NH still acts as a free oscillator, knowledge of the 
anharmonic correction provides v ^ .  An initial estimate of the anharmonic correction 
was obtained from the unsealed harmonic, c2, and cubic, Cj, force constants for 
formamide calculated by Bock et al?1 using the following equations which were derived 
from truncating a Taylor series of the Morse function at third order:
D =
a
(4.12)
The value of 80 cm '1 obtained for the anharmonic correction is quite reasonable 
compared to 57 c m '1 for benzene (and 90 cm '1 calculated from gas phase NMA and 
NMA-d frequencies*).
‘When the more reliable gas phase ND stretch frequency of reference 14 was located (well after 
the surface was completed), it, with the NH frequency, gave a Morse oscillator with this anharmonic
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To ensure that the NH Morse oscillator could be included in the general 
refinement procedure, a scaling factor for the NH stretch coordinate was applied to the 
harmonic part of the Morse oscillator. The cubic force constant was kept constant as there 
was not enough information to scale the Morse oscillator fully. Only one parameter could 
be adjusted and the harmonic constant was the most sensible. The theoretical frequency 
used for the NH stretch band was the approximate O-* 1 gap calculated using the average 
of the dimer harmonic frequencies and the dissociation energy, D , by combining 
equations 4.11 and 4.12.
It should be stressed that while this 0-> 1 gap is only approximate, it represents the 
closest approach to the correct NH Morse frequency that was available. Because of this 
uncertainty and the importance of the NH Morse oscillator, the oscillator specifications 
were included as a important part of the parameter space to be searched during the 
simulations.
The situation with the OH Morse function is more complex as it cannot be 
thought of as a free oscillator. For example, it was not possible to identify an obvious OH 
mode in the eigenvectors. We have taken the OH harmonic and cubic force constants of 
0.27609 aJ/A2 and -1.75086 aJ/A3, respectively, from the derivatives of the Jorgensen 
and Swenson36 and our monomer potentials. If we consider OH stretch as being wholly 
responsible for the stretching of the two monomer units, application of Eqs. 4.11 and 
4.12 gives a harmonic frequency of 80 c m 1 and an anharmonic correction of about 1 
cm '1. This is consistent with a band at about 100 cm '1 which has been assigned to the OH 
frequency8. The harmonic constant of the Morse oscillator was scaled to give a harmonic 
frequency of 100 cm '1. Again this is the best that could be done with the information 
available. This scaling was performed independently of the other coordinates but the 
scaling factor of 1.123 was also applied to OH off diagonal terms.
A problem arose from the introduction of the Morse functions during our initial
correction. The Morse parameter for this oscillator has been added to the monomer surface and is given 
with monomer surface in Table 4.5.
(4.13)
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trajectories. It was found that a considerable number of trajectories which were started 
with energy in a hydrogen bonded NH stretch would show chain dissociation at this 
molecule with the potential energy becoming increasingly large and negative. It was 
realised that while the Morse function may have been more realistic at large separations, 
the off diagonal terms were still harmonic and hence would vary linearly at large 
separations. To overcome this, an attenuation was placed on the NH and OH stretch 
coordinate in the calculation of the off-diagonal terms only. The bond length r was 
replaced by r'\
This scales the coordinate so that off diagonal terms have the same curvature as the 
Morse function.
The anharmonic cubic coupling term cNHC0 will be discussed Section 4.6.
4.3.7 Summary
The obvious difficulty encountered in the construction of the complete potential 
energy surface can be related to three major areas: the lack of quality ab initio data for the 
intermolecular terms, the lack of consensus over experimental frequencies, and the 
replacement of methyl groups by point masses. Without more data in the first two areas 
or increased computational capacity to allow the hydrogens on the methyl groups to be 
included, it is difficult to see how these problems could be overcome. Nevertheless, the 
surface does provide a reasonably reliable representation of the hydrogen bonded NMA.
As the simulations will not be conducted under periodic boundary conditions, 
the vibrational frequencies will be slightly different for the open-ended chain. Some of the 
amide frequencies for the seven member chain are given in Table 4.8 . It is interesting to 
note that the changes are not great. The frequencies corresponding to the modes that are 
localised on one molecule are marked. There is only one mode that is localised for the 
Amide-I. It appears on the molecule with the free NH stretch, not as expected, on the
-car
(4.14)
a
119
Table 4.8 Amide mode frequencies for a seven membered chain of NMA and N- 
deuterated NMA(-d) (in cm '1).
NMA NMA-d
NH str. Amide-I Amide-II Amide-in NH str. Amide-I Amide-II
3513* 1678 1552 1344 2576* 1624 1457
3396 1677 1552 1343 2495 1624 1457
3395 1674 1552 1342 2494 1622 1456
3394 1671 1552 1341 2493 1622 1455
3393 1668 1552 1340 2492 1620 1454
3391 1666 1552 1339 2491 1619 1453
3391 1659* 1538* 1333* 2490 1619 1452*
“Mode isolated on the molecule with free NH.
molecule with the free CO stretch. The other point to note is the very small dispersion 
associated with the Amide-II modes in NMA.
The full potential energy surface is reproduced in Table 4.9
4.4 Computational details
The basic simulation methods have been kept as close as possible to those of the 
earlier work on benzene but a number of changes were unavoidable.
4.4.1 Trajectory program
Major programming changes were needed as the simulations for the chain were 
run on the university's (then) new Fujitsu VP100 'supercomputer' (VP). While this 
computer can give 2-3 orders of magnitude speed increase over the Vax 11/750 used for 
the benzene work, it was necessary to make some significant changes in the basic 
algorithm to obtain this benefit
It is important to understand a small amount about the manner in which the VP
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Table 4.9 Scaled in-plane force constants for NMA chain*.
S i s 3 S 5 S7 S8 S9 $ io S u $12
v(CM e) v(CN) v(NMe) v(CO) v(NH) 5(MeCN) 8 (CO) 8(CNMe) 8(NH) v(O H ) 8(NHO) 8 (HOC)
5 ; 3 .6 7 6
*2 0 .2 7 4 6.791
s . -0 .025 0.101 5 .521
0 .3 4 0 1.154 -0 .052 9 .8 0 2
$ 5 0 .0 0 4 0 .023 -0 .039 -0 .178
b
-0 .102 0 .168 0 .0 7 0 -0 .416 -0 .018 0 .965
-0 .259 -0 .382 -0.085 -0 .094 -0.038 0.091 0 .917
0.031 0 .1 3 2 0 .218 -0 .026 -0.131 0 .0 5 2 0 .0 4 2 0 .8 9 0
S 9 0 .0 1 6 0 .232 -0.195 0 .0 4 4 0 .069 0 .035 -0 .049 -0 .054 0 .637
S  io -0 .003 0.021 0.001 0 .0 0 4 0 .392 0 .031 -0 .002 -0.025 0 .038 C
$ n 0 .013 -0.053 0 .004 -0 .002 -0.051 -0 .074 0.000 0 .055 -0 .092 -0.051 0.201
$12 0 .017 -0.015 -0.001 -0 .003 -0.031 -0 .030 0 .004 0 .028 -0 .054 -0 .028 0 .074 0 .089
on the nex t m olecu le
S , 0.000 0.000 0.000 0.000 -0.001 0.000 0.000 0.000 - 0.000 -0 .001 0.000 0.000
S 2 -0 .004 0 .003 -0.001 0.000 0 .007 0 .007 -0.001 -0 .006 0 .013 0 .003 -0.019 -0 .021
S , 0 .003 -0.001 0.000 0.000 -0 .006 -0 .004 0.001 0 .0 0 4 -0 .007 -0 .003 0.011 0 .013
S< -0 .006 0 .008 0 .0 0 2 -0 .004 0.001 0 .011 0.001 -0 .012 0 .019 0 .023 -0 .030 -0 .027
S 5 0.000 0.001 0.001 -0 .002 -0 .002 0.000 0.000 -0 .001 0.000 0 .003 0.000 -0 .002
S 6 0 .0 0 6 -0.005 0.000 0.001 -0 .010 -0.011 0.001 0 .0 1 0 -0 .019 -0 .009 0 .030 0 .0 3 0
S 7 0 .0 1 0 -0 .010 0.000 0.001 -0 .019 -0 .020 0.001 0 .019 -0 .033 -0 .017 0 .050 0 .049
S s -0 .007 0 .007 0.001 -0 .002 0 .0 1 0 0 .013 -0.001 -0 .013 0 .023 0 .013 -0.033 -0 .037
s 9 0.000 0.000 0.000 0.000 -0.001 0.000 0.001 0.000 0.000 0.001 -0.001 0.001
‘Units: stretching, aJ/A2; bending aJ; bend stretch coupling aJ/Äx
initial Morse function for the NH stretch is D = 43 884 cm'1 and a =  1.9806 A ' 1 .
cMorse function for the OH stretch is D = 2 203 cm'1 and a =  1.8823 A ’ 1 .
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works in order to fully understand the reasons behind the program changes. The VP is a 
vector pipeline machine38 and this allows it to achieve a measure of parallel operation. It is 
perhaps easiest to explain by analogy the differences between this type of machine and the 
more familiar scalar machines and true parallel machines.
For example, take a series of operations to be processed by the computer such as 
part of the numerical integration algorithm shown in Eq. 2.16. In a scalar computer each 
of the substeps are dealt with consecutively and can be thought of as being steps on an 
escalator. The complete trip on the escalator from bottom to top represents the calculation 
of the complete expression for one coordinate and because the expression has to be 
calculated for each coordinate the whole process is started again at the bottom once the 
previous coordinate has dropped off the top. However, the equation is obviously a vector 
equation; we know that the same steps have to be carried out on each coordinate. With a 
vector pipeline machine the restriction of one coordinate upon the escalator at a time is 
removed and allows the next coordinate to start as soon as a step is free. Thus, it is easily 
seen that the productivity of such a processor will be much greater than the scalar. 
Importantly, there will be a lag before the 'terminal' processing speed is reached while the 
escalator (or to reintroduce its proper name, the pipeline) is filled up. As there is a 
significant overhead to set up the pipeline the vector length for the VP usually needs to be 
greater than three for the vector process to be faster than the equivalent scalar process and 
the vector half length - the vector length needed to obtain 50% of the machine's maximum 
speed- is of the order of a hundred! To finish off the analogy, a parallel machine would 
be represented by an elevator - all the coordinates would be 'crowded in together* and 
processed simultaneously.
As always, there are some complications involved in obtaining the full benefit of 
a vector machine. Not all applications are suited to vectorisation and many others need 
significant revision of the algorithm to gain the full benefits. It is fortunate that molecular 
dynamics simulations are particularly suited to vector machines.
In vectorising the program, the first and most important step to be taken was to 
ensure that the most time consuming sections of the calculation could be expressed in
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terms of vector equations or in programming terms carried out within a loop*. 
Furthermore, the length of the vectors needs to be large. Regrettably, the intrinsic vector 
lengths provided by simulating a single chain of seven NMA molecules were not large 
enough to give a significant vector speed-up so, the vector lengths were boosted by 
simulating simultaneously a number of trajectories; essentially in parallel. To illustrate this 
point more fully consider again Eq. 2.16. The vector of Cartesian displacements, xn+1, 
for a single chain has 84 elements, whereas by simulating 40 chains, say, in parallel 
with coordinates of one chain following immediately after the previous one, the vector 
length increases to 3360. If the masses and the forces are similarly arranged, Eq. 2.16 
can be safely evaluated as if it was one large molecule.
Unfortunately, this parallelism cannot increase all the vector lengths by the 
factor of 40. In many situations, the number of parallel trajectories must appear as another 
variable over which an expression is looped. Where there are multiple loops, it is 
important to have the largest loop on the inside as it is usually the only loop that can be 
vectorised. Most commonly, where the number of parallel trajectories was included 
explicitly as a loop, it was the largest (that is, provided the longest vector) and hence the 
overall efficiency was improved by parallelism here as well.
In the analogy, it was assumed that all the elements of the vector were subject to 
the same operations. This is frequently not the case and the different elements of a vector 
may need a variety of treatments. While the VP allows branching statements within a 
vectorised loop, not all vector computers do; they impose a speed penalty. Thus, it was 
also a major objective to avoid such structures, or indeed any other complications, within 
a vectorised loop: It is often faster to calculate unnecessary elements and discard them 
than to calculate only the required elements. An example of this that we have used is 
involved in the calculation of the potential energy. There is a loop that calculates the 
monomer energy for each molecule in all the parallel chains. It also calculates the potential
* However, not all loops can be successfully vectorised; some are recursive. This is where an 
element being calculated depends on an element that is being calculated simultaneously. Often simple 
reordering of the code is all that is necessary to avoid this problem but some standard algorithms are 
irretrievably recursive.
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energy of the coupling of a particular molecule with the next one in the vector. This 
includes the calculation of the energy of interaction with the seventh molecule in a chain 
and the first molecule of the next chain. These spurious energies are discarded when 
summing the total potential energy for each chain.
By implementing the parallel trajectories, it was found that the increase in speed 
from vectorisation was about a factor of ten for 40 chains in parallel. This results in a 
speed increase of about a factor of 500 over the Vax 11/750. While the maximum number 
of trajectories that could be run in parallel in the 8MB memory limit queue was about 120, 
the increase in speed compared to 40 in parallel was small. A typical production run of 40 
trajectories in parallel for 30 000 time steps (300 time units) would take about 16 minutes 
of CPU time or 0.8 sec/1000 time steps/parallel trajectory.
4.4.2 Initial conditions
The chains, usually of seven members, were set up using our supplemented 
x-ray geometry of Table 4.1. and energy was placed, as in the benzene work, in the 
Cartesian eigenvectors and, where appropriate, in the NH Morse oscillators. Reduced 
zero-point energy (v = -0.499) was used in the non-excited modes because when the 
'full' zero point energy was placed in all the modes the energy fluctuations were so large 
that variations as large as one quanta were commonly found. Furthermore, when we 
attempted to place an initial excitation in a NH oscillator the actual energy imparted to the 
oscillator could be found to vary by 100%. As was seen in the simple model, and to a 
limited extent in the benzene simulations, reduced zero point energy retains the crucial 
features of the dynamics and is found to give the closest correspondence to quantum 
dynamics in all but the timescale.
There were two appropriate ways of setting up the initial excitation in the chain: 
either starting the excitation on an NH oscillator or in an Amide-I mode. With our 
proposed mechanism both excitations should propagate equally well.
Energy was allocated to the NH oscillator in the same manner as that used for the 
CH oscillators in benzene. A constant value of 4200 cm '1 was placed in the NH stretch. 
Although this is less than the total energy for one quantum of stretch energy above the
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ground state, it was approximately equal to the energy imparted by initial excitation of the 
Amide-I mode. The last hydrogen bonded oscillator was the only oscillator excited - that 
is, the NH stretch which is hydrogen bonded to the molecule with the free NH oscillator. 
By exciting a hydrogen bonded NH stretch, we more closely model the situation in a 
condensed phase or in an aqueous phase. Energy was inhibited from passing into the end 
molecule by removing the cubic coupling across this hydrogen bond, so for this initial 
condition the transfer in a chain of six molecules was actually modelled.
Energy was placed in the Amide-I mode by populating the only localised Amide-I 
normal mode (on the molecule with the free NH stretch) with two quanta. To ensure the 
energy could only travel in one direction the free NH was deliberately detuned. This 
initial excitation allows transfer through six and one half molecules.
4.4.3 Integration
The leap-frog algorithm was again used (see Section 2.4), this time with a time 
step of 0.01 time units (where a time unit is defined as the period of a NH stretch of 
3492 cm'1 or * 9.6 fs). As before Angstroms were the unit of distance and amu the mass 
unit, giving the energy unit to be 5.49485 aJ or about 9160 cm '1. The masses used were 
C, 12.000; O, 15.999; N, 14.003; H, 1.008; and Me, 15.024. The accuracy of the 
leap-frog algorithm was again monitored by energy conservation and occasionally 
checked, more thoroughly, by back integration. Double precision arithmetic was always 
used.
The linearity of the hydrogen bond did present some small problems with the 
definition of the internal coordinates. The NHO angle is numerically not a good choice of 
coordinate as the analytical derivative has a -§• indeterminacy at its equilibrium position. 
While the derivative is finite, a way to analytically remove the singularity could not be 
found. To avoid a 'divide by zero’ error during the trajectory, the derivative was set to 
zero when the angle was within 10 8 of n radians - a suitably unlikely event to cause too 
large an error.
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4.5 Results
In order to elucidate the dynamics, three sets of time dependent quantities are 
reported. These are the energies of the individual molecules, NH Morse oscillators and 
the amide modes. The molecular energies are determined from the monomer energy plus 
half the intermolecular contributions involving that molecule and those to which it is 
hydrogen bonded. Energy transfer will be most easily seen by considering these 
molecular energies so we will be concentrating on them. The NH stretch energies are the 
next most useful set of data as they give some indication of the location of energy within 
a molecule. The least sensitive of the three is the amide mode energies which consist of 
the total Amide-I or II energies - as the amide modes are essentially delocalised - and will 
be presented only where important. These amide energies are calculated from the 
Cartesian eigenvectors and hence are also the least accurate of the quantities calculated, 
especially at longer times. All these quantities were averaged over the ensemble of parallel 
trajectories.
Another set of time dependent quantities was considered in an attempt to gain a 
more quantitative picture of the energy transfer. Approximate energy - energy correlation 
functions of the form <Ei(t)Eu l(t+z)>, where E{t) is the energy of molecule i, were 
calculated. These functions contain information relating to the transfer of energy from one 
molecule to the next, which is independent of when that transfer occurs in the trajectory. 
It is precisely this type of information that is 'washed out' by the averaging process in 
the molecular energy functions. Unfortunately, these correlation functions did not 
produce information sufficiently different to the energy averages: so they will not be 
presented. However, it is clear that for a more rigorous investigation into the timescales 
than we have attempted, correlation functions would be useful. Also, it should be noted 
that it is much more complicated to set up correlations functions when the trajectories are 
being run in parallel, and if many such functions are calculated the overall speed could be 
seriously degraded.
The investigation of the potential energy parameters was principally conducted 
over the hydrogen bonded NH stretch frequency and cNHCO cubic coupling constant with
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more limited investigation of the effect of the anharmonicity of the surface, NH and OH 
Morse anharmonicity and initial excitation energy. The parameters were searched to find 
the conditions most conducive to energy transfer and some estimate of the ranges over 
which energy propagation occurs. A more extensive survey of the parameters was not 
attempted.
The use of another cubic coupling term across the hydrogen bond cOHCO, was also 
briefly investigated.
In general, simulations were run for 300 time units for 40 trajectories in parallel 
for both types of initial excitation, although the excitation of the Amide-I mode will be 
more extensively reported . Some single trajectories at close to optimum conditions are 
also described.
4.5.1 Preliminary trajectories
The first results to be presented show preliminary trajectories performed, without 
any cubic coupling terms, to investigate the two types of initial excitation. In order to 
characterise the intramolecular energy transfer out of the excited NH stretch through the 
proposed Fermi resonance, the first parameter to be investigated was the frequency of the 
NH stretch. The harmonic frequency was varied from 3490 to 3190 cm '1 in steps of 50 
cm '1 by varying the harmonic force constant. The optimum energy transfer out of the 
initially excited NH stretch was found to be for a harmonic frequency of 3340 cm '1 (or an 
approximate of 3200) and efficient energy transfer occurs over a frequency range of 
± 50 c m '1 about the optimum frequency. This decay of energy out of the NH stretch with 
the optimum frequency is shown in Fig. 4.3a. The energy is placed in molecule number 
six; molecule seven is therefore the molecule with the free NH stretch and molecule one is 
at the other end of the chain with the free CO stretch. (In terms of Fig. 4.2 the molecule at 
the top right would be number seven. The energy would be placed in the NH stretch of 
the middle molecule and, normally energy would be transferred to the bottom left.) The 
energy in the NH stretch reaches a minimum of about 20% of the initial excitation at 35 
time units. The accompanying plot of the amide energies shows that the energy is 
transferred from the stretch into the both the Amide-I and Amide-II modes. This is
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Figure 4.3. (a) The average energy versus reduced time for Molecule 6, and its two 
neighbouring molecules and the energy in the NH oscillators in two of these molecules where 
NH 6 has one quanta, initially. Molecules and NH modes not shown have neglible energy. 
Bound NH harmonic frequency = 3340 cm-1 and anharmonic potential coupling cNHC0 = 0. 
(b) the total energy in Amide-1 and Amide-ll normal modes corresponding to (a). The time unit 
= 1 NH period and 1 energy unit = 9160 cm-1 = 5.5 aJ
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Figure 4.4. (a) The average energy versus reduced time for molecule 6 and two 
neighbouring molecules for two quanta initially in the localised Amide-I mode on molecule 7. 
Anharmonic potential coupling cNHC0 = 0. Molecules not shown have negligble energy.
(b) The average energy in NH 6 and 7 and total average energy in Amide I and II modes for 
conditions of (a). Free NH (7) frequency 3513 cm-1.
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consistent with the Fermi resonance between the NH stretch and NH wagging motions. 
As was the case for all the simulations with initial NH stretch excitation, the Amide-I and 
Amide-II modes initially increase together; indicating that combination bands are 
involved in the resonance between the stretch and wag and not simply the Amide-I mode 
as originally anticipated. The Amide-I modes dominate the Amide-II toward the bottom of 
the NH stretch decay because as the energy drops in the Morse oscillator its frequency 
rises towards its harmonic value, and the resonance with the Amide-I modes is improved. 
After the initial decay some of the energy can be seen moving back and forth between the 
amide modes and the NH stretch; the amplitude decreasing as the Amide-I and Amide-II 
modes move out of phase (cf. dephasing in ring modes of benzene). From about 200 time 
units the energy begins leaking into the Amide-HI mode and finally energy randomisation 
becomes dominant. The energy of the initially excited molecule is also given in Fig. 4.3a 
showing that, without any explicit anharmonic coupling across the hydrogen bond, 
energy flows out of the molecule only very slowly; and even this small flow of energy 
may be overestimated owing to the manner in which the intermolecular energy is 
apportioned.
The corresponding trajectory for initial excitation of the Amide-I is in Fig. 4.4. 
Only a small amount of energy is transferred into the free NH stretch which at 
= 3513 c m '1 is well out of resonance: double the localised Amide-I frequency is 
3318 cm '1. This transfer into the free NH stretch is reduced further in later runs when 
energy is allowed to flow into the rest of the molecule. Again there is very little energy 
transferred across the hydrogen bond without cubic coupling terms.
4.5.2 Variation of the cubic coupling
4.5.2.1 Initial NH stretch excitation
With the NH stretch frequency fixed on 3340 cm '1, the cubic coupling term, 
cn h c o '  was introduced. This coupling term, mentioned first in Section 3.3, is expected to 
be negative and some simple 'back of the envelope' calculations (given in Section 4.6) 
suggest that it could be of the order of aJ/A3. It was surveyed from -3.5 to -8.5 aJ/A3 in 
steps of 0.5 aJ/A3. Examples are presented for initial excitation in NH stretch in Figs. 4.5
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Figure 4.5. The average energy versus reduced time for one quanta initially in 
the NH stretch of molecule 6 with NH harmonic frequency of 3340 cm-1 and 
cnhco = '6 aJ/A-3i (a) molecules 1 - 7; (b) NH stretching modes on molecules 
1-7; (c) total energy in Amide-I and Amide-ll normal modes.
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Figure 4.6. As in Figure 4.5 (a) and (b) for cNHCO = -8 aü/Ä 3.
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Figure 4.7. As in Figure 4.5 (a) and (b) for cNHC0 = -4 aJ/Ä 3.
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to 4.7.
It clearly seen in Fig. 4.5a,b there is a broadening and decaying pulse moving 
down the chain reaching the end in less than 300 time units (=3 ps). The pulse can be 
observed most distinctly in the NH stretch energies. W hile energy is efficiently 
transferred out of the initially excited NH stretch into the amide modes on molecule six, 
this energy is not transferred with the same efficiency out of the amide modes across the 
hydrogen bond to molecule five. The involvement of the Amide-II mode in the stretch- 
wag Fermi resonance is crucial here as it appears to sequester a quarter of the available 
energy in the initial decay of the excited NH. The Amide-II modes have little amplitude on 
the CO stretch, and so have little capacity to transfer energy by this means. Because of 
this, more than 30% of the energy remains in the initially excited molecule while only 
about 10% remains in the initially excited NH oscillator. The energy in the Amide-II 
mode would account for about two thirds of the energy in the initially excited molecule at 
long times. The other feature worth noting is the small reflection of energy back into the 
initially excited stretch which causes a small secondary pulse to start down the chain 
giving the two peaked appearance to the energy in the fifth molecule. Varying cmco from 
-5.0 to -7.5 aJ/Ä3 produced very little change in the efficiency or speed of the energy 
transfer.
Figure 4.6 indicates the effect of raising cmco to -8.0 aJ/Ä3 ; very little energy is 
transferred more than two molecules and most of it is trapped in the fifth and sixth 
molecules. The mirroring of the energies of molecules five and six shows that the energy 
is transferred repeatedly between them. The cubic coupling has become so large that 
energy is passed back and forth across the hydrogen bond faster than it can be transferred 
by the intramolecular resonance.
With Fig. 4.7, the cubic constant has been reduced to -4.0 aJ/Ä3 and the loss of 
the smooth energy pulse is again immediately obvious. The energy flows out of molecule 
seven to approximately the same extent as before but more energy remains in the sixth 
and subsequent molecules after the pulse has passed. With this value of the cubic
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coupling, the transfer cross the hydrogen bond is now slower than intramolecular 
transfer, resulting in energy being trapped within the molecules rather than between them 
as was the case in Fig. 4.6a.
4.5.2.2 Initial excitation of Amide-I
Figures 4.8 to 4.10 reveal trajectories for cmco in the range of -5.0 to -7.5 aJ/A3, 
with initial excitation in Amide-I of molecule seven. A number of differences are apparent 
between these trajectories and that shown in Fig. 4.5. The pulses are initially much 
sharper, and up to 50% more energy reaches each subsequent molecule. Also energy can 
be seen reaching the end of the molecule about 50 time units earlier than in Fig. 4.5 even 
with one more intermolecular transfer. Certainly, energy transfer is much more efficient 
with this initial condition. This efficiency results from the fact that only a small amount of 
energy is transferred into the Amide-II modes (as is seen in Fig. 4.8c). The other major 
difference resulting from this form of initial excitation is the manner in which the early 
molecules, particularly the initially excited molecule, are left with energy which they 
transfer later instead of remaining uninvolved as in Fig. 4.5. As an example, Figs. 4.9a 
and 4.8a show energy being passed back from molecule five to molecule six to finally 
get trapped between molecules six and seven. This extra energy transfer can also be seen 
particularly well in the NH stretch energies, such as Fig. 4.8b, where there are two 
recurrences in the NH energy of the stretch on molecule six of almost 80% of the energy 
involved in the main pulse. One major point to note is that in Fig. 4 .10a the transfer of 
energy to the end of the chain is slightly greater than in either Fig. 4.8 or 4.9, yet it 
appears to have the most 'turbulent' energy transfer of the three. Interestingly, after only 
about 0.8 energy units reaches molecule three, (compared to about 1.4 for Fig. 4.8a), 
most of this energy, 0.52 units, reaches molecule one, compared to only 0.46 in Fig. 
4.8a.
The conditions shown in Fig. 4.8 of harmonic NH frequency of 3340 c m '1, 
cmco °f ’6-0 aJ/A3, and initial excitation in the Amide-I, have been chosen as the near 
optimal conditions against which the remainder of the trajectories will be compared.
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Figure 4.8. The average energy versus reduced time for two quanta initially in 
the Amide-I mode localised on molecule 7 with NH harmonic frequency of 3340 
cm-1 and cNHCO = -6 aJ/Ä~3; (a) molecules 1 - 7; (b) NH stretching modes on 
molecules 1-7; (c) total energy in Amide-I and Amide-ll normal modes.
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Figure 4.9. As in Figure 4.8 (a) and (b) for cNHCO = -5 aJ/Ä-3.
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Figure 4.10. As in Figure 4.9 (a) and (b) for = -7.5 aJ/Ä 3.
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At this point it is appropriate to mention that three further trajectories were run at 
these 'optimal' conditions with 100 trajectories in parallel, for a chain of 14 molecules 
and over 600 time units.
Increasing the number of parallel trajectories had little effect on the energy 
transfer other than slight smoothing of the fluctuations. Forty trajectories, therefore, 
seems to be a suitable number for the averaging.
Increasing the chain length also had little effect on the dynamics - energy did not 
appear to move any more efficiently through the chain and approximately the same 
amount of energy reached the equivalent molecule to molecule one in the chain of seven. 
The pulse decayed fully well before the end of the longer chain.
There were essentially no interesting dynamics after 300 time units, with the 
energy of all molecules slowly approaching a common value.
4.5.3 Other Parameters
4 .5 .3 .1NH frequency
Figure 4.11 shows the effect of small variations in the harmonic frequency of the 
NH oscillators for trajectories with initial excitation in the Amide-I and cNHCO = -6.0 
aJ/Ä3. In Fig. 4.1 la  the frequency has been lowered to 3326 cm '1 and very little energy is 
found to propagate with a large amount trapped between molecules six and seven even 
though the timescale of the initial decay out of the first molecule appears unchanged. At 
an NH frequency of 3354 cm' *, (Fig. 4.1 lb), efficient energy transfer is again interrupted 
by energy trapped between the seventh and sixth molecules. The frequency range over 
which the two Fermi resonances combine to give coherent energy transfer seems to be 
significantly narrower than that of the simple intramolecular resonance. An estimate of 
this width from averages over less than 40 trajectories at other frequencies is about 12-20 
cm"1.
The Morse parameters used for oscillators in the figures are: 3326 c m '1, 
D = 0.77901 aJ, a  = 2.0563 Ä; 3354 cm '1, D = 0.81770 aJ, a  = 2.0233 Ä.
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Figure 4.11. The average energy in molecules 1 - 7 versus reduced time for 
two quanta initially in the Amide-I mode localised on molecule 7 with cNHCO = -6 
aJ/Ä-3 for NH harmonic frequency of (a) 3326 cm-1 ; (b) 3354 cm-1.
147
4.5.3.2 NH anharmonicity
The NH anharmonicity was varied while keeping the harmonic frequency 
constant at 3340 cm '1 by varying the cubic constant; all other variables were set at the 
'optimal' conditions. Figure 4.12 shows the effect of a decrease of 10% in the 
anharmonic correction (D = 4.800 aJ, a  = 1.9454 Ä). It is seen here that the maximum 
amount of energy reaches the end of the chain of all trajectories surveyed. About 25% of 
the energy of the initial excitation reaches molecule one on the same time scale as 
previously. The initial part of the trajectory is almost identical to Fig. 4.5a with the 
discrepancy only becoming apparent after about 100 time units. A further reduction in the 
anharmonicity to half of the original value results in trajectories with no energy reaching 
further than molecule three. However, this change in the Morse oscillator is too large to 
be called a small variation and optimal conditions would require the NH frequency and 
chhco to be re-investigated. Increasing the anharmonicity by 10% also gave much poorer 
energy transfer.
4.5.3.3 OH anharmonicity
The anharmonicity of the OH Morse oscillator was varied in a similar fashion, 
for the standard conditions. There was very little change compared to Fig. 4.8, with the 
energy reaching the last molecule increasing only very slightly with decreasing OH 
anharmonicity.
4.5.3.4 Initial energy
Initial energy in the Amide-I was varied up and down by one quanta. This is 
another measure of the anharmonicity of the system. Figure 4.13 shows the average 
molecular energies for one quantum initial excitation. After initially very efficient transfer 
(60% of the initial excitation reaches molecule four compared to less than 40% for Fig. 
4.5a), the energy becomes trapped between molecules four and three. It is not known 
why the resonance conditions change to prevent energy moving past this point.
Increasing the initial excitation to three quanta gives a result very similar to the 
standard trajectories with approximately the same proportion of energy reaching each site.
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Figure 4.12. As in Figure 4.8 (a) but with the NH Morse anharmonic 
correction decreased by 10%.
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Figure 4.13. As in Figure 4.8 (a) but with one quanta initially in the 
Amide-I mode localised on molecule 7.
150
4.S.3.5 Other cubic coupling
The cross hydrogen bond coupling, cNHCO, is not the only such anharmonic 
coupling that is likely to occur. Some simple investigations of another cubic coupling, 
between the OH stretch and the square of the CO stretch across the hydrogen bond, 
cohco» were performed. Similar behaviour to that shown above was observed with 
magnitudes of cOHCO slighdy greater than those of cmco (as explained in Section 3.3 cOHCO 
would be expected to be positive). Because of this similarity, more intensive 
investigations of cmco were preferred to further investigation of dynamics with cohco.
4.5.4 Single trajectories
As mentioned previously, the process of averaging tends to remove much of the 
detail in the energies, so two final Figures 4 .14a and 4 .14b are included as an example of 
single trajectories at the optimal conditions.
The most startling feature to note in these figures is the similarity between the 
single trajectories and the averages (Fig. 4.8a) in the initial stages of the energy transfer. 
Table 4.10 compares the percentage of the initial excitation to reach molecules six, five 
and four and the FWHM of the energy pulse at these positions. The surprising similarity 
implies that there is very little variation for nearly all trajectories, at least for this interval 
in time. It is only in the latter stages that there is any appreciable variation between 
individual trajectories, as can be seen by the relatively large amount of energy that flows 
into the last molecule in Fig. 4.14a - approximately 25% of the initial excitation - 
compared to almost none in the Fig. 4.14b. It is also interesting to observe the almost 
perfect reflection that occurs at molecule two in Fig. 4.14b where all energy returns to 
molecule three instead of moving on to the last molecule.
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Figure 4.14. Energy in molecules 1 -7 under the conditions 
of Figure 4.8, for two single trajectories (a) and (b).
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Table 4.10 Comparison of initial behaviour of the energy pulse in single trajectories and 
the average of 40 trajectories for conditions of Figure 4.9.
% of initial excition to reach FWHM of energy pulses 
(time units1)__
Mol. 6 Mol. 5 Mol. 4 Mol. 6 Mol. 5 Mol. 4
Average (40) 68 61 43 28 28 53
Fig. 4.14a 71 61 46 28 38 53
Fig. 4.14b 66 59 42 28 41 56
“Time units = 9.6 fs » 1 NH period.
4.6 Discussion
In this more realistic model of a hydrogen bonded chain of amide molecules, we 
have seen that coherent propagation of an energy pulse, by Fermi resonance, is possible 
under conditions which are close to those present in condensed NMA. This energy
transfer bears a strong resemblance to the quantum and 'cold' classical simulations of the
%
simple model: the initial excitation forms two interacting pulses in the NH stretch and 
Amide-I modes which spread as they move down the chain.
It is appropriate at this point to examine, in turn, the major assumptions we have 
made. It is clear that the observed dynamics are dominated by the Fermi resonance 
interactions between modes with frequency above 1500 cm '1. Consequently, the effect of 
the replacement of the methyl groups is relatively unimportant. Similarly, other 
vibrational modes with frequencies below the Amide-II mode are uninvolved, so no 
difficulties arise from the fact that less attention was paid to scaling the frequencies of 
these modes during the preparation of the potential surface. The restriction of motion to
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the plane should also not have any great effect because of the low frequencies of out-of­
plane vibrations, as well as the decoupling of in- and out of plane motions in zeroth 
order. The single exception to this may be the NH out of plane bend, (about 730 cm'1), 
which could conceivably be in Fermi resonance with the Amide-II mode. This possibility 
will be addressed in the simulation of a section of a-helix in the following chapter, where 
the planar restriction is removed.
The dynamics, therefore, can be essentially reduced to that dealt with in the 
simple model: the NH stretch mode, the Amide-I mode and the intra- and intermolecular 
couplings between them, despite the multitude of other motions.
In our investigations, the intramolecular coupling constant was fixed by 
formulation of the harmonic part of potential surface: the strength of the Fermi resonance 
between the stretch and wag is determined both by geometrical factors, the pendulum 
effect, and the potential energy surface, which regulates the amount of wag character in 
the amide modes. For the intramolecular coupling to have effect there is a very simple 
requirement: that the Amide-I modes contain some NH wag component. The actual 
amount of wag will set the timescale for the intramolecular transfer and therefore the size 
of the cubic intermolecular coupling necessary to achieve coherent energy transfer. Our 
potential surface probably overestimates the amplitude of the NH wag in the Amide-I 
mode, for the deuterated frequency shift is too large, and so the intramolecular transfer 
rate is correspondingly too high. This deficiency is addressed in the next chapter.
The key to the coherence of the energy transfer is seen to be, as in the simple 
model, the balance of the inter- and intramolecular anharmonic couplings. An 
overestimated intramolecular resonant coupling leads to a larger anharmonic coupling 
constant required to match the inter and intramolecular transfer rates. But in many ways 
the exact position of the balance point is not important, as there is not enough 
experimental information currently available to fully describe the state of the system at 
such a point. Rather, it is more useful to understand the relative effects of the parameters 
around such a balance point.
The size of the anharmonic couplings is not the only important factor. The role
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of the frequency matching of the Fermi resonance, which affects both couplings equally, 
should also be considered. Consider the case of just two oscillators in Fermi resonance. 
The amount of energy transferred between them depends both on the frequency 
difference, 5 co, and the strength of the cubic coupling, a . Energy can only be transferred 
while the oscillators remain approximately in phase and this dephasing time depends on 
the frequency difference. Thus, if there is a large frequency difference, the dephasing 
time is reduced to such a point that complete energy transfer is possible only if the 
coupling is relatively strong.
Now if we take three, or more, oscillators coupled together as above, the energy 
transfer from the first to the third cannot be thought of as two succesive single step 
processes. As energy flows from the first into the second oscillator, it then continues into 
the third with the result that the amplitude in the middle oscillator never reaches the value 
that it did in the two oscillator case. This reduces the apparent strength of the cubic 
couplings. For a fixed coupling strength, this appears as a reduction in the effective width 
of the resonance. We have seen this narrowing of the resonance upon the introduction of 
the intermolecular coupling term. If the coupling between the second and third oscillators 
is much stronger than that between the first and second, the amplitude of the second 
oscillator will be even lower. This leads to energy being left in the first oscillator if its 
effective coupling strength becomes insufficient for complete energy transfer. Similar 
destruction of coherent energy transfer will also be seen if the coupling between the 
second and third oscillators was much lower than that between the first and second.
With the intramolecular coupling constant in a sense fixed, we can consider the 
relationship between the range of the intermolecular coupling term around the 'balance 
point' and the frequency width of the resonance that produces some form of coherent 
transfer. In general, we have found that the range of intermolecular coupling, that gives 
coherent transfer varies inversely with the frequency difference and that the sensitivity of 
this variation is proportional to the intramolecular constant. For weak intramolecular 
coupling the frequency difference and range of the intermolecular coupling constant both 
have to be small for significant energy propagation, whereas for a larger intramolecular
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constant, the sensitivity of both these parameters decreases. It is clear that for a fixed 
intramolecular coupling constant, a large range for the intermolecular coupling constants 
and a wide resonance condition will support the greatest likelihood of coherent energy 
transfer occurring in nature.
In considering the frequency matching of the NH stretch and wagging modes, the 
principal role of the NH Morse oscillator must be examined. On initial inspection, one 
would not expect the 'optimal' Morse oscillator to have a harmonic frequency as low as 
3340 cm '1. This appears to be too low because, although it compares well with twice the 
Amide-I frequencies, 3320 - 3360 cm '1, it is only the upper bound of the Morse oscillator 
frequency; if the oscillator has one quantum of energy, the frequency decreases to about 
3150 cm '1. Furthermore, this Morse oscillator has a (MT gap of approximately 3200 
cm '1. However, we have seen that during energy propagation, the energy in the NH 
stretches rarely approaches a quarter of a quantum above the ground state. This means 
that the actual frequency during our simulations of the NH oscillators is closer to the 
harmonic value of 3340 cm -1. Therefore, it is likely to approach the observed solid state 
frequency of 3280 cm '1. It appears that we have obtained a frequency that is suitable for 
the Fermi resonance between the Amide-I modes and the NH stretch mode at low energy.
The anharmonicity of the Morse oscillator thus may be seen to be hindering the 
propagation of the energy pulse by limiting the amount of energy that can be transferred 
from the Amide-I modes into the NH stretch. We have seen larger amounts of energy 
moving out of the initially excited NH stretch but this was only with the assistance of the 
lower frequency Amide-II modes (but remember the Amide-II modes have little amplitude 
on the C =0 group and hence they cannot obviously be involved in the propagation of 
energy across the hydrogen bond). With the current Morse oscillator, it is not possible to 
transfer a large amount of energy into a NH stretch because the frequency mismatch 
becomes too large for the Amide-I alone. However, changing the Morse parameters to 
provide frequency matching at high energy will not improve matters - the anharmonicity 
is simply too large.
The meaning of the frequency difference of the Fermi resonance is complicated
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further when the anharmonicity of the Morse oscillator is combined with another feature 
not found in the simple model: dispersion of the amide modes. One must now think in 
terms of the overlap of bands instead of two well defined frequencies. While the effects 
of this depend on the structure of these bands, a point worth making is that the oscillators 
are unlikely to achieve exact frequency matching. No matter how the bands overlap, there 
will always be a non-zero frequency difference.
The question must then be asked as to whether Morse oscillators are suitable for 
simulations in this energy regime. They were originally included with the view that they 
should represent an improvement over harmonic oscillators in the description of what are 
known to be anharmonic bonds. It was also thought this anharmonicity of the NH stretch 
vibrations could be important in the intermolecular interactions. However, one must 
remember that a classical Morse oscillator will behave differently to a quantum oscillator. 
The Morse oscillator parameters that were found to be optimal using classical mechanics 
would not necessarily reproduce the same resonance behaviour using quantum 
mechanics. Quantum mechanically, a Morse oscillator in its ground state will respond 
strongly to an applied field at only one frequency, v ^ ,  which relates to the transition 
between the ground and first excited states. (In the context of our model, transitions 
above the first excited state are, of course, irrelevant). In contrast, our classical Morse 
oscillator will exhibit a response to a range of frequencies depending on its energy - 
from about 3150 cm'1 when it is in the first excited state up to the harmonic frequency of 
3340 cm'1 when it reaches zero energy.
Thus in the classical description of a Morse oscillator, the anharmonicity is 
exaggerated. The effect of this on the frequency matching of the Fermi resonance is 
obvious. So in the present case, with the energy moving just between absolute zero and 
one quantum, the Morse oscillators are less conducive to coherent energy transfer 
because they ensure that the frequency mismatch does not remain small during all stages 
of the energy transfer. Consequently, we may have imposed harsher conditions on 
energy transfer than are reasonable.
Furthermore, if one considers a first-order time-dependent perturbation treatment
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of quantum 2:1 Fermi resonance coupling between a Morse oscillator and a harmonic 
oscillator, it is clear that the transfer rate will depend upon Morse matrix elements such as 
<v=ll r lv=0>. Mortenson39 found that for Morse oscillators with relative anharmonicity 
co/{coexJ  of about 50, (here about 40), the harmonic approximation to such matrix 
elements results in errors of only about 3%. This error is small considering the error of 
about 100% in the transfer rate out of a harmonic oscillator when comparing quantum 
mechanics to our cold classical mechanics. An interesting correspondence is therefore set 
up for transfer out of oscillators at low energy: A quantum Morse oscillator is very well 
approximated by a quantum harmonic oscillator and the quantum harmonic oscillator can 
be approximated by a cold classical harmonic oscillator. At high energies, the first 
correspondence must break down, and the conventional quantum/classical 
correspondence must hold which would suggest the energy transfer out of the Morse 
oscillator is better modelled by a classical Morse oscillator.
Replacing the Morse oscillators with harmonic oscillators would appear to be the 
proper step. This is done for the following simulation of a section of a-helix. However, 
it should be stated that within the limitations of our classical Morse model we have 
obtained a description of the NH oscillators where, by keeping the energy in the NH 
stretch low, the anharmonicity is, to an extent, minimised and so the results we have 
obtained do give a good indication of the behaviour.
The difference between the two forms of initial excitation can also be discussed in 
this light The initial excitation of the NH stretch modes is the only time that the energy in 
the Morse oscillator approaches one quantum. And it is here, where the frequency is the 
lowest, that the Amide-II modes become involved. If the NH oscillators were modelled 
correctly, the frequency would not drop so low such that the Amide-II modes become 
excited. The excitation of the Amide-I mode is more realistic as the energy in the NH 
stretch is never as large and therefore the apparent anharmonicity is less.
The general problem of classical trajectory methods involving the leak of energy 
from modes with only zero point energy has been addressed very recently by a number of 
workers. A simple model has been suggested40 which constrains the energy in an
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individual mode from decreasing below its zero point value. While this model has been 
applied, apparently successfully, to small systems, it requires calculations at each time 
step to prevent energy falling below zero point value. If such a method were introduced in 
a form suitable for our simulations, it would require calculations of the order of n3 every 
time step, where n is the number of coordinates, when the force calculations are only a n2 
process. Quite simply, it would be make the trajectories intractable.
In contrast, Lu and Hase41, have examined the effect of reducing the amount of 
zero point energy when looking at the relaxation of CH and CD overtone states in 
benzene. They correctly pointed out that 'zero point leak' has the effect of increasing the 
classical density of states, which at low energy leads to relatively large differences 
between the quantum and the classical density of states. If the energy redistribution is 
dependent upon the density of states, the classical and quantal rates of energy transfer will 
be different. This led them to suggest reducing the zero point energy in order to reduce 
the classical density of states.
Lu and Hase have applied this idea in their investigations of benzene (see section 
2.8) whereupon they calculated overtone linewidths for a range of initial excitation 
energies at different fractions of zero point energy from zero to one. They found that 
reduced zero point energy made the classical dynamics more regular and reduces the rate 
of overtone decay, and concluded that this may more accurately 'mimic' quantum 
mechanics. This is in accord with our earlier considerations. However, they also could 
not suggest an a priori method with which to determine the appropriate amount of zero 
point energy needed to reproduce the quantal behaviour most closely. Further 
investigation into this aspect is clearly needed.
The anharmonic potential coupling has so far been introduced as a completely 
unknown parameter. We have only presented, in any detail, the investigations of one 
likely coupling term, cNHCO and found that for a range of values -5.0 to -7.5 aJ/Ä3, 
coherent energy propagation does occur. It is obviously not the only possible cubic 
coupling term. However, the lack of experimental or reliable theoretical estimates for the 
sizes of such coupling constants prevents any attempt to include all the relevant terms.
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The value of -5 to -7.5 aJ/A3 for cNHC0 corresponds to the cubic derivative 
^V/dr^co^NH ° f  -10 to -15 aJ/A3. This can be compared to some typical (intramolecular) 
cubic constants42. For a C =0 or NH bond, third order diagonal energy derivatives of the 
order of -110 aJ/A3 and -60 aJ/A3 , respectively, would be expected. By contrast, the off 
diagonal derivative OV/Or2c<ßrco a molecule like C 0 2 is of the order of -2 to -4 aJ/A3 
while the corresponding value in N 02 is -6 aJ/A3.
The value of more than -10 aJ/A3 for cNHCO appears to be too large as a individual 
force constant. However, this value was chosen to balance the intramolecular cubic 
coupling terms which, as discussed above, may itself be overestimated owing to the 
character of the Amide-I mode of our surface. Refinement of the harmonic force field is 
therefore likely to reduce the value of cNHC0. Considering the marked effect of hydrogen 
bonding on the group frequencies, it may well be that a number of cubic coupling terms 
in the valence coordinates are equivalent to a single term coupling the NH stretch and 
Amide-I modes with a magnitude of a few aJ/A3.
Furthermore, we present two 'back of the envelope' calculations to give a sense 
of the order of magnitude of cross hydrogen bond terms. It should be stressed that these 
estimations are very crude and are included only owing to the dearth of information from 
other sources.
The first estimate is of a possible cubic term between the square of the NH 
stretch coordinate and the N ---0  distance. For a series of amides, Pimental et a/.43 
obtained a relationship between the frequency shift of the NH stretch modes upon 
hydrogen bonding and the N -• • O distance:
where the frequency is in Hz and the rN0 in A. We can now obtain from this the partial
where\i is the reduced mass of the NH oscillator. If the frequency shift is who l l y  the 
result of a coupling term we can include this term within the harmonic force
Aco = -1.032 x l 0 14(3.21-rNO) (4.15)
derivative,-J—. If we think of the frequency as arising from a free oscillator we can relate 
the frequency to the force constant, K,
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constant. That is, we can rewrite
— T K^ rNH ß & rNo^rNH (4.17)
as
,2
NH (4.18)
Replacing Kr for k  in Eq. 4.16 and using appropriate values for co and f i  we obtain a 
value of about 1 aJ/A3 for the cubic coupling term, ß .
The other calculation provides an estimate of q^- h^ co or rN-</2co cubic 
interactions through the variation in CO force constants with either the 0 ---H  or N ---0  
distances. The CO force constants are obtained from semi-empirical polypeptide force 
fields given in Table VI of Reference 1, where (if we neglect poly glycine I) an 
approximately linear relationship exists between the CO force constants and both the 
0 - - H  and N ---0  distances. Again assuming that change in the force constant is solely 
the result of the change in the O • • • H (or N* • • O) distance a procedure similar to that above 
leads in both cases to a value for the cubic force constant between 1 and 2 aJ/A 3.
A final point that needs discussion involves the timescale of the energy 
propagation. Our resonant mechanism is clearly the fastest process operating in the chain, 
and hence it dominates the redistribution of energy. In the most coherent transfer, energy 
reaches a maximum in the end of the chain at about 2.5 ps. This corresponds to an 
average pulse velocity of more than 2 chain sites per ps. In Section 3.6 we saw that the 
cold classical mechanics underestimated the quantum transfer rate by about a factor of 
two. While the conditions of these trajectories are somewhat different to those of the 
simple model, it is expected that this factor remains approximately correct, so we can 
therefore reasonably expect a transfer rate of more than 4 chain sites per ps - this 
corresponds to energy transfer between modes in Fermi resonance with a timescale of 
around 0.1 ps; approximately the same as in the simple model.
Despite the caveats imposed by the approximations employed, these simulations 
represent a comprehensive attempt to characterise the dynamics of a hydrogen bonded 
amide chain. The simulations demonstrate that very rapid coherent energy transfer can
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take place in such a network. In the next chapter, we remove some of the restrictions 
involved in the present work, and consider simulations of energy transfer in a section of 
a-helix. This will allow us to test our hypothesis in a more accurate setting.
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Chapter 5. Simulation of Energy Transfer in a-Poly(L-alanine). 
5.1 Introduction
The secondary structure of polypeptides is determined primarily by hydrogen 
bonding and, within the limitation of a planar peptide group, two main conformations 
exist: a-helices and ß-pleated sheets. If the constraint of planarity is relaxed, a number of 
other helices become possible, but the a-helix is still the dominant helical conformation1.
A generalised a-helix is shown in Fig. 5.1. Here we see the hydrogen bonding 
pattern, with the NH on residue n bonded to the CO on residue n+3. The standard 
a-helix is termed a 3.613 helix meaning there are 3.6 residues per turn and there are 13 
atoms in the ring closed by the hydrogen bond. There are in fact two possible 
conformations for the a-helix: the familiar structure is designated the a , and the much less 
common a tt helix2,3. The a n helix is also a 3.613 helix but it has a much longer hydrogen 
bond length of 2.12 Ä arising from differences in the backbone dihedral angles ({) (N-C*), 
and \|r (C^-C), (the peptide group remains planar so the remaining backbone dihedral, 
co, remains unchanged). We only model the aj-helix, and all subsequent reference to 
a-helix will be to this conformation. Table 5.1 contains the geometrical parameters of the 
standard a r helix compared to the a n - helix.
Table 5.1 Geometrical parameters of some helical structures.
Helix na mb hc Dihedral angles
<l> y
(deg)d
CO
a  helix6 3.60 13 1.495 -57 -47 180
a n helix5 3.60 13 1.50 -70 -36 180
a-(Ala)„ 3.62 13 1.50 -57.4 -47.5 180
‘Number of residues per turn, +ve for right-handed helices. 'Reference 4.
'’Number of atoms in hydrogen bonded ring. Reference 3.
'unit axial translation, Ä (Pitch).
dBackbone dihedral angles defined: <J>, N -C a; y ,  Ca-C; and 0), C-N.
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Figure 5.1 A section of c^-helix. For clarity 
substituents on the alpha carbon are not shown
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5.2 The model cc-helix
The particular a-helix that has been chosen is a-Poly(L-alanine) (a-(A la)J. This 
is the simplest observed a-helix with only a single methyl substituent on the a-carbon. It 
has the advantage that, as it forms 100% a-helices, relatively accurate experimental 
information is available to refine the model. The geometry used is given in Table 5.2 and 
is based on the refined X-ray structure of Amott and Dover.
Table 5.2 Geometry of a-Poly(L-alanine)\
Bond Lengths
(A)
Bond Angles 
(Deg)
Dihedral angles 
(Deg)
KC“C) 1.53 0(C“CN) 115.4 t(NC°), $ -57.4
KCN) 1.32 0(CNC“) 120.9 T(C C ), v  -47.5
KNC“) 1.47 0(C°CO) 121.0 t (CN), o) 180.0
*CO) 1.24 0(CNH) 123.0
KC“H) 1.07 9(N C M e) 109.9
KNH) 1.09 0(CCaMe) 109.5
KC“Me) 1.53 0(NC“H“) 109.5
0(CC“H“) 109.5
KNO) 2.86 0(NHO) 164.2
*OH) 1.88 0(HOC) 156.2
* Reference 3.
To simplify the dynamics, the methyl substituent on the a  carbon is replaced by 
a point mass. Again this is done to remove degrees of freedom which are unlikely to be 
important to our investigations. It should be noted that the other approximations made in 
our NMA work, involving restricting the dynamics two dimensions and linear hydrogen 
bonding geometry, are not used here.
Anharmonic oscillators are not considered suitable for the NH and OH bonds
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following the considerations of section 4.6. For technical reasons, the NH oscillators are, 
in fact, included as Morse oscillators, but the Morse parameters used are such that the 
anharmonic corrections are only a few wavenumbers and so the Morse oscillators are 
essentially indistinguishable from harmonic oscillators.
We model a section of helix 21 residues long. Therefore each of the hydrogen 
bonded chains running down the helix are seven residues long. This length is 
characteristic of a-helical sections in membrane proteins.
5.3 Potential energy surface
Another advantage of specifically modelling a-(Ala)„ is that there is a potential 
energy surface available using the point mass approximation. The surface of Dwivedi and 
Krimm5 (DK) is based on a significant body of work1 and consequently we have adopted 
it as a starting point in our investigations. It is an approximation to their complete 
a-(Ala)„ surface3 (that is, without point masses) which has in turn been derived from a 
number of previous surfaces for polypeptides. (The aim of their investigations has been 
to calculate transferable force constants for polypeptides and proteins to be used to elicit 
structural information from vibrational spectroscopy)1. The comparison of the 
frequencies calculated from the DK surface5 and the observed vibrational frequencies of 
a-(Ala-N-H)n and some for a-(Ala-N-D)n is given in Table 5.3. However, there are three 
areas of difficulty associated with implementation of the DK surface which will be seen 
to require some significant modification.
5.3.1 The coordinate system
The first difficulty is the choice of coordinates. The DK potential surface is 
expressed in terms of a set of 29 internal coordinates for the repeat unit; all of which have 
clear physical meanings. However, some of these coordinates are redundant. Our 
simulation of a 21 residue section of helix contains 147 particles so there need only be 
435 non-redundant coordinates, but 885 internal coordinates are used to calculate the 
energy! Thus, the force constants are not partial derivatives of the energy. This restricted 
our ability to compare these force constants with those of other surfaces and also to
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Table 5.3 Comparison of experimental and theoretical vibrational frequencies of 
a-Poly(L-alanine) (in cm'!) .
Observed* DK surfaceb Assignment
Raman infrared A, E, E 2
3279vs 3279 3279 3279 Amide-A
2880m 2883w 2883 2883 2883 C“# 1 str.
1655s 1658vs 1656 1653 1643 Amide-I
1543vw 1545vs 1546 1549 Amide-II
1516m, sh 1523
1338m sh 1343 1354 Amide-in
1326s 1328m sh 1317 H0 wag, NH ip wag
1308m 1307s 1300 1299 1300
1278w 1275 NH ip wag, NC* str.,
1271w 1270m 1267 H01 wag
1261w 1265m sh 1254
1167m 1170s 1164 1160 1158 NCa str., CaMe str.
1105s 1108s 1127 1094 1075 CaMe str.
908vs 909m 904 CN str., CaC str.
882w 893s 900 893
773vw 774m 773 765 CO op wag
756w 750
693m 69 lw sh 696 684 NC“C def.
662w 658s 663 640 CN t, NH op wag
618s 581 607
530vs 526s 525 517 490 CO ip wag, C^CN def.
NCaC def.
375s 375s 369 multiple angle deformations
=366m sh 367 360
328w 324 s 317
310s 310
294m 290m 305
260m 259w sh 249
209vw 201
189m 188m 200
165m 163m 155
159s 154
120s 138
113w sh 96
87w 84w 95
85
48
39
38
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Table 5.3 (continued) Experimental vibrational frequencies of a-Poly(L-alanine-N-d) 
(in cm '1).
Observed
Raman infrared
Assignment
2886m 2879w C'H® str.
2449 ND str.
1652 1650vs Amide-I
1477 1470Msh Amide-II + some intra-methyl groups motion
“Frequencies taken from Reference 6.
s, strong; m, medium; w, weak, b, broad; sh, shoulder.
'’Reference 5. No N-deuterated ffeequencies were available.
Assignments adapted from Reference 3 and 5.
str., stretching; ip., in-plane; op., out of plane; t., torsion; def., deformation.
incorporate additional information in order to improve the quality of the surface.
Furthermore, the dihedral angles across the hydrogen bonds, R2i and R29 (in 
Table 5.4) are found to be a very poor choices of dynamical coordinates. While they are 
well behaved for normal mode calculations, under simulation conditions the motion of the 
hydrogen in these dihedral angles causes discontinuities in the coordinates. This is 
because the NHO and HOC angles are so close to 180° that very small displacements of 
the hydrogen will cause the dihedral angle to switch from being close to 180 to being 
close to 0 - that is, the arrangement of the two external atoms in the dihedral angle change 
from trans to cis. It was found to be more convenient to remove these two coordinates 
than to include checks for the discontinuities in the calculation of the potential energy and 
the forces. These coordinates have very small diagonal force constants (0.0005 aJ for 
Tnh and 0.001 aJ for Tco), no off diagonal terms, and the rigidity of the backbone of the 
a-helix should ensure that the coordinates are not unrestrained. The removal of the 
coordinates did not appear to have significant effect on the calculated frequencies.
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Table 5.4 Internal Coordinates of DK for a-Poly(L-alanine).*
R t = AriC'C) C°C Stretch
R 2 = Ar(CN) CN stretch
R 2 = ArfNC1) NC“ stretch
Ä4 = AriCO) CO stretch
R 5 = Ar(NH) NH stretch
R 6 = A/fCH“) CaH“ stretch
Ä, = ArfC“Me) CaMe stretch
R s = Ar(OH) O- • • H stretch
/?, = A0(C“CN) CaCN angle bend
R l0 = A0(CNC“) CNC“ angle bend
Ätl = AÖ(NC°C) NC°C angle bend
Ä12 = A0(C“CO) CaCO angle bend
Ä13 = AÖ(NCO) NCO angle bend
Ä14 = AÖ(CNH) CNH angle bend
ÄI5 = A0(C“NH) C°NH angle bend
R l6 = A0(NC°H°) NCTi“ angle bend
/?„ = A0(NC“Me) NC'Me angle bend
Ä18 = A0(CC°H“) CC’H“ angle bend
/?,, = AÖ(CC“Me) CC°Me angle bend
R20 = A0(HaC“Me) HctCaMe angle bend
fl21 =A0(HOC) H---OC angle bend
Ä22 = A0(NHO) NH* • • O angle bend
/?23 = Ata(CO) CO out of plane deformation
fl24 = Ata (NH) NH out of plane deformation
Ä25 = At(C“C) C°C torsion
ä 26 = At(CN) CN torsion
R 21 = Ar(NC“) NC“ torsion
Ä28 = At(CO) CO torsion
R 29 = At(NH) NH torsion
* See Reference 5 for full definition of out of plane deformations and torsional coordinates.
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5.3.2 Transition dipole coupling.
The second problem with implementation of the potential energy surface is that 
Dwivedi and Krimm5 calculate the frequency dispersion for the Amide-I and Amide-II 
modes using what they call transition dipole coupling (TDC). Couplings over a distance 
greater than that to the adjacent valence coordinates are considered necessary to account 
for some features of polypeptide spectroscopy such as the anomalous splitting of about 
60 cm'1 in the Amide-I of ß-polypeptides. Miyazawa7 plausibly attributed this effect to 
the interaction of similar oscillators within different residues of the polypeptide and 
Dwivedi and Krimm have included this in terms of the coupling of transition dipoles or 
dipole derivatives1,8. Unfortunately, they include TDC perturbatively in their frequency 
calculations so we are unable to exactly reproduce it in our implementation of the force 
field. Furthermore, we could not formulate, to our satisfaction, a framework to accurately 
include all transition dipole couplings; as the dipole-dipole approximation to these 
electronic interactions is inadequate at the short separation of neighbouring groups.
We did recognise, however that some interactions between adjacent residues are 
important. We have seen in our surface for NMA chains that there are terms linking the 
intramolecular coordinates on hydrogen bonded molecules. Unfortunately, information 
concerning the coupling of adjacent residues (on the helix backbone) is difficult to 
obtain. Consequently force constants coupling hydrogen bonded molecules in the helix 
are approximated in a manner similar to that used in NMA; using the intermolecular 
energy functions of Jorgensen and Swenson9. Because of the redundant coordinates and 
the differences in the hydrogen bond geometry, we cannot simply transfer the appropriate 
intermolecular force constants from the NMA surface or apply exactly the same approach 
to calculate the interactions. The existence of the redundant coordinates means that we 
cannot take a harmonic approximation of the intermolecular functions in all the 
coordinates. The cross hydrogen bond intermolecular force constants were therefore 
calculated using a harmonic approximation in terms of a complete set of internal 
coordinates for the intermolecular potential functions for two peptide groups set up in the
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Table 5.5 Internal coordinates for cross hydrogen bond potental energy function.
r ,  = a hc“C)d donor C'C stretch
t 2 =AKCN)d donor CN stretch
T, = Ar(NC“)D donor NC“ stretch
r 4 = akco)d donor CO stretch
t 5 = AKNH)d donor NH stretch
r 6 = Ar(C“C)A acceptor C°C stretch
r , = Ar(CN)A acceptor CN stretch
T, =A/<NC“)a acceptor NC“ stretch
r ,  =AKCO)A acceptor CO stretch
r ,0 = AHNH)A acceptor NH stretch
Tn = AKOH) O* • • H stretch
T a =  A0(C“CN)d donor C“CN angle bend
T,3 = A 0(CN e)D donor CNC“ angle bend
T14 = A0(NCO)D donor NCO angle bend
T15 = A0(CNH)d donor CNH angle bend
T16 = Ae(C“CN)A acceptor C“CN angle bend
T n  = A 0(CN e)A acceptor CNC° angle bend
T1s = A0(C“CO)a acceptor C°CO angle bend
r „  = A0(CNH)A acceptor CNH angle bend
r 20 = a6(hoc) H---OC angle bend
r 21 =A0(NHO) NH---0 angle bend
Table 5.6 In ter-peptide force constants*.
Coords.
TT.
* j
Description Force
constant
Coords.
TT.• j
Description Force
constant
11,11 OH 0.166 20,8 HOC,NCaA 0 .001
20,20 HOC 0.000 20,10 HOC,NHa 0 .0 0 2
21,21 NHO 0.049 20,16 HOC,C“CNa 0.005
11,21 OH,NHO 0.055 20,17 HOC,CNC“a 0.003
20,21 HOC,NHO 0.011 20,18 h o c ,c° c o a 0.006
11,1 OH,0 * 0 ) 0.003 2,9 c n d,c o a 0.003
11,2 OH,CNd 0 .0 1 2 2,16 CND,CaCNA 0 .001
11,4 OH,COd 0.004 2,18 CND,CaCOA 0 .001
11,5 o h ,n h d 0.270 3,9 NCaD,c o A 0 .001
11,8 OH,NC“d 0 .0 0 2 5,16 NHD,CaCNA 0.004
11,9 o h ,c o d 0 .0 1 2 5,18 NHD,CaCOA 0.003
11,10 o h ,n h a 0.003 12,16 C C IV C C N * 0 .001
11,12 OH,CaCND 0.025 14,16 NCOd,C“CNa 0 .001
11,14 o h ,n c o d 0 .0 0 2 14,18 NCOd,C“COa 0 .0 0 1
11,15 o h ,c n h d 0.028 15,9 c n h d,c o a 0 .0 0 2
11,16 OH,C“CNa 0.006 15,16 CNHd,C“CNa 0.003
11,17 OH,CNCaA 0.001
11,18 OH,CaCOA 0.005
11,19 OH,CNHa 0 .001
21,1 NHO .CC q 0 .0 0 2
21,2 n h o ,c n d 0 .0 1 2
21,4 n h o ,c o d 0 .0 0 2
21,5 n h o ,n h d 0.045
21,7 n h o ,c n a 0 .001
21,12 NHO,C“CNd 0.018
21,15 n h o ,c n h d 0.018
21,17 NHO,CNC“a 0.003
‘Units: stretching, aJ/Ä2; bending aJ; bend stretch coupling aJ/Ä.
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helix hydrogen bonding geometry. The significant inter-peptide force constants are given 
in Table 5.6 using the coordinates defined in Table 5.5. All the intra-peptide terms thus 
calculated were discarded as it would be inappropriate to include these as corrections to 
the existing intra-peptide force constants which were previously optimised for a hydrogen 
bonded environment. The three diagonal and three off diagonal force constants involving 
r0H, 0 ^ 0  and 0HOC (that is, the hydrogen bond coordinates), given in Table 5.6, are used 
to replace those of the DK surface.
5.3.3 Comparison with other surfaces
The final and most important difficulty concerns the general quality of the force 
field. The intra-peptide part of the DK potential is compared, in Table 5.7, to the 
intramolecular parts of three NMA ab initio force fields10' 12 and to the intramolecular part 
of our NMA chain potential, all recast in the internal coordinates of the helix. For the 
in-plane intramolecular part of these potentials, the coordinate transformations are linear. 
One should keep in mind the differences in the conditions under which these force fields 
apply; that is, the force field of Baläzs12 is scaled to the gas phase frequencies, that of 
Sugawara et al. (1986)11 is unsealed, Sugawara et al. (1984)10 has the diagonal elements 
scaled to the liquid phase frequencies and our NMA force field which is scaled to the 
solid state frequencies. Nevertheless, a fairly obvious conclusion can be drawn from the 
comparison which is shown . While there is too much information to discuss in detail, 
clearly, the four NMA force fields bear a stronger resemblance to each other than to the 
DK surface. The major distinguishing feature of the DK surface is that it neglects a large 
number of off-diagonal terms. While a transferable, semi-empirical, force field could 
not include every possible coupling, a reasonable number of these neglected couplings are 
relatively large in all the other force fields, (see for example the rcaN>£?cNH or C^N’^caNH 
terms). While it is difficult to estimate how much these missing force constants have 
compelled the remaining force constants to diverge from the values that they would have 
otherwise held or estimate which differences can be attributed to the general refinement 
method, it should be noted that they do not arise from the point mass approximation.
174
Table 5.7 Comparison of the intra-peptide force constants*.
Coord
RR.• j
Descript. Dwivedi 
& Krimmb
Balazsc Sugawara
1984d
Sugawara
1986°
Our NMA
U CaC 4.160 4.321 4.760 5.000 3.676
2,2 CN 6.415 6.630 7.750 8.110 6.791
3,3 NCa 4.823 5.260 5.350 6.020 5.521
4,4 CO 10.029 11.750 10.020 13.200 9.802
5,5 NH 5.830 6.718 0.000 8.230 0.000
9,9 CaCN 0.833 0.924 0.940 0.860 0.643
10,10 CNC“ 0.826 1.131 0.560 0.727 0.593
12,12 CaCO 1.046 0.924 0.681 0.841 0.566
13,13 NCO 1.446 1.709 0.889 1.049 0.672
14,14 CNH 0.556 0.561 0.447 0.544 0.498
15,15 CaNH 0.556 0.561 0.413 0.509 0.436
1,2 CaC,CN 0.300 0.294 0.350 0.350 0.274
1,3 C X N C * 0.100 -0.026 -0.030 -0.030 -0.025
1,4 CaC,CO 0.500 0.404 0.520 0.520 0.340
1,5 CaC,NH 0.000 0.007 0.000 0.020 0.004
1,9 CaC ,CaCN 0.300 0.057 0.204 0.204 -0.083
1,10 CaC,CNCa 0.000 0.034 0.008 0.008 0.026
1,12 CaC ,C aCO 0.100 -0.057 0.117 0.117 -0.141
1,13 CaC,NCO 0.000 0.390 -0.321 -0.321 0.224
1,14 CaC,CNH 0.000 0.020 0.010 0.010 -0.005
1,15 C°C ,CaNH 0.000 -0.020 -0.018 -0.018 -0.021
2,3 CN,NCa 0.300 0.098 0.230 0.230 0.101
2,4 CN,CO 0.500 1.247 1.520 1.520 1.154
2,5 CN,NH 0.000 0.002 0.000 0.010 0.023
2,9 CN,CaCN 0.300 0.323 0.098 0.098 0.138
2,10 CN,CNCa 0.600 0.178 0.245 0.245 0.107
2,12 CN,CaCO 0.000 -0.323 -0.452 -0.452 -0.339
2,13 CNJSFCO 0.200 0.353 0.354 0.354 0.201
2,14 CN,CNH 0.294 0.183 0.047 0.047 0.110
2,15 CN,CaNH 0.000 -0.183 -0.292 -0.292 -0.217
3,4 NCa,CO 0.000 -0.056 -0.060 -0.060 -0.052
3,5 NCa,NH 0.000 -0.039 0.000 -0.020 -0.039
3,9 NCa,CaCN 0.000 0.017 0.041 0.041 0.058
3,10 NCa,CNCa 0.150 0.246 0.253 0.253 0.178
3,12 NCa,CaCO 0.000 -0.017 0.015 0.015 0.031
3,13 NCa,NCO 0.000 -0.139 -0.056 -0.056 -0.089
Table 5.7 (continued) Comparison of the intra peptide force constants*.
Coord.
RR .• j
Descript. Dwivedi 
& Krimm b
Balazsc Sugawara
1984d
Sugawara
1986c
Our NMA
3,14 NC“,CNH 0.000 -0.185 -0.275 -0.275 -0.227
3,15 NCa,CaNH 0.294 0.185 0.022 0.022 0.049
4,5 CO,NH 0.000 -0.024 0.000 -0.060 -0.018
4,9 CO,CaCN 0.150 -0.354 -0.498 -0.498 -0.340
4,10 CO,CNCa 0.000 -0.031 0.008 0.008 -0.022
4,12 CO,CaCO 0.450 0.354 0.171 0.171 0.103
4,13 CO,NCO 0.450 0.409 0.327 0.327 0.236
4,14 CO,CNH 0.000 0.045 0.031 0.031 0.042
4,15 CO,CaNH 0.000 -0.045 -0.039 -0.039 -0.020
5,9 NH,CaCN 0.000 -0.025 0.000 -0.041 -0.015
5,10 NH,CNCa 0.000 -0.121 0.000 -0.073 -0.107
5,12 NH,CaCO 0.000 0.025 0.000 -0.001 -0.019
5,13 NH,NCO 0.000 0.073 0.000 0.042 0.034
5,14 NH,CNH 0.000 0.031 0.000 0.058 0.109
5,15 NH,CaNH 0.000 -0.031 0.000 0.016 0.005
9,10 CaCN,CNCa 0.000 0.062 0.013 0.013 0.035
9,12 C^N.CTCO 0.000 -0.924 -0.366 -0.326 -0.269
9,13 CaCN,NCO 0.000 -0.017 -0.574 -0.534 -0.374
9,14 CaCN,CNH 0.200 0.005 -0.018 -0.018 0.003
9,15 CaNH,C“CN 0.000 -0.005 0.005 0.005 -0.038
10,12 CNCa,CaCO 0.000 -0.062 -0.041 -0.041 0.007
10,13 CNCa,NCO 0.000 -0.119 0.028 0.028 -0.042
10,14 CNCa,CNH 0.000 -0.014 -0.297 -0.381 -0.328
10,15 CNC“,C“NH -0.040 0.014 -0.263 -0.346 -0.265
12,13 CaCO,NCO 0.000 0.017 -0.315 -0.515 -0.297
12,14 CaCO,CNH 0.000 -0.005 -0.009 -0.008 -0.038
12,15 C^O.CTNH 0.000 0.005 0.050 0.050 0.031
13,14 NCO,CNH, 0.251 0.073 0.027 0.027 0.035
13,15 NCO,CaNH 0.000 -0.073 -0.055 -0.055 0.006
14,15 CNH,CaNH 0.038 -0.561 -0.150 -0.163 -0.170
aUnits: stretching, aJ/Ä2; bending aJ; bend stretch coupling aJ/Ä. 
bReference 5. Reference 11.
Reference 12. 
dReference 10.
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Dwivedi and Krimm change only 12 force constants when they introduce the point mass 
approximation into their more detailed a-(Ala)n surface. Only five of these changed force 
constants are involved in Table 5.7.
Our NMA surface understandably bears the greatest likeness to Balazs' surface 
from which it is derived; the differences arise from fitting the vibrational frequencies, 
under the methyl group point mass approximation, to the observed condensed state 
values. However it should be noted that for some couplings our surface resembles most 
closely the surfaces of Sugawara.
When comparing the eigenvectors obtained from the surfaces, the differences 
manifest themselves most obviously in the character of the Amide-I modes. For the DK 
surface the Amide-I modes showed a very much smaller involvement of the NH wagging 
motion and test trajectories showed only a very slow resonant transfer of energy out of an 
initially excited NH stretch compared to NMA. This is surprising since it is expected that 
the intra-peptide dynamics of the helix would be similar to that of NMA; indeed this has 
been the justification for the general interest in NMA. Consequently, the intrapeptide part 
of the helix potential energy surface was replaced with the intramolecular part of the NMA 
surface.
The resultant hybrid force field produced an average frequency for the Amide-I 
modes of 1667 cm '1, about 10 c m '1 higher than experiment6, for the undeuterated helix 
and 1625 cm '1, about 25 c m 1 too low, for the N-D helix giving the deuterated frequency 
shift of 42 cm '1 which is 35 c m '1 too large. This compares with our implementation of 
the DK surface which gave deuterated frequency shifts of only 5 cm '1 for Amide-I. 
While our large values of the frequency shifts on deuteration certainly indicate the 
increased presence of the NH wag in the Amide-I mode, it is dangerous to relate the 
deuterated frequency shift totally to the amount of NH(D) wag character in the mode; to 
do so assumes the character of the mode does not change upon deuteration. Furthermore, 
the spectroscopy of a-(Ala)„ suffers from many of the same problems as NMA - it is a 
complicated system13,14. In particular, there must be some doubt over the ability of spectra 
to accurately reveal small deuterated frequency shifts in relatively broad bands. The
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deuterated spectra were, in fact, earned out on samples that were only partially deuterated 
- in the case of Rabolt et al.6 a-(Ala)„ could not be completely deuterated after boiling 
with D20  for five days - so we suggest it is possible that the residual Amide-I band of 
a-(Ala-NH)n in the 'deuterated' spectra could lead to an underestimation of the frequency 
shifts. The frequency shifts observed by Rabolt et al. are only 3 and 8 cm '1 for Raman 
and infrared respectively while the Amide-I bands have a FWHM of the order of 30 cm '1 
for the Raman and 100 cm '1 for the infrared spectra.
The Amide-II modes follow a slightly different pattem with the undeuterated 
frequency being 1563 cm '1, 19 cm*1 too high, while the N-deuterated frequency is much 
better at 1474 cm '1 only 4 cm '1 to high. Here the deuterated frequency shift of 79 c m '1 is 
23 cm '1 too large. However, there is some indication that the deuterated Amide-II mode 
includes some component of the methyl asymmetric bend3,5 which therefore makes this 
band less reliable.
To attempt to correct for these discrepancies, particularly in the Amide-I modes, 
a very simple refinement procedure was used to scale the diagonal force constants of the 
rco, rcN stretch and the 0 ^ ^  and in-plane wag coordinates - those principally
involved in the Amide-I,II vibrations - to provide better agreement with experiment. The 
average of the middle 19 of the 21 frequencies for each mode was used to give the 
theoretical frequency in order to avoid problems with modes lying at the ends of the helix, 
and the four force constants scaled were subjected to bounds of ±10%. The scaling 
procedure was otherwise the same as that used for NMA.
While attempts were made to decrease the Amide-I deuterated frequency shift, it 
was not possible to reduce the shift, below 21.5 cm '1 without allowing extraordinarily 
low values for some force constants. Owing to the importance of this mode two sets of 
scaled force constants are examined with deuterated shift of 21.5 cm '1, P p and the other 
25.9 cm '1, P2, so the final value of the deuterated frequency shift is still more than 
13 cm '1 higher than that seen in experiments. The final frequencies obtained in the two 
scaling runs are given in Table 5.8 along with the frequencies to which they were fitted. 
The changes in the force constants for both refinements are given in Table 5.9.
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Table 5.8 Refinement of Amide-I and II frequencies of the potential surface (in cm'l) .
Original
surface
P
Target* Final
P.
Target*
i
Final
Amide-I 1668.0 1657.5 1658 1657.5 1657.9
Amide-I-Nd 1624.8 1637.5 1636.5 1632.5 1632.0
Amide-II 1563.4 1544.0 1547.1 1544.0 1544.3
Amide-n-Nd 1474.0 1473.5 1471.4 - 1465.0
“Target frequencies discussed in text
Table 5.9 Scaling of coordinates force constants involved in Amide-I mode.“
Original p, p2
CO 9.8018 9.9997 9.9375
CN 6.7910 6.9134 6.7703
CNH 0.4982 0.4484 0.4591
C“NH 0.4357 0.3921 0.3930
“Units: stretching, aJ/Ä2; bending aJ.
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In the second refinement, P 2, the amount of NH wag character in the Amide-I 
mode was increased still further by lowering the experimental deuterated frequency to 
1632.5 c m '1 and removing the deuterated Amide-II from the frequencies to be fitted 
because of the possible contamination of the experimental mode with intra methyl 
motions. While this extra freedom allowed, the Amide-I and Amide-II modes to approach 
more closely to the required values without large movements in the force constants, it is 
clear that a more sophisticated refinement procedure is needed to obtain a more 
satisfactory result.
5.3.4 Summary
The final form of the potential surface has thus become:
+ M  + + (5.1)
1=1 1=1
where Vintrt represents the scaled intra-peptide potential terms given in Tables 5.7 and 5.9; 
Vrdk are the remaining terms from the DK potential surface. These force constants are 
given in Table 5.10; Vinter represents the cross hydrogen bond (inter-peptide) terms 
derived from Jorgensen and Swenson9, which are given in Table 5.6 and Vanh is the same 
cross hydrogen bond cubic term involving cNHC0 that is given in Eq. 4.6 for the NMA 
surface. Two very small force constants involving out of (peptide) plane coordinates 
were discarded. These were the coupling were between both the CO and the NH out of 
plane deformations with the CN torsion. The removal of these terms caused no 
observable distortion of the surface.
The set of vibrational frequencies for the potential energy surface (P2) is shown 
as a histogram in Fig. 5.2 and compared to experimental infrared and Raman 
frequencies. The frequencies were calculated for the complete 21 residue section. This 
gives a total for 435 non-zero frequencies - nominally 21 frequencies for each mode - 
which means any more direct comparison is difficult, especially below 1300 cm '1, owing 
to the congestion of frequencies. But from this figure, the generally good agreement of
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Table 5.10 Force constants in addition to Table 5.9/
Coords.
RR .
* j
Description Force
constant
Coords.
RRj
Description Force
constant
6,6 C“H°' 4.523 7,16 C“Me,NC“Ha 0.079
7,7 C“Me 5.080 7,17 CuMe,NC°Me 0.317
11,11 NCaC 1.093 7,18 C’Me.CCH“ 0.079
16,16 NCaHa 0.765 7,19 C“Me,CC“Me 0.417
17,17 NCaMe 1.093 7,20 C“Me,HaC“Me 0.415
18,18 CCaHa 0.654 9,11 C“CN,NC“C 0.160
19,19 CCaMe 0.981 10,16 CNC“,NC°H“ 0.100
20,20 H“C°Me 0.664 11,15 NCaC,CT[H 0.000*
23,23 CO ob 0.657 11,16 N C C .N C ’H“ -0.0317
24,24 NH ob 0.129 11,17 NC“C,NC“Nfe 0.200
25,25 C°Ct 0.060 11,19 NCaC,CC°Me -0.041
26,26 CNt 0.680 11,23 NCaC,CO ob -0.073
27,27 NCa t 0.087 11,24 NC“C,NH ob 0.160
28,28 COt 0.000 12,18 CCO.CCH“ 0.150
29,29 NHt 0.000 15,16 C“NH,NC“H“ 0.100
16,18 NC°H“,CCaH“ 0.019
1,7 C“C,C“Me 0.101 16,20 NC“H“,H“C“Me 0.043
U 1 C“C,NC“C 0.300 16,22 NCaHa,NHO 0.1022
1,16 C“C,NC“H“ 0.026 17,19 NC°Me,CCaNfe -0.041
1,18 C C jC C H “ 0.305 17,20 NC“Me,H“C“Me -0.031
1,19 CaC,CC“Me 0.367 17,24 NCaMe,NH ob 0.120
1,20 C“C,H“C“Me 0.079 18,23 CCaHa,CO ob -0.100
3,7 N C \C “Me 0.101 19,20 CC^Me.H^Nfc -0.031
3,11 NC“,NC“C 0.300 19,23 CCaMe,CO ob -0.050
3,16 NCa,NC“Ha 0.427 22,24 NHO,NH ob 0.007
3,18 NC°,CC“H“ 0.026 23,24 CO ob,NH ob -0.050
3,17 NC“,N O fe 0.217 23,26 CO ob,CN t 0.000*
3,19 NC“,C O fe 0.000* 24,26 NH ob,CN t 0.000*
3,20 NCa,H°C“Nfe 0.079
From reference 10 except where noted with *. See explanation in text 
Units: stretching, aJ/Ä2; bending aJ; bend stretch coupling aJ/Ä.
Figure 5.2 H
istogram
 of calculated frequency com
pared to experim
ental vibrational 
frequencies of reference 6. 
Lines above zero are the calculated frequencies and those 
below
 are the experim
ental values. For the 21 residue section of helix there should be 
21 calculated frequencies for each norm
al m
ode. The bin size is 7.5 cm
-1.
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the vibrational frequencies with the experimental frequencies for a-(Ala-N-H)n can be 
seen.
Some problems do remain with our surface. First, the most significant problem 
is the amount of NH bend in the Amide-I modes. It is not unreasonable to expect the 
intramolecular part of the force field of NMA to provide a good model for this part of an 
a-helix and even though it is likely that we overestimate the deuterated frequency shift we 
still consider this surface to be a better representation of the Amide-I mode than that 
provided by the surface of DK. However, it is clear that if the original DK surface is 
correct the likelihood of any coherent energy transfer via our mechanism is remote.
Secondly, it would be convenient if the potential could be written in one 'good' 
set of coordinates as the present combination of coordinates and potential functions is 
awkward in being both difficult to manipulate and to understand.
Finally, little attention has been placed on the accuracy of the potential in 
reproducing the vibrational frequencies below about 1000 c m '1. In the present 
circumstance, these modes are not expected to have much effect on our dynamics but this 
would not necessarily always be the case where this potential may be used.
After the completion of the work it was found that the small off diagonal force 
constants coupling the rNCa and 0cc«Me, and 0 ^ ^  and 0caNH coordinates, which have the 
values of 0.2 aJ/Ä and -0.1 aJ, respectively in the DK surface, have inadvertently been 
set to zero in our force field. Since the Ca and Me atoms have no significant motion in the 
Amide-I mode neglect of these terms is unlikely to have significant impact on the 
dynamics reported. These force constants are only relevant to the low frequency modes 
which we have not attempted to refine.
5.4 Computational details
The computational method follows very closely that for the simulations of chains 
in NMA, and only the differences are described below.
5.4.1 Trajectory program
The trajectory program performs close to the available limit of computational
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power, not only in the time needed to perform the calculations but also in the amount of 
memory needed. Whereas for NMA it is possible to model 120 chains of seven molecules 
in parallel (comprising about 5000 particles in 2D) in 8 MB of memory, it is only possible 
to model seven helical sections in parallel (about 1000 particles in 3D) in 24 MB of 
memory (which is the largest amount of memory generally available on the VP). The 
increase in the number of degrees of freedom from 126 for a seven molecule chain of 
NMA to 441 for the 21 residue section of helix is only part of the increase in the scale of 
the computation. The greater complexity of the potential surface results in a very much 
larger computational problem.
The lowering in speed of the program is due to a number of factors. First, a 
lower vector length owing to the smaller number of parallel trajectories, reduced the 
speed gain by vectorisation - it was not considered feasible to completely reorganise the 
program to minimise this problem as it should be partially offset by larger vector lengths 
arising from the increased number of internal coordinates. Secondly, the increased 
interconnectivity of the helix introduced some recursion into the calculation of the energy 
and, more importantly, the forces. This required some changes to the algorithm. A 
number of the important loops in the time consuming force calculations needed to be split 
up into smaller loops which had correspondingly smaller vector lengths or in some cases 
needed to be calculated using the slower scalar mode of the VP.
For seven helices in parallel it was possible to obtain running times of about 5 
seconds/1000 time steps/trajectory which is a factor of about six slower than the NMA 
trajectories. This allowed a production run of 28 trajectories, (performed in four 
consecutive runs of seven) over 17 000 time steps (340 time units) to take 40 minutes 
CPU time. The time step was increased to 0.02 time units; a slight decrease in accuracy 
compensated by a larger number of trajectories available for averaging. The energy units 
and time units are the same as that used in the previous chapter.
The increase in the computational complexity of the calculations placed some 
constraints on the implementation of the model, notably in our ability to survey the 
available potential parameters and the amount of averaging that could be performed for
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each different set of conditions.
5.4.2 Initial conditions
The helices were set up in the geometry of Table 5.2, while Fig. 5.3 indicates the 
numbering scheme of the residues .
C terminus
Barrier to energy 
transfer _ _
1 2 3
4 5 6
7 8 9
10 11 12
13 14 15
i
^  16 17 18
19 20 21
N terminus
Direction of energy 
transfer
Figure 5.3 Numbering scheme and a typical initial condition.
Residues are numbered sequentially along the helix backbone and residue n is hydrogen 
bonded to residues n+3 and n-3. Thus residue 4 is connected on the backbone to residues 3 
and 5 and is the donor molecule in the hydrogen bond with residue 7 and the acceptor in the 
hydrogen bond with residue 1.
As there were no suitable localised Amide-I eigenvectors, the initial excitation 
was only placed in NH oscillators. Reduced zero point energy (v = -0.490) was used for 
the Cartesian normal modes and unexcited NH oscillators, as before (the effect of reduced 
zero point motion is briefly investigated below).
The initial excitation could be placed in any of the hydrogen bonded NH 
oscillators of the helix with the cubic coupling involving that NH---OC group turned off 
so that the energy could be transferred in only one direction along a hydrogen bonded 
chain. For the preliminary trajectories, where there was only limited energy transfer, it 
was possible us to perform simultaneously three smaller simulations of energy transfer
185
within the 21 residue section of a-helix. An example of this is shown schematically in 
Fig. 5.3. Three excitations are located on non-neighbouring residues to allow three 
essentially independent simulations over the three distinct hydrogen bonded chains which 
can be averaged to improve the statistics. This averaging would also remove any biases 
due to the position of the excitation. When conditions conducive to more coherent energy 
transfer were employed this approach had to be abandoned as it was impossible to 
separate the excitations, and single excitations were followed down the complete helix.
5.4.3 Dihedral angles
The calculation of the dihedral angles needed to form the torsional coordinates 
presented some difficulties as the obvious methods of calculating them failed.
Figure 5.4. Typical peptide dihedral angle tCCNC.
Specifically, for the dihedral angle shown with the bond vectors a, b, and c in Fig 5.4, 
simple vector algebra would give the dihedral angle thus:
or
T arccos
(axb)-(bx c) 
ja x b| |b x c|
T = arcsin
|(a xb)x(bxc)|  
|a x b| |b x c|
(5.2)
(5.3)
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combined with a definition of the sense of a positive rotation: we define the dihedral angle 
z abcd to be angle from the plane containing atoms A, B, C to the plane containing B, 
C, D in an anticlockwise direction.
However, for a dihedral angle near 0 or 180°, (that is for near planar systems), 
Eq. 5.2 will not be able to determine the sign of a deviation on either side of 0 (or 180) 
because cosine has the same sign on either side. Similarly Eq.5.3 cannot provide this 
information as it can only give positive angles because it uses the moduli of both 
denominator and numerator. Obviously, the correct calculation of the forces requires this 
sign, although if there are no off diagonal force constants involving a particular dihedral 
angles the sign is not needed to calculate the energy.
The expression finally found to be well behaved for both the calculation of the 
dihedral angle (and the partial derivatives of the angle with respect to the Cartesian 
coordinates which are needed for the force calculation) is:
x arcsin b-(axb )x (bxc)  
|b| |a x b| |b x c|
+ ;r (5.4)
This formula requires that the dihedral remains around 180° and does not move past ±90° 
where the obvious related formula is used.
In addition, we have seen that dihedral angles across a hydrogen bond are simply 
not a good choice of coordinate. Computationally, dihedral angles also present problems 
in the sense that their calculation is much more complicated and therefore takes 
considerably longer than bond lengths and simple bond angles. This increase in 
complexity becomes much worse when the calculation of Cartesian first or higher 
derivatives are involved. As the calculation of first derivatives is necessary to generate the 
Cartesian forces for a general trajectory program, some thought should perhaps be given, 
in larger problems, to replacing dihedral angles with extra bond angles or non-valence 
bond lengths to reduce the computational effort. This action would also remove the 
problem of the coordinates becoming poorly defined in some regions possibly visited by 
a trajectory.
187
5.5 Results
Following on from the investigation of the dynamics of NMA, the same three 
time dependent quantities are reported. The energy of each individual residue or peptide 
group is approximated by summing the intra-peptide terms, the remaining DK terms and 
half of the cross hydrogen bond terms. For simplicity of calculation, this formulation 
includes the energy involved in the motion of C“ and its substituents completely in one of 
the peptide groups to which is connected, as opposed to dividing this energy between 
both peptide groups. The NH stretch energies and total energies in the amide modes 
(only Amide-I and Amide-II) are calculated as before. These quantities were averaged 
over an ensemble of parallel trajectories and, where applicable, over multiple simulations 
within the same section of helix.
The NH stretch oscillator parameters and cNHC0 are again the parameters of 
principal interest with most of the trajectories being performed to locate the regions of 
greatest energy transfer for the Pj surface. For the same conditions, trajectories were 
performed using the P2 surface to investigate the effect of increasing the NH wag 
character of the Amide-I mode at the optimal conditions. The effect of increased 
excitation energy and briefly, variation of the 'reduced* amount of zero point energy 
were also investigated.
5.5.1 No anharmonic coupling
Figure 5.5 shows the average over 14 trajectories of the initial excitation of a 
NH stretch oscillator without any anharmonic potential coupling. 4920 cm '1 of energy, 
(0.54 energy units) has been placed in the NH oscillator of residue 20 (see Fig. 5.3 for 
numbering scheme). This energy, approximately one quanta above the ground state, 
was used in all the trajectories with single quanta NH excitations.
An NH frequency of 3304 cm '1 (D = 1720 energy units, a  = 0.1011 Ä) was 
found to give the fastest overall intramolecular energy transfer: the NH stretch energy 
reaches a minimum of less than 5% of the initial excitation at about 60 time units. While 
the transfer out of the stretch in Fig. 5.5a appears to be more complete than in our NMA 
simulations it is slightly slower. The familiar stretch wag Fermi resonance between the
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Figure 5.5. (a) The average energy versus reduced time in the NH stretch of 
residue 20 (See Fig. 5.3) with initially one quantum, and the total energy in 
Amide-I and Amide-ll. NH harmonic Frequency = 3304 cm-1 and cNHC0 = o.
(b) The average energy in residue 20 and neighbouring residues corresponding 
to (a). The time unit» 1 Nh period; energy unit = 9160 cm-1 or 5.5 aJ.
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NH stretch and the Amide-I mode is clearly reproduced here. Twice the Amide-1 
frequency is about 3316 cm '1 which, allowing for some anharmonicity in the Amide-I 
modes, means that the NH stretch frequency of 3304 cm'1 must be very close to the 
overtone of the Amide-I mode. The Amide-II frequency is seen to take a smaller role in 
the initial stages of the Fermi resonance than that observed in corresponding trajectories 
for NMA as the NH stretch frequency is not lowered by anharmonicity when it is fully 
excited.
Energy moves slowly out of the initially excited molecule in Fig 5.6b, 
principally in one direction only, along the helix backbone to residue 19 and not into the 
other adjacent residue 21 or across the hydrogen bond to residue 17. One reason why the 
energy moves so comprehensively in one direction along the backbone probably resides 
in the somewhat artificial manner in which the energy is divided between the peptide 
groups. The energy involved in the C \ H“ and Me coordinates is included with the 
peptide group containing the N that is bonded to Ca. This means that for energy to 
transfer in the other (less favoured) direction essentially involves moving across one 
more atom in the backbone. The timescale of either process is, however, so much 
slower than the intra-peptide Fermi resonance, that backbone transfer is unlikely to be 
important. (In fact, when anharmonic coupling is included more than 90% of the energy 
remains in the initial excited hydrogen bonded spine - this percentage may be even larger 
owing to the apportioning of the residue energy). One final noteworthy point is that the 
variation in the energy of residue 21 correlates strongly with the energy of the Amide-I 
mode indicating that dephasing of the Amide-I modes will be part of this slow energy 
transfer pathway.
5.5.2 Variation of NH stretch frequency
Preliminary test trajectories gave some indication of the range of frequencies and 
cnhco couplings that were of interest, so more detailed investigations were performed 
with harmonic NH stretch oscillators whose frequency ranged from 3338 cm '1 down to 
3278 cm'1 with the cubic coupling held constant at -4.0 aJ/Ä3. The results for the two 
extreme frequencies and the optimal frequency of 3304 cm'1 are given in Figs. 5.6 to
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Figure 5.6. The average energy versus reduced time for one quantum initially 
in the NH stretch of 'average' residue I with NH harmonic frequency of 3304 
cm-1 and cNHC0 = -4aJ/Ä~3; (a) residue l-IV; (b) NH stretching modes on residues 
l-IV; (c) the corresponding total energy in Amide-1 and Amide-ll normal modes. 
For details of averaging process used see text.
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Figure 5.7. As in Figure 5.6 (a) and (b) for NH harmonic 
frequency of 3278 cm-1.
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Figure 5.8. As in Figure 5.6 (a) and (b) for NH harmonic 
frequency of 3338 cm-1.
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5.8. The trajectories were all run for seven helices in parallel using three separate 
excitations per helix as illustrated in Figure 5.3. The numbering system used in the 
diagrams has the excitation starting in residue I and proceeding to residue IV. This 
allows averaging over 21 separate simulations for the individual residue and NH stretch 
energies in the initially excited and the two following residues in a hydrogen bonded 
chain, that is I, II, and III. The fourth residue and NH stretch energy, is only averaged 
over 14 simulations. The amide mode energies shown in Fig 5.6c are the total amide 
energies for the whole helix averaged over the seven parallel trajectories divided by three 
to give the 'average' over the 21 excitations. Comparison of the averages for the three 
separate excitations, within a section of helix, with the 'combined' averages presented 
here did not suggest any large excitation-site dependent effects or end effects.
Figures 5.6 a,b clearly show a decaying energy pulse, in both total energy and 
NH stretch energy, propagating down the hydrogen bonded chain in a very similar 
manner to that observed previously in the NMA simulations. The time for the pulse to 
reach a maximum in the fourth residue in the chain is approximately the same as for the 
NMA simulations at about 160-170 time units. The proportion of the initial excitation 
energy reaching the second and third residues is significantly greater here than for NMA 
but transfer into the fourth residue is smaller - being only about 20% of the initial 
excitation energy. The energy appears to be partially trapped between the second and 
third residues indicating that the cubic potential coupling may be too large.
As noted above the Amide-EI mode takes a smaller part in the initial excitation 
transfer than we saw in NH excitation of NMA, (Fig 4.5c); this allows a greater 
proportion of the excitation energy to become involved in propagation.
Changing the NH stretch frequency from 3304 cm '1 up to 3318 cm '1 or down to 
3294 cm '1 produced very little observable change in the dynamics. Moving the frequency 
further away from 3304 cm'1 does start to have an effect as is seen in Figs. 5.7 and 5.8 
where the NH frequencies have been set at 3278 cm '1 (D  = 1645 energy units, a  =  
0.1026 Ä) and 3338 cm '1 (D = 1828 energy units, a  = 0.0990 Ä) respectively. In both 
sets of trajectories, the energy becomes trapped in the first three residues as the 2:1
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frequency matching required for Fermi resonance is poorly satisfied, causing the loss of 
a well defined energy pulse.
5.5.3 Variation of the cubic coupling
With the NH stretch frequency optimised, the cubic potential energy term cNHC0 
was investigated further. The value of -4.0 aJ/A3 was suspected of being slightly too 
large so the trajectories of Fig. 5.6 were repeated with cNHC0 of -3.0, -3.5, and -4.5 
aJ/A3. The results for -3.5, and -4.5 are displayed in Figs. 5.9 and 5.10 respectively. 
Decreasing cNHC0 to -3.5 aJ/A3 makes very little change to the timescale or the amount of 
energy transferred out of the first or second peptide group but the differences are 
apparent with the third and particular the fourth peptide group which gains about 50% 
more energy. Lowering the cubic coupling term again to -3.0 results in slight worsening 
of the amount of energy transfer but it is still marginally more efficient than at 
cnhco ~ “4-0 aJ/A3. Increasing the cubic coupling parameter to -4.5 aJ/A3, Fig 5.10, 
makes more obvious changes to the dynamics as less energy is able to leave the initially 
excited residue and only a small amount reaches the fourth. The trapping of energy, 
between the second and third residues, confirms that the inter- and intra-peptide 
couplings have moved further out of balance.
5.5.4 Longtime simulations at optimal conditions
With the NH stretch frequency and the cubic coupling parameter optimised at 
3304 cm '1 and -3.5 aJ/A3 respectively, 28 trajectories were performed over longer time. 
The results are displayed in Fig. 5.11. The initially excitation was placed in one of the 
'free' NH stretch oscillators (residue 20) allowing for energy transfer along the complete 
hydrogen bonded chain. The energy propagates almost completely down the helix with a 
very small amount of energy reaching the seventh residue after about 350 time units. The 
coherence of the energy transfer starts to break down after 150 time units when a small 
secondary pulse is introduced between the second and third residues, which it should be 
remembered remains after averaging over the trajectories. This apparent disruption of the 
pulse is probably also a result of the averaging process, as the pulses from each 
individual trajectory get out of phase further down the molecule. The total Amide-I mode
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Figure 5.9. As in Figure 5.6 (a) and (b) for = -3.5 aJ/Ä 3.
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Figure 5.10. As in Figure 5.6 (a) and (b) for cNHC0 = -4.5 aJ/A 3.
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Figure 5.11. The average energy versus reduced time for one quanta initially 
in the NH stretch of residue 20 with NH harmonic frequency of 3304 cm-1 and 
cnhco = -3-5aJ/Ä-3; (a) residue 20, 17,..,2; (b) NH stretching modes on residues 
20,17,..,2; (c) the corresponding total energy in Amide-I and Amide-ll normal 
modes.
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energy, in Fig. 5.11c, also shows the breakdown of the coherent behaviour in the 
second half of the trajectory.
5.5.5 Increased excitation energy
In order to investigate the anharmonicity of the system the amount of initial 
excitation was increased to two quanta above the ground state (8260 cm'1 or 0.90 energy 
units), keeping all other conditions the same as for Fig. 5.11. Surprisingly, Figure 5.12 
shows that there is sufficient anharmonicity in the kinetic energy to significantly disrupt 
the coherent propagation of the energy pulses.
5.5.6 Qualitative comparison of different reduced zero point energies
Three single trajectories were run under the same conditions: an NH stretch 
frequency of 3298 cm'1 (D = 1704 energy units, a  = 0.1014 Ä), cNHCO = -4.0, and the 
same set of initial phases for values of zero point energy corresponding to v = -0.499, 
-0.490, and -0.450. As they are only single trajectories some caution must be exercised 
in their comparison but obvious qualitative comments can be made from inspection of 
Fig. 5.13. The first is the similarity that exists between the trajectories at v= - 0.499 and 
-0.490 even though there is a difference of a factor of ten in the amount of energy in the 
non excited modes. In Figure 5.13a the energy is perhaps localised for a longer period. 
The pulse does not move completely down the chain: it is very efficiently reflected from 
residue 10 back to the initially exited peptide group. Moving from Fig. 5.13b to 5.13c is 
only an increase of another factor of five in the zero point energy, but the differences in 
these figures are much more striking. The energy pulses have become broader and much 
noisier although the timescale for energy to pass from one residue to another is relatively 
unchanged. It is clear however that increasing the zero point energy has altered the 
character of the dynamics as we have seen in the model dynamics of Section 3.6.
5.5.7 Increasing amount of NH wag in Amide-I modes (P2 surface)
The optimal conditions obtained with the standard potential surface, P,, were 
repeated with the alternative surface, P2, which has enhanced NH wag components of 
the Amide-I modes. This should increase the efficiency of the stretch-wag Fermi 
resonance as it increases the amount of NH wag amplitude close in frequency to the 2:1
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Figure 5.12. As in Figure 5.11 (a) but with two quanta 
initially in the NH stretching mode of residue 20.
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Figure 5.13. The average energy in residues 16, 13,..4 versus reduced time 
for one quantum initially in the NH stretch of residue 16 with NH harmonic 
frequency of 3298 cm-1 , cNHCO = -4aJ/Ä-3 and the same initial phases, for zero 
point energy corresponding to v=  (a) -0.499 ; (b) -0.490; (c) -0.45.
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resonance condition. Averages over 28 trajectories are shown in Fig. 5.14. Comparison 
of Fig 5.14a with 5.11a shows a great resemblance up to about 150 time units where in 
Fig 5.11a small secondary energy pulse develops. In contrast, once the energy pulse has 
passed a residue in Fig. 5.14a, the residue does not interact strongly with its 
neighbouring groups even though it still has some energy in it. The result of this is that 
the energy pulse is seen to move relatively undisturbed to the end of the helix. The NH 
energies similarly show the energy pulse moving to the end of the chain. Comparison of 
the amide mode energies, 5.1 lc  and 5.14c, again reveals similarities, with the expected 
distinction that more energy is observed in the Amide-I modes of 5.14c which have 
greater NH wag component.
5.5.8 Single trajectories using P2 surface
Finally we present two examples of a small number of single trajectories that 
were run at the optimal conditions using the P2 surface to exhibit the effects of the 
averaging on the above results. The variation seen in theses single trajectories, compared 
to each other or the averages, appeared to be much greater here than that seen for the 
NMA trajectories. The variation again appears to be smallest at short times and therefore 
at longer times the real dynamics is more likely to be hidden by the averaging process. 
The increase in zero point energy for these trajectories compared to the NMA simulations 
is most likely the cause of the increased variability, as the greater zero point energy 
allows a greater range of phase space to be explored. The trajectories shown below are 
the extreme examples of the six observed in detail.
The first trajectory displayed in Fig. 5.15 clearly shows very poor energy 
transfer - in fact it was the poorest of the observed single trajectories - as it diverges from 
the average behaviour after the initial decay out of the excited NH stretch (= 75 time 
units) with most of the initial excitation energy being trapped between the first and the 
second residues.
The next single trajectory is a more striking example of coherent energy 
transfer. From the individual residue energies shown in Fig. 5.16a, a very smooth 
energy pulse can be clearly seen propagating down the hydrogen bonded chain with, at
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Figure 5.15. Residue energies versus reduced time, under 
the conditions of Figure 5.14, for a single trajectory.
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one time, energy approximately equal to half the initial excitation reaching residue two 
(that is, about one quanta of Amide-I vibrational energy!). This transfer occurs by 350 
time units or about 3.5 ps. The proportion of energy transferred from one residue to the 
next varies from 96 to 87%, while the width, as measured by FWHM, only increases 
from about 50 time units for residue 17 to about 60 time units for residue five.
Intriguingly, the NH stretch energies, Fig 5.16b, do not exhibit quite the same 
smooth pulse or a monotonic decrease in the maximum energy in each residue. 
However, the NH stretch energies are seen to return to almost zero after the pulse has 
passed indicating that the small amount of energy that remains in each residue is 
associated with the Amide-I mode. The key to the coherence of the energy transfer is 
probably the fact that as the energy pulse passes through a residue the NH stretch is left 
very cold, preventing any energy at all from being transferred back in the other direction.
The total Amide-I mode energy, fig 5.16c, shows seven clear maxima which 
clearly occur between the maxima of the NH stretch energy which reflects without doubt 
the two interacting pulses of energy moving down the hydrogen bonded spine.
5.6 Discussion
The energy transfer we have observed in this simulation of a section of a-(Ala)„ 
is qualitatively similar to that observed in the NMA simulations. While in many ways this 
is not surprising because of the origin of the a-(Ala)„ force field it should also be 
remembered that the character of phase space has been changed significantly through the 
extension of motion to three dimensions and the increased number of degrees of freedom 
of the helix backbone. Despite this, the resonant mechanism still provides the dominant 
relaxation pathway.
The critical element of the potential surface is once again the character of the 
Amide-I modes. The NH bend amplitude in the Amide-I mode is less in the Helix surface 
than NMA, which can be seen in the lower deuterated frequency shift, and this manifests 
itself clearly in the slower rate of energy transfer. This implies that the anharmonic 
coupling constant needs to be lower to balance the rate of inter- and intra-peptide energy
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Figure 5.16. Energy versus reduced time, under the conditions 
of Figure 5.14, for a single trajectory for (a) residues 20, 17,..,2; 
(b) NH stretching modes on residues 20,17,..,2; (c) total energy 
in Amide-I and Amide-ll normal modes.
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transfer. The near optimal value of -3.5 aJ/Ä3 for cNHCO does approach a more plausible 
value, based on the considerations of Section 4.6. If the NH wagging character of the 
Amide-I mode is reduced further the size of the anharmonic constant at the balance point 
would also be reduced. It is important to remember that with any decrease in the overall 
coupling strength, the sensitivity to the balance of the inter-and intra-peptide couplings 
and also to the frequency mismatch increases. If the amount of NH wagging in the 
Amide-I mode becomes very small, the range of parameters needed for coherent energy 
transfer will likewise become very small. However, it should be stressed that there need 
only be a small amount of NH wag character in the Amide-I mode (as measured by 
potential energy distributions of eigenvectors) for the resonant mechanism to operate.
At near optimal conditions, the NH stretch frequency of 3304 c m '1 is 
approximately 25 cm '1 away from the experimental band centre for a-(Ala)n but it is well 
within the relatively broad absorption band. (In fact, many peptides exhibit the NH 
stretch band centred about 3300 cm '1)1. Moreover, the frequency width of the resonance 
appears large enough to encompass most of the NH stretch band. This is another 
measure of the sturdiness of the kinematic part of the resonant energy transfer 
mechanism. In this regard we can see the effect of harmonic oscillators, (in place of the 
anharmonic Morse oscillators used for NMA): the resonance width appears to be at least 
as large as that seen for NMA even though the kinematic coupling strength has been 
reduced.
The rate of coherent energy transfer is slightly less than that seen in the NMA 
simulations. This presumably is the result of the weaker resonance coupling and the 
difference between the amount of reduced zero point energy in the simulations. 
However, the single trajectories suggest that the initial transfer rate, at least, is relatively 
insensitive the change in zero point energy between v = -0.49 and v =-0.499. In the 
best case, the energy pulse reaches a maximum in the last residue by about 3.5 ps - that 
is, it has an average velocity of less than 2 chain sites per ps. The corresponding 
quantum rate would therefore be about 3.5 chain sites per ps or a transfer time between 
modes of about 0.15 ps. This corresponds with about 0.1 ps for the NMA simulations
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and about the same for the simple model. This energy transfer rate is manifestly faster 
than for any other relaxation pathway.
It is clear from the simulations presented here and in Chapter 4 that the coherent 
energy propagation is a relatively robust phenomenon and consequently the question of 
whether this resonance mechanism operates in nature arises. Unfortunately, we are not in 
a position to provide the answer to this question and we must rely on future experiments.
The form of such experimental verification is not immediately obvious. It is 
apparent that any experiment probe of such systems as crystalline NMA or a-helices will 
be technically very difficult, and therefore some care needs to be exercised in selecting 
the appropriate 'litmus' test.
The complexity of the vibrational spectrum makes it very difficult to envisage an 
unambiguous manner in which the effects of coherent energy transfer could be observed 
in the conventional absorption spectrum. However, a more promising avenue for direct 
experimental verification would be measurement of the phonon dispersion relation or 
density of states. As indicated in Section 3.5.1 the phonons associated with the 2:1 
resonant Hamiltonian (Eq. 3.8) have a very different dispersion relation to optical 
phonons. If the Hamiltonian is expanded to included frequency mismatch and 1:1 
resonant processes between the adjacent molecules for both high and low frequency 
modes, the 2:1 resonance processes still dominate the form of the dispersion relation15. 
Recently, it has become feasible to measure dispersion relations for such high frequency 
phonons using inelastic neutron scattering16. Assuming that the dispersion relation 
transfers from the simple model to the larger simulations in similar manner to the 
observed properties and that there are no significant difficulties arising from the crystal 
environment a relatively clear test could then be performed. The smaller system of NMA 
would undoubtedly provide be the most convenient subject for such an experiment
For a test related to the biological context discussed in Section 3.2.1, site 
directed mutagenesis could be used to disrupt the hydrogen bonding of an a-helix, say 
by insertion of a proline residue, between the site of ATP hydrolysis and the ion binding 
and gate sites. Such an experiment can really only give a negative result (that is
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disproving the resonant mechanism), if the cellular function is not impaired - the 
converse would not necessarily prove the hypothesis as interference with the hydrogen 
bonding may affect the structure and hence the function of many other processes.
5.7 Summary
In the last three chapters we have presented a hierarchy of models for the 
simulation of energy transfer in hydrogen bonded amides and proteins from a simple 
heuristic model to a comprehensive simulation of a section of a-helix.
The simple model provided a number of useful results. It showed the 
relationship between the Fermi resonance mechanism and previously studied atomic 
lattice systems, which leads to coherent energy propagation reminiscent of non-linear 
acoustic modes rather than optical modes. That is, both quantum and classical 
simulations show that stable 'soliton like' pulses of vibrational energy are observed to 
form from the localised excitation and propagate rapidly. Also, the solution of both the 
classical and quantum equations of motion established the conditions under which the 
classical simulations provide a good qualitative description of the quantum dynamics, 
albeit with the rate of energy transfer underestimated by almost a factor of two.
The simulations of energy transfer in NMA and a-(Ala)„ provide a more serious 
platform for the investigation of the validity of our hypothesis. By including the exact 
kinetic energy and the comprehensive potential surfaces, these two simulations represent 
the most complete characterisations attempted of the dynamics of hydrogen bonded 
amides or peptides. The simulations illustrate that, even though the number of alternative 
relaxation paths available to the dynamics has increased many-fold, the extended Fermi 
resonance mechanism dominates. On the basis of these simulations, it can be concluded 
that coherent energy transfer can occur given two principle requirements: that there is 
some NH wag amplitude in the Amide-I modes and that the anharmonic potential and 
kinematic couplings are approximately in balance.
Although it is likely that we have overstated the NH wag character of the Amide- 
I mode in both the NMA and a-(Ala)n potential energy surfaces, the amount of wagging
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character necessary does not appear to be very large and consequently this portion of the 
Fermi resonance mechanism is expected to be operating in most secondary amides and 
proteins.
The size of the anharmonic potential coupling considered in the form of the 
s ing le  cNHC0 coupling constant is at least plausible, considering the marked effect of 
hydrogen bonding on the group frequencies. Moreover, for smaller kinematic coupling 
(coming from less NH wagging in the Amide-I mode) the anharmonic coupling at 
balance is smaller. Therefore, anharmonic (cross hydrogen bond) potential coupling of 
the size of the kinematic coupling appears possible in real systems.
The conclusions of the final two simulations are predicated by a number of 
qualifications: the first is that classical mechanics is an appropriate tool for following the 
dynamics. While it is simply the only tool available for these large systems, we have 
seen from the simulations of benzene overtones and, particularly, from the simple model, 
that classical mechanics can give a reasonable representation.
Secondly, the potential energy surfaces must be accurate. For both NMA and 
a-(Ala)n the force fields have been developed from an ab initio base with the addition of 
semi-empirical intermolecular terms, and fitting of the resultant frequencies to the 
experiment vibrational frequencies. While there remain many uncertainties, owing to the 
paucity of reliable information, these force fields are the most accurate available for the 
respective systems.
Thirdly, we have assumed that the side chain, intra-methyl group and inter-chain 
(or inter-helix) effects are unimportant. The dominance of the resonance coupling 
mechanism in both, very different, simulations suggests that it is highly unlikely that 
these relatively small effects will be significant.
At each stage of the investigation of hydrogen bonded amides and peptides, 
rapid and coherent transfer of significant quantities of energy was observed over a range 
of conditions. While it is beyond the scope of the present work to arbitrate on whether 
this resonant mechanism exists in biological systems or even simple hydrogen bonded 
networks, it is likely that energy transfer by the Fermi resonances described here forms a
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relaxation pathway for the types of excitations considered. Furthermore, it is not 
inconceivable that a biological system, such as an a-helical section of a protein could 
have been tuned by evolution to provide means of highly efficient vibrational energy 
propagation under conditions similar to those described here. But this is theoretical 
speculation, and it is up to the experimentalists to determine if such relaxation pathways 
exist and dominate the dynamics.
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