In this paper, a compact alternating direction implicit finite difference scheme for the two-dimensional time fractional diffusion-wave equation is developed, with temporal and spatial accuracy order equal to two and four, respectively. The second-order accuracy in the time direction has not been achieved in previous studies.
Introduction
In this paper, we concentrate on high-order compact alternating direction implicit (ADI) finite difference methods for the following two-dimensional fractional diffusion-wave (2DFDW) equation:
u(x, y, 0) = ψ(x, y), ∂u(x, y, 0) ∂t
u(x, y, t) = ϕ(x, y, t), (x, y) ∈ ∂ , 0 < t ≤ T , and ∂ is the boundary of . For detailed applications of this problem, we refer readers to [5, 7] . Progress on the study of high-order scheme for time fractional differential equations is rapid in recent years. We refer the readers to [1, 4, 9, 13] and the references therein for details on the development of one-dimensional problems. The ADI method is efficient for solving highdimensional problems. This method has been successfully applied to time fractional differential equations [2, 11, 14] in the past years. To our knowledge, the most recent result on ADI scheme for the 2DFDW equation with Dirichlet boundary condition is given by Zhang et al. [14] , where a compact scheme of order (τ 3−γ + h
2 ) was established. Here, τ is the temporal grid size and h 1 , h 2 are the spatial grid sizes in different directions.
In this paper, we introduce an ADI scheme for the 2DFDW equation. The scheme is shown to converge with order (τ
). This scheme is based on our recent result [13] on one-dimensional time fractional differential equations. The idea, inspired by Meerschaert and Tadjeran [8] and Tian et al. [12] on the study of space fractional differential equations, is to carry out discretization using the shifted Grünwald difference operator. The details are given in the next two sections which are justified by numerical examples in Section 4.
The proposed compact ADI scheme
We assume that ψ ≡ 0 in Equation (2) without loss of generality since we can solve the equation
In previous studies, discretization is directly based on Equation (1). However, we find that the accuracy of the discrete approximations can be improved if we consider an equivalent form of (1). For details of this equivalent form, we refer readers to [6] . We just outline the key elements here for the completeness of our presentation. We first note that
where 0 < α = γ − 1 < 1. Taking the Riemann-Liouville fractional integral 0 I α t of order α on both sides of Equation (1), we obtain 
We develop our scheme based on Equation (3) by the weighted and shifted Grün-wald difference formula for the Riemann-Liouville fractional integral. To this end, we let 
we introduce the following notations:
Corresponding notations in the y direction are defined similarly. We further denote
The high-order accuracy of our proposed scheme is based on the second-order approximation of the Riemann-Liouville fractional integral. This approximation is established by the shifted operator for the Riemann-Liouville fractional integral defined as:
where
. By using Fourier transform and ideas in [12] , we obtained the following estimate in [13] .
R). Define the weighted and shifted difference operator by
Then we have
for t ∈ R, where p and q are integers and p = q.
Proof The proof can be found in [13] . However, since this lemma plays a crucial role for our main result, we restate a simplified version here for the completeness of our presentation.
Referring to the definition of A α τ ,r , we let
The basic idea of obtaining high-order accuracy is to apply Fourier transform to Equation (4), which yields
Notice that [3] 
From Equations (5) and (6), one can see that, by taking
Since the solution u(x, y, t) can be continuously extended to be zero for t < 0, by choosing
) and
To raise the accuracy in spatial directions, we need
Denoting μ = τ α+1 /2, Lemma 2.2 and Equation (7) yield the following weighted compact Crank-Nicolson scheme:
) on both sides of Equation (9), we have
with R k+1 ij
Omitting the truncation error in Equation (10), we reach the following ADI scheme
We note that, in ADI methods (see [14] for example), the solution {u n+1 ij } is determined by solving two independent one-dimensional problems. Namely, the intermediate variables
are first solved from the following system with fixed j ∈ {1, 2, . . . , M 2 − 1}:
Once {u * ij } is available, we then solve {u n+1 ij } from the following system for fixed i ∈ {1, 2, . . . , M 1 − 1}:
In the next section, the convergence result will be proved.
Convergence analysis of the compact ADI scheme
We first introduce two useful lemmas.
Lemma 3.1 [13] Let {λ n } ∞ n=0 be defined as Equation (8) , then for any positive integer k and
Lemma 3.2 (Grownall's inequality [10] ) Assume that {k n } and {p n } are non-negative sequences, and the sequence {φ n } satisfies
where g 0 ≥ 0. Then the sequence {φ n } satisfies
With the above lemmas, we now proceed to prove the convergence of our compact ADI scheme (10). (3) and {u 
Theorem 3.3 Assume that u(x, y, t) ∈ C

6,6,2 x,y,t ( × [0, T ]) is the solution of Equation
Then there exists a positive constantc such that
Proof We can easily get the following error equation
Multiplying Equation (11) 
Now we turn to the first term in the right-hand side. Since H x and H y are positive definite and self-adjoint, we can consider their square roots denoted as Q x and Q y , respectively. We thus have
Summing up Equation (12) for 0 ≤ k ≤ n − 1, we have It then follows from Lemma 3.1 that
which gives 
where (∂u/∂t)
Then, by arguments similar to those for getting Equation (13) 
Numerical experiments
In this section, we carry out numerical experiments for our compact finite difference scheme.
Example 4.1
The following problem is considered in [14] :
Note that the equation can be equivalently written as
where α = γ − 1. The exact solution for this problem is u(x, t) = sin(x) sin(y)t α+3 .
Our tests were done in MATLAB. At each time level, we need to solve a tridiagonal system with strictly diagonally dominant matrix. The structure of this matrix is same as that in [14] and both schemes have similar computational cost.
We now let h 1 = h 2 = h, the maximum norm errors between the exact and the numerical solutions Tables 1 and 2 . Furthermore, the temporal convergence order and spatial convergence order, denoted by respectively, are reported. Table 1 shows that the proposed scheme (10) is more effective than the compact scheme in [14] . These tables confirm the theoretical analysis. Meanwhile, Figure 1 shows the exact solution (left) and numerical solution (right) for Example 4.1, when α = 0.5, h = τ = 1 50
.
