In recent years there has been growing interest in algorithms inspired by the observation of natural phenomena to define computational procedures which can solve complex problems. In this article we introduce a distributed heuristic algorithm which was inspired by the observation of the behavior of ant colonies and we propose its use for the Quadratic Assignment Problem. Finally the results obtained in solving some classical instances of the problem are compared with those obtained from other evolutionary heuristics to evaluate the quality of the system proposed.
Introduction
The Quadratic Assignment Problem (QAP) of order n consists in looking for the best allocation of n activities in n locations, where the terms activity and location should be considered in their most general sense. It was first formulated in (Koopmans and Beckman, 1957) and since then has been recognized as a model of many different real situations; applications have been described concerning planning of buildings in university campuses, arrangement of departments in hospitals, minimization of the total wire length in electronic circuits, ordering of correlated data in magnetic tapes and others (Burkard, 1984) .
Mathematically the problem is defined by three matrices of dimension n x n: Normally matrices D and F are integer-valued symmetrical matrices, while the assignment cost c ij of activity j to location i is usually ignored, as it does not make a significant contribution to the complexity of solving the problem.
Under these hypotheses, a permutation Π: i -> π(i) can be interpreted as a particular assignment of activity j = π(i) to location i (i = 1, ... ,n).
The cost of transferring data (or materials etc., depending on the problem in question) between two activities can be expressed as the product of the distance between the locations to which the activities are assigned by the flow between the two activities, d ih ·f π(i)π(h) .
To solve the QAP one must thus find a permutation Π of the indices (1,2,...,n) which minimizes the total assignment cost:
The problem can be reformulated to show the quadratic nature of the objective function: solving the problem means identifying a permutation matrix X of dimension n x n (whose elements x ij are 1 if activity j is assigned to location i and 0 in the other cases) such that:
where for the elements x ij the following constraints
(j= 1,...,n)
x ij = 1 j=1 n ∑ (i= 1,...,n)
x ij ∈(0,1) (i,j=1,...,n) hold which identify the matrix X as belonging to set Π of the permutation matrices of order n.
As the QAP is a generalization of the Traveling Salesman Problem (TSP), it is also an NPcomplete problem (Sahni and Gonzales, 1976) The techniques which can be used to find the optimal solution are limited to branch and bound and cutting planes methods: with current hardware, problems of order greater than 20 cannot be solved in an acceptable time (Malucelli, 1993) .
For this reason, in recent years many heuristic algorithms have been proposed which, though not ensuring that the solution found is the best one, give good results in an acceptable computation time.
In this article we propose the use of a new heuristic procedure originally developed for the TSP, which shows the emergence of global properties following the mutual interaction among many elementary agents (Dorigo, 1992; Dorigo, Maniezzo and Colorni, 1995) . In particular we are interested in the distribution of the search activity among agents which can only perform very simple actions, so that we can easily parallelize the computational effort.
Our work was inspired by the research on the behavior of ant colonies (Denebourg, Pasteels and Verhaeghe, 1983) , where one of the problems of interest is to understand how ants, which are almost blind animals with very simple individual capacities, can, when they act together in a colony, find the shortest route between two points, (e.g. the ant's nest and a source of food).
The explanation lies in how the ants transmit information on the path followed: each of them when it moves deposits a substance, called pheromone, which can be detected by the other ants. While an ant with no information moves essentially randomly, an ant which follows a path already followed by others is tempted to follow the already marked path (and the probability that this occurs effectively depends on the intensity of the trace perceived), in turn leaving new pheromone which is added to that already existing. The emerging collective effect is a form of autocatalytic or positive feedback behavior, in that the more ants which follow a particular path, the more attractive this path becomes for the next ants which should meet it. The process is characterized by a positive feedback; in fact, the probability with which an ant chooses a path increases with the number of ants which have already chosen the same path. The final result is that nearly all the ants will choose to follow the shortest path, even if each ant's decision always remains probabilistic (that is, they can also explore new paths).
The algorithm which we will define in the next section is inspired by the observations made on ant colonies and is thus called the Ant System. Its complete description and the method's experimental results applied to the Traveling Salesman Problem can be found in (Dorigo, 1992; Dorigo, Maniezzo and Colorni, 1995; Colorni, Dorigo and Maniezzo, 1991; .
The Ant System
In this section we introduce a new heuristic (below called the Ant System) for the QAP which uses some characteristics of behavior shown in reality by ant colonies, defining a system of artificial "ants".
In the Ant System each artificial "ant" is an agent with the following characteristics: i) when it chooses to assign activity j to location i it leaves a substance, called a trace, (the equivalent of the pheromone) on the coupling (i,j);
ii) it chooses the location to which a given activity is to be assigned with a probability which is a function of the "potential goodness" of the coupling and of the quantity of trace present on the coupling itself;
iii) to construct a complete permutation, locations and activities already coupled are inhibited until all activities have been assigned.
This heuristic uses a population of m agents which construct solutions step by step, assigning an activity to each location. When all the ants have constructed their permutations, the best assignments are rewarded so as to encourage the identification of ever better solutions in the next cycles.
To satisfy the requirement that the ants assign each activity to a different location, we associate a data structure, called a tabu list, to each ant. This memorizes the locations already used and stops the ant assigning them a new activity before a cycle is complete (which thus identifies a permutation). Once the permutation is completed, the tabu list is emptied and the ant is free to choose its own couplings again. Let us define tabu k a vector containing the tabu list for the k-th ant and tabu k (s) as the s-th element of the tabu list for the k-th ant (the location occupied by the s-th activity in the assignment made by the k-th ant).
We now see how to introduce a method to calculate the "potential goodness" of an assignment and thus the initial assignment (when there is no trace); the initial situation will then be modified by the experience acquired by the population via the trace. Given the two matrices of distances D and of flows F, one sums the elements of each line to obtain two vectors D and F called distance potentials and flow potentials. The potential values indicate the sum of the distances between a particular node and all the others and the total flow exchanged between an activity and all the others. The lower the value d i (distance potential) of the i-th node, the more this node is considered barycentric in the network; the higher the value f j (flow potential) of activity j, the more important this activity is in the system of flows exchanged.
As an example we consider Nugent's problem of order 5 (Nugent, Vollman and Ruml, 1968) , a problem arising in a hospital layout location context. Concerning the activity, the first of these (with f 1 = 12) is that which has most exchanges with the others, while the third (f 3 = 5), is the least active. A good permutation can be obtained via a "min-max" coupling: in this the activities with high flow potentials are coupled, with high probability, to locations with low distance potentials (and vice versa) . This is obtained as follows.
From the two vectors D and F one may obtain a matrix A, called the coupling matrix 
We can see how a solution is constructed, assuming, for simplicity, that the ants act in a deterministic way (and not probabilistically, as happens in the algorithm).
In constructing the solution we consider the columns of matrix A one by one, starting from that corresponding to the activity with greatest flow potential, and we assign this activity to the location with least distance potential, according to the "min-max" rule. In our example first activity 1 will be assigned to location 4 because the element a 41 is the smallest of its column: we then couple activity 2 to location 3 (the coupling activity 2 -location 4 is inhibited because location 4 already has an assigned activity); continuing in the same way one obtains the couplings 4-2, 5-1 and 3-5. In the matrix the cost of the assignments made are underlined. 
One can thus find the complete permutation: activity 5 is assigned to node 1; activity 4 to node 2 and so on, obtaining the permutations (5,4,2,1,3) of "potential cost" equal to a 15 +a 24 +a 32 +a 41 +a 53 = 270 (note that this value only gives an indication of the "potential goodness" of the assignment, it does not represent the effective cost).
In the Ant System the permutation is constructed probabilistically, using the Monte Carlo method. The population has m ants, with k the generic ant (k = 1, ... , m). We define τ ij (t+1) as the trace intensity (pheromone in the case of real ants) associated to the location i -activity j coupling. This satisfies the following equation
where ρ is a coefficient which represents the trace's persistence (1-ρ represents the evaporation) and
∆τ ij k being the quantity of trace left on the coupling (i,j) by the k-th ant at the end of the construction of its permutation. The trace's initial intensity, τ ij (0), can be set to a small and positive arbitrary value.
The quantity η ij (desirability) is defined as the inverse of the coupling matrix element:
The probability that the k-th ant assigns activity j to location i is given by
In constructing the permutation we start from the column (index j) corresponding to the activity with greatest potential and the coupling is made by choosing probabilistically from all the locations; at the second step we assign the second activity in order of potential choosing probabilistically a location that excludes the one already assigned, and so on. The procedure is repeated for all the n columns. The solution construction is repeated m times, as many times as there are ants in the population.
The parameters α and ß allow the user to define the relative importance of the trace τ ij (t) with respect to the desirability η ij . Thus the probability p ij k (t) is a compromise between the desirability of a coupling (activities with high flow potential must be located in positions with low distance potential) and the trace intensity (if there was already a high "passage" of ants on coupling (i,j) then this coupling is probably very desirable).
The coefficient ρ must be fixed to a value <1 to avoid an unlimited accumulation of trace. Concerning the quantity of trace left by the ants, different choices for the calculation of ∆τ ij k determine the realization of slightly different algorithms. In the current version of the Ant System ∆τ ij k is given by the value Q/L k if the k-th ant has chosen coupling (i,j), and by the value 0 otherwise: Q is a parameter which can be defined by the user, while L k is the value of the objective function obtained by the k-th ant.
In this way the best solutions (with a corresponding low L k value) must be characterized by more trace on the couplings which determine a low value of the objective function.
The basic algorithm, which uses the calculation of the potentials and which we will indicate by AS, is the following.
t:=0
Initialize the trace matrix Calculate the distance and flow potentials and the coupling matrix A Calculate the desirability η ij :=1/a ij Put b i (t) ants on node i, with Σ i b i (t) = m 2. For k:=1 to m Repeat {for each activity in decreasing order of flow potentials} Choose, with probability given by equation (5), the location to which the activity should be assigned from those not yet assigned. Put the chosen location in the tabu list of the k-th ant Until the tabu list is full {this cycle is repeated n times} End-for For k:=1 to m Compute L k Update the best permutation found End-for 3. For each coupling (i,j) calculate ∆τ ij according to equation (4) Update the trace matrix according to equation (3) The algorithm's performance depends on the values of parameters ρ (trace persistence coefficient), α (importance of the trace), ß (importance of the desirability, linked to the potentials), Q (quantity of trace left at each cycle) and m (number of ants). An experimental analysis will be presented in Section 4.
One can calculate an estimate of the complexity of the Ant System algorithm. After the initializations (of complexity O(n 2 )), one must choose to which location the activity with greatest potential will be assigned: probabilities are calculated according to equation (5) and the choice in probability is made between the locations not yet assigned; the whole has complexity O(n). To construct an entire permutation one must thus perform O(n 2 ) operations. Each complete iteration (m ants) thus requires a number of operations O(m·n 2 ). When all the ants have constructed their solution the trace matrix must be updated: O(n 2 ) operations are required for this updating.
The total complexity of the algorithm is thus O(N·m·n 2 ) where N is the number of cycles, fixed by the user.
Improvements of the basic algorithm
We decided to increase the heuristic's performance by inserting local search steps to improve the solutions obtained. In fact, we thought that also in the case of the Ant System (AS) improvements could be made following a local search, as shown by (Mühlenbein, 1989) for genetic algorithms.
We thus constructed a two-phase algorithm. The first phase constructs solutions one element after the other, following the ant path; this part of the algorithm is that described in the preceding section. When all the ants have constructed their basic permutation and the trace has been added to the common data structure, local search steps can (possibly) be activated following different procedures.
In the first procedure (AS-LS) the local search is a deterministic one. The cost of all the possible exchanges is evaluated starting from the permutation obtained with AS and choosing the exchange which most improves the objective function (the formulae given in (Taillard, 1990) were used for the efficient implementation of the variation due to an exchange).
The local search procedure in AS-LS is the following. The only new user parameter is N_MINIMA, the number of solutions to be put to the local minimum of the m constructed by the ants (we choose to perform local search on the N_MINIMA best solutions; therefore, before applying local search, solutions are ordered by increasing values of the objective function L K ). N_MINIMA can be set with values between 1 and m (where m is the total number of ants).
The complete exploration of the neighborhood of a solution requires a number of operations O(n 3 ): in fact the neighborhood is formed of n(n-1)/2 permutations which can be obtained with exchanges of pairs of elements and evaluating the cost variation requires O(n) operations; the local search step, for medium-large problems, thus becomes rather onerous in terms of computation time.
The other possibility for improving the solutions constructed by the ants is a nondeterministic "hill-climbing" procedure (AS-SA), formed of a simulated annealing module (Kirkpatrick, Gelatt and Vecchi, 1983) . The simulated annealing implementation is the standard implementation for the annealing (temperature decrease) function, while there are some important variations for the initial temperature and the end-of-execution conditions. The transformation operator randomly changes a pair of the permutation elements: this is the most common QAP transformation operator, because it does not destroy the solution's admissibility and allows a fast evaluation of the objective function variation. The annealing function uses a linear operator to update the temperature. After a certain number of iterations (MAXITER parameter) the temperature T is multiplied by a constant a, T=a·T (0<a<1).
The implementation used here is non-standard with respect to the initial temperature. In most simulated annealing implementations the initial temperature is put to an arbitrarily high value, to encourage a high degree of randomness in the initial steps of the search. This strategy is not appropriate in our case: the initial solution supplied by the Ant System to the simulated annealing procedure is usually fairly good and starting with too high a temperature means destroying the work performed by the ant supplying the solution. The following steps were thus used to initialize the simulated annealing temperature.
1. The AVERAGE_COST is defined as the average variation of objective function in 100 random exchanges performed on the starting permutation.
2. The initial temperature T(0) is set to value T(0)=b·AVERAGE_COST where b is a constant related to the probability of accepting an exchange of average cost in the first steps of the search.
Concerning the terminating condition, we decided to stop the cooling procedure when the current solution was not improved at a given temperature and worsening exchanges were not accepted. At this point one supposes that thermal equilibrium has been reached and that the probability of accepting new solutions is at values near 0.
Procedure AS-SA uses the following simulated annealing module for local search. The procedure parameters are a (temperature decrease coefficient), b (coefficient which determines the initial temperature) and MAXITER (number of iterations to be performed at constant temperature).
Experimental results
The algorithm described in the preceding sections in its various versions (AS, AS-LS and AS-SA) was tested on 8 different problems with various values of the control parameters α (sensitivity to the trace), ß (sensitivity to the desirability), ρ (trace persistence coefficient), and Q (quantity of trace left at each cycle). We also studied how the performances vary as the problem becomes larger and how the number m of ants used can influence the overall performance. As a complete analysis of the model which suggests the optimum values of the parameters in each situation has not yet been developed, we performed many simulations.
The problems chosen are all described in the literature: some Nugent problems (Nugent, Vollman and Ruml, 1968) of dimension from 5 to 30, the Elshafei problem (Elshafei, 1977) of dimension 19, and a Krarup problem of dimension 30 (Krarup and Pruzan, 1978) . The optimal solution is known for all the problems up to dimension 20, while for the larger problems (Nugent 30 and Krarup 30 ) the best solutions found in the literature were considered for the comparison.
We tested various values for each parameter (keeping the others constant) on ten different simulations for each choice, to give statistical information on the average distribution.
The values tested were: α={1,2,5}, ß={1,2,5}, ρ={0.5, 0.7, 0.9, 0.99} and Q={1,10,100}. We kept α = 1, ß = 1, ρ = 0.9 and Q = 1 as default values.
As well as solving the problems, we were also interested in studying the behavior of the ant population with regard to a possible "stagnation", a situation in which all the ants reconstruct the same solution: this situation indicates that the system has stopped exploring new possibilities and that the best solution found up to that point will probably not be improved further. With some parameters it was observed that, after many cycles, all the ants made the same couplings despite the algorithm's stochastic nature: this behavior is due to a much greater trace level on some couplings than on others. From this high trace level it follows that the probability that an ant chooses a new coupling is very low and thus stagnation is produced.
Values of α of 2 and 5 (independent of the other parameters) quickly led the ant population to stagnation around the sub-optimum solutions. With parameter α at value 1 good solutions were found for all the problems (about 0% to 5% away from the best solution known), without observing stagnation of the population: this means that at each cycle new solutions belonging to a promising subset were tried.
Parameter ß considerably influences the first iterations and then progressively loses importance as the processing continues. With ß = 5 however many possible couplings are excluded even from the first cycles, quickly leading the population to stagnation near a few local optima.
Low values of parameter ρ reduce the algorithm's efficiency. It takes longer to find good solutions; the best results were obtained for ρ = 0.9 and for ρ = 0.99. No significant differences of performance were found for parameter Q with the various values tested.
The number of ants used does not seem to have a decisive influence on the overall performance, on condition that a quantity at least the same as the dimension (n) of the problem is used.
With the most effective parameters (α = 1, ß = 1, ρ = 0.9 and Q = 10) the basic algorithm AS found the optima of all the problems up to order 15. For the 4 larger problems the algorithm could not obtain the optimum or the best result known in the literature in the time assigned (we set END_TEST to be one hour on a PC-286 computer) although it gave results which were not more than 5% away from the best solution known.
The two extended versions (AS-LS and AS-SA) further improved the quality of the solutions: they found the optimum solutions of all the problems up to order 20 and gave very good results for the larger problems (in particular AS-SA found the best result known for the Krarup 30 problem). Table 1 gives the best known results, the average of the objective function of 500 solutions generated randomly, and the best results given by the 3 versions of the Ant System. To evaluate the performance of the algorithm proposed, we put the various versions into an applications package, called ALGODESK, including some of the best evolutionary heuristics applied to the QAP (Maniezzo, Colorni and Dorigo, 1995) .
Some of these are inspired by systems existing in nature, such as Genetic Algorithms (GA) (Holland, 1975) , and Evolutionary Strategies (ES) (Rechenberg, 1973; Schwefel, 1975) . These heuristics start from a population of random solutions which evolve towards better solutions by means of operators, such as mutation, selection and crossover.
Other heuristics use instead a different approach. They examine the neighborhood of the current solution to reach a local minimum and then they use rules to continue the search and to find other local minima, possibly nearer to the global optimum. The neighborhood of the current solution is examined comparing all the solutions obtained from the current solution by exchanging a pair of elements which form it.
These second heuristics do not use the population concept and use different strategies to leave a local minimum: the Simulated Annealing (SA) method (Kirkpatrick, Gelatt and Vecchi, 1983) accepts, with gradually decreasing probability, solutions worsening the objective function; the Tabu Search (TS) method (Glover, 1989; Skorin-Kapov, 1990; Taillard, 1990) accepts the best exchange and puts the last moves into a tabu list to prevent returning to previous solutions.
The Sampling and Clustering (SC) method is a heuristic which works on a population of candidate solutions of variable dimensions: from a set of uniformly distributed solutions it considers only the best and groups them around "seeds" which are then taken to their local minimum (Boender, Rinnooy Kan, Timmer and Stougie, 1982) (Camerini, Colorni and Maffioli, 1986) . This table also shows the goodness of the approach proposed which, particularly in the two extended versions, gave decidedly interesting performances (index EI very close to unity).
A real-world testcase
In this section we propose a real assignment problem, which can be modeled as QAP of order 33. The problem is the optimum allocation of services in the offices of a Milan multinational company, originally presented in (Maniezzo, Muzio, Colorni and Dorigo, 1994) The spaces available are concentrated in the three following buildings:
TOWER: a building on six identical floors, each divided into three units, numbered from 1 to 18 (three per floor).
II.
Building A: a three-floor construction near to the TOWER building, with direct pedestrian connections at the level of the first two floors (as well as the outside passage) and with three units per floor, numbered from 19 to 27.
III. Building B: a construction with several floors, of which the first three are available for the company in question, detached from the previous buildings and connected to them by footpaths. Two units are available on each usable floor, numbered from 28 to 33. The whole is shown in Figure 1 . The distance matrix is made of the times (in seconds) an employee need to move from location i to location h (i,h = 1,...,33).
For simplicity, the distances between the units on the various floors of each building are considered as identical, although sometimes there are obligatory paths which may cause small differences. The distances are estimated on the basis of the conditions of normal activity of the offices themselves (waiting times for the service lifts and/or any use of alternative routes, walkways or stairs).
As "flow between activities" we decided to use the number of personal contacts necessary on average in a week by the employees of various offices, weighted according to the qualification of the person involved (the employees were assigned weight 1 and the managers weight 2), thus trying to correlate the movements to the effective burden in terms of working costs. The matrix of the flows between the various activities was obtained by quali-quantitative indications obtained from all the managers of the various services. (The distance and flow matrices are reported in the Appendix.)
The objective function of the permutation (3, 4, 5, 14, 16, 17, 25, 26, 15, 24, 8, 9, 10, 2, 11, 1, 6, 7, 29, 31, 30, 18, 22, 23, 20, 21, 19, 27, 28, 32, 33, 12, 13) corresponding to the real location of the offices in the units available was calculated as the first step: it produces a value of 438114 m·sec.
If this datum is compared with the average value of a random arrangement (565541 m·sec, calculated as the average between 100 permutations generated at random), one can conclude that the actual logistic situation allows a "saving" of about 22.5% as compared to a random allocation.
We thus looked for improved solutions with the Ant System in its various versions, and we compared these results with those obtained by SA, TS, GA, ES, and SC. The results are summarized in Table 4 . The best permutation 1 has a value of 339642 m·sec and was found with algorithm AS-SA (AS with simulated annealing for local search module). This solution is 22.5% better than the current logistic situation.
Conclusions
In this work we have presented a distributed heuristic algorithm, the Ant System, applied to the Quadratic Assignment Problem.
The main point in each distributed system is the definition of the communication procedure among agents. In our algorithm a set of ants communicates modifying the problem's representation, as at each step of the processing each ant leaves a sign of its activity which changes the probability with which the decisions will be made in future. The idea is that if an ant in a given state must choose between different options and the choice done results to be particularly good, then in the future that choice must appear more desirable whenever the state and the options are the same.
Initially the ants were given a heuristic to guide the first steps of the computation process, when the information on the problem structure given by the trace had not yet been accumulated. This initial heuristic then automatically loses importance (by means of evaporation) when the experience acquired by the ants, saved in the trail matrix, grows.
The result presented in this work is the use of an autocatalytic process as a method for optimization and learning. The autocatalytic process of an individual ant would almost always converge very quickly to a sub-optimum solution; the interaction of many autocatalytic processes can instead lead to convergence towards a region of the space containing good solutions, so that a very good solution can be found (without however being stuck on it). In other words, the ant population does not converge on a single solution, but on a set of (good) solutions; the ants continue their search to further improve the best solution found.
The results obtained showed the Ant System's good performance and in particular the two extended versions proved extremely effective, with competitive performance for all the problems.
The Ant System's strong point is however that it works on populations of solutions: its implementation on a multiprocessor computer should allow a real jump in quality, especially concerning the efficiency in finding a good solution in a very limited computation time, even for larger problems. Implementing the algorithm on parallel machines is currently being studied. 
