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Abstract
This is the second part of the project ‘unified theory of classical orthogonal polyno-
mials of a discrete variable derived from the eigenvalue problems of hermitian matrices.’
In a previous paper, orthogonal polynomials having Jackson integral measures were not
included, since such measures cannot be obtained from single infinite dimensional her-
mitian matrices. Here we show that Jackson integral measures for the polynomials of
the big q-Jacobi family are the consequence of the recovery of self-adjointness of the
unbounded Jacobi matrices governing the difference equations of these polynomials.
The recovery of self-adjointness is achieved in an extended ℓ2 Hilbert space on which
a direct sum of two unbounded Jacobi matrices acts as a Hamiltonian or a difference
Schro¨dinger operator for an infinite dimensional eigenvalue problem. The polynomial
appearing in the upper/lower end of Jackson integral constitutes the eigenvector of
each of the two unbounded Jacobi matrix of the direct sum. We also point out that
the orthogonal vectors involving the q-Meixner (q-Charlier) polynomials do not form
a complete basis of the ℓ2 Hilbert space, based on the fact that the dual q-Meixner
polynomials introduced in a previous paper fail to satisfy the orthogonality relation.
The complete set of eigenvectors involving the q-Meixner polynomials is obtained by
constructing the duals of the dual q-Meixner polynomials which require the two com-
ponent Hamiltonian formulation. An alternative solution method based on the closure
relation, the Heisenberg operator solution, is applied to the polynomials of the big
q-Jacobi family and their duals and q-Meixner (q-Charlier) polynomials.
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1 Introduction
In a previous paper [1], to be referred to I and its equation as (I.2.3) etc. hereafter, a unified
theory of classical orthogonal polynomials of a discrete variable has been presented. The
classical orthogonal polynomials are polynomials satisfying the three term recurrence rela-
tion and second order differential/difference equations. On top of the well known Hermite,
Laguerre, Jacobi and Bessel polynomials [2] which satisfy second order differential equations,
the rest of about 40 classical orthogonal polynomials satisfying second order difference equa-
tions are classified according to Askey scheme of hypergeometric orthogonal polynomials
[3, 4, 5, 6, 7]. In contrast to the ordinary orthogonal polynomials, which satisfy the three
term recurrence relation only, unified understanding of various properties of the classical
orthogonal polynomials is possible by considering them as the main part of the eigenfunc-
tions (eigenvectors) of self-adjoint second order differential/difference operators which are
exactly solvable. The Schro¨dinger operators in quantum mechanics are the typical examples
of such second order self-adjoint differential operators. Thus we called the second order
self-adjoint difference operators ‘discrete Schro¨dinger operators’ or the Hamiltonians in ‘dis-
crete quantum mechanics’ [8, 9, 10]. Various concepts and methods accumulated since the
birth of quantum mechanics are now available for unified understanding of classical orthog-
onal polynomials [11, 12, 13, 14]. For example, the orthogonality is the consequence of the
self-adjointness and the orthogonality measures are provided by the square of the lowest
(the ground state) eigenfunctions (eigenvectors) which have no zeros due to the oscillation
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theorem.
Orthogonal polynomials of a discrete variable [15, 6] have orthogonality measures con-
centrated on discrete points, either finite or infinite in number. The eigenvalue problems
governing the classical orthogonal polynomials of a discrete variable are based on a special
class of hermitian matrices, which are real symmetric tri-diagonal (Jacobi) matrices (2.1)
of finite or infinite dimensions. Since the spectrum of a Jacobi matrix is simple, the or-
thogonality of eigenvectors (eigenpolynomials) is guaranteed except for unbounded infinite
dimensional ones, for which the self-adjointness could be broken. The lowest eigenvectors
(ground state vectors) of Jacobi matrices (to be called the Hamiltonian hereafter) satisfy
zero mode equations (2.11), which can be solved easily. By similarity transforming the
Hamiltonians in terms of the ground state vectors, one obtains difference operators which
are upper triangular in certain bases called the sinusoidal coordinates η(x) [1, 9, 14]. The
eigenvalues E(n) can be easily read off as the coefficients of the highest degree term in the
sinusoidal coordinates. By solving the same equations in a different way, one obtains the
dual polynomials in the eigenvalue E(n) [16]–[19]. All the Jacobi matrices corresponding
to the classical orthogonal polynomials are shown to have symmetries called shape invari-
ance [1] and the closure relations [14] which in turn provide universal Rodrigues formula
(2.40) and the coefficients of the three term recurrence relations through the solutions of the
Heisenberg equations [14] for the sinusoidal coordinates (I.4.52)-(I.4.53). These are the main
results reported in I.
The purpose of the present paper is to rectify two shortcomings of I. The first is that
among many proposed dual orthogonal polynomials in I, the dual q-Meixner and the dual q-
Charlier polynomials do not satisfy the orthogonality relations. Secondly, those polynomials
having the Jackson integral orthogonal measures [3, 5, 6], i.e. the big q-Jacobi polynomial
(bqJ) and related polynomials, are not included in I. These two points have the same root.
The dual orthogonality relation is equivalent to the completeness relation of the original
polynomial. That is, the q-Meixner (q-Charlier) polynomials with the orthogonality weight
function [6] do not form a complete set of basis of the corresponding ℓ2 Hilbert space [20].
There is no direct path to restore the breakdown of the completeness relation. On the other
hand, the failure of the orthogonality relation can be traced to the breakdown of the self-
adjointness. Another Jacobi matrix (Hamiltonian) is introduced so that in the extended
Hilbert space the direct sum of the two Hamiltonians recover the self-adjointness. The re-
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sulting orthogonality relation in the two component Hamiltonian formalism takes the form of
Jackson integral measure. By constructing the duals of the eigenpolynomials of the two com-
ponent Hamiltonian system, the remaining part of the complete set of eigenvectors belonging
to the q-Meixner (q-Charlier) polynomials is obtained [20]. The problem of identifying vari-
ous dual polynomials, e.g. big q-Jacobi and q-Meixner etc, has been tackled extensively by
Atakishiyev and Klimyk [20]–[23] by methods different from ours.
This paper is organised as follows. In section 2.1 the essence of the program ‘orthogonal
polynomials from hermitian matrices’ is reviewed with an eye to the possible breakdown
of the self-adjointness. Several basic concepts, notions and notation are introduced and
explained in section 2.2. They are the sinusoidal coordinates, shape invariance, universal
Rodrigues formula, universal normalisation condition, dual polynomials, etc. The lack of
orthogonality of the naive dual q-Meixner polynomial is examined in section 3.1 and its re-
covery in the framework of two component Hamiltonian formalism is presented in section
3.2. The dual q-Charlier case is treated similarly in section 3.3. The orthogonal polynomials
having Jackson integral measures are discussed in section 4. Starting with the general struc-
ture of the two component Hamiltonian systems in section 4.1, the most generic case of the
big q-Jacobi polynomial is discussed in some detail in section 4.2. The interesting features of
the dual big q-Jacobi polynomial are explored in section 4.2.1 [20]–[23]. Restrictions of the
parameters of the big q-Jacobi polynomial together with certain limiting procedures produce
other polynomials in the same family. The big q-Laguerre and its dual, the Al-Salam-Carlitz
I and the discrete q-Hermite I are discussed in section 4.3. In § 4.4 another set of infinitely
many orthogonal polynomials related with the q-Meixner (q-Charlier) polynomials is shown
to constitute the remaining part of the complete set of orthonormal bases involving the
q-Meixner (q-Charlier) polynomials. This set is obtained by constructing the duals of the
dual q-Meixner (q-Charlier) polynomials. The discrete q-Hermite II is discussed in section
5, since it has also Jackson integral measure but it is defined on the full integer lattice x ∈ Z
in contrast to the half line integer lattice x ∈ Z≥0 in other examples. Another polynomial
defined on the full integer lattice, the q-Laguerre polynomial is discussed in §5.1 by pursuing
the well known connection between the even degree Hermite and the Laguerre polynomials.
The universal Rodrigues formulas for those having Jackson integral measures are presented
in § 5.2. One interesting application of the orthogonal polynomials of a discrete variable,
the stationary stochastic processes called ‘Birth and Death (BD) processes,’ is discussed in
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section 6.1. The polynomials discussed in § 3–§ 5 provide new types of exactly solvable birth
and death processes. This is a supplementary sequence to [24]. As explained in § 6.1, the
exact solvability of BD processes hangs on the completeness of the corresponding eigenpoly-
nomials. The necessary modifications to the solutions of the BD process corresponding to
the q-Meixner (q-Charlier) polynomials are mentioned at the end of § 6.1. The issue of the
identification of the duals of the classical orthogonal polynomials attracted many researchers
[20]–[23]. Most of them are, however, obtained automatically by the interchange x ↔ n
(2.49) from the original polynomials satisfying the universal normalisation condition (2.26).
In section 6.2 we propose new q-hypergeometric expressions for four classical polynomials,
the little q-Jacobi, little q-Laguerre, Al-Salam-Carlitz II and the alternative q-Charlier (q-
Bessel), which satisfy the universal condition (2.26). The final section is for a summary
and comments. In Appendix, an alternative solution method for the classical orthogonal
polynomials is applied to those polynomials discussed in the main text. That is an algebraic
method based on the symmetry properties of classical orthogonal polynomials called closure
relations [14, 1, 9]. For the dual big q-Jacobi family and the q-Meixner (q-Charlier), the
same data govern the ordinary sector and the supplementary sector, which is necessary for
the completeness.
2 Orthogonal Polynomials from Hermitian Matrices
2.1 Formulation
Let us recapitulate the essence of the discrete quantum mechanics with real shifts developed
in I. The Hamiltonian H = (Hx,y) is a tri-diagonal real symmetric (Jacobi) matrix and
its rows and columns are indexed by integers x and y, which take values in {0, 1, . . . , N}
(finite) or Z≥0 (semi-infinite) or Z (full infinite). Since the finite dimensional case is fully
developed in I, we concentrate here on the semi-infinite (Z≥0) case. The full infinite case
will be discussed separately in § 5. Let us assume that the spectrum consists of discrete
eigenvalues only and is bounded from below. By adding a scalar matrix to the Hamiltonian,
the lowest eigenvalue is adjusted to be zero. This makes the Hamiltonian positive semi-
definite. Since the eigenvector corresponding to the zero eigenvalue has definite sign, i.e. all
the components are positive or negative, the Hamiltonian H has the following tri-diagonal
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form (x, y ∈ Z≥0)
Hx,y
def
= −
√
B(x)D(x+ 1) δx+1,y −
√
B(x− 1)D(x) δx−1,y +
(
B(x) +D(x)
)
δx,y, (2.1)
in which the potential functions B(x) and D(x) are real and positive but vanish at the
boundary
B(x) > 0 (x ≥ 0), D(x) > 0 (x ≥ 1), D(0) = 0, (2.2)
and the Hamiltonian (2.1) is real symmetric, Hx,y = Hy,x. Reflecting the positive semi-
definiteness, the Hamiltonian (2.1) can be expressed in a factorised form:
H = A†A, A = (Ax,y), A
† = ((A†)x,y) = (Ay,x), (2.3)
Ax,y
def
=
√
B(x) δx,y −
√
D(x+ 1) δx+1,y, (A
†)x,y =
√
B(x) δx,y −
√
D(x) δx−1,y. (2.4)
Here A (A†) is an upper (lower) triangular matrix with the diagonal and the super(sub)-
diagonal entries only. For simplicity in notation, we write H, A and A† as follows:
e±∂ = ((e±∂)x,y), (e
±∂)x,y
def
= δx±1,y, (e
∂)† = e−∂, (2.5)
H = −
√
B(x)D(x+ 1) e∂ −
√
B(x− 1)D(x) e−∂ +B(x) +D(x)
= −
√
B(x) e∂
√
D(x)−
√
D(x) e−∂
√
B(x) +B(x) +D(x), (2.6)
A =
√
B(x)− e∂
√
D(x), A† =
√
B(x)−
√
D(x) e−∂ . (2.7)
(We suppress the unit matrix 1 = (δx,y): (B(x) +D(x))1 in (2.6),
√
B(x) 1 in (2.7).) Note
that the self-adjointness of the Hamiltonian (2.1) is trivial for finite systems, but non-trivial
for infinite systems.
The Hamiltonian (2.1) is a linear operator on the real ℓ2 Hilbert space with the inner
product of two real vectors f = (f(x)) and g = (g(x)) defined by
(f, g) =
∞∑
x=0
f(x)g(x), ||f ||2
def
= (f, f) <∞, (2.8)
where the infinite sum is defined by the limit of N -truncated inner product (f, g)N :
(f, g)
def
= lim
N→∞
(f, g)N , (f, g)N
def
=
N∑
x=0
f(x)g(x). (2.9)
The Schro¨dinger equation is the eigenvalue problem for the hermitian matrix H,
Hφn(x) = E(n)φn(x) (n = 0, 1, . . .), 0 = E(0) < E(1) < · · · , (2.10)
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where the eigenvector φn = (φn(x)) is, by definition, of finite norm, ||φn|| <∞. Let us recall
the fact that the spectrum of a Jacobi matrix is simple. The ground state eigenvector, which
is chosen positive φ0(x) > 0 (x ∈ Z≥0), satisfies the zero mode equation:
Aφ0 = 0 ⇒ Hφ0 = 0,
√
B(x)φ0(x) =
√
D(x+ 1)φ0(x+ 1) (x ∈ Z≥0), (2.11)
and it is easily obtained (convention:
∏n−1
k=n ∗ = 1):
φ0(x) = φ0(0)
x−1∏
y=0
√
B(y)
D(y + 1)
(x ∈ Z≥0). (2.12)
The self-adjointness of the Hamiltonian and the non-degeneracy of the spectrum (2.10) imply
that the eigenvectors are mutually orthogonal:
(φn, φm) =
δnm
d2n
(n,m = 0, 1, . . .), (2.13)
where d2n (dn > 0) is a normalisation constant. It should be emphasised that φ0(x)
2 can be
analytically continued to the entire complex x-plane as a meromorphic function. Likewise d2n
can also be analytically continued to the entire complex n-plane as a meromorphic function.
They vanish on the negative integer lattice
φ0(x)
2 = 0 (x ∈ Z<0), d
2
n = 0 (n ∈ Z<0). (2.14)
Now let us consider the self-adjointness of the above tri-diagonal infinite dimensional
Hamiltonian (2.1). In general the self-adjointness of the Hamiltonian H means the equality
of the following two quantities,
(f,Hg) = (Hf, g)
(
⇔ lim
N→∞
(
(f,Hg)N − (Hf, g)N
)
= 0
)
, (2.15)
for an arbitrary choice of two vectors f and g, ||f ||, ||g|| < ∞. Of course the summations of
both sides should be absolutely convergent.
The tri-diagonality provides a simple criterion of the self-adjointness by considering
the action of the Hamiltonian H on the vector f(x), which has a factorised form f(x) =
φ0(x)Pˇ(x):
Hf(x) =
∞∑
y=0
Hx,yf(y)
=
(
B(x) +D(x)
)
f(x)−
√
B(x)D(x+ 1) f(x+ 1)−
√
B(x− 1)D(x) f(x− 1)
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= φ0(x)
(
B(x)
(
Pˇ(x)− Pˇ(x+ 1)
)
+D(x)
(
Pˇ(x)− Pˇ(x− 1)
))
= φ0(x)H˜Pˇ(x). (2.16)
Here the similarity transformed Hamiltonian H˜ is
H˜
def
= φ0(x)
−1 ◦ H ◦ φ0(x) = B(x)(1− e
∂) +D(x)(1− e−∂). (2.17)
To verify the equality (2.15), we use the N -truncated inner product (2.9). For two vectors
f(x) = φ0(x)Pˇ(x) and g(x) = φ0(x)Qˇ(x), we have
(f,Hg)N =
N∑
x=0
φ0(x)Pˇ(x)φ0(x)
(
B(x)
(
Qˇ(x)− Qˇ(x+ 1)
)
+D(x)
(
Qˇ(x)− Qˇ(x− 1)
))
=
N∑
x=0
φ0(x)
2
(
B(x) +D(x)
)
Pˇ(x)Qˇ(x)−
N∑
x=0
φ0(x)
2B(x)Pˇ(x)Qˇ(x+ 1)
−
N∑
x=0
φ0(x)
2D(x)Pˇ(x)Qˇ(x− 1), (2.18)
and the last term is rewritten with the help of the zero mode equation (2.11)
N∑
x=0
φ0(x)
2D(x)Pˇ(x)Qˇ(x− 1) =
N∑
x=1
φ0(x)
2D(x)Pˇ(x)Qˇ(x− 1)
=
N−1∑
x=0
φ0(x+ 1)
2D(x+ 1)Pˇ(x+ 1)Qˇ(x) =
N−1∑
x=0
φ0(x)
2B(x)Pˇ(x+ 1)Qˇ(x). (2.19)
The expression of (Hf, g)N can be obtained by exchanging Pˇ and Qˇ. The criterion of the
self-adjointness of the Hamiltonian with respect to the inner product (·, ·) (2.8)–(2.9) is the
vanishing of the difference in N →∞ limit,
0 = lim
N→∞
(
(f,Hg)N − (Hf, g)N
)
= lim
N→∞
φ0(N)
2B(N)
(
Pˇ(N + 1)Qˇ(N)− Pˇ(N)Qˇ(N + 1)
)
. (2.20)
2.2 Hypergeometric orthogonal polynomials and their duals
Each specific theory to be discussed hereafter depends on a certain set of parameters, to
be denoted symbolically by λ. Various quantities are expressed like, H(λ) = A(λ)†A(λ),
E(n;λ), φn(x;λ), and Pn(η(x;λ);λ), etc. The parameter q is 0 < q < 1 and q
λ stands for
q(λ1,λ2,... ) = (qλ1 , qλ2, . . .). As shown in I, for special choices of the potential functions B(x;λ)
and D(x;λ), the eigenvalue problem (2.10) is exactly solvable and various hypergeometric
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orthogonal polynomials {Pn}, the (q-)Meixner, (dual) (q-)Hahn, (q-)Racah, etc. are obtained
as the main part of the eigenvector
φn(x;λ) = φ0(x;λ)Pˇn(x;λ), Pˇn(x;λ)
def
= Pn
(
η(x;λ);λ
)
, (2.21)
H˜(λ)Pˇn(x;λ) = E(n;λ)Pˇn(x;λ) (n = 0, 1, . . .), (2.22)
in which φ0(x;λ) is the ground state eigenvector (2.12) and η(x;λ) is a certain function of
x, called the sinusoidal coordinate. In other words, the similarity transformed Hamiltonian
H˜ is triangular in the basis spanned by 1, η(x;λ), . . . , η(x;λ)n, . . .,
H˜(λ)η(x;λ)n = E(n;λ)η(x;λ)n + lower degrees in η(x;λ), (2.23)
which leads to the solvability. The eigenvalue E(n;λ) can be easily obtained as the coefficient
of the highest degree monomial in η(x;λ). Five different types of the sinusoidal coordinates
are known [1, 9]:
η(x;λ) = x, x(x+ d), 1− qx, q−x − 1, (q−x − 1)(1− dqx), (2.24)
in which d is a real parameter. They all satisfy the universal boundary condition
η(0;λ) = 0. (2.25)
The eigenpolynomials are chosen to satisfy the universal boundary condition
Pˇn(0;λ) = Pn
(
η(0;λ);λ
)
= Pn(0;λ) = 1 (n = 0, 1, 2, . . .). (2.26)
They satisfy the orthogonality condition (n,m = 0, 1, . . .)
(φn, φm) =
∞∑
x=0
φ0(x;λ)
2Pn
(
η(x;λ);λ
)
Pm
(
η(x;λ);λ
)
=
δnm
dn(λ)2
, (2.27)
in which the orthogonality weight φ0(x;λ)
2 is expressed in terms of (q-)shifted factorials [1].
The above triangularity (2.23) does not necessarily imply the existence of explicit ex-
pressions of the corresponding eigenpolynomials, like the hypergeometric form. A stronger
condition governing the parameter dependence of the Hamiltonian or the potential functions,
called shape invariance (see section IV of I for more details) plays that role. The shape in-
variance provides the explicit forms of all eigenvalues {E(n;λ)} (2.31) and the universal
Rodrigues type formula of the eigenpolynomials {Pn(η(x;λ);λ)} (2.40).
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The shape invariance condition is
A(λ)A(λ)† = κA(λ+ δ)†A(λ+ δ) + E(1;λ), (2.28)
in which δ denotes the shift of the parameters, κ is a positive constant and E(1;λ) is the
eigenvalue of the first excited state E(1) > 0 with the explicit parameter dependence. In
terms of the potential functions the above condition means the following two relations:
B(x+ 1;λ)D(x+ 1;λ) = κ2B(x;λ + δ)D(x+ 1;λ+ δ), (2.29)
B(x;λ) +D(x+ 1;λ) = κ
(
B(x;λ+ δ) +D(x;λ+ δ)
)
+ E(1;λ). (2.30)
By using the discrete counterpart of Crum’s theorem [11, 25, 26], the spectrum is simply
generated by E(1,λ):
E(n;λ) =
n−1∑
s=0
κsE(1;λ+ sδ), (2.31)
and the corresponding eigenvectors are generated from the known form of the ground state
eigenvector φ0(x;λ) (2.12) together with the multiple action of the successive A(λ)
† operator:
φn(x;λ) ∝ A(λ)
†A(λ+ δ)† · · ·A
(
λ+ (n− 1)δ
)†
φ0(x;λ+ nδ). (2.32)
Let us introduce an auxiliary function ϕ(x) defined on the entire complex x-plane (I.4.12),
(I.4.23),
ϕ(x;λ)
def
=
η(x+ 1;λ)− η(x;λ)
η(1;λ)
. (2.33)
On the non-negative integer lattice it satisfies
ϕ(x;λ) =
√
B(0;λ)
B(x;λ)
φ0(x;λ+ δ)
φ0(x;λ)
. (2.34)
Then we have
φ0(x;λ+ δ)
−1 ◦ A(λ) ◦ φ0(x;λ) =
√
B(0;λ)ϕ(x;λ)−1(1− e∂), (2.35)
φ0(x;λ)
−1 ◦ A(λ)† ◦ φ0(x;λ+ δ) =
1√
B(0;λ)
(
B(x;λ)−D(x;λ)e−∂
)
ϕ(x;λ) (2.36)
=
√
B(0;λ)φ0(x;λ)
−2 ◦ (1− e−∂)ϕ(x;λ)−1 ◦ φ0(x;λ+ δ)
2.
In terms of the auxiliary function ϕ(x;λ), let us introduce the forward and backward
shift operators F(λ) (I.4.18) and B(λ) (I.4.19),
F(λ) = B(0;λ)ϕ(x;λ)−1(1− e∂), B(λ) =
1
B(0;λ)
(
B(x;λ)−D(x;λ)e−∂
)
ϕ(x;λ). (2.37)
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The following forward and backward shift relations
F(λ)Pˇn(x;λ) = E(n;λ)Pˇn−1(x;λ+ δ), B(λ)Pˇn−1(x;λ+ δ) = Pˇn(x;λ), (2.38)
are the consequences of the shape invariance for the polynomials satisfying the universal
boundary condition (2.26). Starting from P0(η;λ)
def
= 1, Pˇn(x;λ) can be written as
Pˇn(x;λ) = B(λ)B(λ + δ) · · · B
(
λ+ (n− 1)δ
)
· 1. (2.39)
The universal Rodrigues formula for all the hypergeometric orthogonal polynomials (of a
discrete variable) satisfying the universal boundary conditions Pn(0;λ) = 1 (2.26), φ0(0;λ) =
1 (I.2.19) and φ0(x)
2 = 0 (x ∈ Z<0) (2.14) reads:
Pn
(
η(x;λ);λ
)
= φ0(x;λ)
−2D(λ)D(λ+ δ) · · ·D
(
λ+ (n− 1)δ
)
· φ0(x;λ+ nδ)
2, (2.40)
D(λ)
def
= (1− e−∂)ϕ(x;λ)−1. (2.41)
For the orthogonal polynomials having Jackson integral measures, both of the conditions
Pn(0;λ) = 1 (2.26) and φ0(0;λ) = 1 are not satisfied. Thus the universal Rodrigues for-
mula gets certain modification as shown in section 5.2. It should be emphasised that the
conventional Rodrigues formulas [6, 7] were derived one by one for each polynomial.
The dual polynomial arises naturally as the solution of the original eigenvalue problem
(2.10) or (2.22) obtained in a different way. The similarity transformed eigenvalue problem
H˜ v(x) = E v(x) (2.22) can be rewritten into an explicit matrix form with the change of the
notation v(x)→ t(Q0, Q1, . . . , Qx, . . .)∑
y
H˜x,yQy = EQx (x = 0, 1, . . .). (2.42)
Because of the tri-diagonality of H˜, it is in fact a three term recurrence relation for {Qx} as
polynomials in E :
EQx(E) = B(x)
(
Qx(E)−Qx+1(E)
)
+D(x)
(
Qx(E)−Qx−1(E)
)
(x = 0, 1, . . .). (2.43)
Starting with the boundary (initial) condition
Q0 = 1, (2.44)
we determine Qx(E) as a degree x polynomial in E . It is easy to see
Qx(0) = 1 (x = 0, 1, . . .). (2.45)
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Note that the boundary condition D(0) = 0 guarantees that Q−1 decouples from the above
three term recurrence relation (2.43). When E is replaced by the actual value of the n-th
eigenvalue E(n) (2.23) in Qx(E), we obtain the explicit form of the eigenvector∑
y
H˜x,yQy
(
E(n)
)
= E(n)Qx
(
E(n)
)
(x = 0, 1, . . .). (2.46)
The two expressions (polynomials) for the eigenvectors of the problem (2.10) belonging
to the eigenvalue E(n), Pn(η(x)) and Qx(E(n)) are in fact equal on the integer lattice points
Pn
(
η(x;λ);λ
)
= Qx
(
E(n;λ);λ
)
(n = 0, 1, . . . ; x = 0, 1, . . .), (2.47)
due to the simplicity of the spectrum of Jacobi matrices and the boundary conditions
(2.26) and (2.45). When n ∈ Z≥0 is fixed, the hypergeometric expression of the polyno-
mial Pn(η(x)), say (I.5.28) for the Hahn polynomial, or (I.5.73) for the q-Racah polynomial,
etc.,
Hahn : Pn
(
η(x);λ
)
= 3F2
(−n, n+ a+ b− 1, −x
a, −N
∣∣∣1), λ = (a, b, N), (I.5.28)
q-Racah : Pn
(
η(x;λ);λ
)
= 4φ3
(q−n, d˜qn, q−x, dqx
a, b, c
∣∣∣q ; q), qλ = (a, b, c, d), (I.5.73)
is a degree n polynomial in η(x;λ) (x for the Hahn and (q−x− 1)(1− dqx) for the q-Racah),
whereas when x ∈ Z≥0 is fixed, it is a degree x polynomial in E(n;λ) (n(n+a+b−1) for the
Hahn and (q−n − 1)(1− d˜qn), d˜
def
= abcd−1q−1 for the q-Racah). When one wants to express
the dual polynomial of Pn(η(x)), i.e. Qx(E(n)), as a degree n polynomial on the x lattice, it
is
P dn
(
ηd(x;λ);λ
) def
= Qn
(
E(x;λ);λ
)
. (2.48)
Its explicit form is obtained by the interchange x↔ n in the hypergeometric expression, for
example:
dual Hahn : P dn
(
ηd(x;λ);λ
)
= 3F2
(−x, x+ a + b− 1, −n
a, −N
∣∣∣1), ηd(x;λ) def= E(x;λ),
dual q-Racah : P dn
(
ηd(x;λ);λ
)
= 4φ3
(q−x, d˜qx, q−n, dqn
a, b, c
∣∣∣q ; q), Ed(n;λ) def= η(n;λ).
Here is the summary of the dual correspondence:
x↔ n, η(x)↔ E(n), η(0) = 0↔ E(0) = 0, (2.49)
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B(x)↔ −An, D(x)↔ −Cn, D(0) = 0 = C0,
φ0(x)
φ0(0)
↔
dn
d0
, (2.50)
in which An and Cn are the coefficients of the three term recurrence relation of the orthogonal
polynomials Pn(η(x)), (3.8).
The orthogonality relation of the dual polynomials is related to the normalised orthogo-
nality relation of the original polynomials:
(φˆn, φˆm) =
∞∑
x=0
φ0(x;λ)
2dndmPn
(
η(x;λ);λ
)
Pm
(
η(x;λ);λ
)
= δnm (n,m = 0, 1, . . .), (2.51)
φˆn(x;λ)
def
= φ0(x;λ)dn(λ)Pn
(
η(x;λ);λ
)
. (2.52)
By multiplying φˆn(y) to (2.51) and summing over n produces, under certain conditions, the
completeness relation
∞∑
n=0
φˆn(x)φˆn(y) =
∞∑
n=0
φ0(x)φ0(y)d
2
nPn
(
η(x)
)
Pn
(
η(y)
)
= δxy (x, y = 0, 1, . . .)
=
∞∑
n=0
φ0(x)φ0(y)d
2
nQx
(
E(n)
)
Qy
(
E(n)
)
, (2.53)
or the dual orthogonality relation
∞∑
n=0
dn(λ)
2Pn
(
η(x;λ);λ
)
Pn
(
η(y;λ);λ
)
=
∞∑
n=0
dn(λ)
2Qx
(
E(n;λ);λ
)
Qy
(
E(n;λ);λ
)
=
δxy
φ0(x;λ)2
. (2.54)
As is well known, the above completeness relation (2.53) simply means that any square
summable vector f(x), ||f || <∞ in the ℓ2 Hilbert space can be expanded by {φˆn}:
f(x) =
∞∑
n=0
(φˆn, f)φˆn(x),
and in particular f(x) = δxy leads to (2.53). For the orthogonal polynomials defined on
a finite lattice, for example, the (q-)Racah polynomials, the completeness relation is an
automatic consequence of the original orthogonality relation (2.51). However, for some
orthogonal polynomials defined over non-negative integers, e.g. the q-Meixner and the q-
Charlier polynomials, the completeness relation (2.53) or the dual orthogonality relation
(2.54) fails [20]. In the upcoming section we will show that the failure is due to the breakdown
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of the self-adjointness of the naive dual polynomial system, and present the prescription
to derive the correct orthogonality relation, which will be termed as the two component
Hamiltonian formalism.
Before closing this section, let us emphasise again that the simple dual correspondence
relation (2.47) is the consequence of the universal boundary conditions (2.25), (2.26), (2.45).
As will be shown in subsequent sections, the universal boundary conditions cannot be im-
posed for those polynomials having Jackson integral measures. For them, e.g. the big
q-Jacobi family, and the q-Meixner (q-Charlier), the dual correspondence relation contains
an extra constant factor reflecting the boundary conditions. The duality does not exist
for polynomials defined on the full integer lattice, i.e. the discrete q-Hermite II and the
q-Laguerre to be discussed in section 5.
3 Dual q-Meixner and Two Component Hamiltonian
3.1 Naive dual q-Meixner polynomials
Here we recapitulate the basic data of the q-Meixner polynomials (to be abbreviated as qM
hereafter) presented in I:
qλ = (b, c), δ = (1,−1), κ = q, 0 < b < q−1 or 0 < −b < c−1q−1, c > 0, (3.1)
B(x;λ) = cqx(1− bqx+1), D(x;λ) = (1− qx)(1 + bcqx), (3.2)
E(n) = 1− qn, η(x) = q−x − 1, (3.3)
Pˇn(x;λ) = Pn
(
η(x);λ
)
= 2φ1
(q−n, q−x
bq
∣∣∣q ;−c−1qn+1) = Mn(q−x; b, c; q), (3.4)
φ0(x;λ)
2 = cxq
1
2
x(x−1) (bq; q)x
(q,−bcq; q)x
(
⇐ φ0(0;λ) = 1
)
, (3.5)
dn(λ)
2 =
qn(bq; q)n
(q,−c−1q; q)n
× d0(λ)
2, d0(λ)
2 =
(−bcq; q)∞
(−c; q)∞
, (3.6)
An(λ) = −cq
−2n−1(1− bqn+1), Cn(λ) = −q
−2n(1− qn)(qn + c). (3.7)
The last entry (3.7) is the coefficients of the three term recurrence relation of the qM (n =
0, 1, . . .),
η(x)Pˇn(x;λ) = An(λ)Pˇn+1(x;λ)−
(
An(λ) + Cn(λ)
)
Pˇn(x;λ) + Cn(λ)Pˇn(x;λ). (3.8)
Note that the potentials are positive for the extended range of b as in (3.1).
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Based on these data, we reported that the “dual q-Meixner polynomial” is given by
P dn
(
ηd(x);λ
)
= 2φ1
(q−n, q−x
bq
∣∣∣q ;−c−1qx+1), (3.9)
which satisfies the difference equation (n = 0, 1, . . .)
(
Bd(x;λ)(1− e∂) +Dd(x;λ)(1− e−∂)
)
P dn
(
ηd(x);λ
)
= Ed(n)P dn
(
ηd(x);λ
)
, (3.10)
Bd(x;λ) = cq−2x−1(1− bqx+1), Dd(x;λ) = q−2x(1− qx)(qx + c), (3.11)
Ed(n) = q−n − 1, ηd(x) = 1− qx, (3.12)
φd0(x;λ)
2 = φd0(0;λ)
2 q
x(bq; q)x
(q,−c−1q; q)x
, (3.13)
Adn(λ) = −cq
n(1− bqn+1), Cdn(λ) = −(1− q
n)(1 + bcqn). (3.14)
The difference equation (3.10) is just rewriting of the above three term recurrence relation
(3.8) in terms of the dual correspondence (2.49)–(2.50). But the claim of this “dual q-Meixner
polynomial” is not totally correct, since the completeness relation or the dual orthogonality
relation (2.54)
∞∑
n=0
dn(λ)
2Pn
(
η(x);λ
)
Pn
(
η(y);λ
)
=
δxy
φ0(x;λ)2
, (3.15)
does not hold. The non-orthogonality can be easily seen for certain parameter ranges. For
x = 0, y = 1, we obtain Pn(0;λ) = 1, Pn(η(1);λ) = 1 + c
−1(qn − 1)/(1 − bq). In the
parameter range A
def
= 1 − c−1(1 − bq)−1 > 0, the left hand side of (3.15) does not vanish,
l.h.s.=
∞∑
n=0
dn(λ)
2
(
A(1− qn) + qn
)
> 0.
This is due to the breakdown of the self-adjointness of the naive dual Hamiltonian
Hd(λ) = Ad(λ)†Ad(λ), Ad(λ)
def
=
√
Bd(x;λ)− e∂
√
Dd(x;λ), (3.16)
Hd(λ)φdn(x;λ) = E
d(n)φdn(x;λ) (n = 0, 1, . . .), (3.17)
φdn(x;λ)
def
= φd0(x;λ)P
d
n
(
ηd(x);λ
)
. (3.18)
The generic element of the corresponding Hilbert space has the form f(x) = φd0(x;λ)P(η
d(x)),
||f || <∞, with a smooth function P. At large N , we have
P
(
ηd(N)
)
≃ P(1)− P ′(1)qN +O(q2N),
⇒ P
(
ηd(N + 1)
)
Q
(
ηd(N)
)
−P
(
ηd(N)
)
Q
(
ηd(N + 1)
)
≃ (1− q)W[P,Q](1)qN +O(q2N),
φd0(N)
2 ≃ qN
(
1 +O(qN)
)
× const, Bd(N) ≃ cq−2N−1
(
1 +O(qN)
)
,
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in which W[f, g](x) = f(x)g′(x) − f ′(x)g(x) is the Wronskian. These show that the right
hand side of the criterion formula (2.20) is finite in the N →∞ limit. The self-adjointness is
broken mainly by the very strong increase (∼q−2x) of the potential functions Bd(x), Dd(x) at
x→∞ (3.11) and the almost constant behaviour of the polynomial P dn (η
d(x);λ) at x→∞.
3.2 Two component Hamiltonian system
A clue for the recovery of the self-adjointness of the naive dual q-Meixner (dqM) Hamiltonian
system (3.11), (3.16)–(3.18) is the fact that it is accompanied by another Hamiltonian sharing
the same eigenvalues and the corresponding eigenvectors which are obtained by rescaling the
sinusoidal coordinate. A close look at the potential functions (3.11) of the naive Hamiltonian
shows that the rescaling of the variable
qx → −cqx, (3.19)
provides another valid Hamiltonian. For later discussion, let us denote the original naive
Hamiltonian and its potential functions etc., by superscript (+) and those of the rescaled
one by (−):
H(±) = A(±)
†
A(±), A(±)
def
=
√
B(±)(x)− e∂
√
D(±)(x), (3.20)
B(+)(x) = cq−2x−1(1− bqx+1), D(+)(x) = q−2x(1− qx)(qx + c), (3.21)w qx → −cqx w
B(−)(x) = c−1q−2x−1(1 + bcqx+1), D(−)(x) = c−1q−2x(1− qx)(1 + cqx), (3.22)
Pˇ (+)n (x) = 2φ1
(q−n, q−x
bq
∣∣∣q ;−c−1qx+1), Pˇ (−)n (x) = 2φ1(q−n, −c−1q−xbq ∣∣∣q ; qx+1), (3.23)
H(±)φ(±)n (x) = E
d(n)φ(±)n (x), φ
(±)
n (x) = φ
(±)
0 (x)Pˇ
(±)
n (x) (n = 0, 1, . . .), (3.24)
A(±)φ
(±)
0 (x) = 0, φ
(±)
0 (x) = φ
(±)
0 (0)
x−1∏
y=0
√
B(±)(y)
D(±)(y + 1)
, (3.25)
H˜(±) = φ
(±)
0 (x)
−1 ◦ H(±) ◦ φ
(±)
0 (x) = B
(±)(x)(1− e∂) +D(±)(x)(1− e−∂). (3.26)
Here we have suppressed the parameter λ dependence for simplicity. Except for the ratio of
φ
(±)
0 (0) (3.25), every quantity in the (−) system is determined from that of the (+) system by
rescaling (3.19). The positivity of B(−)(x), D(−)(x) and the boundary condition of D(−)(x)
are obviously satisfied. The triangularity of H˜(−) (3.26) is trivial, except for the vanishing
of q−x term in H˜(−)qx. This is inherited from H˜(+), as the cancellation is achieved by the
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coefficients of q−2x terms in B(+)(x), D(+)(x). The situation is unchanged by the rescaling
(3.19). The eigenvalues of H˜(±) (3.26) are the same, since they are determined by the (qx)0
terms in the potential functions, which are unchanged by the rescaling (3.19). It is easy to
verify that both Hamiltonians H(±) are shape invariant.
Now we have two closely related Hamiltonian systems H(±), each of which is not self-
adjoint separately. We will demonstrate that the self-adjointness can be recovered in the
combined system, to be called two component Hamiltonian system, by adjusting the ratio of
φ
(±)
0 (0) (3.25). Since the rescaling factor is always negative, e.g. q
x → −cqx, this approach
leads naturally to the orthogonality measure of the polynomials of Jackson integral type.
The Jackson integral is defined by [6]∫ α
0
dqy f(y)
def
= (1− q)α
∞∑
k=0
f(αqk)qk,
∫ β
α
dqy f(y)
def
=
∫ β
0
dqy f(y)−
∫ α
0
dqy f(y).
Let us introduce appropriate notation for generic two component Hamiltonian systems.
The vector f and its inner product are
f (x) =
(
f (+)(x)
f (−)(x)
)
(x ∈ Z≥0), (3.27)
((f , g)) =
(
f (+), g(+)
)
+
(
f (−), g(−)
)
= lim
N→∞
((f , g))N = lim
N→∞
((
f (+), g(+)
)
N
+
(
f (−), g(−)
)
N
)
. (3.28)
The Hamiltonian is a direct sum
H =
(
H(+) 0
0 H(−)
)
. (3.29)
The Schro¨dinger equation is
Hφn(x) = E(n)φn(x) (n = 0, 1, . . .), 0 = E(0) < E(1) < · · · ,
where the eigenvector φn(x) =
(φ(+)n (x)
φ
(−)
n (x)
)
has a finite norm. We define B(x), D(x), A, etc. as
the direct sum as follows:
B(x) =
(
B(+)(x) 0
0 B(−)(x)
)
, D(x) =
(
D(+)(x) 0
0 D(−)(x)
)
,
A =
(
A(+) 0
0 A(−)
)
, A† =
(
A(+) † 0
0 A(−) †
)
,
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H˜ =
(
H˜(+) 0
0 H˜(−)
)
, φ0(x) =
(
φ
(+)
0 (x) 0
0 φ
(−)
0 (x)
)
, e±∂ =
(
e±∂ 0
0 e±∂
)
,
H = A†A = −
√
B(x) e∂
√
D(x)−
√
D(x) e−∂
√
B(x) +B(x) +D(x),
A =
√
B(x)− e∂
√
D(x), A† =
√
B(x)−
√
D(x) e−∂,
H˜ = φ0(x)
−1 ◦ H ◦ φ0(x) = B(x)(1− e
∂) +D(x)(1− e−∂). (3.30)
Since B(±)(x) and D(±)(x) are functions of two sinusoidal coordinates η(±)(x) of the form
η(±)(x) = α(±)qx, α(±) ∈ R, α(+)α(−) < 0, (3.31)
these four input potentials can be expressed by two functions BJ(η) and DJ(η) as
B(±)(x) = BJ
(
η(±)(x)
)
, D(±)(x) = DJ
(
η(±)(x)
)
, (3.32)
in which J stands for ‘Jackson’. It should be stressed that the sinusoidal coordinates η(±)(x) in
the two component Hamiltonian formalism are not required the universal boundary condition
η(0) = 0 (2.25), which was imposed in [9].
For two vectors f with f (±)(x) = φ
(±)
0 (x)Pˇ
(±)(x) and g with g(±)(x) = φ
(±)
0 (x)Qˇ
(±)(x),
the criterion of the self-adjointness (2.20) now reads
0 = lim
N→∞
(
((f ,H g))N − ((H f , g))N
)
= lim
N→∞
(
φ
(+)
0 (N)
2B(+)(N)
(
Pˇ(+)(N + 1)Qˇ(+)(N)− Pˇ(+)(N)Qˇ(+)(N + 1)
)
+ φ
(−)
0 (N)
2B(−)(N)
(
Pˇ(−)(N + 1)Qˇ(−)(N)− Pˇ(−)(N)Qˇ(−)(N + 1)
))
. (3.33)
For smooth functions P and Q, we have the following large N behaviours:
P(αqN ) ≃ P(0) + P ′(0)αqN +O(q2N),
P
(
η(±)(N + 1)
)
Q
(
η(±)(N)
)
− P
(
η(±)(N)
)
Q
(
η(±)(N + 1)
)
≃ (1− q)W[P,Q](0)α(±)qN +O(q2N). (3.34)
Now we are in a position to demonstrate the self-adjointness and to derive the orthogo-
nality relation for the dqM. Two functions BJ(η) and DJ(η) are
BJ(η)
def
= η−2cq−1(1− bqη), DJ(η)
def
= η−2(1− η)(η + c). (3.35)
The explicit forms of the ground state eigenfunctions φ
(±)
0 (x) are
φ
(+)
0 (x)
2 = φ
(+)
0 (0)
2 q
x(bq; q)x
(q,−c−1q; q)x
, φ
(−)
0 (x)
2 = φ
(−)
0 (0)
2 q
x(−bcq; q)x
(q,−cq; q)x
. (3.36)
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Let us introduce new sinusoidal coordinates η(±)(x), as the original and rescaled qx:
η(+)(x)
def
= qx > 0, η(−)(x)
def
= −cqx < 0.
In terms of these sinusoidal coordinates, the above ground state eigenfunctions (3.36) have
a unified expression:
φ
(±)
0 (x)
2 = ±A(±)η(±)(x)
(qη(±)(x),−c−1qη(±)(x); q)∞
(bqη(±)(x); q)∞
,
A(+)
def
=
φ
(+)
0 (0)
2(bq; q)∞
(q,−c−1q; q)∞
, A(−)
def
=
φ
(−)
0 (0)
2(−bcq; q)∞
c(q,−cq; q)∞
,
φ
(±)
0 (N)
2 ≃ ±A(±)η(±)(N)
(
1 +O(qN)
)
(N →∞).
Then the r.h.s. of the criterion (3.33) reads for Pˇ(±)(x) = P(η(±)(x)) and Qˇ(±)(x) =
Q(η(±)(x)):
lim
N→∞
(
A(+)qNcq−2N−1(1− q)W[P,Q](0)qN + A(−)cqNc−1q−2N−1(1− q)W[P,Q](0)(−c)qN
)
=
(
A(+) −A(−)
)
cq−1(1− q)W[P,Q](0),
implying that the self-adjointness of the two component Hamiltonian system is achieved by
the choice
A(+) = A(−) = 1, φ
(+)
0 (0)
2 def=
(q,−c−1q; q)∞
(bq; q)∞
, φ
(−)
0 (0)
2 def=
c(q,−cq; q)∞
(−bcq; q)∞
.
The orthogonality relation can also be expressed in terms of the Jackson integral (n,m =
0, 1, . . .):
((φn,φm)) =
∑
ǫ=±
∞∑
x=0
φ
(ǫ)
0 (x;λ)
2Pn
(
η(ǫ)(x;λ);λ
)
Pm
(
η(ǫ)(x;λ);λ
)
=
δnm
dn(λ)2
(3.37)
=
∞∑
k=0
(qk+1,−c−1qk+1; q)∞
(bqk+1; q)∞
Pn(q
k;λ)Pm(q
k;λ)qk
+ c
∞∑
k=0
(qk+1,−cqk+1; q)∞
(−bcqk+1; q)∞
Pn(−cq
k;λ)Pm(−cq
k;λ)qk
=
1
1− q
∫ 1
−c
dqy
(qy,−c−1qy; q)∞
(bqy; q)∞
Pn(y;λ)Pm(y;λ), (3.38)
dn(λ)
2 = cnq
1
2
n(n−1) (bq; q)n
(q,−bcq; q)n
× d0(λ)
2, d0(λ)
2 =
(bq,−bcq; q)∞
(q,−c,−c−1q; q)∞
. (3.39)
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Note that dn(λ)
2/d0(λ)
2 in (3.39) and φ0(x;λ)
2 in (3.5) have the same form. Here the
polynomial Pn(y;λ) is obtained from the original expression (3.9) by the replacement q
x → y:
Pn(y;λ) = 2φ1
(q−n, y−1
bq
∣∣∣q ;−c−1qy).
The three term recurrence relation of the above dual q-Meixner polynomials is
(1− y)Pn(y) = A
d
nPn+1(y)− (A
d
n + C
d
n)Pn(y) + C
d
nPn−1(y), (3.40)
in which Adn and C
d
n are given in (3.14). This is related to the big q-Laguerre polynomial by
the rescaling of the variable y and redefinition of the parameters.
3.3 Dual q-Charlier polynomials
The naive dual q-Charlier polynomials presented in I do not satisfy the orthogonality relation,
due to the breakdown of the self-adjointness condition. As for the q-Meixner system, the
two component Hamiltonian formulation offers the remedy.
The Hamiltonian system for the q-Charlier polynomials (qC) is obtained from that of qM
by putting b = 0 and change of the parameter c→ a. The basic data presented in I are:
qλ = a, δ = −1, κ = q, a > 0,
B(x;λ) = aqx, D(x) = 1− qx, E(n) = 1− qn, η(x) = q−x − 1, (3.41)
Pˇn(x;λ) = Pn
(
η(x);λ
)
= 2φ1
(q−n, q−x
0
∣∣∣q ;−a−1qn+1) = C(q−x; a; q), (3.42)
φ0(x;λ)
2 =
axq
1
2
x(x−1)
(q; q)x
(
⇐ φ0(0;λ) = 1
)
, (3.43)
dn(λ)
2 =
qn
(q,−a−1q; q)n
× d0(λ)
2, d0(λ)
2 =
1
(−a; q)∞
, (3.44)
An(λ) = −aq
−2n−1, Cn(λ) = −q
−2n(1− qn)(qn + a). (3.45)
The (+) part of the dual q-Charlier (dqC) system is
Pˇ (+)n (x;λ) = Pn
(
η(+)(x);λ
)
= 2φ1
(q−n, q−x
0
∣∣∣q ;−a−1qx+1), (3.46)
B(+)(x;λ) = aq−2x−1, D(+)(x;λ) = q−2x(1− qx)(qx + a), (3.47)
E(n) = q−n − 1, η(+)(x) = qx, (3.48)
φ
(+)
0 (x;λ)
2 = (q,−a−1q; q)∞
qx
(q,−a−1q; q)x
= qx(qx+1,−a−1qx+1; q)∞, (3.49)
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An(λ) = −aq
n, Cn = −(1 − q
n). (3.50)
The self-adjointness of the (+) part Hamiltonian is broken as in the dqM case. The quantities
of the (−) part are obtained by the replacement qx → −aqx:
Pˇ (−)n (x;λ) = Pn
(
η(−)(x);λ
)
= 2φ1
(q−n, −a−1q−x
0
∣∣∣q ; qx+1), η(−)(x) = −aqx, (3.51)
B(−)(x;λ) = a−1q−2x−1, D(−)(x;λ) = a−1q−2x(1− qx)(1 + aqx), (3.52)
φ
(−)
0 (x;λ)
2 = a(q,−aq; q)∞
qx
(q,−aq; q)x
= aqx(qx+1,−aqx+1; q)∞. (3.53)
With the ground state eigenfunctions φ
(±)
0 (x;λ)
2 (3.49), (3.53), the self-adjointness is achieved
and the orthogonality relation is
((φn,φm)) =
∑
ǫ=±
∞∑
x=0
φ
(ǫ)
0 (x;λ)
2Pn
(
η(ǫ)(x;λ);λ
)
Pm
(
η(ǫ)(x;λ);λ
)
=
δnm
dn(λ)2
(3.54)
=
∞∑
k=0
(qk+1,−a−1qk+1; q)∞Pn(q
k;λ)Pm(q
k;λ)qk
+ a
∞∑
k=0
(qk+1,−aqk+1; q)∞Pn(−aq
k;λ)Pm(−aq
k;λ)qk
=
1
1− q
∫ 1
−a
dqy (qy,−a
−1qy; q)∞Pn(y;λ)Pm(y;λ), (3.55)
dn(λ)
2 =
anq
1
2
n(n−1)
(q; q)n
× d0(λ)
2, d0(λ)
2 =
1
(q,−a,−a−1q; q)∞
, (3.56)
Pn(y;λ) = 2φ1
(q−n, y−1
0
∣∣∣q ;−a−1qy), (3.57)
in which {Pn(y)} satisfy the three term recurrence relation (3.40) with A
d
n and C
d
n replaced by
An(λ), Cn in (3.50). This is related to the Al-Salam-Carlitz I polynomial by the redefinition
of the parameter.
4 Orthogonal Polynomials and Jackson Integral
In this section we discuss polynomials having orthogonality measures of Jackson integral type
and their duals. As exemplified by the dqM in the previous section, the Jackson integral
measures are closely related to the two component Hamiltonian formalism. The discrete
q-Hermite polynomial II has some exceptional features, which will be discussed separately
in § 5.
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4.1 General structure
Let us begin with the general structures of the two component Hamiltonian systems. The
most generic potential functions have the following form (The superscript J stands for ‘Jack-
son,’ see (3.32))
BJ(η) = η−2p1(η), D
J(η) = η−2p2(η), (4.1)
in which p1(η) is a polynomial in η ∝ q
x (3.31) of at most degree 2, whereas p2(η) is a
polynomial of exact degree 2 in η. Thus the system has at most six real parameters. Among
them, one corresponding to the overall normalisation of the eigenvalues {E(n)} can be fixed
to 1. This constrains the degree two terms of p1(η) and p2(η). Since the rescaling of η
does not change the form (4.1), one parameter can be reduced. The boundary condition of
D(±)(0) = 0 determines α(±) in η(±)(x) (3.31). The triangularity of H˜(±) provides the third
constraint, requiring
H˜(±)η = c1η + c0 + 0× η
−1. (4.2)
This gives the constraint on the constant terms of p1(η) and p2(η), as 0 = p1(0)(1 − q) +
p2(0)(1 − q
−1). With this condition, the triangularity of H˜(±) with respect to the basis of
{1, η, η2 . . . , ηn} is obvious. The strong increase ∼ q−2x of the potentials at x→∞ and the
corresponding eigenpolynomials in qx require the two component Hamiltonian formalism for
self-adjointness. The positivity of B(±)(x) and D(±)(x) for x ∈ Z≥0 restricts the ranges of the
parameters. Thus the most generic two component Hamiltonian systems have three indepen-
dent parameters. In contrast, the systems with the least number of parameters correspond
to the case p1(η) = const. and the dqC discussed in § 3.3 belong to this class. When these
conditions are satisfied, the solvability of the Hamiltonian is guaranteed independent of the
parametrisation. However, very special parametrisation is required for the shape invariance
(2.28)–(2.30) which ensures the existence of explicit expressions of the polynomials of the
Rodrigues type (2.40). Choosing specific parametrisation of the two polynomials p1(η) and
p2(η) in (4.1) is tantamount to discussion of the corresponding specific polynomial system,
which will be presented subsequently. Before closing this subsection, let us mention that any
higher degree generalisation of the above input (4.1), for example,
BJ(η) = η−3p¯1(η), D
J(η) = η−3p¯2(η),
with cubic polynomials p¯1 and p¯2, cannot work. The triangularity of H˜
(±) is broken, since
the two conditions H˜(±)η = c1η+c0+0×η
−1+0×η−2 and H˜(±)η2 = c′2η
2+c′1η+c
′
0+0×η
−1
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are incompatible.
4.2 Big q-Jacobi
The big q-Jacobi (to be abbreviated as bqJ hereafter) system has three real parameters on
top of q and it is the most generic member having the Jackson integral measure. Its data
are:
qλ = (a, b, c), δ = (1, 1, 1), κ = q−1, 0 < a < q−1, 0 < b < q−1, c < 0, (4.3)
E(n;λ)
def
= (q−n − 1)(1− abqn+1), η(+)(x;λ)
def
= aqx+1, η(−)(x;λ)
def
= cqx+1, (4.4)
BJ(η;λ)
def
= η−2aq(1− η)(bη − c), DJ(η;λ)
def
= η−2(aq − η)(η − cq). (4.5)
It is easy to verify the eigenvalues E(n;λ) (4.4) and the triangularity (4.2). To be more
explicit, the potential functions (3.32) are
B(+)(x;λ) = −a−1cq−2x−1(1− aqx+1)(1− abc−1qx+1),
D(+)(x;λ) = q−2x(1− qx)(qx − a−1c), (4.6)
B(−)(x;λ) = −ac−1q−2x−1(1− cqx+1)(1− bqx+1),
D(−)(x;λ) = q−2x(1− qx)(qx − ac−1). (4.7)
For the parameter range (4.3), the positivity and the boundary conditions are satisfied
B(±)(x;λ) > 0 (x ≥ 0), D(±)(x;λ) > 0 (x ≥ 1), D(±)(0;λ) = 0.
It is straightforward to verify that the shape invariance conditions (2.29)–(2.30) are satis-
fied and that the same eigenvalues as above (4.4) are obtained by (2.31). The sinusoidal
coordinates η(±)(x;λ) (4.4) satisfy the following relations
η(±)(x+ 1;λ) = qη(±)(x;λ) = η(±)(x;λ+ δ), (4.8)
η(±)(x+ 1;λ) + η(±)(x− 1;λ) = (q + q−1)η(±)(x;λ), (4.9)
η(±)(x+ 1;λ)η(±)(x− 1;λ) = η(±)(x;λ)2. (4.10)
The big q-Jacobi polynomial Pn(η;λ) (n ∈ Z≥0), which is a degree n polynomial in η
satisfying the second order difference equation,
BJ(η;λ)
(
Pn(η;λ)−Pn(qη;λ)
)
+DJ(η;λ)
(
Pn(η;λ)−Pn(q
−1η;λ)
)
= E(n;λ)Pn(η;λ), (4.11)
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has a truncated hypergeometric expression [6]
Pn(η;λ)
def
= Pn(η; a, b, c; q)
def
= 3φ2
(q−n, abqn+1, η
aq, cq
∣∣∣q ; q), Pn(1;λ) = 1. (4.12)
The explicit expressions of the two component eigenpolynomials are
Pˇ (±)n (x;λ)
def
= Pn
(
η(±)(x;λ);λ
)
, (4.13)
Pˇ (+)n (x;λ) = 3φ2
(q−n, abqn+1, aqx+1
aq, cq
∣∣∣q ; q), (4.14)
Pˇ (−)n (x;λ) = 3φ2
(q−n, abqn+1, cqx+1
aq, cq
∣∣∣q ; q). (4.15)
The coefficients of the three term recurrence relation for the big q-Jacobi polynomial Pn(η;λ)
(1− η)Pn(η;λ) = An(λ)Pn+1(η;λ)−
(
An(λ) + Cn(λ)
)
Pn(η;λ) + Cn(λ)Pn−1(η;λ), (4.16)
are
An(λ)
def
= −
(1− aqn+1)(1− abqn+1)(1− cqn+1)
(1− abq2n+1)(1− abq2n+2)
, (4.17)
Cn(λ)
def
= acqn+1
(1− qn)(1− abc−1qn)(1− bqn)
(1− abq2n)(1− abq2n+1)
. (4.18)
Let us note that the recurrence relation with the initial condition P0(η;λ) = 1 implies
Pn(1;λ) = 1 (n = 1, 2, . . .) (4.12).
From (2.12), the ground state vectors φ
(±)
0 (x;λ) > 0 are
φ
(+)
0 (x;λ)
2 = φ
(+)
0 (0;λ)
2 q
x(aq, abc−1q; q)x
(q, ac−1q; q)x
,
φ
(−)
0 (x;λ)
2 = φ
(−)
0 (0;λ)
2 q
x(cq, bq; q)x
(q, a−1cq; q)x
,
in which the ratio of φ
(±)
0 (0;λ)
2 is as yet unspecified but the overall normalisation is imma-
terial. They can be rewritten with the newly introduced constant factor A(±) as
φ
(±)
0 (x;λ)
2 = ±A(±)η(±)(x;λ)
(
a−1η(±)(x;λ), c−1η(±)(x;λ); q
)
∞(
η(±)(x;λ), bc−1η(±)(x;λ); q
)
∞
, (4.19)
A(+)
def
=
φ
(+)
0 (0;λ)
2(aq, abc−1q; q)∞
aq(q, ac−1q; q)∞
, A(−)
def
=
φ
(−)
0 (0;λ)
2(cq, bq; q)∞
−cq(q, a−1cq; q)∞
.
The other eigenvectors of the Hamiltonians H(±)(λ) are
φ(±)n (x;λ) = φ
(±)
0 (x;λ)Pˇ
(±)
n (x;λ), (4.20)
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H(±)(λ)φ(±)n (x;λ) = E(n;λ)φ
(±)
n (x;λ) (n = 0, 1, . . .). (4.21)
Now we demonstrate the self-adjointness. For two smooth functions P and Q, we take
two vectors f and g as follows:
f (±)(x) = φ
(±)
0 (x)P
(
η(±)(x;λ)
)
, g(±)(x) = φ
(±)
0 (x)Q
(
η(±)(x;λ)
)
.
The asymptotic forms of φ
(±)
0 (N ;λ)
2 and B(±)(N ;λ) at large N ,
φ
(±)
0 (N ;λ)
2 ≃ ±A(±)η(±)(N ;λ)
(
1 +O(qN)
)
, B(±)(N ;λ) ≃
−acq
η(±)(N ;λ)2
(
1 +O(qN)
)
,
and (3.34) show that the criterion for the self-adjointness (2.20) of the separate Hamiltonians
H(±) does not hold,
lim
N→∞
(
(f (±),H(±)g(±))N − (H
(±)f (±), g(±))N
)
= ±A(±)(−acq)(1− q)W[P,Q](0) 6= 0.
For the two component HamiltonianH, that is,H(+) combined withH(−), the self-adjointness
is recovered for the choice
A(+) = A(−) = 1, (4.22)
as the criterion (3.33) is satisfied
lim
N→∞
(
((f ,H g))N − ((H f , g))N
)
=
(
A(+) −A(−)
)
(−acq)(1− q)W[P,Q](0) = 0.
With the above choice of A(±), the ground state vectors (4.19) read
φ
(±)
0 (x;λ)
2 = ±η(±)(x;λ)
(
a−1η(±)(x;λ), c−1η(±)(x;λ); q
)
∞(
η(±)(x;λ), bc−1η(±)(x;λ); q
)
∞
,
implying that the inner product of f and g (3.28) is expressed by the Jackson integral,
((f , g)) =
1
1− q
∫ aq
cq
dqy
(a−1y, c−1y; q)∞
(y, bc−1y; q)∞
P(y)Q(y).
Thus we arrive at the orthogonality relation of the big q-Jacobi polynomials
((φn,φm)) =
(
φ(+)n , φ
(+)
m
)
+
(
φ(−)n , φ
(−)
m
)
=
δnm
dn(λ)2
(n,m = 0, 1, . . .) (4.23)
=
∑
ǫ=±
∞∑
x=0
φ
(ǫ)
0 (x;λ)
2Pn
(
η(ǫ)(x;λ);λ
)
Pm
(
η(ǫ)(x;λ);λ
)
= aq
∞∑
k=0
(qk+1, ac−1qk+1; q)∞
(aqk+1, abc−1qk+1; q)∞
Pn(aq
k+1;λ)Pm(aq
k+1;λ)qk
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− cq
∞∑
k=0
(qk+1, a−1cqk+1; q)∞
(cqk+1, bqk+1; q)∞
Pn(cq
k+1;λ)Pm(cq
k+1;λ)qk
=
1
1− q
∫ aq
cq
dqy
(a−1y, c−1y; q)∞
(y, bc−1y; q)∞
Pn(y;λ)Pm(y;λ), (4.24)
where the normalisation constant dn(λ)
2 is
dn(λ)
2 def= (−acq2)−nq−
1
2
n(n−1)1− abq
2n+1
1− abqn+1
(aq, abq2, cq; q)n
(q, bq, abc−1q; q)n
× d0(λ)
2,
d0(λ)
2 def=
(aq, bq, cq, abc−1q; q)∞
aq(q, abq2, ac−1q, a−1c; q)∞
. (4.25)
The normalised eigenvectors are
φˆn(x;λ) =
(
φˆ
(+)
n (x;λ)
φˆ
(−)
n (x;λ)
)
, φˆ(±)n (x;λ) = dn(λ)φ
(±)
0 (x;λ)Pˇ
(±)
n (x;λ),
and they satisfy the orthogonality relation
((φˆn, φˆm)) =
(
φˆ(+)n , φˆ
(+)
n
)
+
(
φˆ(−)n , φˆ
(−)
n
)
= δnm.
The forward/backward shift relations for the polynomial Pn(η;λ) are
(1− aq)(1− cq)
qη
(
Pn(η;λ)− Pn(qη;λ)
)
= E(n;λ)Pn−1(qη;λ+ δ),(
BJ(η;λ)Pn−1(qη;λ+ δ)− q
−1DJ(η;λ)Pn−1(η;λ+ δ)
) qη
(1− aq)(1− cq)
= Pn(η;λ).
These relations can be rewritten as the forward/backward shift relations for the polynomials
Pˇ
(±)
n (x;λ) on the x-lattice, (2.37)–(2.38)
F (±)(λ) = ϕ(±)(x;λ)−1(1− e∂), B(±)(λ) =
(
B(±)(x;λ)−D(±)(x;λ)e−∂
)
ϕ(±)(x;λ), (4.26)
F (±)(λ)Pˇ (±)n (x;λ) = E(n;λ)Pˇ
(±)
n−1(x;λ+ δ), B
(±)(λ)Pˇ
(±)
n−1(x;λ+ δ) = Pˇ
(±)
n (x;λ), (4.27)
where the auxiliary functions ϕ(±)(x;λ) are
ϕ(±)(x;λ)
def
=
qη(±)(x;λ)
(1− aq)(1− cq)
. (4.28)
It is interesting to note that the following parameter substitution (involution)
(a, b, c)→ (c, abc−1, a), (4.29)
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gives rise to the interchange of the (+) and (−) systems
B(+)(x;λ) ↔ B(−)(x;λ), η(+)(x;λ) ↔ η(−)(x;λ),
D(+)(x;λ) ↔ D(−)(x;λ), Pˇ
(+)
n (x;λ) ↔ Pˇ
(−)
n (x;λ),
BJ(η;λ), DJ(η;λ), E(n;λ), Pn(η;λ) : invariant, (4.30)
but the parameter range (4.3) is not preserved.
In [9] we have presented a unified prescription to obtain (quasi-)exactly solvable differ-
ence Schro¨dinger equations in which the potential functions are constructed in terms of the
sinusoidal coordinates. Here we show how the bqJ system fits in that scheme, although the
solvability is obvious from the start in the two component Hamiltonian formalism. By taking
vk,l as
v0,0 = −(1− q)(1− q
2)ac,
v1,0 = (1− q)
(
a(b+ c)− q(a + c)
)
, v0,1 = (1− q)
(
a+ c− qa(b+ c)
)
,
v2,0 = (1− q)(1− ab) + v0,2, v1,1 = (1− q
−1)(1− abq2)− (q + q−1)v0,2,
(4.31)
(v0,2 is arbitrary), the potential functions are expressed as follows:
B(±)(x;λ) =
∑
k,l≥0
k+l≤2
vk,lη
(±)(x;λ)kη(±)(x+ 1;λ)l(
η(±)(x+ 1;λ)− η(±)(x;λ)
)(
η(±)(x+ 1;λ)− η(±)(x− 1;λ)
) , (4.32)
D(±)(x;λ) =
∑
k,l≥0
k+l≤2
vk,lη
(±)(x;λ)kη(±)(x− 1;λ)l(
η(±)(x− 1;λ)− η(±)(x;λ)
)(
η(±)(x− 1;λ)− η(±)(x+ 1;λ)
) . (4.33)
All the above parameters vk,l (4.31) are invariant under the parameter substitution (4.29).
In the logic of [9], the upper triangularity of the similarity transformed Hamiltonians H˜(±)
with respect to the bases {η(±)(x;λ)k}k=0,1,... is shown through the expansion:
η(±)(x+ 1;λ)n+1 − η(±)(x− 1;λ)n+1
η(±)(x+ 1;λ)− η(±)(x− 1;λ)
=
n∑
k=0
g(k) (±)n η
(±)(x;λ)n−k,
which is the consequence of the properties (4.9)–(4.10). In fact, the above formula is rather
trivial in the present case.
4.2.1 dual big q-Jacobi polynomials
As explained in § 2, dual polynomials are usually defined from the original polynomials by
interchanging the roles of x and n (2.49)–(2.50). Fixing x ∈ Z≥0 in Pˇ
(±)
n (x;λ) (4.14)–
(4.15), however, does not provide degree x polynomials in E(n;λ) (4.4). The reason is that
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the original eigenpolynomials Pˇ
(±)
n (x;λ) (4.13) fail to satisfy the universal normalisation
condition Pˇ
(±)
n (0;λ) 6= 1 (2.26).
The dual big q-Jacobi polynomials (dbqJ) are defined from the original polynomials
Pˇ
(±)
n (x;λ) (4.13) by removing the n dependent factor α
(±)
n (λ), which can be identified by
the transformation formula of the truncated 3φ2 function listed as eq.(III.12) in the Appendix
III of [5]:
3φ2
(q−n, b, c
d, e
∣∣∣q ; q) = cn (c−1e; q)n
(e; q)n
3φ2
(q−n, c, b−1d
d, ce−1q1−n
∣∣∣q ; bq
e
)
.
Let us introduce Qˇ
(±)
x (n;λ) by
Pˇ (±)n (x;λ) = α
(±)
n (λ)Qˇ
(±)
x (n;λ), Qˇ
(±)
x (0;λ) = 1, (±1)
nα(±)n (λ) > 0, (4.34)
Qˇ(+)x (n;λ)
def
= Q(+)x
(
E(n;λ);λ
)
= 3φ2
(q−n, abqn+1, q−x
aq, abc−1q
∣∣∣q ; ac−1qx+1), (4.35)
Qˇ(−)x (n;λ)
def
= Q(−)x
(
E(n;λ);λ
)
= 3φ2
(q−n, abqn+1, q−x
bq, cq
∣∣∣q ; a−1cqx+1), (4.36)
α(+)n (λ)
def
= (−c)nq
1
2
n(n+1) (abc
−1q; q)n
(cq; q)n
, α(−)n (λ)
def
= (−a)nq
1
2
n(n+1) (bq; q)n
(aq; q)n
. (4.37)
For fixed x ∈ Z≥0, Q
(±)
x (E(n;λ);λ) are degree x polynomials in E(n;λ) (4.4). The differ-
ence equation for the bqJ (4.11) can be rewritten as the three term recurrence relation for
Qˇ
(±)
x (n;λ)
E(n;λ)Qˇ(±)x (n;λ) = −B
(±)(x;λ)Qˇ
(±)
x+1(n;λ)−D
(±)(x;λ)Qˇ
(±)
x−1(n;λ)
+
(
B(±)(x;λ) +D(±)(x;λ)
)
Qˇ(±)x (n;λ). (4.38)
In order to write down the difference equations for the dual polynomials Qˇ
(±)
x (n;λ), let us
introduce A
(±)
n (λ), C
(±)
n (λ) by rescaling the coefficients An(λ) and Cn(λ) (4.17)–(4.18) of
the three term recurrence relation of the big q-Jacobi polynomial (4.16) by α
(±)
n (λ):
A(±)n (λ)
def
= ±
α
(±)
n+1(λ)
α
(±)
n (λ)
An(λ), C
(±)
n (λ)
def
= ±
α
(±)
n−1(λ)
α
(±)
n (λ)
Cn(λ). (4.39)
To be more explicit, we have
A(+)n (λ) = cq
n+1 (1− aq
n+1)(1− abqn+1)(1− abc−1qn+1)
(1− abq2n+1)(1− abq2n+2)
,
A(−)n (λ) = −aq
n+1 (1− bq
n+1)(1− abqn+1)(1− cqn+1)
(1− abq2n+1)(1− abq2n+2)
,
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C(+)n (λ) = −aq
(1− qn)(1− bqn)(1− cqn)
(1− abq2n)(1− abq2n+1)
,
C(−)n (λ) = cq
(1− qn)(1− aqn)(1− abc−1qn)
(1− abq2n)(1− abq2n+1)
.
The sign change factor ± in (4.39) is to compensate the sign change of α
(−)
n (λ) (4.37). The
potential functions of the dual Hamiltonians are bounded and positive semi-definite
−A(±)n (λ) > 0 (n ≥ 0), −C
(±)
n (λ) > 0 (n ≥ 1), C
(±)
0 (λ) = 0,
and they satisfy the relations
An(λ)Cn+1(λ) = A
(±)
n (λ)C
(±)
n+1(λ), (4.40)
An(λ) + Cn(λ) = ±
(
A(±)n (λ) + C
(±)
n (λ)
)
−
(
1− η(±)(0;λ)
)
. (4.41)
Under the parameter substitution (4.29), the (+) and (−) quantities are interchanged
Qˇ(+)x (n;λ)↔ Qˇ
(−)
x (n;λ), A
(+)
n (λ)↔ −A
(−)
n (λ), C
(+)
n (λ)↔ −C
(−)
n (λ).
Thanks to (4.41) and η(±)(x;λ) = η(±)(0;λ)qx, the three term recurrence relation of the bqJ
(4.16) is rewritten as the difference equations for the dual bqJ (4.35)–(4.36):
− A(±)n (λ)
(
Qˇ(±)x (n;λ)− Qˇ
(±)
x (n+ 1;λ)
)
− C(±)n (λ)
(
Qˇ(±)x (n;λ)− Qˇ
(±)
x (n− 1;λ)
)
= ±η(±)(0;λ)η(x)Qˇ(±)x (n;λ), η(x)
def
= 1− qx, (4.42)
with positive semi-definite and bounded eigenvalues
Ed (±)(x;λ)
def
= ±η(±)(0;λ)η(x) =
{
aq(1− qx) : (+)
−cq(1 − qx) : (−)
. (4.43)
In terms of the similarity transformed dual Hamiltonians
H˜d (±)(λ) = −A(±)n (λ)(1− e
∂n)− C(±)n (λ)(1− e
−∂n), (4.44)
the above equations (4.42) reads succinctly
H˜d (±)(λ)Qˇ(±)x (n;λ) = ±η
(±)(0;λ)η(x)Qˇ(±)x (n;λ).
It is straightforward to verify that the similarity transformed dual Hamiltonians H˜d (±)(λ)
(4.44) are triangular in the basis {1, E(n;λ), . . . , E(n;λ)k} with the above positive semi-
definite eigenvalues. Their eigenpolynomials Qˇ
(±)
x (n;λ) ∼ E(n;λ)x ≃ q−nx grow rapidly as
the coordinate n→∞.
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Let us define two dual Hamiltonians Hd (±)(λ) as follows:
Hd (±)(λ)
def
= ∓
√
A
(±)
n (λ)C
(±)
n+1(λ) e
∂n ∓
√
A
(±)
n−1(λ)C
(±)
n (λ) e
−∂n −
(
A(±)n (λ) + C
(±)
n (λ)
)
= Ad (±)(λ)†Ad (±)(λ), (4.45)
Ad (±)(λ)
def
=
√
−A
(±)
n (λ)∓ e
∂n
√
−C
(±)
n (λ).
Note that Hd (−)(λ) and Ad (−)(λ) are related to the standard forms (2.6)–(2.7) by the simi-
larity transformation in terms of the diagonal matrix (−1)n = diag(1,−1, 1,−1, . . .),
(−1)n ◦ Hd (−) ◦ (−1)n = −
√
A
(−)
n C
(−)
n+1 e
∂n −
√
A
(−)
n−1C
(−)
n e
−∂n −
(
A(−)n + C
(−)
n
)
,
(−1)n ◦ Ad (−) ◦ (−1)n =
√
−A
(−)
n − e
∂n
√
−C
(±)
n ,
where we have suppressed λ. The ground state eigenvectors φ
d (±)
0 (n;λ) characterised by
Ad (±)(λ)φ
d (±)
0 (n;λ) = 0 and φ
d (±)
0 (0;λ) = 1 are
φ
d (±)
0 (n;λ) = (±1)
n
n−1∏
m=0
√√√√ A(±)m (λ)
C
(±)
m+1(λ)
= α(±)n (λ)
dn(λ)
d0(λ)
, (±1)nφ
d (±)
0 (n;λ) > 0. (4.46)
The dual polynomials Qˇ
(±)
x (n;λ) give eigenvectors
φd (±)x (n;λ)
def
= φ
d (±)
0 (n;λ)Qˇ
(±)
x (n;λ), (4.47)
Hd (±)(λ)φd (±)x (n;λ) = E
d (±)(x;λ)φd (±)x (n;λ). (4.48)
By using (4.40)–(4.41), we can show that the two dual Hamiltonians Hd (±)(λ) are related
as follows:
Hd (+)(λ)− η(+)(0;λ) = −Hd (−)(λ)− η(−)(0;λ). (4.49)
Therefore Hd (±)(λ) have another set of eigenvectors φ
d (∓)
x (n;λ),
Hd (±)(λ)φd (∓)x (n;λ) = E
′d (±)(x;λ)φd (∓)x (n;λ), E
′d (±)(x;λ)
def
=
{
q(a− cqx) : (+)
q(−c+ aqx) : (−)
.
(4.50)
The ‘dual Hamiltonian’Hd(λ) (4.51) may be constructed from the original coefficients An(λ)
and Cn(λ) (4.17)–(4.18) of the three term recurrence relation of the bqJ:
Hd(λ)
def
= −
√
An(λ)Cn+1(λ) e
∂n −
√
An−1(λ)Cn(λ) e
−∂n −
(
An(λ) + Cn(λ)
)
(4.51)
= ±Hd (±)(λ) + 1− η(±)(0;λ).
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However, the zero mode of this ‘dual Hamiltonian’ Hd(λ) is not square summable
φd0(n;λ)
2 ∝
n−1∏
m=0
Am(λ)
Cm+1(λ)
=
dn(λ)
2
d0(λ)2
≃ (−ac)−nq−
1
2
n(n+3)
(
1 +O(qn)
)
× const (n→∞),
and it fails to deliver the dual big q-Jacobi polynomials. This is why we have to introduce
two dual Hamiltonians Hd (±)(λ) (4.45).
We arrive at the dual orthogonality relations (x, y = 0, 1, . . .)
(φd (±)x , φ
d (±)
y ) =
∞∑
n=0
φ
d (±)
0 (n;λ)
2Qˇ(±)x (n;λ)Qˇ
(±)
y (n;λ) =
δxy
φ
(±)
0 (x;λ)
2d0(λ)2
, (4.52)
(φd (+)x , φ
d (−)
y ) =
∞∑
n=0
φ
d (+)
0 (n;λ)φ
d (−)
0 (n;λ)Qˇ
(+)
x (n;λ)Qˇ
(−)
y (n;λ) = 0, (4.53)
(φˆd (ǫ)x , φˆ
d (ǫ′)
y ) = δǫ ǫ′δxy, φˆ
d (±)
x (n;λ)
def
= φ
(±)
0 (x;λ)d0(λ)φ
d (±)
x (n;λ). (4.54)
These are the consequences of the self-adjointness of the Hamiltonian Hd (+)(λ) (4.45),
for which {φ
d (+)
x (n;λ)} and {φ
d (−)
x (n;λ)} are eigenvectors. The spectrum of the latter
{E ′d (+)(x;λ) = q(a− cqx)} (4.50), which is monotonously decreasing with x, lies above that
of the former, {Ed (+)(x) = aq(1−qx)} (4.48), which is monotonously increasing with x. They
share the same accumulation point aq. The ground state vector φ
d (+)
0 (n;λ) is positive and
the excited state vector φ
d (+)
x (n;λ) has x ‘zeros’ due to x zeros of the polynomial Q
(+)
x (E ;λ).
Here the number of ‘zeros’ means the number of sign changing in n ∈ [0,∞). All the eigen-
vectors {φ
d (−)
x (n;λ)} have infinitely many ‘zeros’ due to the infinitely many eigenlevels of
{φ
d (+)
x (n;λ)} lying below. These infinite ‘zeros’ are partly taken care of by the alternating
sign factor (−1)n or α
(−)
n (λ) in φ
d (−)
0 (n;λ) (4.46). Since zeros of Q
(−)
x (E ;λ) cancels the sign
change of (−1)n, it is easy to “understand” that the number of ‘zeros’ in φ
d (−)
x (n;λ) would
increase as the degree x decreases. This is consistent with the oscillation theorem. The
orthogonality relation (4.53) simply means
∞∑
n=0
φ
d (+)
0 (n;λ)φ
d (−)
0 (n;λ)E(n;λ)
k = 0, namely
∞∑
n=0
(−1)n
q
1
2
n(n−1)
(q; q)n
1− abq2n+1
1− abqn+1
(abq2; q)n E(n;λ)
k = 0 (k ∈ Z≥0), (4.55)
as mentioned in [23].
The matrix elements of Hd (−)(λ) (4.45) are all non-negative. The eigenvectors and
eigenvalues are {φ
d (−)
x (n;λ)} with {Ed (−)(x) = −cq(1 − qx)} (4.48) and {φ
d (+)
x (n;λ)} with
{E ′d (−)(x;λ) = q(−c+aqx)} (4.50). The maximum eigenvalue is E ′d (−)(0;λ) = q(a− c) and
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the corresponding eigenvector φ
d (+)
0 (n;λ) is positive everywhere. This is consistent with the
Perron-Frobenius theorem. The ground state vector φ
d (−)
0 (n;λ) has infinitely many ‘zeros’.
The alternating sign factor has no effect for the orthogonality among {Qˇ
(−)
x (n;λ)} (4.52),
which is just an ordinary orthogonality relation among polynomials. It should be stressed
that the weight function for the orthogonality of the two different kinds of polynomials,
{Qˇ
(+)
x (n;λ)} and {Qˇ
(−)
x (n;λ)} (4.53) is not positive definite due to the alternating sign
factor in φ
d (−)
0 (n;λ) (4.46). If the weight function were positive definite, the orthogonality
of Qˇ
(+)
0 (n;λ) = 1 = Qˇ
(−)
0 (n;λ) could not be attained. As is well known, the overall scale of
the Hamiltonian is immaterial. In order to get the common eigenvalues {1 − qx} for both
Hamiltonians Hd (±)(λ) (4.45), one should divide A
(+)
n , C
(+)
n by aq in (+) sector and A
(−)
n ,
C
(−)
n by −cq in (−) sector.
As discussed in § 2, dual polynomials are defined through the completeness relation (2.53)
of the original orthogonal polynomials. In the case of big q-Jacobi polynomials, one multi-
plies normalised eigenfunction φˆ
(ǫ)
n (y)
def
= dnφ
(ǫ)
n (y) to the original normalised orthogonality
relation (4.23) (φˆ
(+)
n , φˆ
(+)
m ) + (φˆ
(−)
n , φˆ
(−)
m ) = δnm and sum over n. Since the original orthog-
onality relation is uniformly convergent, one obtains the completeness relation or the dual
orthogonality relation
∞∑
n=0
φˆ(+)n (x)φˆ
(+)
n (y) = δxy,
∞∑
n=0
φˆ(−)n (x)φˆ
(−)
n (y) = δxy,
∞∑
n=0
φˆ(+)n (x)φˆ
(−)
n (y) = 0. (4.56)
Rewriting the bqJ Pˇ
(±)
n (x;λ) in the above orthogonality relations (4.56) in terms of the dual
polynomials Qˇ
(±)
x (n;λ) (4.34) provides the orthogonality relations (4.52)–(4.53).
The dual big q-Jacobi polynomials have been introduced and discussed in [21, 23].
4.3 Limits of big q-Jacobi
By restricting the parameters or by taking certain limits of the bqJ system presented in
the previous subsection, we obtain three systems described by the big q-Laguerre (bqL), Al-
Salam-Carlitz I (ASC I) and discrete q-Hermite I (dqHI) polynomials. The orthogonality of
these polynomials requires the two component Hamiltonian formalism for the self-adjointness
and their orthogonality measures are of Jackson integral type. The duals of these polynomials
have also been discussed in [23] in some detail. We will provide main results skipping most
of derivation. The coordinate x takes non-negative integer values, x ∈ Z≥0.
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4.3.1 big q-Laguerre
The big q-Laguerre polynomial is obtained from the big q-Jacobi (bqJ) polynomial by setting
(abqJ, bbqJ, cbqJ) = (a, 0, b). There is no difficulty in this limit. The basic data are:
qλ = (a, b), δ = (1, 1), κ = q−1, 0 < a < q−1, b < 0,
E(n)
def
= q−n − 1, η(+)(x;λ)
def
= aqx+1, η(−)(x;λ)
def
= bqx+1, (4.57)
BJ(η;λ)
def
= η−2(−abq)(1− η), DJ(η;λ)
def
= η−2(aq − η)(η − bq). (4.58)
The potential functions (3.32) are
B(+)(x;λ) = −a−1bq−2x−1(1− aqx+1), D(+)(x;λ) = q−2x(1− qx)(qx − a−1b), (4.59)
B(−)(x;λ) = −ab−1q−2x−1(1− bqx+1), D(−)(x;λ) = q−2x(1− qx)(qx − ab−1). (4.60)
It is easy to verify the triangularity (4.2) and the eigenvalues E(n) (4.57). The sinusoidal
coordinate η(±)(x;λ) satisfies (4.8)–(4.10).
The big q-Laguerre polynomial Pn(η; a, b; q) (n ∈ Z≥0),
Pn(η;λ)
def
= Pn(η; a, b; q)
def
= 3φ2
(q−n, 0, η
aq, bq
∣∣∣q ; q)
=
(−b)nq
1
2
n(n+1)
(bq; q)n
2φ1
(q−n, aqη−1
aq
∣∣∣q ; b−1η), Pn(1;λ) = 1, (4.61)
is the polynomial solution of degree n in η of the second order difference equation (4.11) with
BJ(η) and DJ(η) in (4.58). It also satisfies the same type of three term recurrence relation
as that of the bqJ (4.16) with the coefficients
An(λ)
def
= −(1− aqn+1)(1− bqn+1), Cn(λ)
def
= abqn+1(1− qn). (4.62)
By setting η → aqx+1 in the second expression (4.61), we see that the big q-Laguerre poly-
nomial is proportional to the dual q-Meixner polynomial (3.9) introduced in § 3.1.
The eigenvectors of the two Hamiltonians H(±)(λ) have the forms (4.20) with (4.13), in
which φ
(±)
0 (x;λ) are calculated to be
φ
(±)
0 (x;λ)
2 = ±A(±)η(±)(x;λ)
(
a−1η(±)(x;λ), b−1η(±)(x;λ); q
)
∞(
η(±)(x;λ); q
)
∞
, (4.63)
A(+) =
φ
(+)
0 (0;λ)
2(aq; q)∞
aq(q, ab−1q; q)∞
, A(−) =
φ
(−)
0 (0;λ)
2(bq; q)∞
−bq(q, a−1bq; q)∞
.
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As shown in § 4.2, the choice A(+) = A(−) = 1 (4.22) leads to the self-adjoint two component
Hamiltonian system H(±)(λ) with the potential functions B(±)(x;λ) and D(±)(x;λ) (4.59)–
(4.60). The ground state vectors φ
(±)
0 (x;λ) > 0 (4.63) read explicitly
φ
(+)
0 (x;λ)
2 = aqx+1
(qx+1, ab−1qx+1; q)∞
(aqx+1; q)∞
, φ
(−)
0 (x;λ)
2 = −bqx+1
(qx+1, a−1bqx+1; q)∞
(bqx+1; q)∞
. (4.64)
We arrive at the orthogonality relation with the Jackson integral measure
((φn,φm)) =
(
φ(+)n , φ
(+)
m
)
+
(
φ(−)n , φ
(−)
m
)
=
δnm
dn(λ)2
(4.65)
= aq
∞∑
k=0
(qk+1, ab−1qk+1; q)∞
(aqk+1; q)∞
Pn(aq
k+1;λ)Pm(aq
k+1;λ)qk
− bq
∞∑
k=0
(qk+1, a−1bqk+1; q)∞
(bqk+1; q)∞
Pn(bq
k+1;λ)Pm(bq
k+1;λ)qk
=
1
1− q
∫ aq
bq
dqy
(a−1y, b−1y; q)∞
(y; q)∞
Pn(y;λ)Pm(y;λ), (4.66)
where the normalisation constant dn(λ)
2 is
dn(λ)
2 = (−abq2)−nq−
1
2
n(n−1) (aq, bq; q)n
(q; q)n
×d0(λ)
2, d0(λ)
2 =
(aq, bq; q)∞
aq(q, ab−1q, a−1b; q)∞
. (4.67)
The system is shape invariant, since the potential functions B(±)(x;λ) and D(±)(x;λ) satisfy
(2.29)–(2.30). The forward/backward shift relations for the bqL have the form (4.26)–(4.27)
with the auxiliary functions ϕ(±)(x;λ),
ϕ(±)(x;λ)
def
=
qη(±)(x;λ)
(1− aq)(1− bq)
. (4.68)
Under the parameter substitution (involution) (a, b) → (b, a), the (+) and (−) systems are
interchanged as (4.30).
4.3.2 dual big q-Laguerre
The two types of the dual big q-Laguerre (dbqL) polynomials are
Qˇ(+)x (n;λ)
def
= Q(+)x
(
E(n);λ
) def
= 2φ1
(q−n, q−x
aq
∣∣∣q ; ab−1qx+1), (4.69)
Qˇ(−)x (n;λ)
def
= Q(−)x
(
E(n);λ
) def
= 2φ1
(q−n, q−x
bq
∣∣∣q ; a−1bqx+1). (4.70)
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They are degree x polynomials in E(n) (4.57) and related to Pˇ
(±)
n (x;λ) as (4.34) with
α(+)n (λ)
def
=
(−b)nq
1
2
n(n+1)
(bq; q)n
, α(−)n (λ)
def
=
(−a)nq
1
2
n(n+1)
(aq; q)n
. (4.71)
Following the argument in § 4.2.1, A
(±)
n (λ) and C
(±)
n (λ) (4.39) and Hd (±)(λ) (4.45) are
introduced:
A(+)n (λ) = bq
n+1(1− aqn+1), C(+)n (λ) = −aq(1− q
n)(1− bqn),
A(−)n (λ) = −aq
n+1(1− bqn+1), C(−)n (λ) = bq(1− q
n)(1− aqn).
They satisfy (4.40)–(4.41), which implies (4.49). The eigenvectors of Hd (±)(λ) are
φd (±)x (n;λ)
def
= φ
d (±)
0 (n;λ)Qˇ
(±)
x (n;λ), (4.72)
φ
d (±)
0 (n;λ) = (±1)
n
n−1∏
m=0
√√√√ A(±)m (λ)
C
(±)
m+1(λ)
= α(±)n (λ)
dn(λ)
d0(λ)
, (±1)nφ
d (±)
0 (n;λ) > 0,
Hd (±)(λ)φd (±)x (n;λ) = E
d (±)(x;λ)φd (±)x (n;λ),
Hd (±)(λ)φd (∓)x (n;λ) = E
′ d (±)(x;λ)φd (∓)x (n;λ),
Ed (±)(x;λ)
def
=
{
aq(1− qx) : (+)
−bq(1 − qx) : (−)
, E ′d (±)(x;λ)
def
=
{
q(a− bqx) : (+)
q(−b+ aqx) : (−)
. (4.73)
They satisfy the dual orthogonality relations in the same form as (4.52)–(4.53), in which
φ
(±)
0 (x;λ)
2 and d0(λ)
2 are defined in (4.64) and (4.67). The orthogonality relation (4.53)
means simply
∞∑
n=0
(−1)n
q
1
2
n(n−1)
(q; q)n
q−kn = 0 (k ∈ Z≥0), φ
d (+)
0 (n;λ)φ
d (−)
0 (n;λ) = (−1)
n q
1
2
n(n−1)
(q; q)n
, (4.74)
which can be shown by [6]
∞∑
n=0
q
1
2
n(n−1)
(q; q)n
zn = (−z; q)∞.
As expected from the big q-Laguerre and the dual q-Meixner correspondence, the dual
big q-Laguerre polynomials (4.69)–(4.70) are equal to the q-Meixner polynomial and its
completeness partner (4.93) under certain parameter identification.
4.3.3 Al-Salam-Carlitz I
The Al-Salam-Carlitz I polynomial is obtained from the big q-Laguerre (bqL) polynomial
by setting (abqL, bbqL) = (t, ta), ηbqL = tqη and taking t → 0 limit. In this limit we need
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appropriate overall rescalings for various quantities. The basic data are:
qλ = a, δ = 0, κ = q−1, a < 0,
E(n) = q−n − 1, η(+)(x;λ)
def
= qx, η(−)(x;λ)
def
= aqx,
BJ(η;λ)
def
= η−2(−aq−1), DJ(η;λ)
def
= η−2(1− η)(η − a). (4.75)
The potential functions (3.32) are
B(+)(x;λ) = −aq−2x−1, D(+)(x;λ) = q−2x(1− qx)(qx − a), (4.76)
B(−)(x;λ) = −a−1q−2x−1, D(−)(x;λ) = q−2x(1− qx)(qx − a−1). (4.77)
The two sinusoidal coordinates satisfy (4.9)–(4.10). Throughout this paper, our definition
of Al-Salam-Carlitz I (ASC I) polynomial is a simple q-hypergeometric function
Pn(η;λ)
def
= 2φ1
(q−n, η−1
0
∣∣∣q ; a−1qη) = (−a)−nq− 12n(n−1)U (a)n (η; q), Pn(1;λ) = 1, (4.78)
which is obtained by rescaling the conventional Al-Salam-Carlitz I polynomial U
(a)
n (η; q)
(n ∈ Z≥0) [6]. It is the polynomial solution of degree n in η of the difference equation (4.11)
with BJ(η) and DJ(η) in (4.75). With the rescaling our ASC I satisfy the same form of the
three term recurrence relation as that of bqJ (4.16) and its coefficients are
An(λ)
def
= aqn, Cn
def
= −(1− qn). (4.79)
The forward/backward shift relations are
−a
qη
(
Pn(η;λ)− Pn(qη;λ)
)
= E(n)Pn−1(η;λ+ δ),(
BJ(η;λ)Pn−1(η;λ+ δ)− q
−1DJ(η;λ)Pn−1(q
−1η;λ+ δ)
) qη
−a
= Pn(η;λ).
We strongly advocate this natural definition of Al-Salam-Carlitz I polynomial (4.78), since
many important formulas take the same form as those for the bqJ family.
By setting η → qx (−aqx) in (4.78), we see that the ASC I polynomial Pn(η;λ) is equal
to the dual q-Charlier polynomial (3.46) ((3.51)) introduced in § 3.3 with parameter identi-
fication a→ −a.
The eigenvectors of the two Hamiltonians H(±)(λ) are (4.20) with (4.13), in which
φ
(±)
0 (x;λ) are calculated as
φ
(±)
0 (x;λ)
2 = ±A(±)η(±)(x;λ)(qη(±)(x;λ), a−1qη(±)(x;λ); q
)
∞
, (4.80)
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A(+) =
φ
(+)
0 (0;λ)
2
(q, a−1q; q)∞
, A(−) =
φ
(−)
0 (0;λ)
2
−a(q, aq; q)∞
.
As shown in § 4.2, the choice A(+) = A(−) = 1 (4.22) leads to the self-adjoint two component
Hamiltonian system H(±)(λ) with the potential functions B(±)(x;λ) and D(±)(x;λ) (4.76)–
(4.77). The ground state vectors φ
(±)
0 (x;λ) > 0 (4.80) read explicitly
φ
(+)
0 (x;λ)
2 = qx(qx+1, a−1qx+1; q)∞, φ
(−)
0 (x;λ)
2 = −aqx(qx+1, aqx+1; q)∞. (4.81)
We arrive at the orthogonality relation with the Jackson integral measure
((φn,φm)) =
(
φ(+)n , φ
(+)
m
)
+
(
φ(−)n , φ
(−)
m
)
=
δnm
dn(λ)2
(4.82)
=
∞∑
k=0
(qk+1, a−1qk+1; q)∞Pn(q
k;λ)Pm(q
k;λ)qk
− a
∞∑
k=0
(qk+1, aqk+1; q)∞Pn(aq
k;λ)Pm(aq
k;λ)qk
=
1
1− q
∫ 1
a
dqy (qy, a
−1qy; q)∞Pn(y;λ)Pm(y;λ), (4.83)
where the normalisation constant dn(λ)
2 is
dn(λ)
2 =
(−a)nq
1
2
n(n−1)
(q; q)n
× d0(λ)
2, d0(λ)
2 =
1
(q, a, a−1q; q)∞
. (4.84)
The system is shape invariant, since the potential functions B(±)(x;λ) and D(±)(x;λ) satisfy
(2.29)–(2.30). The forward/backward shift relations for the ASC I have the form (4.26)–
(4.27) with the auxiliary functions ϕ(±)(x;λ),
ϕ(±)(x;λ)
def
=
qη(±)(x;λ)
−a
. (4.85)
4.3.4 dual Al-Salam-Carlitz I
The two types of the dual Al-Salam-Carlitz I (dASC I) polynomials are
Qˇ(+)x (n;λ)
def
= Q(+)x
(
E(n);λ
) def
= 2φ1
(q−n, q−x
0
∣∣∣q ; a−1qx+1), (4.86)
Qˇ(−)x (n;λ)
def
= Q(−)x
(
E(n);λ
) def
= 2φ1
(q−n, q−x
0
∣∣∣q ; aqx+1). (4.87)
They are degree x polynomials in E(n) and related to Pˇ
(±)
n (x;λ) as (4.34) with
α(+)n (λ)
def
= 1, α(−)n (λ)
def
= a−n. (4.88)
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Following the argument in § 4.2.1, A
(±)
n (λ) and C
(±)
n (λ) (4.39) and Hd (±)(λ) (4.45) are
introduced:
A(+)n (λ) = aq
n, A(−)n (λ) = −q
n, C(+)n (λ) = −(1− q
n), C(−)n (λ) = a(1− q
n).
They satisfy (4.40)–(4.41), which implies (4.49). The eigenvectors of Hd (±)(λ) are
φd (±)x (n;λ)
def
= φ
d (±)
0 (n;λ)Qˇ
(±)
x (n;λ), (4.89)
φ
d (±)
0 (n;λ) = (±1)
n
n−1∏
m=0
√√√√ A(±)m (λ)
C
(±)
m+1(λ)
= α(±)n (λ)
dn(λ)
d0(λ)
, (±1)nφ
d (±)
0 (n;λ) > 0, (4.90)
Hd (±)(λ)φd (±)x (n;λ) = E
d (±)(x;λ)φd (±)x (n;λ),
Hd (±)(λ)φd (∓)x (n;λ) = E
′ d (±)(x;λ)φd (∓)x (n;λ),
Ed (±)(x;λ)
def
=
{
1− qx : (+)
−a(1− qx) : (−)
, E ′ d (±)(x;λ)
def
=
{
1− aqx : (+)
−a + qx : (−)
. (4.91)
They satisfy the dual orthogonality relations in the same form as (4.52)–(4.53), in which
φ
(±)
0 (x;λ)
2 and d0(λ)
2 are given in (4.81) and (4.84). As in the big q-Laguerre case, the
orthogonality relation (4.53) means the same relation as (4.74). In line with the Al-Salam-
Carlitz I and the dual q-Charlier correspondence, the dual Al-Salam-Carlitz I polynomi-
als (4.86)–(4.87) are equal to the q-Charlier polynomial and its completeness supplement
(4.100)–(4.101).
4.3.5 discrete q-Hermite I
The discrete q-Hermite polynomial hn(η; q) is obtained from the Al-Salam-Carlitz I (ASC I)
polynomial by setting aASC I = −1: hn(η; q) = U
(−1)
n (η; q). Various formulas are easily
obtained from those of ASC I by setting aASC I = −1.
4.4 Complete set involving q-Meixner polynomials
By constructing the duals of the dual q-Meixner polynomials in a similar way as the dual big
q-Jacobi and big q-Laguerre cases developed in § 4.2.1, § 4.3.2, we obtain the complete set of
orthogonal vectors involving the q-Meixner polynomials. Since the dual of Pˇ
(+)
n (x) (3.23) is
the original q-Meixner (3.4), that of Pˇ
(−)
n (x)
2φ1
(q−n, −c−1q−x
bq
∣∣∣q ; qx+1) = (−bcq; q)n
(−c)n(bq; q)n
2φ1
(q−n, q−x
−bcq
∣∣∣q ;−cqx+1),
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provides the supplementary orthogonal vectors. By interchanging x ↔ n of Pˇ
(±)
n (x), we
obtain two polynomials in η(x) = q−x − 1,
Pˇn(x;λ)
def
= Pn
(
η(x);λ
) def
= 2φ1
(q−n, q−x
bq
∣∣∣q ;−c−1qn+1) =Mn(q−x; b, c; q), (4.92)
Pˇ (−)n (x;λ)
def
= P (−)n
(
η(x);λ
) def
= 2φ1
(q−n, q−x
−bcq
∣∣∣q ;−cqn+1) = Mn(q−x;−bc, c−1; q), (4.93)
i.e. the original q-Meixner (3.4) and its supplement. The parameter change (involution)
(b, c)→ (−bc, c−1),
exchanges these two and it also provides B(−)(x), D(−)(x), A
(−)
n and C
(−)
n governing the latter
B(−)(x;λ)
def
= c−1qx(1 + bcqx+1), D(−)(x;λ)
def
= (1− qx)(1− bqx),
A(−)n (λ)
def
= −c−1q−2n−1(1 + bcqn+1), C(−)n (λ)
def
= −q−2n(1− qn)(qn + c−1), (4.94)
from B(x), D(x), An and Cn for the original q-Meixner (3.2), (3.7). By noting
B(x;λ)D(x+ 1;λ) = c2B(−)(x;λ)D(−)(x+ 1;λ),
B(x;λ) +D(x;λ)− 1 = −c
(
B(−)(x;λ) +D(−)(x;λ)− 1
)
,
we find that the two Hamiltonians H(λ) and H(−)(λ)
H(λ) = −
√
B(x;λ)D(x+ 1;λ) e∂ −
√
B(x− 1;λ)D(x;λ) e−∂ +B(x;λ) +D(x;λ),
H(−)(λ) =
√
B(−)(x;λ)D(−)(x+ 1;λ) e∂ +
√
B(−)(x− 1;λ)D(−)(x;λ) e−∂
+B(−)(x;λ) +D(−)(x;λ),
are linearly related
cH(−) = −H + 1 + c.
The eigenvectors are
φn(x;λ) = φ0(x;λ)Pˇn(x;λ), φ0(x;λ)
2 = cxq
1
2
x(x−1) (bq; q)x
(q,−bcq; q)x
, φ0(x;λ) > 0, (4.95)
φ(−)n (x;λ) = φ
(−)
0 (x;λ)Pˇ
(−)
n (x;λ), φ
(−)
0 (x;λ) = (−1)
x
x−1∏
y=0
√
B(−)(y;λ)
D(−)(y + 1;λ)
,
φ
(−)
0 (x;λ)
2 = c−xq
1
2
x(x−1) (−bcq; q)x
(q, bq; q)x
, (−1)xφ
(−)
0 (x;λ) > 0, (4.96)
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H(λ)φn(x;λ) = E(n)φn(x;λ), H
(−)(λ)φ(−)n (x;λ) = E(n)φ
(−)
n (x;λ), E(n) = 1− q
n.
The original Hamiltonian H(λ) governing the q-Meixner polynomials has another infinite
set of eigenvectors {φ
(−)
n (x;λ)} (4.96),
H(λ)φ(−)n (x;λ) = E
′(n;λ)φ(−)n (x;λ), E
′(n;λ)
def
= 1 + cqn, (4.97)
which lies above the original eigenvectors. Similarly we have
H(−)(λ)φ(+)n (x;λ) = E
′ (−)(n;λ)φ(+)n (x;λ), E
′ (−)(n;λ)
def
= 1 + c−1qn.
The orthogonality relations are (n,m = 0, 1, . . .)
(φn, φm) =
∞∑
x=0
φn(x;λ)φm(x;λ) =
δnm
dn(λ)2
, (4.98)
(
φ(−)n , φ
(−)
m
)
=
∞∑
x=0
φ(−)n (x;λ)φ
(−)
m (x;λ) =
δnm
d
(−)
n (λ)2
, d(−)n (λ)
def
= dn(λ)
∣∣
(b,c)→(−bc,c−1)
,
(
φn, φ
(−)
m
)
=
∞∑
x=0
φn(x;λ)φ
(−)
m (x;λ) = 0. (4.99)
The last orthogonality relation simply means
∞∑
x=0
(−1)x
q
1
2
x(x−1)
(q; q)x
q−kx = 0 (k ∈ Z≥0), φ0(x;λ)φ
(−)
0 (x;λ) = (−1)
x q
1
2
x(x−1)
(q; q)x
,
which is the same as (4.74).
4.4.1 complete set involving q-Charlier polynomials
The q-Charlier polynomials are obtained from those of q-Meixner by setting (bqM, cqM) =
(0, a). The complete set of orthogonal vectors involving the q-Charlier polynomials are
φn(x;λ) = φ0(x;λ)2φ1
(q−n, q−x
0
∣∣∣q ;−a−1qn+1), φ0(x;λ) =
√
axq
1
2
x(x−1)
(q; q)x
, (4.100)
φ(−)n (x;λ) = φ
(−)
0 (x;λ)2φ1
(q−n, q−x
0
∣∣∣q ;−aqn+1), φ(−)0 (x;λ) = (−1)x
√
a−xq
1
2
x(x−1)
(q; q)x
,
(4.101)
H(λ)φn(x;λ) = E(n)φn(x;λ), E(n) = 1− q
n, (4.102)
H(λ)φ(−)n (x;λ) = E
′(n;λ)φ(−)n (x;λ), E
′(n;λ)
def
= 1 + aqn. (4.103)
The orthogonality relations have the same form as (4.98)–(4.99) with dn(λ) given in (3.44)
and d
(−)
n (λ)
def
= dn(λ)|a→a−1 . The third one
(
φn, φ
(−)
m
)
= 0 is the same as (4.74).
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5 Discrete q-Hermite II
In this section we discuss the discrete q-Hermite polynomial II, which is defined on the integer
lattice of the full line x ∈ Z. In order to place it under proper perspectives with respect to
the other orthogonal polynomials having Jackson integral measures, let us go back to the
general structure of the difference equations and the corresponding potential functions (4.1)
giving rise to orthogonal polynomials with Jackson integral type measures. The essential
point for the Jackson integral measure is that p2(η) (η ∝ q
x) has two distinct roots other
than zero. If it has one zero root, η = 0 ↔ x = +∞, then p1(η) must have one zero root,
too. Otherwise the zero mode vector φ0(x) would not be square summable. This is the
case for the little q-Jacobi (Laguerre) polynomials. One could say that their orthogonality
measures are of Jackson integral type of the form
∫ 1
0
dqx. If p2(η) is a linear function of η,
the second Hamiltonian cannot be introduced. The difference operator (Hamiltonian) is not
self-adjoint due to the rapid growth at x =∞. If p2 is a constant, however, new possibility
of achieving self-adjointness emerges when p1 is even. In this case the boundary point of
the variable x disappears and it can take full integer values, −∞ < x < ∞ and the scale
of the variable qx can become arbitrary. Due to the evenness of the potential functions, a
polynomial solution P (cqx) (c ∈ R>0) is always accompanied by another P (−cq
x). Thus
two component Hamiltonian method can be employed to take care of the rapid growth of
the potential functions at x → +∞ and the exponential increase of the eigenpolynomials
P (±cqx) at x → −∞. The fact that x can take negative values makes it impossible to
introduce dual polynomials by the interchange n ↔ x (2.49)–(2.50), since n is always a
non-negative integer.
Let us now consider the general difference equation (2.1)–(2.7) on the full integer lattice.
Now the potential functions B(x) and D(x) are everywhere positive
B(x) > 0, D(x) > 0 (x ∈ Z). (5.1)
The zero mode equation Aφ0(x) = 0 (2.11), being a two term recurrence relation, can be
solved easily by starting from x = 0 into the positive and negative directions:
φ0(x) = φ0(0)×

x−1∏
y=0
√
B(y)
D(y + 1)
(x ∈ Z≥0)
−x−1∏
y=0
√
D(−y)
B(−y − 1)
(x ∈ Z<0)
. (5.2)
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The similarity transformed Hamiltonian H˜ has the same expression as in the half line case
(2.17)
H˜
def
= φ0(x)
−1 ◦ H ◦ φ0(x) = B(x)(1− e
∂) +D(x)(1− e−∂).
The potential functions for the discrete q-Hermite II are
BJ(η)
def
= η−2(1 + η2), DJ(η)
def
= η−2q, E(n) = 1− qn, η(x) ∝ qx. (5.3)
It is obvious that the above H˜ is triangular with respect to the basis {1, η, η2, . . . , ηn} and
its eigenvalues are E(n) = 1 − qn. This is a quite interesting situation that the similarity
transformed Hamiltonian H˜ is unbounded but the spectrum is bounded; markedly different
from those having the Jackson integral measures, the big q-Jacobi family. The corresponding
polynomial solution of degree n in η is the discrete q-Hermite polynomial II [6],
Pn(η)
def
= q
1
2
n(n−1)h˜n(η; q)
def
= i−n2φ0
(q−n, iη
−
∣∣∣q ;−qn)
= q
1
2
n(n−1)ηn2φ1
(q−n, q1−n
0
∣∣∣q2 ;−q2η−2), Pn(−i) = (−i)n, (5.4)
which has definite parity, Pn(−η) = (−1)
nPn(η) due to the evenness of the potential func-
tions. It is obtained from the Al-Salam-Carlitz II polynomial V
(a)
n (η; q) by setting a = −1
and η → iη, h˜n(η; q) = i
−nV
(−1)
n (iη; q). The difference equation, forward/backward shift
relations and three term recurrence relation are
BJ(η)
(
Pn(η)− Pn(qη)
)
+DJ(η)
(
Pn(η)− Pn(q
−1η)
)
= E(n)Pn(η), (5.5)
η−1
(
Pn(η)− Pn(qη)
)
= E(n)Pn−1(qη), (5.6)(
BJ(η)Pn−1(qη)− q
−1DJ(η)Pn−1(η)
)
η = Pn(η), (5.7)
ηPn(η) = AnPn+1(η) + CnPn−1(η), An
def
= q−n, Cn
def
= q−n − 1. (5.8)
In the big q-Jacobi family, the two zeros of D(x) determine the two scales of qx appearing
in the Jackson integral. In the present case, the scale is arbitrary ±cqx, c > 0, since DJ(η)
has no zero and the potentials are even. From now on we consider c as the system parameter:
qλ = c, δ = 1, κ = q, c > 0. (5.9)
As shown for the big q-Jacobi family, in the single component formulation, the self-adjointness
is broken by the unboundedness of the potentials at x→ +∞ and the behaviour of the poly-
nomial solutions Pn(cq
x) at x → +∞. These will lead to the two component Hamiltonian
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formulation with the sinusoidal coordinates η(±)(x;λ):
η(+)(x;λ)
def
= cqx, η(−)(x;λ)
def
= −cqx, (5.10)
and the corresponding potential functions (3.32)
B(±)(x;λ) = 1 + c−2q−2x
def
= B(x;λ) > 0, D(±)(x;λ) = c−2q1−2x
def
= D(x;λ) > 0, (5.11)
which are equal for (±). The eigenpolynomials are different for (±):
Pˇ (±)n (x;λ)
def
= Pn
(
η(±)(x;λ)
)
= i−n2φ0
(q−n, ±icqx
−
∣∣∣q ;−qn). (5.12)
As in the bqJ family, the appropriate ratio of the two zero mode vectors φ
(±)
0 (0;λ) achieve
the self-adjointness of the two component Hamiltonians, as demonstrated shortly. Eq. (5.2)
gives
φ0(x;λ)
2
φ0(0;λ)2
=

qx(−c2; q2)x =
qx(−c2; q2)∞
(−c2q2x; q2)∞
(x ∈ Z≥0)
c2xqx
2
(−c−2q2; q2)−x
=
c2xqx
2
(−c−2q2−2x; q2)∞
(−c−2q2; q2)∞
(x ∈ Z<0)
, (5.13)
=
qx(−c2; q2)∞
(−c2q2x; q2)∞
(x ∈ Z). (5.14)
In the last equality we have used an identity
1 =
(−c2,−c−2q2; q2)∞
c2xqx(x−1)(−c2q2x,−c−2q2−2x; q2)∞
(x ∈ Z).
Now let us concentrate on the issue of self-adjointness. Since it could be broken either at
x = +∞ or x = −∞ or both, the inner product of two single component vectors f = (f(x))
and g = (g(x)) is defined by
(f, g)
def
= lim
N,N ′→∞
(f, g)N,N ′, (f, g)N,N ′
def
=
N∑
x=−N ′
f(x)g(x). (5.15)
As shown in § 2.1 (2.18)–(2.19), for two vectors f(x) = φ0(x)Pˇ(x) and g(x) = φ0(x)Qˇ(x),
we have
(f,Hg)N,N ′ =
N∑
x=−N ′
φ0(x)
2
(
B(x) +D(x)
)
Pˇ(x)Qˇ(x)−
N∑
x=−N ′
φ0(x)
2B(x)Pˇ(x)Qˇ(x+ 1)
−
N−1∑
x=−N ′−1
φ0(x)
2B(x)Pˇ(x+ 1)Qˇ(x),
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and obtain
(f,Hg)N,N ′ − (Hf, g)N,N ′
= φ0(N)
2B(N)
(
Pˇ(N + 1)Qˇ(N)− Pˇ(N)Qˇ(N + 1)
)
+ φ0(−N
′ − 1)2B(−N ′ − 1)
(
Pˇ(−N ′ − 1)Qˇ(−N ′)− Pˇ(−N ′)Qˇ(−N ′ − 1)
)
. (5.16)
At x = −N ′, a degree n polynomial grows like ∼ q−nN
′
, whereas the potential damps as
B(−N ′) ∼ q2N
′
and the zero mode vector φ0(−N
′)2 provides much stronger damping as given
in (5.13), φ0(−N
′;λ)2 ∼ c−2N
′
qN
′2
. Thus the second term in (5.16) vanishes as N ′ →∞ and
the behaviour at x = −∞ causes no problem for self-adjointness. The behaviour at x = +∞
is the same as that for the bqJ family case and we have to rely on the two component
formulation. In this case the two Hamiltonians H(±) are exactly the same. The eigenvectors
of H(±) have the same structures as those of the big q Jacobi (4.20).
The two component system has been introduced in (3.27)–(3.30). The inner product of
two vectors f (x) =
(
f(+)(x)
f(−)(x)
)
and g(x) =
(
g(+)(x)
g(−)(x)
)
is defined by
((f , g))
def
= lim
N→∞
((f , g))N , ((f , g))N
def
=
N∑
x=−∞
(
f (+)(x)g(+)(x) + f (−)(x)g(−)(x)
)
. (5.17)
For two vectors f with f (±)(x) = φ
(±)
0 (x)Pˇ
(±)(x) and g with g(±)(x) = φ
(±)
0 (x)Qˇ
(±)(x),
eq. (5.16) gives
((f ,H g))N − ((H f , g))N
= φ
(+)
0 (N)
2B(N)
(
Pˇ(+)(N + 1)Qˇ(+)(N)− Pˇ(+)(N)Qˇ(+)(N + 1)
)
+ φ
(−)
0 (N)
2B(N)
(
Pˇ(−)(N + 1)Qˇ(−)(N)− Pˇ(−)(N)Qˇ(−)(N + 1)
)
. (5.18)
The situation is simpler than that in the big q-Jacobi family case, since φ
(±)
0 (N)
2 are only
different by the unspecified overall factor (5.14)
φ
(±)
0 (N ;λ)
2 = φ
(±)
0 (0;λ)
2 q
N (−c2; q2)∞
(−c2q2N ; q2)∞
.
It is very easy to see that for the equal choice
φ
(±)
0 (0;λ) =
1√
(−c2; q2)∞
⇒ φ
(±)
0 (x;λ)
2 = φ0(x;λ)
2 =
qx
(−c2q2x; q2)∞
, (5.19)
the Hamiltonian is self-adjoint and the inner product of the two component eigenvectors
φn(x;λ) =
(
φ
(+)
n (x;λ)
φ
(−)
n (x;λ)
)
= φ0(x;λ)
(
Pn(cq
x)
Pn(−cq
x)
)
, (5.20)
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is given by
((φn,φm)) =
(
φ(+)n , φ
(+)
m
)
+
(
φ(−)n , φ
(−)
m
)
=
2δnm
dn(λ)2
(n,m = 0, 1, . . .) (5.21)
=
∞∑
x=−∞
(
φ(+)n (x;λ)φ
(+)
m (x;λ) + φ
(−)
n (x;λ)φ
(−)
m (x;λ)
)
=
∞∑
x=−∞
qx
(−c2q2x; q2)∞
(
Pn(cq
x)Pm(cq
x) + Pn(−cq
x)Pm(−cq
x)
)
.
Here the normalisation constant dn(λ) > 0 is
dn(λ)
2 def=
qn
(q; q)n
× d0(λ)
2, d0(λ)
2 def=
(q,−c2,−c−2q2; q2)∞
(q2,−c2q,−c−2q; q2)∞
. (5.22)
Due to the definite parity Pn(−η) = (−1)
nPn(η), this orthogonal relation is rewritten as
∞∑
x=−∞
1 + (−1)n+m
2
φ(+)n (x;λ)φ
(+)
m (x;λ) =
δnm
dn(λ)2
. (5.23)
The system is shape invariant, since the potential functions B(±)(x;λ) and D(±)(x;λ)
satisfy (2.29)–(2.30). The forward/backward shift relations for the dqHII have the form
(4.26)–(4.27) with the auxiliary functions ϕ(±)(x;λ),
ϕ(±)(x;λ)
def
= η(±)(x;λ). (5.24)
The triangularity of the potentials can be explained along the line of [9]. By taking vk,l as
v0,0 = q
−1(1− q)(1− q2), v1,0 = v0,1 = 0,
v2,0 = q
−1 − 1 + v0,2, v1,1 = q − 1− (q + q
−1)v0,2,
(v0,2 is arbitrary), the potential functions are expressed as (4.32)–(4.33).
5.1 q-Laguerre
As is well known, the Laguerre polynomials of α = ∓1
2
are related to the Hermite polyno-
mials:
H2n(x) = (−1)
n 22nn!L
(− 1
2
)
n (x
2), H2n+1(x) = (−1)
n 22nn! 2xL
( 1
2
)
n (x
2).
The q-Laguerre (qL) polynomial Pn(η;λ) (n ∈ Z≥0) [6],
Pn(η;λ)
def
= Pn(η; a; q), Pn(−1;λ) = 1, (5.25)
def
= 2φ1
(q−n, −η
0
∣∣∣q ; aqn+1) = (q; q)nL(α)n (η; q), a = qα,
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= (−a)nqn
2
ηn2φ1
(q−n, a−1q−n
0
∣∣∣q ;−qη−1),
= (aq; q)n 1φ1
(q−n
aq
∣∣∣q ;−aqn+1η),
is the counterpart of the discrete q-Hermite II polynomial defined on the full integer lattice.
For α = ∓1
2
, they are related in a similar way as the Hermite to the Laguerre:
P dqHII2n (η
1
2 ; q
1
2 ) = (−1)nPn(η; q
− 1
2 ; q), P dqHII2n+1 (η
1
2 ; q
1
2 ) = (−1)nη
1
2Pn(η; q
1
2 ; q). (5.26)
The qL is related to the Laguerre polynomial L
(α)
n (η) by the following limit,
lim
q→1
(1− q)−nPn
(
(1− q)η; qα; q
)
= n!L(α)n (η). (5.27)
The basic data of qL are
qλ = (a, c), δ = (1, 1), κ = q, 0 < a < q−1, c > 0, (5.28)
E(n)
def
= 1− qn, (5.29)
BJ(η)
def
= η−1(η + 1), DJ(η;λ)
def
= a−1η−1, (5.30)
An(λ)
def
= −a−1q−2n−1, Cn(λ)
def
= −a−1q−2n(1− qn)(1− aqn). (5.31)
The qL polynomial Pn(η;λ) is the degree n polynomial solution in η of the second order
difference equation
BJ(η)
(
Pn(η;λ)− Pn(qη;λ)
)
+DJ(η;λ)
(
Pn(η;λ)− Pn(q
−1η;λ)
)
= E(n)Pn(η;λ). (5.32)
Its recurrence relation and the forward/backward shift relations are
(1 + η)Pn(η;λ) = An(λ)Pn+1(η;λ)−
(
An(λ) + Cn(λ)
)
Pn(η;λ) + Cn(λ)Pn−1(η;λ), (5.33)
(−aqη)−1
(
Pn(η;λ)− Pn(qη;λ)
)
= E(n)Pn−1(qη;λ+ δ), (5.34)(
BJ(η)Pn−1(qη;λ+ δ)− q
−1DJ(η;λ)Pn−1(η;λ+ δ)
)
(−aqη) = Pn(η;λ). (5.35)
In terms of the sinusoidal coordinate
η(x;λ)
def
= cqx, Pˇn(x;λ)
def
= Pn
(
η(x;λ);λ
)
, (5.36)
and the potential functions
B(x;λ)
def
= BJ
(
η(x;λ)
)
= 1 + c−1q−x, D(x;λ)
def
= DJ
(
η(x;λ);λ
)
= a−1c−1q−x, (5.37)
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the corresponding Hamiltonian H(λ) is defined on the full integer lattice, x ∈ Z. Its ground
state vector φ0(x;λ) is determined in the same way as for the dqHII (5.2),
φ0(x;λ)
2 =
(aq)x
(−cqx; q)∞
, (5.38)
in which we have adopted as the boundary condition φ0(0;λ)
2 = (−c; q)−1∞ . Like the dqHII
case, this measure function decreases very rapidly at x → −∞ but the unboundedness of
the potentials at large N > 0 is milder ∼ q−N than that of the dqHII. Thus the single
component Hamiltonian H(λ) is self-adjoint and its eigenvectors are
H(λ)φn(x;λ) = E(n)φn(x;λ), φn(x;λ) = φ0(x;λ)Pˇn(x;λ) (n = 0, 1, . . .). (5.39)
The orthogonality relation is the standard one
(φn, φm) =
∞∑
x=−∞
φn(x;λ)φm(x;λ) =
δnm
dn(λ)2
(n,m ∈ Z≥0), (5.40)
in which dn(λ) > 0 is given by
dn(λ)
2 =
qn
(q, aq; q)n
× d0(λ)
2, d0(λ)
2 =
(aq,−c,−c−1q; q)∞
(q,−acq,−a−1c−1; q)∞
. (5.41)
The system is shape invariant. The forward/backward shift relations for the qL have the
form (4.26)–(4.27) (without superscript (±)) with the auxiliary functions ϕ(x;λ),
ϕ(x;λ)
def
= −aqη(x;λ). (5.42)
5.2 Universal Rodrigues formula for polynomials with Jackson in-
tegrals
The universal Rodrigues formula for the polynomials with Jackson integral type measures
has the same structure (2.40) as that for the rest of the classical orthogonal polynomials of
a discrete variable (without superscript (±) for qL):
P (±)n
(
η(±)(x;λ);λ
)
= φ
(±)
0 (x;λ)
−2 D¯(±)(λ)D¯(±)(λ+ δ) · · · D¯(±)
(
λ+ (n− 1)δ
)
× φ
(±)
0 (x;λ+ nδ)
2, (5.43)
D¯(±)(λ)
def
= (1− e−∂)ϕ¯(±)(x;λ)−1, ϕ¯(±)(x;λ) ∝ ϕ(±)(x;λ). (5.44)
However, reflecting the different normalisation (boundary) conditions for the ground state
wavefunctions φ
(±)
0 (x;λ) and for the polynomials; Pn(1;λ) = 1 for bqJ (4.12), bqL (4.61),
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ASC I (4.78), Pn(−i;λ) = (−i)
n for dqHII (5.4), Pn(−1;λ) = 1 for qL (5.25), the function
ϕ(x;λ) in (2.41) gets an extra constant factor. The modified functions ϕ¯(±)(x;λ) are
ϕ¯(±)(x;λ) = η(±)(x;λ)×

(1− aq)(1− cq)(−acq)−1 : bqJ
(1− aq)(1− bq)(−abq)−1 : bqL
1 : ASC I, dqHII
,
ϕ¯(x;λ) = η(x;λ)(−acq)−1 : qL. (5.45)
6 Other Topics
6.1 Birth and Death processes related with Jackson integral mea-
sures
As an application of orthogonal polynomials of a discrete variable, here we comment on birth
and death processes [4]. A Birth and Death (BD) process is a typical stationary Markov
process with a one-dimensional discrete state space and the transitions occur only between
nearest neighbours. The transition probability per unit time from x to x+ 1 is B(x) (birth
rate) and x to x − 1 is D(x) (death rate). It was shown in [24] that classical orthogonal
polynomials obtained from hermitian matrices in I, e.g. the (q-)Racah and (dual) (q-)Hahn
polynomials, provide exactly solvable birth and death processes. Here we show that the
orthogonal polynomials discussed in this paper, i.e. those having Jackson integral measures,
also supply examples of exactly solvable birth and death processes with two component
discrete state spaces. The dual polynomials of the big q-Jacobi family also give rise to
interesting examples of exactly solvable BD processes.
Let us summarise the essence of BD process within the framework of ‘orthogonal poly-
nomials from hermitian matrices’ as explained in § 2. The birth and death equation reads
∂
∂t
P(x; t) = (LBDP)(x; t), P(x; t) ≥ 0,
∑
x
P(x; t) = 1, (6.1)
in which P(x; t) is the probability distribution over a certain discrete set of the parameter
x. The birth and death operator LBD is obtained by inverse similarity transformation of the
Hamiltonian H:
LBD
def
= −φ0 ◦ H ◦ φ
−1
0 = (e
−∂ − 1)B(x) + (e∂ − 1)D(x), (6.2)
LBDφ0(x)φn(x) = −E(n)φ0(x)φn(x) (n = 0, 1, . . .).
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Given an arbitrary initial probability distribution P(x; 0) ≥ 0 (with
∑
x P(x; 0) = 1), the
probability distribution at a later time t is
P(x; t) = φˆ0(x)
∞∑
n=0
cn e
−E(n)tφˆn(x) (t > 0), (6.3)
in which the constants {cn} are the expansion coefficients in terms of the complete set of
normalised eigenfunctions {φˆn(x)} of the Hamiltonian H:
P(x; 0) = φˆ0(x)
∞∑
n=0
cnφˆn(x), cn =
(
φˆn(x), φˆ0(x)
−1P(x; 0)
)
(⇒ c0 = 1). (6.4)
For a concentrated initial distribution at y (e.g. P(x; 0) = δxy), the transition probability
from y to x is given by
P(x, y; t) = φˆ0(x)
( ∞∑
n=0
e−E(n)tφˆn(x)φˆn(y)
)
φˆ0(y)
−1 (t > 0), (6.5)
which satisfies the so-called Chapman-Kolmogorov equation [4]
P(x, y; t) =
∞∑
z=0
P(x, z; t− t′)P(z, y; t′) (0 < t′ < t), (6.6)
as the consequence of the normalised eigenfunctions
∞∑
z=0
φˆn(z)φˆm(z) = δnm. The notation for
the transition probability here is slightly changed from [24].
6.1.1 two component BD
Now let us formulate the two component BD processes matching with the big q-Jacobi family
§ 4.2. Corresponding to the two component Hamiltonian (3.27)–(3.30), the state space has
also two components,
P(x; t) =
(
P(+)(x; t)
P(−)(x; t)
)
, P(±)(x; t) ≥ 0,
∞∑
x=0
(
P(+)(x; t) + P(−)(x; t)
)
= 1. (6.7)
The two component birth and death equation reads
∂
∂t
P(x; t) = LBDP(x; t), (6.8)
LBD = −φ0(x) ◦ H ◦ φ0(x)
−1 = (e−∂− 1)B(x) + (e∂ − 1)D(x), (6.9)
LBD
(
φˆ
(+)
0 (x)φˆ
(+)
n (x)
φˆ
(−)
0 (x)φˆ
(−)
n (x)
)
= −E(n)
(
φˆ
(+)
0 (x)φˆ
(+)
n (x)
φˆ
(−)
0 (x)φˆ
(−)
n (x)
)
(n = 0, 1, . . .). (6.10)
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For each type (+) and (−), the equation reads
∂
∂t
P(±)(x; t) =
(
(e−∂ − 1)B(±)(x) + (e∂ − 1)D(±)(x)
)
P(±)(x; t), (6.11)
in which B(±)(x) and D(±)(x) are given in (4.6)–(4.7) for the bqJ, (4.59)–(4.60) for the
bqL, and (4.76)–(4.77) for the ASC I. As seen from the equation, the direct interactions are
between the nearest neighbours of the same type only. The (+) and (−) sites are correlated
through the asymptotic points in such a way that the self-adjointness of the corresponding
Hamiltonian is realised. For an arbitrary initial probability distribution P(±)(x; 0) ≥ 0 (with∑
ǫ
∑
xP
(ǫ)(x; 0) = 1), the probability distribution at a later time t is
P(x; t) =
∞∑
n=0
cn e
−E(n)t
(
φˆ
(+)
0 (x)φˆ
(+)
n (x)
φˆ
(−)
0 (x)φˆ
(−)
n (x)
)
(t > 0), (6.12)
in which the constants {cn} are the expansion coefficients in terms of the complete set of
normalised eigenvectors {φˆn(x)} of the Hamiltonian H:((
φˆn, φˆm
))
=
∞∑
x=0
(
φˆ(+)n (x)φˆ
(+)
m (x) + φˆ
(−)
n (x)φˆ
(−)
m (x)
)
= δnm, (6.13)
cn =
((
φˆn(x), φˆ0(x)
−1
P(x; 0)
))
(⇒ c0 = 1)
=
∞∑
x=0
(
φˆ(+)n (x)φˆ
(+)
0 (x)
−1P(+)(x; 0) + φˆ(−)n (x)φˆ
(−)
0 (x)
−1P(−)(x; 0)
)
. (6.14)
Asymptotically the above probability distribution (6.12) approaches to the stationary dis-
tribution
lim
t→∞
P(x; t) =
(
φˆ
(+)
0 (x)
2
φˆ
(−)
0 (x)
2
)
.
There are four types of transition probabilities, starting from (+) or (−) component at
site y at t = 0 and arriving at (+) or (−) component at site x at a later time t. They form
a 2× 2 matrix generalisation of the one component formula (6.5),
P(x, y; t) =
∞∑
n=0
e−E(n)t
(
φˆ
(+)
0 (x)φˆ
(+)
n (x)
φˆ
(−)
0 (x)φˆ
(−)
n (x)
)(
φˆ
(+)
n (y)φˆ
(+)
0 (y)
−1 φˆ
(−)
n (y)φˆ
(−)
0 (y)
−1
)
, (6.15)
which also satisfies the matrix form Chapman-Kolmogorov equation
P(x, y; t) =
∞∑
z=0
P(x, z; t− t′)P(z, y; t′) (0 < t′ < t), (6.16)
as a consequence of the above orthogonality relation (6.13).
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6.1.2 discrete q-Hermite II
For the BD process corresponding to the discrete q-Hermite II § 5, the above formulas require
slight modifications. The site x is now on the full integer lattice and φˆ
(+)
0 (x) = φˆ
(−)
0 (x) =
φˆ0(x) and the potentials B
(±)(x) = B(x), D(±)(x) = D(x) are given in (5.11). The transition
probability is simply given by
P(x, y; t) = φˆ0(x)
∞∑
n=0
e−E(n)t
(
φˆ
(+)
n (x)
φˆ
(−)
n (x)
)(
φˆ
(+)
n (y) φˆ
(−)
n (y)
)
φˆ0(y)
−1. (6.17)
6.1.3 q-Laguerre
Except for the demographic interpretation, which is not applicable because of the full integer
lattice sites, all the formulas of the standard BD process (6.1)–(6.6) are valid with the
birth/death rates given by (5.37) and the eigenvectors by (5.38)–(5.39).
6.1.4 dual big q-Jacobi
To write down various formulas for the BD processes corresponding to the dual big q-Jacobi
families § 4.2.1 is an interesting exercise. We fix one Hamiltonian, say Hd (+), with A
(+)
n and
C
(+)
n . The sites are now parametrised by n ∈ Z≥0 and
LdBD
def
= −φ
d (+)
0 ◦ H
d (+) ◦ φ
d (+)
0
−1
= −(e−∂n − 1)A(+)n − (e
∂n − 1)C(+)n . (6.18)
There are two series of eigenvectors {φˆ
d (+)
x (n), Ed (+)(x)} (4.48) and {φˆ
d (−)
x (n), E ′d (+)(x)}
(4.50). The transition probability from site m at time t = 0 to site n at a later time t is
Pd(n,m; t) = φˆ
d (+)
0 (n)
∞∑
x=0
(
e−E
d (+)(x)tφˆd (+)x (n)φˆ
d (+)
x (m) + e
−E ′ d (+)(x)tφˆd (−)x (n)φˆ
d (−)
x (m)
)
× φˆ
d (+)
0 (m)
−1 (t > 0). (6.19)
It also satisfies the Chapman-Kolmogorov equation (6.6) thanks to the orthogonality relation
(4.54),
(φˆd (ǫ)x , φˆ
d (ǫ′)
y ) =
∞∑
n=0
φˆd (ǫ)x (n)φˆ
d (ǫ′)
y (n) = δǫ ǫ′δxy.
6.1.5 complete q-Meixner
For the exact solvability of BD processes, the completeness of the corresponding orthogonal
polynomials is essential. Thus the simple form of solutions (6.3), (6.5), given in [24] for the
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q-Meixner and q-Charlier is flawed. The form of the equation is the same as given in [24], i.e.
(6.1) with the birth/death rates given by (3.2) or (3.41). The correct transition probability
from site y at time t = 0 to site x at a later time t has a similar form to that of the dual big
q-Jacobi (6.19),
P(x, y; t) = φˆ0(x)
∞∑
n=0
(
e−E(n)tφˆn(x)φˆn(y) + e
−E ′(n)tφˆ(−)n (x)φˆ
(−)
n (y)
)
φˆ0(y)
−1 (t > 0), (6.20)
in which the supplementary vectors {φˆ
(−)
n (x)} contribute. Here E(n) = 1 − qn and E ′(n) =
1+ cqn (4.97) for qM and E ′(n) = 1+ aqn (4.103) for qC. The eigenvectors are (4.95)–(4.96)
for qM and (4.100)–(4.101) for qC. The transition probability (6.20) satisfies the Chapman-
Kolmogorov equation (6.6).
6.2 Proposal for new normalisation for some orthogonal polyno-
mials
In general, the normalisation of orthogonal polynomials is a matter of historical conventions.
However, as shown in [1, 9] and recapitulated in § 2.2, there is an unambiguous and universal
rule for normalisation for orthogonal polynomials of a discrete variable defined on a finite
integer lattice or on a semi-infinite integer lattice (2.26),
Pˇn(0;λ) = Pn
(
η(0;λ);λ
)
= Pn(0;λ) = 1 (n = 0, 1, 2, . . .).
Most of the conventional normalisation follow the above rule, except for the little q-Jacobi,
little q-Laguerre, Al-Salam-Carlitz II and the alternative q-Charlier (q-Bessel) polynomials.
Below we present the explicit hypergeometric expressions for the above four polynomials
satisfying the universal normalisation rule (2.26). They all have q−n and q−x among the
upper indices {a1, . . . , ar} of the q-hypergeometric function rφs
(
a1, ..., ar
b1, ..., bs
∣∣∣q ; z). In I, the uni-
versal normalisation rules were applied to these four polynomials by multiplying appropriate
rescaling factors to the conventional definitions, but the explicit hypergeometric expressions
were not reported.
6.2.1 little q-Jacobi
The conventional form [6] is
pconvn (q
x; a, b|q) = 2φ1
(q−n, abqn+1
aq
∣∣∣q ; qx+1).
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The proposed new form is
Pn
(
η(x);λ
)
= 3φ1
(q−n, abqn+1, q−x
bq
∣∣∣q ; qx
a
)
= (−a)−nq−
1
2
n(n+1) (aq; q)n
(bq; q)n
pconvn (q
x; a, b|q),
η(x) = 1− qx, E(n;λ) = (q−n − 1)(1− abqn+1). (6.21)
The new form is obtained by using transformation formula (III.8) in [5].
6.2.2 little q-Laguerre
The conventional form [6] is
pconvn (q
x; a|q) = 2φ1
(q−n, 0
aq
∣∣∣q ; qx+1).
The universal form [1] is
Pn
(
η(x);λ
)
= 2φ0
(q−n, q−x
−
∣∣∣q ; qx
a
)
= (a−1q−n; q)n p
conv
n (q
x; a|q),
η(x) = 1− qx, E(n) = q−n − 1. (6.22)
6.2.3 Al-Salam-Carlitz II
The conventional form [6] is
V (a)n (q
−x; q) = (−a)nq−
1
2
n(n−1)
2φ0
(q−n, q−x
−
∣∣∣q ; qn
a
)
.
The universal form [1] is
Pn
(
η(x);λ
)
= 2φ0
(q−n, q−x
−
∣∣∣q ; qn
a
)
= (−a)−nq
1
2
n(n−1) V (a)n (q
−x; q),
η(x) = q−x − 1, E(n) = 1− qn. (6.23)
It is obvious that the little q-Laguerre polynomial (6.22) and the Al-Salam-Carlitz II poly-
nomial (6.23) are dual to each other, that is, they are interchanged by x↔ n.
6.2.4 alternative q-Charlier (q-Bessel)
The conventional form [6] is
Kn(q
x; a; q) = 2φ1
(q−n, −aqn
0
∣∣∣q ; qx+1).
The proposed new form is
Pn
(
η(x);λ
)
= 3φ0
(q−n, −aqn, q−x
−
∣∣∣q ;−qx
a
)
= qnx2φ1
(q−n, q−x
0
∣∣∣q ;−q1−n
a
)
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= (−aqn)−nKn(q
x; a; q),
η(x) = 1− qx, E(n;λ) = (q−n − 1)(1 + aqn). (6.24)
The new form is obtained by using transformation formula (III.8) (with c→ 0) in [5].
Let us stress, however, the universal normalisation cannot be applied to those having
Jackson integral measures. They have two component eigenpolynomials P
(±)
n and their fixed
ratios due to the self-adjointness do not allow n-dependent rescaling for each of P
(±)
n .
7 Summary and Comments
A brief summary of the project “orthogonal polynomials from hermitian matrices” is given
in section two. In essence the project offers unified understanding of various properties
of orthogonal polynomials with purely discrete orthogonality measures through the frame-
work of eigenvalue problems of certain Jacobi matrices, to be called the Hamiltonians. It
is pointed out that for the orthogonal polynomials defined on the semi-infinite integer lat-
tice, the completeness relation or the dual orthogonality relation does not necessarily hold.
In section three the failure of the orthogonality relation for the proposed dual q-Meixner
and dual q-Charlier polynomials in [1] is attributed to the breakdown of the self-adjointness
due to the asymptotic behaviours of the potential functions and the polynomials. This also
means that the q-Meixner (q-Charlier) polynomials do not form a complete set of orthog-
onal vectors in the ℓ2 Hilbert space. The self-adjointness is recovered by the introduction
of another Hamiltonian system which is obtained by rescaling the sinusoidal coordinate. In
section four, the two component Hamiltonian formalism with two types of polynomials and
the corresponding potentials is applied to the polynomials belonging to the big q-Jacobi
polynomials family. It is shown that the recovery of the self-adjointness leads naturally to
the Jackson integral measures for these polynomials. The striking features of the difference
equations governing the families of dual big q-Jacobi polynomials are also explored in sec-
tion four. The infinite dimensional Jacobi matrix (Hamiltonian) corresponding to the dual
difference equation, or the three term recurrence relation of the rescaled original polyno-
mial, has a spectrum consisting of two infinite series sharing one accumulation point. In
§ 4.4 the complete set of orthogonal vectors involving the q-Meixner (q-Charlier) polynomi-
als is presented. In section five, the orthogonality of the discrete q-Hermite II polynomial
is explained within the framework of the extended two component Hamiltonian formalism.
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Since the system is defined on the full integer lattice x ∈ Z, the corresponding dual poly-
nomials cannot be defined by the interchange Z≥0 ∋ n ↔ x ∈ Z. As another example of
orthogonal polynomials defined on the full integer lattice, the q-Laguerre polynomial and its
properties are explored in §5.1. The universal Rodrigues formulas for those having Jackson
integral measures are presented in §5.2. The birth and death processes corresponding to the
polynomials having Jackson integral measures, i.e. the big q-Jacobi family and the discrete
q-Hermite II are explored in § 6.1. The corresponding stationary stochastic process has two
states (±) at each site interacting with the nearest neighbours of the same type only. In
§ 6.2 we propose that the universal normalisation condition should be applied to four classical
orthogonal polynomials, the little q-Jacobi, little q-Laguerre, Al-Salam-Carlitz II and the al-
ternative q-Charlier (q-Bessel) polynomials. Their explicit forms are presented. By adopting
the universal normalisation condition (2.26) with the corresponding simple q-hypergeometric
expressions, the identification of the dual polynomial is automatic by the interchange x↔ n.
In Appendix, an alternative solution method based on closure relations is applied to those
polynomials discussed in the main text. The Heisenberg operator solutions for the sinusoidal
coordinates, the creation/annihilation operators, the self-consistent equations determining
the eigenvalues, etc. are derived.
The self-adjointness of the systems having Jackson integral measures has been discussed
in [7] from a different point of view.
In these days infinitely many examples of orthogonal polynomials satisfying second order
differential/difference equations are known [27]–[32]. Since they have ‘holes’ in the degrees
or the lowest degree is greater than 1, they do not satisfy the three term recurrence relations.
They are not classical. It is an interesting challenge to try and construct the multi-indexed
deformations of various classical orthogonal polynomials defined on the semi-infinite and full
infinite integer lattices. As shown for the other classical orthogonal polynomials [32, 33, 34,
35], the method (multiple Darboux transformations) is well established. One only needs to
find appropriate seed solutions.
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Appendix: Closure Relation
Here we discuss another symmetry of classical orthogonal polynomials called closure rela-
tion. While shape invariance leads to exact solvability in the Schro¨dinger picture, closure
relation means exact solvability in the Heisenberg picture. That is, the Heisenberg oper-
ator solution of the sinusoidal coordinate eiHtη(x)e−iHt can be obtained explicitly and its
positive/negative frequency parts provide the annihilation/creation operators, which enable
algebraic determination of all eigenvalues and eigenvectors. It has been fully discussed for
the classical orthogonal polynomials of a discrete variable in I, except for i) those having
Jackson integral measures, i.e. the big q-Jacobi family, ii) duals of the big q-Jacobi family,
ii’) the q-Meixner and q-Charlier, iii) the discrete q-Hermite II, and iii’) the q-Laguerre.
The closure relation is the commutation relation between the Hamiltonian H and the
sinusoidal coordinate η = η(x),[
H, [H, η]
]
= ηR0(H) + [H, η]R1(H) +R−1(H), (A.1)
or
[
H˜, [H˜, η]
]
= ηR0(H˜) + [H˜, η]R1(H˜) +R−1(H˜), (A.2)
in which Ri(z) are polynomials in z,
R1(z) = r
(1)
1 z + r
(0)
1 , R0(z) = r
(2)
0 z
2 + r
(1)
0 z + r
(0)
0 , R−1(z) = r
(2)
−1z
2 + r
(1)
−1z + r
(0)
−1, (A.3)
and r
(j)
k are real constants. The structure of the closure relation is unchanged by an affine
transformation of η, ηnew(x) = aη(x) + b (a, b: constant, a 6= 0),[
H, [H, ηnew]
]
= ηnewRnew0 (H) + [H, η
new]Rnew1 (H) +R
new
−1 (H),
Rnew1 (z) = R1(z), R
new
0 (z) = R0(z), R
new
−1 (z) = aR−1(z)− bR0(z).
The Heisenberg operator solution for η(x) and the creation/annihilation operator a(±) are
given by [1, 14],
eitHη(x)e−itH = a(+)eiα+(H)t + a(−)eiα−(H)t − R−1(H)R0(H)
−1, (A.4)
α±(z)
def
= 1
2
(
R1(z)±
√
R1(z)2 + 4R0(z)
)
, (A.5)
R1(z) = α+(z) + α−(z), R0(z) = −α+(z)α−(z), (A.6)
a(±)
def
= ±
(
[H, η(x)]−
(
η(x) +R−1(H)R0(H)
−1
)
α∓(H)
)(
α+(H)− α−(H)
)−1
= ±
(
α+(H)− α−(H)
)−1(
[H, η(x)] + α±(H)
(
η(x) +R−1(H)R0(H)
−1
))
. (A.7)
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The necessary and sufficient condition for (A.2) is (I.4.62)–(I.4.66), in which η(0) = 0 is not
assumed. From these conditions the following relations are derived (I.4.69), (I.4.70),
r
(2)
0 = r
(1)
1 , r
(1)
0 = 2r
(0)
1 , (A.8)
η(x+ 2)− (2 + r
(1)
1 )η(x+ 1) + η(x) = r
(2)
−1. (A.9)
The closure relation is intimately related to the three term recurrence relation. For the
orthogonal polynomials Pn(η) in I (Pn(0) = 1, η(0) = 0), the three term recurrence relation
has the following form:
ηPn(η) = AnPn+1(η)− (An + Cn)Pn(η) + CnPn−1(η). (A.10)
Since eigenvectors have the form φn(x) = φ0(x)Pn(η(x)), this gives
α±
(
E(n)
)
= E(n± 1)− E(n), (A.11)
R−1
(
E(n)
)
R0
(
E(n)
)−1
= An + Cn, (A.12)
a(+)φn(x) = Anφn+1(x), a
(−)φn(x) = Cnφn−1(x). (A.13)
A.1 Big q-Jacobi family
The polynomials Pn(η), (4.12) for bqJ, (4.61) for bqL and (4.78) for ASC I (a = −1: dqHI),
satisfy Pn(1) = 1 and the three term recurrence relation has the following form (4.16)
(1− η)Pn(η) = AnPn+1(η)− (An + Cn)Pn(η) + CnPn−1(η), (A.14)
where An and Cn are given in (4.17)–(4.18), (4.62) and (4.79). From this form, we take the
sinusoidal coordinate for the closure relation (A.1) as η(x) = 1− η(±)(x). Since B(±)(x) and
D(±)(x) are obtained from BJ(x) and DJ(x) as (3.32), the two Hamiltonians H(±) satisfy the
closure relation (A.1) with the same Ri(z). We can verify (A.11), (A.12) and
a(+)φ(±)n (x) = Anφ
(±)
n+1(x), a
(−)φ(±)n (x) = Cnφ
(±)
n−1(x). (A.15)
It should be emphasised that when z is replaced by the actual spectrum E(n) (E(n) =
(q−n−1)(1−abqn+1) for bqJ, E(n) = q−n−1 for the rest), R1(z)
2+4R0(z) in (A.5) becomes
a complete square, as in all the other cases discussed in I.
The data of Ri(x) are
big q-Jacobi :
R1(z) = (q
1
2 − q−
1
2 )2(z + 1 + abq),
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R0(z) = (q
1
2 − q−
1
2 )2
(
(z + 1 + abq)2 − (1 + q)2ab
)
, (A.16)
R−1(z) = −(q
1
2 − q−
1
2 )2
(
z2 +
(
2− (a+ c− ab+ ac)q
)
z + (1− ab)(1− aq)(1− cq)
)
,
big q-Laguerre :
R1(z) = (q
1
2 − q−
1
2 )2(z + 1),
R0(z) = (q
1
2 − q−
1
2 )2(z + 1)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|1 + z|
)
, (A.17)
R−1(z) = −(q
1
2 − q−
1
2 )2
(
z2 +
(
2− (a+ b+ ab)q
)
z + (1− aq)(1− bq)
)
,
Al-Salam-Carlitz I :
R1(z) = (q
1
2 − q−
1
2 )2(z + 1),
R0(z) = (q
1
2 − q−
1
2 )2(z + 1)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|1 + z|
)
, (A.18)
R−1(z) = −(q
1
2 − q−
1
2 )2(z + 1)(z − a).
A.2 Dual big q-Jacobi family
The polynomials Q
(±)
x (E) (4.35)–(4.36) for bqJ, (4.69)–(4.70) for bqL and (4.86)–(4.87) for
ASC I (a = −1: dqHI), satisfy Q
(±)
x (0) = 1 and the three term recurrence relation has the
following form (4.38)
EQ(±)x (E) = −B
(±)(x)Q
(±)
x+1(E) +
(
B(±)(x) +D(±)(x)
)
Q(±)x (E)−D
(±)(x)Q
(±)
x−1(E), (A.19)
where B(±)(x) and D(±)(x) are given in (4.6)–(4.7), (4.59)–(4.60) and (4.76)–(4.77). From
this form, we take the sinusoidal coordinate as E(n) satisfying E(0) = 0, E(n) = (q−n −
1)(1− abqn+1) for bqJ and E(n) = q−n − 1 for the rest. The closure relation for Hd (+) reads[
Hd (+), [Hd (+), E(n)]
]
= E(n)R0
(
Hd (+)
)
+ [Hd (+), E(n)]R1
(
Hd (+)
)
+R−1
(
Hd (+)
)
. (A.20)
The system has two types of the eigenvectors, the ordinary {φ
d (+)
x (n)} and the supple-
mentary {φ
d (−)
x (n)}, (4.47), (4.72) and (4.89), with the corresponding eigenvalues {Ed (+)(x)}
and {E ′d (+)(x)} (4.43), (4.50), (4.73) and (4.91), respectively. The latter is a monotonously
decreasing function of x and it lies above the former E ′d (+)(x′) > Ed (+)(x). We can verify
that corresponding to (A.11)–(A.13), the ordinary sector is controlled by the data of the
closure relation as follows:
α±
(
Ed (+)(x)
)
= Ed (+)(x± 1)− Ed (+)(x), (A.21)
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R−1
(
Ed (+)(x)
)
R0
(
Ed (+)(x)
)−1
= −B(+)(x)−D(+)(x), (A.22)
a(+)φd (+)x (n) = −B
(+)(x)φ
d (+)
x+1 (n), a
(−)φd (+)x (n) = −D
(+)(x)φ
d (+)
x−1 (n), (A.23)
whereas for the supplementary sector, the order of x is reversed:
α±
(
E ′d (+)(x)
)
= E ′d (+)(x∓ 1)− E ′ d (+)(x), (A.24)
R−1
(
E ′d (+)(x)
)
R0
(
E ′ d (+)(x)
)−1
= −B(−)(x)−D(−)(x), (A.25)
a(+)φd (−)x (n) = −D
(−)(x)φ
d (−)
x−1 (n), a
(−)φd (−)x (n) = −B
(−)(x)φ
d (−)
x+1 (n). (A.26)
The data of Ri(x) are
dual big q-Jacobi :
R1(z) = (q
1
2 − q−
1
2 )2(z − aq),
R0(z) = (q
1
2 − q−
1
2 )2(z − aq)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|aq − z|
)
, (A.27)
R−1(z) = (q
1
2 − q−
1
2 )2
(
(1 + abq)z2 + aq(b+ c+ a−1c− 1− 2abq)z
+ acq(1− aq)(1− abc−1q)
)
,
dual big q-Laguerre :
R1(z) = (q
1
2 − q−
1
2 )2(z − aq),
R0(z) = (q
1
2 − q−
1
2 )2(z − aq)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|aq − z|
)
, (A.28)
R−1(z) = (q
1
2 − q−
1
2 )2
(
z2 + aq(b+ a−1b− 1)z + abq(1 − aq)
)
,
dual Al-Salam-Carlitz I :
R1(z) = (q
1
2 − q−
1
2 )2(z − 1),
R0(z) = (q
1
2 − q−
1
2 )2(z − 1)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|1− z|
)
, (A.29)
R−1(z) = (q
1
2 − q−
1
2 )2
(
z2 + (a− 1)z + aq−1
)
.
A.3 q-Meixner and q-Charlier
The polynomials Pn(η) (3.4) for qM and (3.42) for qC, satisfy Pn(0) = 1 and the three term
recurrence relation has the following form
ηPn(η) = AnPn+1(η)− (An + Cn)Pn(η) + CnPn−1(η), (A.30)
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where An and Cn are given in (3.7) and (3.45). From this form, we adopt the sinusoidal
coordinate for the closure relation (A.1) as η(x) = q−x − 1, which satisfies η(0) = 0. This
situation is the same as I.
The system has two types of eigenvectors, the ordinary {φn(x)} and the supplementary
{φ
(−)
n (x)} (4.95)–(4.96) and (4.100)–(4.101), with the corresponding eigenvalues {E(n) =
1−qn} and {E ′(n)} (4.97) and (4.103), respectively. The latter is a monotonously decreasing
function of n and it lies above the former E ′(n′) > E(n). We can confirm that (A.11)–(A.13)
hold for the ordinary sector, whereas for the supplementary sector the order of n is reversed:
α±
(
E ′(n)
)
= E ′(n∓ 1)− E ′(n), (A.31)
R−1
(
E ′(n)
)
R0
(
E ′(n)
)−1
= A(−)n + C
(−)
n , (A.32)
a(+)φ(−)n (x) = C
(−)
n φ
(−)
n−1(x), a
(−)φ(−)n (x) = A
(−)
n φ
(−)
n+1(x), (A.33)
where A
(−)
n and C
(−)
n are given in (4.94) for qM and (3.45) with the replacement a→ a−1 for
qC.
The data of Ri(x) are
q-Meixner :
R1(z) = (q
1
2 − q−
1
2 )2(z − 1),
R0(z) = (q
1
2 − q−
1
2 )2(z − 1)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|1− z|
)
, (A.34)
R−1(z) = (q
1
2 − q−
1
2 )2
(
z2 − (1 + bc + c)z + bc− q−1c
)
,
q-Charlier :
R1(z) = (q
1
2 − q−
1
2 )2(z − 1),
R0(z) = (q
1
2 − q−
1
2 )2(z − 1)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|1− z|
)
, (A.35)
R−1(z) = (q
1
2 − q−
1
2 )2
(
z2 − (1 + a)z − q−1a
)
.
A.4 Discrete q-Hermite II
The polynomials Pn(η) (5.4) satisfy the three term recurrence relation of the following form
ηPn(η) = AnPn+1(η) +BnPn(η) + CnPn−1(η), An = q
−n, Bn = 0, Cn = q
−n − 1. (A.36)
From this form, we adopt the sinusoidal coordinate for the closure relation (A.1) as η(x) =
η(±)(x) = ±cqx. The data of Ri(z) do not depend on (±):
R1(z) = (q
1
2 − q−
1
2 )2(z − 1),
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R0(z) = (q
1
2 − q−
1
2 )2(z − 1)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|1− z|
)
, (A.37)
R−1(z) = 0.
The following relations can be easily verified:
α±
(
E(n)
)
= E(n± 1)− E(n), (A.38)
R−1
(
E(n)
)
R0
(
E(n)
)−1
= Bn = 0, (A.39)
a(+)φ(±)n (x) = Anφ
(±)
n+1(x), a
(−)φ(±)n (x) = Cnφ
(±)
n−1(x). (A.40)
A.5 q-Laguerre
From the recurrence relation (5.33), we adopt as the sinusoidal coordinate for the closure
relation 1 + η(x;λ). The data Ri(z) are
R1(z) = (q
1
2 − q−
1
2 )2(z − 1),
R0(z) = (q
1
2 − q−
1
2 )2(z − 1)2
(
⇒
√
R1(z)2 + 4R0(z) = (q
−1 − q)|1− z|
)
, (A.41)
R−1(z) = −(q
1
2 − q−
1
2 )2
(
z2 + (a−1 − 1)z + a−1q−1
)
.
It is straightforward to verify the fundamental relations (A.11)–(A.13).
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