Thi s article evaluates several of the determinants of Mexican manufacturing exports, using two complementary econometric methods: a structural arima model, which makes it possible to estimate elasticities; and a generalized var model, which provides a fully dynamic perspective by estimating impulse response functions. As some of the findings are robust to changes in the econometric methodology used, the article reaches the following conclusions. First, manufacturing exports are positively related to labour productivity and external demand; so the adverse effects of an international recession on Mexican exports could, to some extent, be offset by raising worker productivity. Second, real exchange-rate depreciation does not increase manufacturing exports, but actually reduces them, at least in the short run. These findings are consistent with the idea that a real depreciation not only affects demand, but also generates strong supply-side effects. 
This article evaluates several of the variables that determine Mexico's manufacturing exports, using two complementary econometric methods: a structural Autoregressive Integrated Moving Average (arima) model to estimate elasticities; and a Generalized Vector Autoregressive (gvar) model, which makes it possible to estimate the dynamic responses of manufacturing exports to different types of shock. 1 Accordingly, both univariate and multivariate time series analyses are used to obtain two different perspectives on the factors driving manufacturing exports.
Several previous empirical studies have shown that exports are influenced not only by relative prices and external demand, but also by domestic demand and supply-side factors. In that context, this paper concludes that increased labour productivity and external demand expansions both have a significant impact on the growth of manufactured exports. Moreover, the evidence provided here suggests that a real exchange-rate depreciation could reduce the volume of exports in the short term, rather than increase it. A plausible explanation for this atypical result is that real currency depreciation generates two opposing effects, especially in developing countries: it makes their exports cheaper in terms of foreign
The author gratefully acknowledges financial support for this research from the National Science and Technology Council (conacyt), and the comments and suggestions made by an anonymous referee. 1 The gvar method produces empirical evidence that is independent of the ordering of the equations, which is a major improvement over traditional recursive var models. currency; but it also raises the local-currency cost of imported intermediate inputs. The net effect on Mexico's international competitiveness appears to be negative, at least in the short term. Lastly, we present empirical results showing that strategic investment and production decisions are driven by the firm's desire to grow its exports.
An important economic-policy implication of this is that the adverse effects of an international recession on Mexican exports could, to some extent, be offset through higher labour productivity. Moreover, a comprehensive and coherent package designed to enhance labour productivity could prove more effective in stimulating manufacturing exports than a depreciation of the real exchange rate.
The rest of this paper is organized as follows. Section II briefly reviews the recent literature. Section III describes the model and the data set. Section IV conducts the integration and co-integration analyses. Sections V and VI present the estimates obtained from the univariate and multivariate time-series models, respectively; while Section VII summarizes the findings and examines the economic policy implications. Section VIII sets out the conclusions.
I introduction

II
Literature review
The use of new econometric methods has revived interest in the short-and long-term determinants of exports. In general, export functions are usually specified under three basic approaches: (i) gravity models of trade, (ii) theoretical demand models, and (iii) theoretical models that combine demandand supply-side variables. Although this is not an exhaustive classification, it provides the background needed to perform the empirical analysis and interpret the key findings.
The gravity model of trade has been relatively successful in modelling bilateral trade flows between countries since the early 1960s. Pioneering research in this field includes the work of Isard (1954) , Tinbergen (1962) and Pöyhönen (1963) . In the canonical specification of the gravity model, exports from one country to another are posited as an increasing function of economy size, measured by gross domestic product (gdp), and as a decreasing function of transport costs, measured by the distance between the two countries.
Over the years, the inclusion of other variables, such as population, common language and shared borders, has given rise to an "augmented gravity model". Two recent studies that use this version of the model are Boisso and Ferrantino (1997) , and Bayoumi and Eichengreen (1997) . Another line of research is represented by Bergstrand (1985) and Summary (1989) , among others, who have improved the explanatory power of the gravity equation by adding variables such as prices and exchange rates, which are not directly related to geography or spatial factors.
In contrast, under the theoretical demand model, the volume of exports basically depends on the real exchange rate and the foreign income level, as measured by economic activity abroad or the physical volume of imports in the country's main trading partners. Two of the best known studies using this approach are Reinhart (1995) , and Senhadji and Montenegro (1998) .
Based on a sample of 12 developing countries (including Mexico), Reinhart (1995) shows that exports are more responsive to changes in external demand than to variations in relative prices. Senhadji and Montenegro (1998) enlarge the sample to encompass 53 countries, including both developing and industrialized economies, and they estimate long-term income-and price-elasticities of export demand at roughly 1.5 and -1, respectively.
Despite their popularity and widespread use, standard demand models have not been free from criticism. In particular, Riedel (1988) shows that neglecting supply-side factors leads to biased estimates of export-demand elasticities. As a result, some empirical models started to include variables relating to the supply of exports and the domestic demand for exportable goods, in addition to the traditional demand-side variables. This new strand of literature includes several papers focusing specifically on developing economies. In the case of Argentina, Catao and Falsetti (2002) show that manufacturing exports respond significantly to economic activity in Brazil, Uruguay and Paraguay (Argentina's trading partners in mercosur), and also to the real exchange rate of the Argentine peso against the Brazilian real. These authors also provide evidence that an increase in net aggregate investment would stimulate manufacturing exports, while a rise in domestic consumption would have the opposite effect. Berrettoni and Castresana (2007) analyse the impact of the real exchange rate, exchange-rate volatility, external demand and capacity utilization (among other explanatory variables) on Argentina's industrial manufacturing exports. They find that exchange-rate volatility is negatively related to exports, while external demand influences exports more than the real exchange rate.
For the Mexican economy, Cuevas (2008) shows that manufacturing exports are affected not only by changes in the real exchange rate and the level of output in the United States, but also by improvements in labour productivity. Similarly, Padilla and Juárez (2006) highlight the essential role of training in making the Mexican manufacturing sector more competitive. As that study measures competitiveness in the Mexican manufacturing sector through changes in total factor productivity, 2 a plausible hypothesis is that training enhances competitiveness (as measured by productivity), which, in turn, raises the level of manufacturing exports.
Lastly, a number of studies relate exports to other variables in developing economies. For example, Goldberg and Klein (1997) identify several positive effects of foreign direct investment (fdi) on exports in Latin American countries, 3 whereas Mbale and Golub (2002) show that a reduction in unit labour costs raises manufacturing exports in Senegal. Thus, according to these authors, labour productivity needs to outpace wages in order to stimulate export growth.
In brief, the econometric evidence suggests that exports depend on a variety of variables, including those specifically related to geography and spatial factors. Moreover, there is a basic consensus that exports are more responsive to external demand than to real exchange-rate adjustments. Lastly, the empirical evidence supports the claim that export volume depends not only on relative prices and foreign income, but also on the domestic demand for exportable goods and supply-side variables such as labour productivity, wages and fdi (Riedel, 1998) . 2 The competitiveness of a firm, industry or nation depends on numerous factors (such as wages, productivity, technological progress, infrastructure, human capital, and the like); and it can be defined and measured in a variety of ways. Given the difficulty of achieving general agreement on this issue, many authors have opted to define and even measure competitiveness on the basis of its results or consequences. For instance, according to Naby and Luthria (2002) competitiveness is the country's ability to maintain and expand its foreign-market share. 3 There are two plausible explanations for this positive relation: first, the host nations are used as a platform to export a variety of goods to industrial countries; and second, fdi tends to promote broader-based trade in intermediate inputs between the parent company and subsidiary producers.
The aim of this article is to assess the impact of various key variables on Mexican manufacturing exports, with a view to formulating policy recommendations. The choice of regressors has been determined by data availability, previous econometric work and economic theory. In principle the following expanded export equation will be estimated: 4
where: X = Volume of manufacturing exports. quarterly data for each variable from January 1998 to December 2008, 7 during which period, in particular, the two models are stable and their residuals have well-behaved statistical properties. The data for all variables were seasonally adjusted using the X12-arima procedure. Lastly, all series -except for the interest rate and capacity utilization-are expressed as natural logarithms.
In section III, equation (1) is estimated as a standard linear regression and then re-specified as a structural arima model, once potentially redundant and/or omitted variables have been properly identified and residual tests performed. A structural arima model can also be referred to as an arimax (autoregressive integrated moving-average model with exogenous variables), since: (i) it differentiates the dependent variable (and the explanatory variables) by order of integration; (ii) it reflects a structural relation between the dependent and explanatory variables; and (iii) it includes autoregressive (ar) and moving-average (ma) terms to satisfactorily model the error process.
In section IV, a gvar model is used to assess to what extent, if any, the empirical evidence is sensitive to changes in the econometric methodology applied. The use of both univariate and multivariate econometric techniques will allow two different perspectives of the response of manufacturing exports to changes in their basic determinants, such as labour productivity (υ), the real exchange rate (Q) and external demand (ED).
Installed capacity utilization (CU) and Occupied personnel (OP) are used as control variables. 8 Percentage installed capacity utilization helps to prevent a number of distortionary effects on the dependent variable, such as those generated when the gap between actual and potential output (in the manufacturing sector) narrows or widens. As a result, parameter estimates are more likely to discriminate between legitimate increases in manufacturing exports, reflecting higher labour productivity for 7 See Appendix 1 for a detailed description of data sources and measurement units. 8 Relevant control variables are usually included in an equation to reduce the risk of biased parameter estimates owing to omittedvariable problems.
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The model instance, and spurious ones resulting from lower-thanexpected domestic demand. Similarly, the employee index is intended to prevent the parameter estimates associated with labour productivity and wages from capturing the effects of possible mass layoffs, which could be triggered by trade liberalization policies, the acquisition of physical capital or the introduction of new technologies. See Jiménez et al (1998) , Catao and Falsetti (2002) and Berretoni and Castresana (2007) for further details on this.
IV integration and co-integration analysis
Given that every unit root and stationarity test has arguments for and against, three different standard tests were used: the augmented Dickey-Fuller test (adf, 1979) , the Phillips-Perron test (pp, 1988) , and the Kwiatkowski, Phillips, Schmidt, and Shin test (kpss, 1992) . In testing for unit roots (or for the presence of stationarity), an important issue is whether to include a constant and a linear trend in the test equation, or a constant only. 9 To resolve this matter satisfactorily the Hamilton procedure was used (Hamilton, 1994 p. 501) , which consists of choosing the specification that provides the most realistic description of the data, under both the null and the alternative hypotheses. Each test equation was also subjected to a battery of F-type tests, which are based on the critical values that Dickey and Fuller (1981) and Dickey et al (1986) developed for that purpose. 10 The basic test results are reported in table 1.
As is well known, the adf and pp tests contrast the null hypothesis of a unit root against the alternative hypothesis of stationarity, whereas the kpss test compares the null hypothesis of stationarity against the alternative of non-stationarity. The rationale for including a stationarity test such as kpss is that a failure to reject a unit root hypothesis is sometimes due to the lack of power of the adf and pp tests.
It is not uncommon for unit root and stationarity tests to yield conflicting results, so the available empirical evidence needs to be globally assessed. Thus, in addition to formal tests, the consistency of the correlogram of a given time series with stationarity needs to be considered. In general terms, the picture 9 The third possibility is to omit both, but the kpss test cannot be performed without the constant term. 10 The null hypothesis of a unit root with no deterministic trend was tested against the alternative hypothesis of a stationary variable with a deterministic trend. that emerges is that real fdi and the real interest rate are stationary (or I(0)), whereas the other seven variables can reasonably be treated as integrated variables of order 1 (or I(1)) in levels, and stationary in terms of first differences. 11 This conclusion can also be validated to some degree by analysing the behaviour of the residuals in the univariate and multivariate models, which tends to improve when fdi and the rate of interest are expressed in terms of levels while the other variables are expressed as first differences.
Having determined the order of integration of each variable, the question of whether the I(1) variables share a long-run relation then needs to be considered. If the I(1) variables were in fact cointegrated, one could consider removing fdi and the interest rate from the system (as these variables are stationary), to estimate a seven-variable Vector Error-Correction (vec) model. The Johansen (1995) co-integration tests will be used to check whether the non-stationary variables are co-integrated. Johansen uses two types of likelihood-ratio (lr) test statistics in testing for co-integration: the trace statistic, denoted by λ trace , and the largest eigenvalue statistic, denoted by λ max . Although both are lr statistics, they are not asymptotically distributed as a standard χ2 distribution under the null hypothesis. Consequently, the nonstandard critical values developed by MacKinnon, Haug and Michelis (1999) are used. The results of 11 Real fdi appears to be stationary for two reasons: (i) this particular variable does not display a clear growth trend in the 1998-2008 period, and (ii) its volatility does not seem to increase (or decrease) over time. By the same token, the tests performed consistently indicate that capacity utilization is a non-stationary (I(1)) variable. Although there are some atypical observations, neither their removal nor the use of moving-average filtering affects the outcome of the unit root and stationarity tests. Lastly, as shown below, the stability checks indicate that no structural change occurred during the sample period.
Johansen's co-integration trace and largest eigenvalue tests are reported in tables 2 and 3, respectively.
As shown in tables 2 and 3, these tests are done sequentially, starting at r=0 and ending at r ≤ k-1, where r is the number of co-integrating equations, and k is the number of variables involved in the testing procedure. At the 5% significance level, the trace tests suggest that there are three co-integrating equations, whereas the largest eigenvalue tests suggest only two. 12 Despite these results, a vec model is not feasible in this particular case for two reasons. First and foremost, 12 An important distinction between the trace and largest eigenvalue statistic is that the latter is based on a more restrictive alternative hypothesis, which is meant to increase the power of the test.
after performing different normalizations for the co-integrating vectors, the conclusion is that they are not identifiable. In other words, given the sign and magnitude of the various parameter estimates, all of the candidate co-integrating equations are clearly inconsistent with economic theory, so they cannot be used for valid inference. 13 Secondly, under the Johansen methodology, manufacturing exports (X) turn out to be weakly exogenous with respect to the "adjustment parameters", which means that, in a vec model, this particular variable can even be Asterisks * and ** denote rejection of the null hypothesis at the 5% and 1% significance levels, respectively. -
The symbols ∆ and ∆ 2 are the first-and second-difference operators, respectively.
-
The adf and pp test results are based on Mackinnon (1996) critical values and their associated one-sided p-values. In the adf tests, the Schwarz Information Criterion is used to determine the lag length of each test equation. In the pp tests we control the bandwidth using the Newey-West bandwidth selection method and the Bartlett kernel. -
The kpss test results are based on the critical values proposed by Kwiatkowski, Phillips, Schmidt and Shin (1992) . To control the bandwidth, we use the Newey-West bandwidth selection method and the Bartlett kernel.
removed from the system. Appendix 2 shows the weak exogeneity of this variable together with a brief technical explanation. 14 14 For further details, see Johansen (1995) and Patterson (2000, chapter 15 ).
Under these circumstances, a stationary gvar model will be estimated in section VI. This means that the I(1) variables will be expressed in first differences, thus making every variable in the system I(0). A stationary gvar model is statistically appropriate for short-term economic analysis. This section estimates a structural arima model using least-squares algorithms, departing from an unadjusted regression equation, which in principle does not include autoregressive or moving average (arma) terms. The basic results are reported in table 4. As noted above, except for fdi and the interest rate, all variables seem to be non-stationary, so fdi and the interest rate will enter the regression equation in levels, while the rest of the variables will be expressed in first differences. Moreover, except for the interest rate and percentage capacity utilization, all variables are expressed in natural logarithms, so their estimated coefficients should be interpreted as elasticities.
It is worth noting that including irrelevant variables reduces efficiency, while excluding relevant variables yields biased parameter estimates. But before dealing with potential specification errors, it needs to be stressed that both labour productivity (υ t ) and export demand (ED t ) have estimated coefficients that are positive and statistically significant at the 10% significance level. In contrast, the estimated coefficient of the real exchange rate is negative and statistically significant at the 5% level.
Adjusted regression equation
Several likelihood ratio tests for redundant and omitted variables were performed in an interactive process to make sure the final specification was appropriate. Although the primary strategy involved a generalto-specific search, several omitted-variables tests were performed to determine whether, and to what extent, any of the variables not originally considered contributed significantly to explaining the behaviour of manufacturing exports. The main candidate variables considered for possible inclusion were realexchange rate volatility and gross fixed investment, but they failed to achieve statistical significance either individually or jointly. Similarly, to identify potentially redundant variables, the individual and joint statistical significance of the regressors already included in equation (1) were checked. 15 15 We also assessed alternative lag structures and interaction effects between the independent variables. 
The general equation was thus gradually reduced to a range of specific equations, and the final model was chosen on the basis of diagnostic statistics and economic theory. Lastly, the procedure developed by Hannan and Rissanen (1982) was applied to identify a suitable arima model for the regression residuals; and this eventually gave rise to a structural arima (1,1,1) model with four explanatory variables, which seems to be well-grounded for three major reasons: (i) the regression residuals display a "normal" white-noise process; (ii) the regression equation is stable; and (iii) explanatory power as measured by the adjusted R 2 rises considerably. Such a model can be represented as follows:
where u u
1 and ε t is a normal whitenoise process. Table 5 shows the basic estimation results.
The adjusted equation shows that the estimated coefficients for labour productivity and external demand are positive and statistically significant at the 5% and 1% levels, respectively. Assuming a variable's growth rate can be adequately proxied by its first difference, we could say that a one-percentage-point increase in the rate of labour productivity growth will raise the growth rate of manufacturing exports by 83 basis points (0.83 of a percentage point). Similarly, a one-percentage-point drop in the rate of growth of external demand will lower the manufacturing exports growth rate by 49 basis points. In view of these results, a coherent policy package designed to increase worker productivity might be effective in alleviating the negative effects of weaker external demand (resulting from an international recession) on Mexican manufacturing exports.
The tests also suggest that real exchange-rate depreciation may reduce the volume of exports in the short run. In other words, the estimated coefficient of the real exchange rate is negative and statistically significant at the 1% level. As noted above, this result is consistent with the notion that a real depreciation, especially in developing countries, produces two opposing effects: it makes exports cheaper in terms of foreign currency; but it also raises the local-currency cost of imported intermediate inputs. Consequently, international competitiveness might worsen if the latter effect dominates.
Lastly, the parameter associated with the number of employees occupied personnel is positive and significantly different from zero at the 1% level, thereby suggesting that manufacturing firms make a deliberate effort to sell their products abroad.
diagnostic tests
A number of tests were done to ensure that the residuals from the adjusted regression equation were free from serial correlation, heteroscedasticity, autoregressive conditional heteroscedasticity (arch) and systematic departures from normality. Table 6 sets out the basic results for some of the tests performed. 
As can be seen in table 6, the behavior of the residuals from the adjusted regression model is broadly consistent with normal white noise. In other words, the Lagrange multiplier (lm) test for serial correlation indicates the absence of serial correlation up to lag order five, 16 whereas the White heteroscedasticity test shows that the errors are homoscedastic. Similarly, the arch test suggests that the magnitude of the residuals in the present is unrelated to their magnitude in the past; and, lastly, the outcome of the JarqueBera normality test rules out the presence of serious departures from normality.
To determine whether the adjusted manufacturing export equation remains unchanged throughout the 16 The correlogram of the residuals is also consistent with the absence of autocorrelation up to lag order 20. period, we used Chow's test with multiple break-points, the results of which are shown in table 7.
Probability values corresponding to the three test statistics (the F-, log-likelihood ratio and Wald statistics) show that the null hypothesis of "no structural change" is also far from being rejected, which means that the parameters of the model are stable across the four sub-samples obtained from the break-points designated in the data set.
Similarly, the arima process of the estimated regression equation is stationary and invertible. Stationarity stems from the fact that the inverse root of the autoregressive component (ar(1)) lies within the unit circle, whereas invertibility arises from the fact that the inverse root of the moving-average component (ma (1) 
C E P A L R E V I E W 1 0 2 • D E C E M B E R 2 0 1 0
Given the difficulty of identifying the co-integrating equations and the weak exogeneity of manufacturing exports, a generalized var (gvar) model with stationary variables will be estimated. Such a model is specified as follows: 
is a 9x1 vector of variables, B 0 is a 9x1 vector of intercept terms, and {B i , i=1, 2,…, p} are 9x9 coefficient matrices. Moreover, ε t stands for a 9x1 vector of innovations that behaves according to the following assumptions: E(ε t )=0 and E(ε t ε t ')=Λ for every t, where Λ ={σ ij , i, j = 1, 2, …, 9} is a nondiagonal positive definite matrix, and E(ε t ε t ')=0 for every t and s, t ≠ s , in the set 1, …, T. We can also view as being multivariate normally distributed, given the test results shown below. 17 Since the covariance matrix of innovations (Λ) is non-diagonal, the elements of ε t are "contemporaneously" correlated. Sims (1980) uses a Cholesky decomposition of matrix Λ to orthogonalize the var residuals; but the resulting impulse response functions and variance decompositions are sensitive to the ordering of the equations in the var model. The problem lies in the decomposition technique, which is recursive rather than structural. This produces an asymmetric structure, where a shock to a given variable will have a contemporaneous effect on that variable and those that follow it in the ordering. The variables that lead the hypothetical ordering, in contrast, will be affected only through the var lag structure. 18 The generalized impulse-response function approach, developed by Pesaran and Shin (1998), does not have this drawback and can be used to construct an orthogonal set of innovations that is invariant to the ordering of the variables in the var model. Β stands for the mean of the process. 18 Generally, a shock to Y it will have a contemporaneous impact on Y jt only if j ≠ i. 
VI multivariate time-series analysis
According to Pesaran and Shin (1998) , an impulse-response function can be interpreted as the difference between the expected value of a variable at time t + n, resulting from a shock that occurred at time t, and its expected value at time t + n in the absence of such a shock. The expected value is derived from the economy's known history up to time t -1.
For instance, assuming that a magnitude-δ shock affects the jth equation of vector Y t , then the vector of Generalized Impulse Response Functions (girf) is given by: 
where the matrix Ω t-1 represents all available information on the economy's history up to time t-1. Combining (6) and (5) it can be inferred that
Under the previously stated assumption that the vector of innovations (ε t ) is multivariate normally distributed, both Pesaran and Shin (1998) and Koop et al. (1996) show that:
where e j is a hypothetical (9x1) vector of innovations with 1 in the jth row and zeros everywhere else. Consequently, the unscaled girf vector is given by:
Β Λ Note that ψ j G n ( ) measures the effect of a onestandard-deviation shock to the jth equation. Such a shock takes place at time t and affects the expected values of vector Y at time t+n, where n= 0, 1, 2, …,.
Empirical model
For the purpose of building an adequate empirical model a variety of specifications were tested, not only for the data set (the number and choice of variables in the system) but also for the lag structure of the model. The lag length of a var model is critical because the behaviour of the residuals and empirical results are sensitive to the order of the model (in other words the number of lags chosen). Moreover, there are complex trade-offs between the number of lags and the dimension of the var model. Thus, after using different lag-length selection criteria (and different parameterizations), the conclusion was that one lag for each variable in each equation allows for adequate dynamic adjustment and efficient estimation, since it is the smallest number of lags producing well-behaved residuals.
By the same token, the trade-off relationships between the data set and the model's lag structure led to the exclusion of wages, fdi and the interest rate. The rationale for excluding such variables is twofold: firstly, shocks to these three variables do not produce statistically significant impulse-response functions; and secondly, their inclusion generates serial correlation and departures from normality in the var residuals, which could not be solved through alternative lag structures and/or the use of dummy variables. In this perspective, the final specification is a six-variable
The var parameter estimates are shown in appendix 3.
Testing for model adequacy
As we shall see, a one-lag var model with the previous specification (or set of variables) eliminates serial correlation, heteroscedasticity and departures from normality in the var residuals. It will also be shown that this particular specification satisfies the stability condition. Table 9 shows the results of the multivariate serial correlation lm tests. The lm statistics and their corresponding p-values suggest the absence of serial correlation up to lag order five. 19 Moreover, the multivariate version of the White heteroscedasticity test indicates that the null hypothesis of homoscedasticity cannot be rejected in any of the cases, at either the 5% or the 10% significance levels. See table 10 for further details. The test was performed with levels and squares only (no cross terms were included). Table 11 shows the outcome of the multivariate normality tests. The Jarque-Bera statistics and related probability values indicate that, by and large, var residuals follow a multivariate normal distribution.
To show that the model satisfies the stability condition, the "inverse roots" of the characteristic autoregressive polynomial were calculated. As reported in table 12, all such roots have an absolute value (modulus) of less than 1 and lie within the unit circle, meaning that the "overall" model is stable and hence stationary. In conclusion, the estimated var model is adequate, since the residuals are well-behaved and the lag structure is stable.
Generalized impulse-response functions
In this subsection a set of twelve-month impulseresponse functions with 95% confidence intervals are presented, which depict the dynamic response of manufacturing exports to innovations in the different system variables. Each innovation (or shock) should be understood here as a one-standard-deviation increase in the variable in question, which is unexpected and transitory since it lasts for one period only. Moreover, the responses are generalized in that they do not depend on the var orderings, and the confidence bands are useful for establishing statistical significance. In other words, the impulse-response function is statistically significant at the 5% level only in the period for which the confidence interval excludes the value zero (see figure 1) .
As shown in figure 1 , a positive labour-productivity shock raises manufacturing exports upon impact, but the effect fades around the second month. In contrast, a real depreciation of the domestic currency (Lütkepohl, 2006: 174-181) . reduces the volume of exports, although this effect does not persist over time. As the reader may recall, these two findings are consistent with the univariate time-series results reported in table 5. As noted above, real exchange-rate depreciation affects exports through both demand-and supply-side channels. On the demand side it makes exports cheaper in terms of foreign currency, thereby strengthening international competitiveness; but, on the supply side, it raises the local-currency cost of imported capital goods and intermediate inputs, which inevitably undermines international competitiveness. Following this line of reasoning, the empirical evidence suggests that the net effect of a real depreciation on international competitiveness and exports is negative, at least in the short term. External-demand shocks boost manufacturing exports, although the positive effect dissipates around the second month. Lastly, capacity-utilization shocks increase rather than reduce exports, which is consistent with the self-selection hypothesis in the sense that manufacturing firms make a conscious effort to sell in foreign markets. 20 20 In contrast, a rise in capacity utilization resulting from higherthan-expected domestic demand would be consistent with a declining trend in exports. .00 -.01 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12
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The estimation results consistently indicate that manufacturing exports respond positively not only to external demand but also to labour productivity. According to the elasticities obtained from the estimated structural arima model, labour productivity has a larger impact on exports than external demand. Nonetheless, the impulse-response functions resulting from the gvar model suggest that external demand is slightly more influential than worker productivity. In any event, labour productivity seems to be one of the key determinants of manufacturing exports; so a relevant economic-policy implication is that an external demand contraction (brought about by an international recession) could, to some extent, be offset by increasing worker productivity. In this context, Mexico needs to develop a comprehensive, coherent and cost-effective policy package to enhance labour productivity in the manufacturing sector. This package should encompass temporary training programmes to develop certain skills at critical junctures (especially among the unemployed, to enable them to meet employers' demands in difficult times), along with continuous training programmes aimed at career advancement.
There are many empirical results showing that appropriate job-related training and quality formal schooling can yield significant productivity gains. 21 Generally speaking, education provides knowledge, skills and abilities that are useful in terms of raising wages, output per worker, and output per labourhour. Notwithstanding the importance of education for coping with knowledge-based competition in the global marketplace, employment-related training courses are more likely to be successful as a short-term countercyclical measure in an international economic slowdown. 22 In other words, without diverting resources from longer-term human capital development through 21 Authors such as Bartel (1992) , Mincer (1994) , Black and Lynch (1996) , Dearden et al. (2005) , Mungaray and Ramírez (2007) , and Padilla and Juárez (2006) reach this conclusion on the basis of different productivity measures. 22 According to Maglen (1995) , training is more specific and more contemporaneously correlated with work-place performance, whereas education is more general and is usually imparted before (often long before) the individual in question joins the labour market. the formal education system, the Government could (in conjunction with other initiatives) intensify efforts through a wide range of training programmes to counterbalance lower-than-expected external demand for Mexican manufactures.
In this regard, it is essential to properly identify and categorize specific training needs, not only in the Mexican manufacturing sector as a whole but in every subsector and industry group. The underlying principle is that the content of training (which needs to target the correct knowledge, skills and abilities on a case-by-case basis) may prove to be as important as the amount of training provided to the workforce. Moreover, as employers' demands evolve along with technological change and innovation, an accurate follow-up system needs to be set up to gather precise information on new training requirements and future labour-market trends. Complementary research is needed to assess the effects of different types of training on workers' productivity: on-the-job/offthe-job, workshops, courses, training plans, and so forth. Black and Lynch (1996) , for example, argue that off-the-job training may have a larger impact on productivity than on-the-job training, since workers who are trained outside the factory may be receiving more advanced skills. In short, a research endeavour of this sort could yield valuable insights into the right mix of policy instruments to cope with sudden slumps in external demand, thereby making labour-market policies more appropriate and effective.
More thorough knowledge of training-related productivity gains may also identify a framework for setting and attaining longer-term programmatic targets, in a joint effort involving all relevant stakeholders, including workers, employers, public-and privatesector training providers, sector bodies, and the like. As a final comment, even though short-and longterm labour-market policies should be designed and implemented in an integrated way, the econometric work and findings described in this paper basically relate to short-run policy-making.
Another critical issue concerns the adverse effects of real exchange-rate depreciation on manufacturing exports. As noted above, this evidence is consistent with the view that exchange-rate movements influence not only the demand side but also the supply side. In VII implications for economic policy capacity and efficiency in the import-substituting sector, with a view to reducing the import content of manufactured goods. Moreover, to raise the domestic content of manufactures, additional and more efficient production chains need to be formed and consolidated -between large manufacturing exporters and small and medium-sized local businesses. such circumstances, the negative impact on exports of real currency-depreciation reflects the heavy reliance of manufacturing firms on foreign suppliers, mainly of intermediate inputs for which the local-currency cost rises as the Mexican peso weakens against the dollar. A well-known policy recommendation, which has had limited success thus far, is to improve productive
VIII
Conclusions
This article has evaluated various determinants of Mexican manufacturing exports using two complementary econometric approaches: (i) the univariate time series approach, which makes it possible to estimate elasticities; and (ii) the generalized var approach, which provides a fully dynamic perspective by estimating impulse-response functions. Model adequacy was ensured in both cases through specification, residual and stability tests. The testing tools used varied according to the nature of each econometric modelling method.
As some of the findings are robust to changes in the econometric methodology used, two solid conclusions can be reached. Firstly, manufacturing exports are positively related to labour productivity and external demand. Secondly, real exchange-rate depreciation reduces rather than increases manufacturing exports, at least in the short term. This evidence is consistent with the notion that the Mexican economy is highly dependent on imported capital and intermediate goods. Consequently, real currency depreciation generates not only demand-side but also strong supply-side effects. On the demand side, it makes manufacturing exports cheaper in terms of foreign currency, and therefore strengthens international competitiveness. On the supply side, however, it raises the local-currency cost of imported intermediate inputs, thereby weakening international competitiveness. The empirical results show that the negative (supply-side) effects tend to dominate in the short run.
It is worth recalling that manufacturing exports display a positive relationship with occupied personnel under the univariate analysis, and with capacity utilization under the multivariate analysis. This was found to be consistent with the self-selection hypothesis in the sense that firms make a conscious effort to sell in foreign markets. Since a firm's desire to export determines many investment and production decisions, higher capacity utilization may lead to an increase (rather than a decrease) in manufacturing exports.
Two important economic policy implications can be drawn from this study. Firstly, real exchangerate depreciation may worsen rather than improve export performance in the short term. Secondly, a comprehensive and coherent package to enhance labour productivity could significantly increase manufacturing exports. Moreover, the adverse effects of an international recession on Mexican exports could, to some degree, be offset by raising worker productivity. Thus, in the face of a recession in the United States it might be advantageous for Mexico to invest more in training and education. Description of data sources and measurement units
Statistical Series Source
Manufacturing exports quantity Index of (X). National Institute of Statistics, Geography and Informatics of Mexico (inegi).
Manufacturing industry labour productivity index (υ).
inegi.
Real effective exchange rate index (Q) Banco de México.
External demand for Mexican manufacturing exports (ed), measured by a quantity index of total U.S. manufacturing imports.
United States Census Bureau.
Real foreign direct investment (fdi). Ministry of the Economy. The price index used as a deflator was the Consumer Price Index published by the United States Bureau of Labor Statistics.
Cost of domestic credit, as measured by the weighted average of real interest rates on commercial paper (R).
Percentage capacity utilization in manufacturing industry (CU).
Index of occupied personnel in manufacturing industry (OP). Asterisks *, ** and *** denote significance at the 10%, 5% and 1% levels, respectively. The results shown in table A2 indicate that none of the adjustment parameters is statistically significant in the export equation (∆X t ), which is why manufacturing exports were found to be weakly exogenous with respect to the α matrix.
APPENDIX 2
A vec model is a var model that is restricted to account for one or more co-integrating relations. Equation ( . The fourth implication of the Granger Representation Theorem (Engle and Granger, 1987) establishes that if a k-dimensional vector of I(1) variables involves one or more co-integrating relations, then a vec model exists that can be correctly represented by the above equation. Formally, if the variables in vector Y t are I(1) and the rank of the coefficient matrix Π (denoted r) is small (that is, if r<k), then it can be shown that k x r matrices α and β (both with rank r) exist, such that (i) Π = αβ' and (ii) β'Y t-1 is a stationary system. Similarly, since each column of β is a co-integrating vector, it can be stated that β'Y t-1 contains the r long-run equilibrium relations among the k variables. Such long-run relations in β'Y t-1 are expressed in the form of error-correction terms (ect). The matrix α, on the other hand, contains the adjustment or short-run coefficients of the vec model, the values of which determine the speed at which equilibrium is restored following a disturbance. The purpose of capturing the short-run dynamics is also served by coefficient matrices Γ 1 , Γ 2 , …, Γ (p-1) .
In this context, if we assume that β'Y t-1 contains two cointegrating relations (denoted ect1 t-1 and ect2 t-1 , respectively), as the largest-eigenvalue tests suggest, then the resulting matrix of estimated adjustment coefficients is the following:
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