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IN THE AMEMIYA-ANDO PROBLEM 3 IS ENOUGH
Adam Paszkiewicz
1. The main result. We shall prove the following
1.1. Theorem. In any infinite dimensional Hilbert space H there exist orthogonal
projections Q1, Q2, Q3 such that a sequence Pn . . . P1x diverges in norm for some
Pn ∈ {Q1, Q2, Q3}, n ≥ 1, x ∈ H.
Moreover, quait simply sequence (Pn) can be taken. Namely there existQ1, Q2, Q3 ∈
ProjH, x ∈ H and numbers m(i), p(i) ≥ 1 such that
∏
1≤i≤j
(Q3(Q2Q1Q2)
pi)Q3)
mix
diverges in norm for j →∞. In the whole paper
∏
1≤i≤j Ai will be a short notation
for Aj . . . A1, for any A1, . . . , Aj ∈ B(H).
By capital letters D,E, F,G, P,Q,R we shall always denote orthogonal pro-
jections in H. By small letters e, f, p, q we shall always denote some vectors in
H, of norm 1; e′ is always orthogonal to e (f ′⊥f and so on). Then eˆ· = 〈·, e〉e
is a one-dimensional projection and always eˆ′⊥eˆ, then fˆ ≤ eˆ + eˆ′ means that
f ∈ lin(e, e′).
Theorem 1.1 it is a consequence of the following two lemmas.
1.2. Lemma (The main difficulty). Let E =
∑
eˆi, dimE
⊥ = ∞ and let
ǫi > 0, i ≥ 1. There exist numbers mis ≥ 1 and projections Pis, 1 ≤ s ≤ σi,
satisfying
(1) ||
∏
1≤s≤σi
(EPisE)
misei − ei+1|| < ǫi,
and all projections {Pis; 1 ≤ s ≤ σi, i ≥ 1} can be ordered into a decreasing
sequence P1 ≥ P2 ≥ . . . , and dimP
⊥
1 =∞, dim(Pm − Pm+1) <∞, m ≥ 1.
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1.3. Lemma (cf. Lemma 2 in [1]). For any projections P1 ≥ P2 ≥ . . . ,
dimP⊥1 = ∞, dim(Pm − Pm+1) < ∞, and numbers δ1, δ2, · · · > 0, there exist
projection Q and numbers p1, p2, · · · ≥ 1 satisfying
||(P1QP1)
pk − Pk|| < δk, k ≥ 1.
1.4. Proof of Theorem 1.1
It is rather immediate consequence of Lemmas 1.2, 1.3. Projections Pis satis-
fying (1) can be found for ǫi = 1/4 · 2
i and one can assume that dimP⊥1 = ∞
for the maximal element P1 =
∨
Pis. By Lemma 1.3 there exists projection Q
satisfying ||Pis − (P1QP1)
pis || < δis for arbitrary small δis > 0, 1 ≤ s ≤ si. Thus
the estimation
||
∏
1≤s≤δi
(EPisE)
mis − Ai|| < 1/4 · 2
i
can be obtained for
Ai =
∏
1≤s≤σi
(E(P1QP1)
pisE)mis
if only we take δis small enough. In consequence, a relation
(2) ||Ai−1 . . . A1e1 − ei|| ≤
1
2
−
1
2i
implies ||Ai . . . A1e1−ei+1|| = ||Ai(Ai−1 . . . A1e1−ei)+(Ai−
∏
1≤s≤σ1
(EPisE)
mis)ei+
∏
1≤s≤σi
(EPisE)
misei− ei+1|| < (
1
2 −
1
2i )+
1
4·2i +
1
4·2i =
1
2 −
1
2i+1 . The estimation
(2) is also valid for i = 1 and thus for any i ≥ 1. It means that x = e1 and
{Q1, Q2, Q3} = {E, P1, Q} an be taken.
2. The overcome of the main difficulty
The proof of Lemma 1.2 is more delicate. At first we show that it can be
obtained from the following lemma (being a stronger version of Lemma 1 in [1]):
2.1. Lemma. For any ǫ > 0 there exists t(ǫ) > 0 such that for any projections
E +G = Q0 ≥ · · · ≥ Qt(ǫ) = E
satisfying dim(Qt−1−Qt) = 1, 1 ≤ t ≤ t(ǫ)), E = eˆ+ eˆ
′, and for η > 0 there exist
a unitary operator V and numbers n(1), . . . , n(t(ǫ)) satisfying
V Q⊥0 = Q
⊥
0 ,
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||V − 1|| < η,
||
∏
1≤t≤t(ǫ)
(EVQtV
∗E)m(t)e− e′|| < ǫ.
Passing from Lemma 2.1 to Lemma 1.2 can be simplified by a formal use of
the following two lemmas. We shall need, in particular some (rather special)
assumptions which quaranties the estimations
(3) ||(V˜ U˜ P˜ U˜∗V˜ ∗ − UPU∗)P0|| < η,
(4) (V˜ U˜ Q˜U˜∗V˜ ∗ − UQV )Q0 = 0
for projections P, P0, P˜ , Q,Q0, Q˜ and unitary U, U˜, V, V˜ .
2.2. Lemma. A. If U˜ Q˜U˜∗ = Q˜, V˜ Q0 = V Q0 = Q0V˜ , and Q0Q˜ = Q, then (4).
B. If U˜P0 = UP0 = P0U˜ , P0P˜ = P , and ||V˜ P0 − P0|| ≤ η/2 for η > 0, then
(3).
Proof A. As V, V1 coincide on the space Q0H and commute with Q0, we have
V˜ U˜ Q˜U˜∗V˜ ∗Q0 = V˜ Q˜V˜
∗Q0 = V˜ Q˜Q0V˜
∗Q0 = V1QV
∗
1 Q0.
B. By properties of U, U1, P0 we have (analogically) U˜ P˜ U˜
∗P0 = UPU
∗P0. As
||V P0 − P0|| < η/2, we have also ||V
∗P0 − P0|| = ||V
∗(P0 − V P0)|| < η/2 and, for
p˜ = U˜ P˜ U˜∗, p = UPU∗,
p˜P0 = P0p˜P0 = p,
||V˜ p˜V˜ ∗P0−p|| = ||V˜ p˜(V˜
∗P0−P0)+(V˜ P0−P0)p˜P0+(P0p˜P0−p)|| < η/2+η/2+0.
2.3. Lemma. Let A1, . . . , AM be a system of operators in H, ||Am|| ≤ 1.
A) If (Am − Bm)Q0 = 0, AmQ0 = Q0AmQ0, Bm ∈ B(H) for 1 ≤ m ≤ M ,
Q0 ∈ ProjH then
(5) (
∏
1≤m≤M
Bm)Q0 = (
∏
1≤m≤M
Am)Q0.
B) For any ǫ > 0 there exists γ > 0 such that ||(Am − Bm)P0|| < γ, AmP0 =
P0AmP0, ||Bm|| ≤ 1, Bm ∈ B(H) for 1 ≤ m ≤M , P0 ∈ ProjH imply
(6) ||(
∏
1≤m≤M
Am)P0 − (
∏
1≤m≤M
Bm)P0|| < ǫ.
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Proof. A)We have AM−1 . . . A1Q0 = Q0AM−1 . . . A1Q1, BM−1 . . .B1Q0 =Q0BM−1 . . .
B1Q0. Thus AM−1 . . . A1Q0 = BM−1 . . .B1Q0 implies (5), and thus (5) is proved
by induction.
B) If the condition B) is valid for M−1 instead of M then for ǫ > 0 there exists
γ > 0 such that γ < ǫ/2 and ||A−B|| < ǫ2 for
A = (
∏
1≤m≤M−1
Am)P0,
B = (
∏
1≤m≤M−1
Bm)P0
(for Am, Bm satisfying suitable assumptions for M − 1 instead of M).
Then ||(AM − BM )P0|| < γ, ||BM || ≤ 1 imply ||AMA − BMB|| ≤ ||AMA −
AMP0A|| + ||AMP0A − BMP0A|| + ||BMP0A − BMA|| + ||BMA − BMB|| < 0 +
γ + 0 + ǫ/2 < ǫ. The condition B) is proved by induction.
2.4. Proof of Lemma 1.2.
Let us take numbers sk = t(
1
2
ǫ2k−1), tk = t(ǫ2k), k ≥ 1, according to Lemma
2.1, and mutually orthogonal projections E;F1, F2, . . . , G1, G2, . . . satisfying
dim(E +
∑
(Fk +Gk))
⊥ =∞,
E =
∑
i≥1
eˆi, (ei)– O.N. system,
and such that
(13) dim(P ks−1 − P
k
s ) = dim(Q
k
t−1 −Q
k
t ) = 1
for some projections
(14)
Dk + Fk = P
k
0 ≥ · · · ≥ P
k
sk
= Dk, Dk = eˆ2k−1 + eˆ2k,
Ek +Gk = Q
k
0 ≥ · · · ≥ Q
k
tk
= Ek, Ek = eˆ2k + eˆ2k+1.
Then for fixed k ≥ 1 and ηk > 0 (defined later), one can find a unitary operator
Vk and numbers n(k, t) ≥ 1 satisfying
(7) ||
∏
1≤t≤tk
(Ek(VkQ
k
t V
∗
k )Ek)
n(k,t)e2k − e2k+1|| < ǫ2k,
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(12)
VkQ
k⊥
0 = Q
k⊥
0 ,
||Vk − 1|| < ηk.
Analogically, one can find a unitary Uk and numbers m(k, s) ≥ 1 satisfying
(8) ||
∏
1≤s≤sk
(Dk(UkP
k
s U
∗
k )Dk)
m(k,s)e2k−1 − e2k|| <
1
2
ǫ2k−1,
UkP
k⊥
0 = P
k⊥
0 .
In particular, we have well defined unitary operators
U˜ =
∏
k≥1
Uk, V˜ =
∏
k≥1
Vk,
and
U˜P k0 = UkP
k
0 = P
k
0 U˜ , V˜ Q0 = VkQ
k
0 = Q
k
0 V˜ ,
||V˜ P k0 − P
k
0 || ≤ ηk−1 ∨ ηk, k ≥ 1 (assuming that η0 = 0).
The last estimation is a consequence of ||V˜ (Qk0 ∨Q
k−1
0 )−Q
k
0 ∨Q
k−1
0 || ≤ ηk−1 ∨ηk,
P k0 ≤ Q
k
0 ∨ Q
k−1
0 + Fk, k ≥ 1, where we put Q
0
0 = 0. Moreover, V˜ Fk = Fk (as
Fk ≤ Q
l⊥
0 and VlFk = Fk for l, k ≥ 1).
Now we pass to a system of projections, which can be ordered into a decreasing
sequence:
P˜ ks = P
k
s +
∑
l≥k+1
P l0,
Q˜kt = P
k
0 +Q
k
t − Ek +
∑
l≥k+1
P l0.
Indeed we have
(11) Q˜10 ≥ · · · ≥ Q
1
t1
≥ P˜ 10 ≥ · · · ≥ P˜
1
s1
≥ . . .
· · · ≥ Q˜k0 ≥ Q˜
k
tk
≥ P˜ k0 ≥ · · · ≥ P˜
k
sk
≥ . . .
Then
U˜ Q˜kt U˜
∗ = Q˜kt ,
Qk0Q˜
k
t = Q
k
t , P
k
0 P˜
k
s = P
k
s .
Lemma 2.2 A. gives
(Qˆkt − VkQ
k
t V
∗
k )Q
k
0 = 0,
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for Qˆkt = V˜ U˜ Q˜
k
t U˜
∗V˜ ∗, and Lemma 2.2 B. gives
||(Pˆ ks − UkP
k
s U
∗
k )P
k
0 || < 2(ηk−1 ∨ ηk)
for Pˆ ks = V˜ U˜ P˜
k
s U˜
∗V˜ ∗.
Now we use Lemma 2.3 A) with Am being VkQ
k
t V
∗
k or Ek, Bm being Qˆ
k
t or E
(respectively), and this gives
(9) (
∏
1≤t≤tk
(EQˆktE)
n(k,t))Qk0 = (
∏
1≤t≤tk
(EkVkQ
k
t V
∗
k Ek)
n(k,t))Qk0 .
Analogically, Lemma 2.3 B), with Am being UkP
k
s U
∗
k or Dk, Bm being Pˆ
k
s or E
gives
(10)
||(
∏
1≤s≤sk
(EPˆ ks E)
m(k,s))P k0
−(
∏
1≤s≤sk
(DkUkP
k
s U
∗
kDk)
m(k,s))P k0 || < ǫ2k−1/2,
if only ηk−1 ∨ ηk ≤ γk for suitable small γk > 0.
Now it is a good moment to define numbers ηk, such that all relations (7), (8),
(9), (10) can be satisfied. We recall that, for a sequence ǫi, i ≥ 1, the numbers sk,
tk are given by Lemma 2.1. Then operators Uk and numbers m(k, s), 1 ≤ s ≤ sk,
satisfying (8) can be immediately found (for any system P ks ).
Then we take γk = γ, given by Lemma 2.3 B) for ǫ = ǫ2k−1/2, and for M being
a number of terms in the product
∏
1≤s≤sk
(DkR
k
sDk)
m(k,s) (with Rks = UkP
k
s U
∗
k ).
We put ηk = γk ∧ γk+1, k ≥ 1, and take operators Vk satisfying (7), (12), given by
Lemma 2.1.
The relation (9) can be obtained immediately and (10) can be also obtain as a
consequence of γk = ηk ∨ ηk−1, k ≥ 1 (η0 = 0).
The formula (1) is a consequence of (7), (8) and (9), (10), after the following
change of notations
P2k−1,s = Pˆ
k
s , 1 ≤ s ≤ σ2k−1 := sk,
P2k,t = Qˆ
k
t , 1 ≤ t ≤ σ2k := tk.
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Moreover by (11), we have a decreasing ordering
(Pm) = (P2,0, . . . , P2,σ2 ;P1,0, . . . , P1,σ1; . . .
. . . ;P2k,0, . . . , P2k,σ2k ;P2k−1,0, . . . , P2k−1,σ2k−1; . . . )
and dim(Pm−Pm+1) = 1 or 2, by (13), (14). Using once more a definition of U˜ , V˜
we have
Qˆ20 = V˜ U˜Q
2
0U˜
∗V˜ ∗ = Q20,
because Q20 = E +
∑
(Fk +Gk), and
dimP⊥2,0 = dim Qˆ
2⊥
0 =∞.
The proof is finished.
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