Electronic structure and non-linear optical properties of organic
  photovoltaic systems with potential applications on solar cell devices: A DFT
  approach by Guillén-López, Alfredo et al.
Electronic structure and non-linear optical properties of
organic photovoltaic systems with potential applications
on solar cell devices: A DFT approach
Alfredo Guille´n-Lo´pez∗†, Miguel Robles∗, Jesu´s Mun˜iz∗‡
January 13, 2017
Abstract
The use of eco-friendly materials for the environment has been addressed as a critical
issue in the development of systems for renewable energy applications. In this regard,
the investigation of organic photovoltaic (OPV) molecules for the implementation in
solar cells, has become a subject of intense research in the last years. The present
work is a systematic study at the B3LYP level of theory performed for a series of
50 OPV materials. Full geometry optimizations revealed that those systems with a
twisted geometry are the most energetically stable. Nuclear independent Chemical
shifts (NICS) values show a strong aromatic character along the series, indicating a
possible polymerization in solid-state, via a pi − pi stacking, which may be relevant
in the design of a solar cell device. The absorption spectra in the series was also
computed using Time Dependent DFT at the same level of theory, indicating that
all spectra are red-shifted along the series. This is a promissory property that may
be directly implemented in a photovoltaic material, since it is possible to absorb a
larger range of visible light. The computed HOMO-LUMO gaps as a measurement
of the band gap in semiconductors, show a reasonable agreement with those found in
experiment, predicting candidate materials that may be directly used in photovoltaic
applications. Non-linear optical (NLO) properties were also estimated with the aid of
a PCBM molecule as a model of an acceptor, and a final set of optimal systems was
identified as potential candidates to be implemented as photovoltaic materials. The
methodological approach presented in this work may aid in the in silico assisted-design
of OPV materials.
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Introduction
The continuos global demand for energy consumption combined with the depletion of petroleum
resourses and global warming effects, shows the urgent need of alternate sources for energy
generation. The renewable energy is the best option, such as solar, wind, biomass and others.
Sun energy reaching the Earth is many times larger than the present world energy consump-
tion. In this respect, the solar photovoltaic cells are an excellent choice for the generation of
electrical energy and they are also environmentally friendly1–3.
Organic photovoltaic (OPV) materials and dye-sensitized solar cells (DSSCs) have been
widely studied due to their potential as environment-friendly products, simple assembly
technology, physical flexibility and low cost4,5. The power conversion efficiency ( η ) of OPV
has achieved 10% in 20126–9; while the DSSC has achieved the highest power conversion
efficiencies, almost 12% in 201310. The OPV device typically consists of an organic bilayer
or a bulk heterojunction (BHJ) composed of a donor (D) and an acceptor (A) material
between two different electrodes. The operation of an OPV is somewhat different from that
of an inorganic semiconductor based-PV cell. When a photon is absorbed in the donor
material, an exciton (pair electron-hole) is created, this exciton can be separated at a D/A
interface. When the electron is separated, it can be transfered to the acceptor material
and transported to the cathode, the hole produced travels throughout the polymer and it is
collected at the anode.
Development of an efficient BHJ polymer has become an active field of research, due to
its low cost of fabrication and profitability for large-scale production. For many years, an
electron-rich and electron-deficient moiety have been used to obtain low band gap polymers
and with this methodology, new polymers have been developed.
Further, Olivares-Amaya et al.11 found high-efficiency OPV materials within the Harvard
Clean Energy Project initiative. The study was based upon 30 building blocks to obtain a
set of 2.6 million molecules by using combinatorial molecule generation and strategies from
drug discovery, pattern recognition and machine learning. On the other hand, a set of
descriptors and 50 experimentally characterized molecules were used to parametrize a linear
regresion that returns a final set of OPVs with desirable photovoltaic properties. The 50
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systems experimentally characterized are polymeric structures with carbazole, thiophene
and pyrrole derivates, and low band gap polymers such as benzothiadiazole, quinoxaline and
thienopyrazine and others.
In the literature, these materials were synthesized for organic thin film transistors and
organic photovoltaic applications, but only a few have a theoretical study12–14. Two of these
systems were theoretically studied using Density Functional Theory (DFT) by Blouin et al.12.
In that work, it was obtained a correlation between DFT calculations and experimental
HOMO, LUMO and band gap energies, revealing that the HOMO energy is fixed by the
carbazole moiety, while the LUMO energy is related to the nature of the electron drawing
comonomer. Furthermore, the band gap (Eg) in a set of the polymers is studied, ranging
from 1.15 to 2.0 eV and absorb light from visible to near-infrared regions13,14. The donor
materials show three functional parts comprising an electron donor, electron conductor and
anchoring group (bridge) (D-B-A). In those studies, a DFT analysis states that to increase
hole mobility in the polymer, to increase molecular weight and to decrease polydispersity,
the enlargement of the pi−pi bridge in the polymer or the introduction of planar monomers,
should be applied.
Theoretical studies in this area have increased in recent years due to high performance
computing and optimization of computational chemistry codes. The theoretical approach is
the best tool to overcome the challenges in the experimental synthesis and to explore alterna-
tives that reduce cost of materials production and processing. The use of DFT represents a
reliable alternative to tackle these tasks, since the methodology explores electronic structure
and spectroscopic properties on this type of materials. In this work we calculated the elec-
tronic structure, nonlinear optical properties and optical properties of the 50 experimentally
characterized molecules, as described above by using DFT and Time-Dependent DFT.
The quest of novel OPV materials via in silico techniques has been performed with certain
dependability. Nevertheless, no comprehensive study on the excited state and nonlinear
optical properties is available in open literature. The aim of this work is to give insights into
the design of OPV materials for solar cell devices through the prediction of nonlinear optical
parameters and the physical behavior in the excited state, on the series of 50 OPV systems
experimentally characterized. The anticipated evaluation of these parameters represents a
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new methodology to accelerate the synthesis and development of renewable energy materials.
Computational Details
In the present work, the ground state geometries and excited states of fifty organic photo-
voltaic materials were performed with TURBOMOLE computational code15. For the ground
state properties, we used the three-parameter functional of Becke, and the correlation of Lee,
Yang and Parr (B3LYP)16,17. The def2-TZVP basis set on all atoms18 was used due to a
better quality than other standard basis sets. For the excited states properties such as
UV-vis spectra, oscillator strengths and Light Harvesting Efficiencies, we used the TD-DFT
methodology19 on the optimized geometries with the same functional and basis set than
those used at the ground state.
According to the results, the UV-vis absortion spectra were simulated by Gaussian func-
tions20, using the TmoleX display program21, calculated from the first ten excited states at
the ground state geometries.
The power conversion efficiency (η) for the overall solar cell is determined from the
following equation:
η =
JSCVOCFF
Pin
, (1)
where JSC is the photocurrent density, VOC is the open circuit voltage, FF is the fill factor
and Pin is the power density of the incident light. Pin was fixed to conditions of laboratory,
that is, a standard value of incident spectrum at AM1.5G with an intensity of 1000 W/m2
(100 mW/cm2) at room temperature.
The VOC values can be aproximated from the following equation:
VOC ≈ n kB T
e
ln
(
JSC
J0
)
, (2)
where n is the electron density, kB is the Boltzmann constant, T is the temperature, J0 is
the inverse saturation current and e is the elemental charge of electron22,23. For this work,
we approached the open circuit voltage with the model of Scharber24, where the energy of
the frontier molecular orbitals (HOMO and LUMO) are considered for the donor and the
acceptor, respectively. This is expressed in the following equation:
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VOC =
(
1
e
) ∣∣EDH − EAL ∣∣− 0.3V, (3)
where EDH is the HOMO energy of the donor, E
A
L is the LUMO energy of the acceptor, e is the
elemental charge of electron and the 0.3V value is the loss factor related to the heterojunction
design. The equation 3 is used more frequently used in these calculations25–27.
Short circuit current JSC values were estimated with the following equation:
JSC =
∫
λ
LHE(λ)φinηcollecdλ, (4)
where LHE(λ) is the light-harvesting efficiency at λ, φin is the electron injection efficiency
and ηcollec is the electron collection efficiency
28,29.
We assume that the ηcollec value is constant. To obtain large values of JSC we need large
values of LHE and φin. LHE was obtained from:
LHE(λ) = 1− 10−f , (5)
where f is the oscillator strength of the donor material associated with the wavelength of
maximum absortion λmax
30,31. φin is related to the force of electron injection (∆Ginj) from
the excited state of the donor to the LUMO of the acceptor. We approached ∆Ginj as
follows32:
∆Ginj = E
D
ox − ED0−0 − EAL , (6)
where EDox is the ionization potential of the ground state of the donor, E
D
0−0 is the first
excited state energy of the donor33,34. As previously suggested, EAL is the LUMO energy
of an acceptor. According to Scharber’s model24, we have considered the PCBM system as
the acceptor. Furthermore, we computed its LUMO energy from the experimental geometry
at the PBE/QZVP35 level of theory in order to finely reproduce the experimental value
of -4.3 eV. We found that EAL = −4.026 eV, in agreement with the standard value found
in laboratory. We used this theoretical result in the computations of VOC and ∆Ginj, as
given by Equations 3 and 6, respectively. On the other hand, the ionization potential was
calculated from
EDox = E0 − E+0 , (7)
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here E0 is the ground state energy and E
+
0 is the energy of the cation
36.
The nonlinear optical properties, such as isotropic polarizability α, anisotropy of the
polarizability ∆α and first order hyperpolarizability βtot, were calculated with the following
equations37–39:
α =
αxx + αyy + αzz
3
, (8)
∆α =
√
(αxx − αyy)2 + (αyy − αzz)2 + (αzz − αxx)2
2
, (9)
βtot =
√
(βxxx + βxyy + βxzz)2 + (βyyy + βxxy + βyzz)2 + (βzzz + βxxz + βzyy)2, (10)
where αii, βxxi, βiyy and βizz are tensor components of polarizability and hyperpolariz-
ability, respectively with i = x, y, z. E = 0.01 a.u was used40.
Results and discussion
Structural description of OPV systems
The present study is based upon the calculation of electronic structure properties of a series
of 50 organic materials, which were experimentally characterized11,12,25,41–44. This set of
molecules is presented in Fig. S.1-S.3 of SI and it is used in our work to give insights into
relevant electronic structure properties that may be of special interest in the development
of novel photovoltaic materials. Such systems will be identified from S1 to S50 throughout
this work. The set of systems under study is basically formed by a subset of 27 fragments,
as shown in Fig. 1. This group of molecules will be referred to as a fragment F1 to fragment
F27 along the present study.
It is important to highlight that inside the main group of molecules, there are systems
with exactly the same stoichiometry. That is, S6=S8, S10=S11, S3=S16=S18, S46=S48.
This is the case, since the aliphatic chains were suppressed in the systems to speed-up the
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computational time11. We also considered the notation (∼) to denote those systems that
share some structural coincidences, which are detailed in Table S.1-S.2 of SI.
The 50 systems inside the training set were fully optimized according to the methodology
presented in the Computational Details. The total energies of the systems under study are
presented in Fig. 2 with respect to the lowest energy systems in the series, which corresponds
to the S17 molecular system. The systems S17, S23, S24 and S47 represent the most stable
configurations in the group. System S17 contains fragment F2, while the most unstable, S27
system, presents two F3 fragment units. It is important to highlight that the ground state
geometries are not necessarily planar and in some cases, different angles of torsion located
at the fragments are observed (see Fig. S.4-S.10 of SI).
The subset of molecules that present a planar geometry are systems: S1>S25>S13>S26>S33>S21
(from the highest to the lowest-energy values). This group is made of the fragments F3, F8,
F12, F15, F18, F25, F26 or F27. In Fig. 3, we present the planar systems, where no devi-
ations were found at the corresponding building blocks (fragments). It may also be noticed
that the 3D structures shown in Fig. 3, present the corresponding saturations with H atoms
to complete the corresponding valences. Such notation was omitted for clarity in the list
of schematic representations presented in Fig. S.1-S.3 of SI. The remaining 44 molecular
systems are non-planar structures that present a corresponding angle of torsion with respect
to a given frame of reference as shown in Fig.4 for a group of 5 selected systems. The rest
of the non-planar structures are reported in Fig. S.4-S.10 of SI. Particularly, we have also
presented Table S.3-S.8 of SI with a list of the 44 non-planar structures with respect to the
angle of rotation observed in the respective component fragment. Such angle of rotation has
been measured with regard to a specific axis, as shown in the systems of Fig. 4. The rest
of the non-planar systems are all depicted in Fig. S.4-S.10 of SI. This group of systems
are mainly composed by the F1, F3, F5, F22, and F25 fragments. The angles of rotation
destabilize the total energy of systems up to 214 a.u., ranging from 70◦ to 105 ◦ with respect
to the specific axis shown in Fig. 4. This behavior was specifically found for systems S9,
S10, S11, S13, S14, S15, S25, S26, S29, S36, S41, S43 and S44.
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HOMO-LUMO gap
After optimizing all molecular structures, the HOMO-LUMO gap was estimated. HOMO
refers the Highest Occupied Molecular Orbital and LUMO corresponds to the Lowest Un-
occupied Molecular Orbital. Such energetic levels may be interpreted as the valence band
(HOMO) and the conduction band (LUMO), in terms of band theory. The energetic differ-
ence between these two levels may readily be interpreted as the band gap energy, which is
a representative signature found on photovoltaic materials. It is well known that functional
photovoltaic devices operate in a range from about 0.7 eV to 2.5 eV. In the systems under
study, we found that the HOMO-LUMO gap range in the interval 1.15 eV to 3.0 eV. Excep-
tionally, systems S27 and S41 present a band gap of 5.019 and 7.397 eV, respectively. The
systems under study, present a band gap in the following decreasing order of energy: S41 >
S27 > S29 > S9 > S15 > S2 > S4 > S31 > S32 > S30 > S45 > S14 > S1 > S26 > S39 >
S36 > S37 > S42 > S40 > S25 > S19 > S43 > S11 > S10 > S18> S16 > S03 > S20 > S44
> S49 > S50 > S48 > S46 > S5 > S38 > S22 > S12 > S13 > S7 > S17 > S47 > S8 > S6
> S34 > S35 > S33 > S23 > S28 > S24 > S21.
Besides, a schematic representation of the HOMO-LUMO gap is depicted in Fig. 5, and
it may be verified that all energy gaps are in good agreement with the condition to be used
as a PV material (i.e. with a band gap of about 2.0 eV). The failure to find an acceptable
band gap on systems S27 and S41 (see Fig. 5) may be addressed to the omission of functional
groups at the peripheral of such complexes or it may be directly ascribed to an effect that
rises if more units of the polymer are also considered in the calculation. On the other hand,
Scharber et al.25 indicates that the energy conversion efficiency on an OPV may be estimated
as a function of the band gap and the LUMO level of the donor. It was found that the energy
conversion efficiency may be higher than 10% for an energy gap smaller than 1.74 eV and a
ELUMO < -3.92 eV. Furthermore, an efficiency around 6% may also be found for an Egap <
2.15 eV and ELUMO < -3.6 eV. Consequently, we presented the EHOMO; ELUMO and Egap of
the series of systems under study (see Table S.11-S.16) and we assessed such data to find
those OPVs that fit the criteria. It was found that such systems, according to decreasing
order in energy gap are S34>S35>S33>S23>S28>S24>S21. Such systems may have high
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conversion energy efficiencies ranging from 6-10%.
Open circuit voltage (VOC)
The VOC provides information on the performance of a solar cell device into operation and in
accordance with Eq. 3, VOC approaches the efficiency of the excitation dissociation process
in order to allow the charge carriers to be conducted to the electrodes. To evaluate this
approach, it is explicitly necessary to consider the ELUMO of an acceptor. It is known
that PCBM ([6,6]-Phenyl-C61-butyric acid methyl ester)45 is one of the most widely used
acceptors. As stated in the Computational Details section, it was found that the ELUMO
of this acceptor system (see Fig. 6) is -4.026 eV. This result was used to produce Fig. 7,
where the VOC of the 50 systems under study are presented. The explicit data are also
presented in Table S.11-S.16 of SI. The experimental data available for those properties
are also presented for comparison. A reasonable agreement was found with the theoretical
results found in this work. All values of VOC range from 0.35V to 2.27V, except system S21
(-0.10V), which reports a HOMO enegy close to the LUMO of the acceptor. The values for
VOC decrease in the following order: S41 > S27 > S4 > S13 > S1 > S36 > S12 > S26 >
S9 > S30 > S10 > S11 > S37 > S14 > S29 > S25 > S3 > S16 > S18 > S44 > S20 > S17
> S39 > S43 > S7 > S6 > S8 > S15 > S40 > S42 > S2 > S22 > S45 > S38 > S19 > S31
> S5 > S28 > S32 > S33 > S23 > S35 > S24 > S34 > S50 > S46 > S48 > S49 > S47 >
S21. We found no correlation among the VOC values and the planarity of the systems, since
system S41 (see Fig. 7) presents non-planar symmetry and the highest VOC value, while
system S21 with planar geometry presents the lowest VOC , but no clear correspondence was
verified from these data. Nevertheless, the presence of the F5 fragment induces a decrease in
VOC , locating systems S46-S50 with the lowest VOC in the order S50>S46>S48>S49>S47.
All VOC values found in the training set fall in the range of available experimental data
45.
Furthermore, the HOMO isosurfaces on systems S21 and S41, with the LUMO of the
PCBM acceptor are shown in Fig. 8. A distribution of pi-bonding molecular orbitals are
found for both systems, but an effective continuous distribution is found for the S41 system,
and a distribution at random is obtained for the S21 system. The HOMO isosurfaces in those
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systems with highest VOC are depicted in Fig. S.11 of SI and present that behavior; while
the HOMO isosurfaces of the systems with smallest VOC are depicted in Fig. S.12 of SI.
The pi-bonding MOs present a discontinuous distribution through the covalent interaction
between the carbon atoms. Consequently, an ordered distribution of pi-orbitals along the
chain of an OPV polymer in a solar cell, may be determinant to obtain a high output in
VOC and may represent a criteria on the design of the device.
The PCBM LUMO isosurface presented in Fig. 8-(a) represents a virtual orbital where
no electronic charge resides, but it represents the probable regions around the PCBM where
charge may be transferred to. In this case, it may be expected that the charge carriers
jump to the C60 unit of the PCBM, and unlikely to the attached functional groups. On
the other hand, it has been stated24 that if the difference between the LUMO of the donor
and acceptor (∆ELL) lies about 0.3 eV (i.e. LUMOD - LUMOA = 0.3 eV), a larger energy
conversion efficiency is obtained. Consequently, we found that ∆ELL for most of the systems
under study ranges from 0.92 to 1.2 eV. The systems are ordered in the following decreasing
order of ∆ELL: S41 > S27 > S15 > S2 > S29 > S31 > S32 > S45 > S19 > S42 > S49 >
S30 > S39 > S40 > S46 > S48 > S50 > S4 > S14 > S43 > S47 > S5 > S1 > S22 > S25 >
S26 > S37 > S38 > S20 > S21 > S34 > S35 > S36 > S44 > S3 > S16 > S18 > S9 > S10 >
S11 > S7 > S23 > S24 > S33 > S6 > S8 > S28 > S17 > S12 > S13. Using the criteria for
VOC and ∆ELL, we found that the 15 systems closest to 0.3 eV are S16, S18, S9, S10, S11,
S7, S23, S24, S33, S6, S8, S28, S17, S12, S13. If we consider the systems with largest VOC
and smallest ∆ELL, the potential systems to be implemented as OPVs would be S13 > S12
> S17 > S28 > S8.
Aromaticity properties
We performed NICS (Nuclear Independent Chemical Shifts) calculations on the 50 optimized
systems according to the methodology described in the Computational Details Section in
order to understand the possible aromatic behavior observed in the systems under study.
We introduced the corresponding ghost atom at a location close to a geometrical center on
each of the systems as it is indicated in Fig. S.13 - S.15 for the 50 molecular systems. The
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value of the NICS indexes decrease in the following order along the series: S36 > S47 > S7 >
S37 > S19 > S5 > S20 > S45 > S43 > S22 > S50 > S34 > S15 > S27 > S18 > S16 > S3 >
S39 > S28 > S48 > S46 > S40 > S35 > S29 > S24 > S49 > S23 > S30 > S2 > S1 > S44 >
S4 > S41 > S14 > S9 > S8 > S6 > S17 > S21 > S13 > S11 > S10 > S25 > S12 > S26 > S42
> S33 > S38 > S32 > S31. It was found a strong aromatic behavior in the majority of the
complexes (see Fig. 9), and a NICS value greater than -7.0 ppm (corresponding to benzene)
was found. This indicates an enhanced aromatic character through the series, which is only
altered for systems S31, S32 and S38 that present an antiaromatic behavior. This may be
attributed to the location of the ghost atom, which remains in the center of a ring connected
to 3 or more groups.
The presence of such aromatic groups may rearrange the electronic distribution of the
pi-orbitals and destabilize the aromatic character at that location. Furthermore, according
to Mun˜iz et al., the aromatic character of a system is correlated with the conductivity46,
since charge transfer may be achieved through the isotropic currents at the center of the
aromatic rings in a polymerized arrangement, such as the one-dimensional chain of the
Au3Cl3Li2 system
46. In the OPV system under study, this property may be relevant since
the synthesis of such organic compounds may be designed in columnar arrays, where the
electronic transport may be facilitated. In agreement with the latter, the potential candidates
to be polymerized in columnar arrays may correspond to those cases where the aromatic
character is stronger, i.e, for the systems S36 > S47 > S7 > S37 > S19 > S5 > S20 > S45
> S43 > S22 > S50 > S34 > S15 > S27 > S18.The electron-hole pair in these systems may
provide a more effective charge transport to an acceptor in the design of a solar cell.
Non-linear optical (NLO) properties
NLO properties, such as the isotropic polarizability (α), anisotropy of polarizability (∆α)
and total hyperpolarizability (βtot), are of high relevance to understand the behavior and
performance of OPVs. NLO properties are also of interest in materials for modern commu-
nication technologies and optical signals processing47. NLO properties give a tendency on
the delocalization of intramolecular charge in groups of donor electrons48. Further, NLO
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properties relate higher efficiency of mobility and electron transport from donor to acceptor
to higher α, ∆α and βtot. We computed such properties for the 50 systems under study. The
values for α and ∆α are depicted in Fig. 10, while those for βtot are presented in Fig. 11.
All parameters are also reported in Table S.9 of of SI. After selecting those systems with
the highest values for the NLO properties, we found that systems S5, S7, S21, S22, S23,
S24, S46, S47, S49 and S50 would represent potential systems that would effectively transfer
electronic charge from the donor to the acceptor.
Excited state calculations
UV/vis spectra
Excited state calculations were carried out on a series of candidate OPV systems using the
TD-DFT methodology as presented in the Computational Details section. Such calculations
were performed by considering the ground state geometry of the 50 systems with the first
10 excited states. The results for the lowest-energy excited states are presented in Table 1.
The locations of the adsorption bands for a group of selected systems and their correspond-
ing oscillator strengths reveal that all systems present two adsorption bands separated by a
corresponding Stokes shift. Note that the oscillator strength magnitude may be interpreted
as a measurement of the probability to find an absorption peak at a corresponding wave-
length. Furthermore, the simulated UV/vis spectra were also computed from the excited
state calculations (see Fig. 12 and 13). All systems presented in Table 1 were selected from
the rest of the calculations since all absorption bands are located in the range of visible light
(from about 350 to 700 nm) and all systems are summarized in Table S.17-S.21 of SI. This
makes the selected systems suitable to be implemented in applications of solar cell materials.
We further used Gouterman’s 4-Molecular Orbital (MO) model49 to analyze the individual
transitions, which was originally considered to describe the excitations of porphyrins. The
MOs to be considered are HOMO-1, HOMO, LUMO and LUMO+1. The model states
that the transitions may take the following excitations: HOMO-1 → LUMO+1, HOMO
→ LUMO+1, HOMO-1→ LUMO and HOMO → LUMO, which are designated as By, Bx,
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Qx and Qy bands. The molecular systems S16 to S21 present bands with higher oscilla-
tor strengths located at about 400 nm, and a band with smaller oscillator strength located
around 600 nm. On the other hand, the absorption bands for systems S33, S46-S50 present
bands with a small intensity and negligible oscillator strength. As it may be readily verified
in Table 1, the transitions for the selected systems comprise to a B and a Q band, namely Bx
and Qy bands. The Qy-bands present the highest probability of occurrence. Such behavior
is virtually found along the complete series (see Table S.17-S.21 of SI), with an exception
at the transition HOMO→ LUMO+2, which was found for systems S38, S39 and S41, corre-
sponding to transitions with a low probability of occurrence. The highest oscillator strengths
correspond to those systems that present red-shifting, and their corresponding absorption
bands are located from 550 to 650nm, which indicates that such systems would absorb most
of the visible light. The UV/vis spectra for the rest of the systems under study may be
found from Fig. S.16 to S.25 of SI. In order to elucidate the changes in the electronic
structure that induce the corresponding excited states, we considered the |CI|-coefficients
that provide information on the probability of occurrence of a given transition. We present
those excitations with the largest |CI|-coefficients for the selected systems presented in Table
1.
Such coefficients provide information on the probability of occurrence of the given tran-
sition. We present those excitations with the largest coefficient for the selected systems
presented in Table 1. A general behavior may be verified in this series of systems. That
is, all transitions are more likely to occur (see Fig. 17) from the HOMO to the LUMO
of the first three lowest-energy systems with a probability ranging from 97.5% to 98.5%.
Note that the rest of excitations are depicted in Fig. S.26-S.34 of SI. The one-electron
transition takes place from the HOMO composed of pi-orbitals mainly located at the carbon
atoms to the virtual molecular orbital LUMO, which is mainly composed of anti bonding
pi∗ orbitals. Note that the LUMO represents the most likely regions on the molecular ar-
rangement where electronic charge may be transferred to, since it represents an unoccupied
MO. The electronic transfer may be ascribed to an intraligand (IL) transition with a strong
pi − pi∗ character. Such charge transfer is directly related to a low-energy absorption that
corresponds to a small HOMO-LUMO gap as presented in Table S.11-S.16 of SI and Fig.5.
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The LUMO may be interpreted as the hole that the electron must track in order to achieve
an electron-hole pair process, describing the mechanism of charge transport in the photo-
voltaic material. Since the Qy-bands are the most likely excitations of the series, and they
correspond to the red-shifted bands that would absorb a wider range of the visible light,
it may be expected that the series of title complexes would all effectively absorb light in
photovoltaic applications. The HOMO-LUMO gap for this series of systems range from 1.15
to 3.0 eV, which corresponds to the band gap of known photovoltaic semiconductors such as
a-Si50 or AlGaAs51. Consequently, the selected series of systems would represent potential
candidates to be implemented as an alternative to the based-inorganic PV materials.
Light Harvesting Efficiency calculations
As we have previously reported, all the excited states for the 50 systems in the training set
are listed in Table 1. The oscillator strengths (f) for all systems are also reported in this table
and it provides information on the intensity of the absorption band, as calculated for the
corresponding excited state. As it has been previously stated in the Computational Details
section, the Light Harvesting Efficiency (LHE) may be approached by Eq. 5, indicating that
the LHE is proportional to the oscillator strength intensity. On the other hand, LHE values
are correlated with the intensity of the short circuit current density (JSC). Fig. 14 shows
the behavior of LHE through the set of systems, indicating that those with larger LHE are
S47 > S50 > S46 > S49 > S33 > S17 > S16 > S20 > S19 > S21. These systems may
be considered as potential OPVs that would increase the JSC in a PV device. It was also
found that this group of systems present a non-planar geometry with torsion angles from
30◦ to 60◦. In this set, the presence of Sulfur and Silicon in fragments F3 and F5 remains
constant and may be directly responsible for the rotations around the corresponding axis of
symmetry. Consequently, the implementation of non-planar OPVs in solar cell devices may
increase density currents, which may be desirable in the design of solar cell materials.
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Electron injection efficiency calculations
The electron injection efficiency φinj may be approached by ∆Ginj, as it is given in Eq. 6.
This parameter is also related with the intensity of JSC . Hence, for high values of LHE and
∆Ginj, we may obtain enhanced values of JSC . Using the available data for the oxidation
potentials reported in Table S.10 of SI; the energies of the first excited state transitions
found at the TD-DFT level and the LUMO of the PCBM system, as the acceptor, it was
found all ∆Ginj values, as presented in Fig. 15. ∆Ginj values were found in the following
decreasing order of energy: S6 > S8 > S13 > S1 > S17 > S12 > S26 > S25 > S36 > S7 >
S3 > S16 > S18 > S37 > S38 > S10 > S11 > S35 > S21 > S44 > S23 > S34 > S20 > S4 >
S33 > S30 > S5 > S24 > S43 > S39 > S40 > S19 > S14 > S22 > S46 > S48 > S47 > S42
> S50 > S49 > S45 > S28 > S29 > S9 > S15 > S2 > S32 > S31 > S27 > S41. Besides,
if negative values for ∆Ginj are found, an spontaneous electron injection to the LUMO of
the acceptor may be addressed6. This was found for systems S2, S4, S5, S9, S14, S15, S19,
S20, S22, S23, S24, S27-S34, S39-S50. The systems with ∆Ginj above 0.6 eV are of special
interest6,10,28 to obtain enhanced JSC values. In our calculations, those values correspond to
systems S6 and S8.
Since JSC depends on LHE and ∆Ginj, we have plotted both properties in Fig. 16 in
order to relate the highest LHE with the highest ∆Ginj values. The combined properties
would represent a final estimation on the tendency for JSC values found for this training
set. Taking into account the former criteria, we found that the final group of systems with
enhanced JSC values would be formed by the S6, S8, S13, S16, S17, S19 and S28 OPVs.
Conclusions
An electronic structure investigation was performed on a series of OPV materials. The
systems under study are divided into a group of planar structures and into structures with
torsional angles about a symmetry axis along the molecules. The non-planar OPVs appear
to be the most energetically stable systems in the series, i.e. systems S17, S22, S23, S24, S47,
S48 and S50. The HOMO energy calculations show a reasonable agreement of 90 to 95%
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with respect to experiment, and a 75 to 86% of agreement in the LUMO energy calculations.
This may be highly relevant in the prediction of photovoltaic properties. The aromaticity
calculations reveal a high stability through the series, and particularly on systems S5, S7,
S19, S20, S22, S36, S37, S43, S45 and S47. This property may be directly applied in the
polymerization of the OPV material, where the molecules may be arranged in columnar
phases that interact through pi − pi stacking along the aromatic rings. This may result in
a solid-state material with desirable electronic conductivity properties. On the other hand,
the computed UV/vis spectra show that the most probable excitations would correspond to
red-shifted Qy-bands, that would absorb visible light more effectively. This may be addressed
to an adequate performance in solar cell device applications. The performance of this set of
complexes was also characterized with the evaluation of LHE, ∆ELL and ∆Ginj, which were
computed in the presence of a PCBM acceptor. After selecting the systems with highest
NLO parameters and larger VOC values, it was found that the systems S6, S10, S12, S13,
S16, S17, S23 and S33 would represent a set of optimal materials to be implemented in
solar cell devices. After following the methodology developed in the present work, it may be
possible to improve the design of solar cell devices based upon OPV structures.
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Figure 1: Schematic representation of building blocks inside the 50 molecular systems.
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Figure 3: Molecular systems with planar geometry: a) S1, b) S13, c) S21, d) S25, e) S26,
f) S33.
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Figure 4: Selected systems with their corresponding frame of reference: a) S8, b) S31, c)
S3, d) S27, e) S47
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Figure 6: Structural representation of [6,6]-Phenyl-C61-butyric acid methyl ester (PCBM).
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Figure 8: a) LUMO of PCBM; b) HOMO of S21; c) HOMO of S41
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Figure 16: LHE and ∆Ginj values for the 50 molecular systems.
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Figure 17: Isosurfaces for electronic transitions: a) S17, b) S47, c) S50
32
TABLES
Molecular
system
One-
electron
transition
Absortion
wavelength
λ1, λ2
(λAbs nm)
Oscillator
strength
(f)
Excitation
energy Eex
(eV)
|CI|-
coefficient(%)
S16
S0 → S1 611.6 0.573 2.028 H → L ( 97.8 )
S0 → S3 470.7 0.960 2.634 H → L+1 ( 95.8 )
S17
S0 → S1 641.9 0.584 1.932 H → L ( 97.5 )
S0 → S3 407.0 1.058 3.046 H → L+1 ( 94.2 )
S19
S0 → S1 550.4 0.555 2.253 H → L ( 96.9 )
S0 → S4 389.2 0.755 3.186 H → L+1 ( 94.9 )
S20
S0 → S1 583.2 0.573 2.126 H → L ( 98.1 )
S0 → S4 377.1 1.059 3.288 H → L+1 ( 96 )
S21
S0 → S1 428.9 0.375 1.335 H → L ( 98.7 )
S0 → S2 595.9 0.584 2.081 H → L+1 ( 89.1 )
S33
S0 → S1 612.2 1.282 2.025 H → L (98.9)
S0 → S3 408.3 0.315 3.036 H → L+2 (12)
S46
S0 → S1 580.7 1.647 2.135 H → L (98.4)
S0 → S6 356.5 0.517 3.477 H-1 → L+1 (73.5)
S47
S0 → S1 634.9 2.563 1.953 H → L (97.6)
S0 → S6 398.3 0.65 3.113 H-1 → L+1 (49.5 )
S49
S0 → S1 576.5 1.629 2.151 H → L (98.5)
S0 → S7 353.1 0.437 3.511 H-1 → L+1 (78)
S50
S0 → S1 576.5 1.665 2.151 H → L (98.4)
S0 → S7 355.5 0.5 3.48 H-1 → L+1 (61)
Table 1: Excited state properties of the selected systems. Note that HOMO and LUMO
correspond to H and L, respectively.
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