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SUMMARY 
A theorem on potential flows was given by Hamel in 1937, with much 
of its proof omitted. Although Hamel's result is highly plausible neither 
a complete proof nor a counter example has since been produced. 
In this dissertation an attempt is made to prove the theorem 
through the approach of differential geometry, which was, in fact, 
envisaged by Hamel as an alternative method of proof. 
It is found in this study that one can express all the gradients 
of four parameters, which govern the vector field geometry, as rational 
polynomials. One is then able to derive three polynomial relations 
among the four parameters as first suspected by Hamel (1937 [l]). One 
such relation was also mentioned by Howard (1953 [l]). 
If it is possible to deduce from the three derived polynomial 
relations two equations, each of which involves a certain pair of the 
four parameters, then Hamel's theorem will follow by Lemma 6.1. 
However the three polynomial relations are highly complicated, and it 
remains to be shown whether the two aforementioned equations can always 
be deduced from these polynomial relations, 
CHAPTER I 
INTRODUCTION 
More than thirty years ago Hamel (1937 [l]) published an analysis 
establishing the following theorem: 
HAMEL'S THEOREM 
Let V = V(x )s(x ), Q! = lj 2, 3) be a steady vector field in three-
dimensional space*, such that V is both lamellar and solenoidal, and the 
magnitude V(x ) of V maintains a constant value along a vector-line, then 
the vector field of V must either consist of parallel straight lines or 
circular helices mounted on concentric circular cylinders. 
This result specifies completely the vector fields and steady 
motions defined "by the conditions 
div V = 0 , s • grad 7 = 0 , curl V = 0 . (l.l) 
r^t i*** f*-4 **** 
Furthermore, Prim (1952 [l]) proved that a steady, solenoidal, complex-
lamellar, circulation-preserving motion "would have the same stream-line 
geometry as the vector field (l.l). Hamel's result is also the final word 
on these motions. 
*The symbols x , a = 1, 2, 3; denote Cartesian co-ordinates, and 
s(x ) is the unit vector tangent to the vector-line. 
2 
The result is remarkable for several reasons. As Howard (1953 [l]) 
pointed out, the two-dimensional case, the only solution is a vector field 
consisting of concentric circles or parallel straight lines. It is sur-
prising indeed that the further dimension adds little more complication 
than a superposition of the results for two dimensions. 
While the theory of three families of surfaces intersecting ortho-
gonally is classical, forming as it does the basis for the construction 
of coordinate lines in three dimensional space, for less is known about 
the properties of two families of surfaces intersecting orthogonally. 
Hamel's Theorem relates to such systems. Consider a one parameter family 
of minimal surfaces whose orthogonal trajectories are geodesies on a 
second family of surfaces intersecting the minimal surfaces orthogonally. 
Suppose further that the curvature of the orthogonal trajectories is in-
versely proportional to the distance between the surfaces on which they 
are geodesies. Then these trajectories must be circular helices mounted 
on circular cylinders. The minimal surfaces must be right helicoids, the 
surfaces represented by spiral stair-cases. This is Hamel's Theorem in 
geometric form. 
Hamel's proof of the theorem is not explicit. It is based upon 
the Weierstrassian representation of minimal surfaces as complex integrals, 
and depends upon an analysis showing that a certain non-linear partial 
differential equation has no solutions other than a trivial one. 
Hamel's calculations, requiring at one s tage no less than 8l 
separate proofs of contradictions, were so extensive that they had to be 
omitted almost in their entirety. Thus it has b* sn impossible for others 
to follow and check Hamel's analysis. 
In the final sections of his paper, Hamel seeks to prove the 
theorem using the intrinsic equations of the vector field geometry. He 
fails to achieve the result on this basis. His analysis terminates at 
his derivation of the conditions given here as (2.53) and (2.5*0- We 
shall see that all that is required to prove the result is to establish 
that one parameter called 6 must vanish. This vas understood by Hamel. 
His final comment in the paper is the statement that he suspects that 
there exists a second higher order integrability condition which, taken 
with the one found [condition (2.53)3? would prove the result. He was 
unable to discover this condition. 
The preceding discussion indicates that while one must conjecture 
that Hamel's result is valid, there nevertheless exists a certain doubt 
of this. Howard, for example, in his thesis of 1953 repeatedly refers to 
the result "if true". 
In this dissertation an attempt is made to prove the theorem 
through the methods of classical differential geometry, that is, by con-
tinuing the method initiated in the last section of Hamel's paper. 
As has already been remarked, Hamel suspected the existence of a 
higher order condition that would prove the result. Three such polynomial 
relations are discovered, which must be satisfied by four of the vector-
field parameters. These conditions are of very high order. It was never-
theless found possible to derive each by two independent approaches. Due 
to the complexity of the equations, such independent checks were essential 
in order that arithmetical errors could be eliminated. 
The three polynomials to be satisfied by the four vector-field 
parameters 6 , T , H _, civ b_ of the exceptional vector field are 
h 
presented.* It is shown in the Appendix that these are the only three 
polynomials obtained from the compatibility equations. 
In the derivation of the polynomials much of the algebraic com-
putation is omitted. However no steps axe omitted in arguments proving 
theorems. 
It is reiterated that in Hamel's paper, details of proofs were 
omitted, for example the 8l contradictions referred to above. Thus It Is 
believed that this analysis is more explicit than Hamel's, in that all 
the results given here can be reproduced by following the steps pointed 
out herein. 
It is also shown that if it is possible to deduce from the three 
derived polynomial relations, two relations of the form F(0 ,H ) = 0, 
(J(T'JH ) = 0 which allow one to deduce 
^ s s7 -
grad 9 ŝ X grad Hg = 0 , 
grad T X grad n • = 0 , & s ° s 
then Hamel's theorem follows. 




We consider here the vector fields 
V = V(x")s(xa) , (2.1) 
defined "by the three conditions* 
div V = s-grad V + V div s = 0 , (2.2) 
£-grad V = 0 , (2.3) 
curl V = grad V X s + V curl s . (2.4) 
In these relations s is the unit vector tangent to the vector-line 
of V. The conditions (2.2) and (2.3) show that 
div 1=0. (2.5) 
From (2.3) and (2.5) it follows (l^kj [l]) that s has the representation 
s = grad V x grad f . (2.6) 
^Conditions of smoothness sufficient to accommodate all the 
operations are assumed at the outset. 
6 
Provided the curvature K of the vector line does not vanish in a 
s 
neighborhood, the principal normal n to the vector-line is defined by* 
6 l 
s-grad s =•— = H n , (2.7) 
rv r*t O S a f* 
and the unit bi-normal b according to 
b - s X n . (2.8) 
r*j r+j 
The torsion T is then defined by the Serret-Frenet formulae 
s J 
5b 
— - - T n , (2.9) 
6s s ~ \ s; 
and 
6n 
~ = - K n + T b . (2.10) 
6s s ~ s *- \ • / 
If the curvature K, of the vector-line vanishes in a neighborhood, 
the vector lines lie on the one-parameter family of ruled surfaces 
V(x ) ~ constant. In this case one chooses n to be normal to the surface, 
GO that 
n = if grad V (2.11) 
s^ 
The unit vector b is then defined as before by (2.8). 
C C ft 
*We use the notation -r—, 7—, -xr- to denote the components s-grad, 
5s on' ob ~ 
n*grad, b-grad. These operators will be referred to as s-gradient, 
n-gradient, and b-gradient, respectively. The usual derivative symbol is 
avoided, since trTese components are anholonomic. 
From (2.1J-) it is seen that 
ft = s-curl s = 0 . s ~ ~ 
(2.12) 
One writes 
ft = n.curl n , n ~ ~ ' (2.13) 
and 
% = b-curl b . (2.1*0 
In accordance with (2.5), (2.7), (2.9), (2.10), and (2.12) one may write* 
grad s = 
+ K sn s ~~ 
- 9̂  nn 
(Q + T ) bn v n s' ~~ 
+ 9̂  bb , bs .— ' 
- K ss 
s ~~ 
;rad n = + & ns ~ bs ~~ 
+ (Q + T )"bs v n sy~--
+ T sb 
S ~~ 
- div "b nb (2.l6) 
+ ( H + div n)bb , 
- T sn 
grad b - + (O + T )ns 
~ v n s'.— +- di/ b nn (2.17) 
- & bs 
bs <*+* 
- (K + div n)bn 
From (1.15), (1.16), and (l.l?), 
curl s = grad X s - K b , 
*See the reference (1969 [l]). 
(2.18; 
curl n = grad x n = - (div b)s + Q n - Q b , (2.19) 
curl b = grad X b = (K + div n)s - 9, n + Q b , (2.20) 
~ 6 ~ v s ~ y~ bs ~ ID ~ ' ' 
•where 
% = - (n n + 2 T S ) . (2 .21) 
From (l.4) and (l.l8) 
curl V = U n + (K V - |^)b = 0 , (2.22) 




|^ = K v . (a.24) 
6 n s % ' 
Also, 
1 = 0 . (2.3) 
CT7 
From (2.24) it is seen that -— vanishes if and only if K vanishes x ' 6n J s 
The conditions (2.3), (2.23), and (2.24) show that V, assumed to be non-
vanishing, is spatially constant if and only if K vanishes. Thus pro-
vided K does not vanish in a neighborhood the family of surfaces 
V(x ) = constant contains the vector-lines of s and b. The unit vector n 
: j 
i s p a r a l l e l t o g r a d V, 
n = \|; g r a d V . ( 2 . 2 5 ) 
I t f o l l o w s t h a t 
Q = n - c u r l n = 0 ( 2 . 2 6 ) 
n ~ ~ ' 
a condition which also holds for the case K vanishing in a neighborhood. 
From (2.21) and (2.25), 
% = - 2Ts . (2.27) 
In all that follows the conditions (2.15) to (2.20) to be simpli-
fied by the conditions (2.25) and (2.26) will be considered. 
The identity 
curl grad F = 0 (2.28) 
applied to the tensor point function F, yields the commutation formulae 
6 ^ 6 ^ ... , 6F / s 6F (o oc., 
- div b — + U s + QIV n) ̂ g , (2.29) 
_6F fl i Z ?<r M. (p 01 \ 
6n6s ' ~6s6n s 6s " b bs 6n ' ~Ts 6b ' k t5±) 
A p p l y i n g ( 2 . 2 8 ) and ( 2 . 3 0 ) t o V, ( 2 . 3 ) , ( 2 . 2 3 ) , and ( 2 . 2 4 ) y i e l d 
t h e r e l a t i o n s 
6b 6n 6n6b 
6 ^ 5 ^ 
6 s 6b 6b6s 
6 ^ JLL 
&K 
^ = - H s d i v b , (2.32) 
6H 
s * • (2.33) 5s "bs s 
The condition (2.32) expresses the condition div curl s = 0, where 
curl s is given hy (2.18). 
The condition 
Q = s-curl s = 0 (2.13) 
shows that vector-lines of s are the orthogonal trajectories of a one-
parameter family of potential surfaces cp(x ) = constant. 
The condition 
div £ = 0 (2.5) 
shows that the first curvature of these surfaces vanishes. Accordingly 
the surfaces cp(x ) = constant are minimal surfaces. 
The condition 
n = I|J grad V (2.25) 
shovs that the principal normal to vector-lines of s is normal to the 
family of surfaces V(x ) = constant. The vector-lines of s are thus 
geodesies on the surfaces V"(x ) = constant. 
It is seen that we have two sets of orthogonally intersecting fam-
ilies of surfaces, the set cp(x ) = constant "being minimal surfaces, and 
the orthogonal trajectories of the surfaces cp(x ) = constant "being 
11 
geodesies on the family V(xa) = constant. The families cp(x ) = constant 
and V(x ) = constant intersect on the vector-lines of b. 
It is further noted that the Gaussian curvature of the minimal 
2 
surfaces is given by T- where 
T-2 = T 2 + e^ 2 . (2.3*0 
s s bs x ' 
The asymptotic lines on a minimal surface are orthogonal. They 
are inclined at an angle § to the direction - n, where 
tan 2§ = - ^ . (2.35) 
s 
The geodesic curvatures of the n-lines and b-lines on the minimal 
surfaces cp(x ) - constant are respectively div b and K + div n, while 9. 
bs 
and - 0, are the normal curvature of the n-lines and b-lines on the sur bs 
faces cp(x ) = constant. The parameter 0 is also the geodesic curvature 
of the b-lines on the surface V(x ) = constant. The geometrical config-
uration is shown in Figure 1. 
From (2.19) and (2.25) 
curl n = - div bs - Qn b , (2.36) 
~ w bs ~ \ u / 
and it follows from (2.25) and (2.36) that 
log i , (2.37) 
bs 6s 









U> minimal surfaces cp(x )=constant 




The direction defined "by curl n "being perpendicular to the surface 
gradient of the function i|f representing the distance between consecutive 
surfaces of the family V(xQ') = constant is called the line of equidis-
tance for the family. 
From (2.32) and (2.33) and the conditions (2.37) and (2.38) one 
sees that the product IJJH is constant over the representative surfaces 
V(x ) = constant. As the curvature n of the vector lines of s increases. v / s ~ 
so the surfaces come together. 
Applying the formulae (2.29), (2.30), and (2.31) to the unit 
vectors s, n, and b, one obtains the nine compatibility conditions,* 
equivalent to the Gauss and Mainardi-Codazzi equations for the surfaces 
orthogonal to the s-lines and n-lines, and to the conditions 
div curl s = 0, div curl n = 0, and div curl b = 0 as follows: 
5 + 0̂  2 - H (H + div n) - T 2 = 0 , (2.39) 
6s bs s s ~' s 
6T 
- ^ - H div b + 29^ T = 0 , (2.ko) 
6s s ~ bs s ' 
6K 
3 + K div b = 0 , (2.^1) 
6b s 
69 6T 
- r ^ + T T + 2 T div b + 2a (H + div n) = 0 , (2.42) 
6n 6b s ~ bsv s ~> v ' 
^Special cases of these relations, corresponding to 0 = 0, were 
derived by a different method in (1970 [l]), and general cases of these 
relations were shown in (1970 [3]). A more general expression of the 
relations equivalent to those in (1970 [3]) were derived in (1970 [2]). 
Ik 
5T 69 
-r^ - — ~ + 2 T ( K + d iv n) - 26, Q d iv b = 0 , (2 .^3) 
6n 6b sx s ~ bs ~ 
6K p p p 
5 - H - 2 ( T + 9, ) + K (K + d iv n) = 0 , ( 2 . H ) 
6n s s bs sv s 
-ir + ^ d i v ^ + e b s d i v ^ ° > < 2 - ^ 
5T . 
-77^ - T~ (K + d iv n) - a ( 2 H + div n) = 0 , (2.k6) 
6b 6s v s rJ Hosx s ~ ' 
c e O p 
-7— div b + -T— (K + d iv n) + (d iv b) + (K + d iv n) 6b ~ 6n s rJ rJ rJ 
- r s
2 - % s
2 = 0 . (2 .47) 
6T 
Eliminating -rr— from (2.^2) and (2.̂ -6) by subtraction, one obtains 
6 69 
T- (H + div n) + — ^ •+ 9^ (^H + 3 d iv n) + 2 T d iv b = 0 , (2 . ^8 ) 6 s s ~' 6n b s x s ~ s ~ 'K ' 
a relation, which, "with 
6H 
s 




-£- div n + —^- + 6, (5H + 3 div n) + 2T div b = 0 . (2.^9) 
6s ~ 6n bs s ~ s ~ 
Again from (2.kk), one obtains 
15 
2 
5 K 6fi 6 T 6K . 
3 = i+fi — M + l^T _ _ £ _ — ^ d i v n - K -£- d i v n , ( 2 . 5 0 ) 
6s6n Hos 6s s 6s 6s s 6s 
w h i l e from ( 2 . 3 3 ) , t h e r e f o l l o w s 
6 2 H 69, 6K 
TIT = K ^ + e>, " A 1 • ( 2 - 5 D 
6n6s s 6n b s on 
The commuta t ion fo rmula ( 2 . 3 1 ) a p p l i e d t o K g i v e s 
2 2 
6 K 6 K 6K 6K 6K 
s s s s s = K 6n6s 6s6n s 6s ~bs 5n s 6b ^ s - & r - 2 T - 6 T • ( 2 - 5 2 ) 
6 bs 
From (2.50), (2.51), and (2.52), on substituting for -7- div n + 
6 s ~ 6n 
the expression obtained from (2.hk), and substituting for 
6&bs 6^s 
6s ' 6s ' 
6K 6K 6K 
-££• , ~J^, and - ^ , the expressions (2.39), (2.40), (2.33), (2.MO, and 
(2.4l), respectively, one obtains the relati on 
kd^ (T + 9̂  ) - 9̂  K {^K + k div n) - ̂ T K div b = 0 . (2.53) bs s bs ' bs s s ~ s s ~ v ' 
By (2.33), (2.3*0, (2.39), (2.40), and (2.53) 
£ WT B 2 + 0 + K g
2 ] = 0 , (2.54) 
or 
A 2 2 2 
6T- QL, K 
s bs s 
6s 2 (2.55) 
The relations (2.53), (2.5*0* an(3- (2.55) were given by Hamel and 
16 





The purpose of this chapter is to establish five lemmas. Utilizing 
these lemmas, we discount, by reference, exceptional conditions arising 
in the main analysis. 
Lemma 3•1• 
In vector fields of the class defined In the statement of Hamel's 
theorem, the vanishing of the curvature K in a neighborhood implies the 
vanishing of 9, . to bs 
When K is zero, the vector magnitude V is spatially constant. As 
it has been noted, however, the formalism of the preceding chapter 
remains valid in this case with n defined by (2.1l). In particular 
- 0, nn - T nb 
])S ^ S ~~ 
;rad ŝ  = . (3-1) 
- T bn + 9n bb 
s ~~ bs ~~ 
One may deduce the condition (2.kk) as before; it takes the form 
T 2 + a. 2 - 0 . (3 .2 ) 
s bs • v ' 




Vector fields of the class defined in the statement of Hamel's 
theorem, and for which 8, vanishes in a neighborhood, consist of 
bs 
parallel straight lines, concentric circles, or circular helices mounted 
on concentric circular cylinders. 
With vanishing of 9n , (2.53) reduces to 
bs 
T S KQ div b = 0 , (3.3) 
so that one or other of T , H , or div b must be zero. 
s s7 ~ 
If H vanishes in a neighborhood, it follows from (2.kk) that T 
s s 
must also vanish. Thus grad s is zero. The vector field must consist of 
parallel straight lines. 
If T vanishes the vector lines are plane curves. Also by (2.^0) 
KQ div b = 0 , (3-^) 
so that either K or div "b must vanish. If K vanishes, it follows from 
S ~ S 
Lemma 3-1 "that the vector field consists of parallel straight lines. If 
div b vanishes and K does not vanish, then (2.33) shows that n must be 
constant along the vector line. The vector-lines, being plane curves, 
must be concentric circles. 
The remaining possibility is that div b and 9., each vanish while & * J ~ bs 
T and K do not vanish. In this case the conditions (2.32), (2.33), 
s s 
(2.^-0), and (2.^1) show that the curvature K and the torsion T must 
s s 
each be constant over the surface V(x ) = constant. 
It follows that the vector field must consist of circular helices 
mounted on concentric circular cylinders, the cylinders being the 
surfaces on "which the vector magnitude maintains a constant value. This 
establishes Lemma 3.2. 
It should be emphasized here that Hamel's theorem will follow from 
Lemma 3.2. if it can be asserted that no real fields of the class defined 
in the statement of Hamel's theorem are possible when 9, is different 
from zero in a neighborhood. 
One may now show that the vanishing of div b is equivalent to the 
vanishing of 9n . Thus Hamel's theorem also follows if it can be shown & bs 
that div b = 0. We have: 
Lemma 3.3-
In vector fields of the class defined in the statement of Hamel's 
theorem, if div b vanishes in a neighborhood, or equivalently if the unit 
bi-normal vector is solenoidal, then the vector fields are either circular 
helical or consist of parallel straight lines. 
To prove this lemma, it is first noted that when div b vanishes In 
a neighborhood, the condition (2.53) requires that either 9 is zero, in 
D S 
which case the r e s u l t fol lows from Lemma 3-2, or e l s e 
2 
K 
+ T / - - r - - H (K + d iv n) = 0 . (3-6) a
 2 2 s 
b s s 4- sN s 
It will be shown that (3-6) is impossible in a neighborhood. Taking 
the s-gradient of (3-6) and using (2.33) and (2.5̂ -) one has, for non-
vanishing K , s 
jg U g + div n) = - e^s(2Ks + div n) (3-7) 
20 
so that, by (2.^6) 
5T 
-i=0. (3.8) 
By (2.30), and (3.8), 
62T 
^ = 0 ' ^3.9) 
so that, by (2.^0) 
^ ^ S T B ) = 0 ' (3.10) 
and hence, by (3-8) and (3.10) 
ifbg 
6b 
0 . (3.11) 
Multiplying (2.^2) and (2.^3) ̂ y By, and- T respectively, and 
Do S 
adding, one ob ta ins from (3 .8 ) and ( 3 . 1 1 ) , 
kl\a
Z + Ts2> = " ^ C + TS2)(HS + div „) (3.12) 
5K 
Taking the n-gradient of (3-6), and substituting for — — from ^ N ' on 
(2.MO, for -A ( K S + div n) from (2.Vf) and -^ ( e ^
2 + T / ) from (3.12), 
one obtains, after a little reduction, for K nonvanishing, 
O 
div n = - | K . (3.13) 
Substituting (3-13) into (3-6) one finally obtains 
21 
4(GL 2 + T
 2) + H 2 = o , (3.1*0 
v hs s ' s 
showing that 0, » T » and K must each be zero. This establishes the 13 bs s s 
lemma. 
A review of the analysis used to prove Lemma 3.3 shows that it can 
be carried through in an analagous, but somewhat simpler, manner if T is 
zero while n is non-vanishing. 
s 
One may also note, by (2.^-0), that the vanishing of T in a neigh-
borhood implies 
KQ div b - 0 , (3.15) 
so that for non-vanishing K , div b must be zero. Hence by Lemma 3-3; 
9., must be zero. 
bs 
From these observations one deduces Lemma 3-̂ « 
In vector fields of the class defined in the statement of Hamel's 
theorem, the vanishing of torsion T in a neighborhood implies the vanish-
ing of 0., . In this case the vector-lines of s are either concentric 
to bs ~ 
circles or parallel straight lines. 
The final lemma established in this section is required for the 
elimination of possible exceptions due to the vanishing of a factor occur-
ring in the analysis of the next chapter. 
Lemma 3•5 
The vanishing of the expression 
2 2 
T- K n 
D = ~^7div ~+ T^T§ + ~ ^ ) > ( 3 - 1 6 ) 
2 2 2 
where T- = 6-, + T , gives no exception to Hamel's theorem. 
s bs s 
If D = 0, one has 
2 




where neither T- nor H vanishes because to attain non-vanishing of 9, 
s s to bs 
one requires, by virtue of Lemma 3-1 and Lemma 3-^-? that none of T or H 
2 
vanish. Therefore, according to the definition, T- "will also not vanish. 
s 
Substituting (3-17) into (2.1+0), 
2 
6K T a, n K N 
s _ s bs / 2 s \ /„ lflv 
T-
S 
Taking the s-gradient of (3-l8) and using (2.^k), 
6 K 0 K
 2
N ,9, 6T T 6"9, T 9^ 6 T -
2
N 
s _ / 2 s y_bs s s bs s bs s \ , _ n n > 
^ b ~ l T i +^TA—2-6T + ^ ~ 6 s - " I T - 6 T - ; - ( 3 ' 1 9 ) 
Ts T i Ts 
Substituting (3-17) into (2.1+0), 
2 
6T T 0, , ^ H 
S S DS 
6s 2 
Ts 
( 3 T . 2 + - f ) . (3.20) 
From ( 2 . 5 3 ) , 
2 
( T / - - j j - ) , s ince e b g ^ 0, KS ^ 0 , (3 .21) 
Ts ^ . ^ 1 / 2 Hs 
K + div n = - - — div b H T-
s ~ 9, ~ H \ s 
bs s 
23 
on s u b s t i t u t i n g f o r d i v b , t h e e x p r e s s i o n ( 3 . 1 7 ) > ( 3 - 2 l ) "becomes 
2 2 2 
K \ T K i r k / 2 s \ 2 'B S I ,_ 0 0 > 
* s + d i v n = - 2 - L T g + ( T S - - ^ J T - + " ^ — J • (3.22) T- K 
S S 
Substituting (3.22) into (2.39), 
2 2 
b s - 1 10 2 2 b s s j / _ n „ s 
- s i — 2 ^3TS
 T-s — 5 — ; • (3.23) 
T-
S 
6 T g 6 9 b s 6 T g
2 
From ( 3 - 1 9 ) ? on s u b s t i t u t i n g f o r - 5 — , — ; — , and —-c—, t h e v y" to 6s ' 6s ' 5s ; 
e x p r e s s i o n s ( 3 . 2 0 ) , ( 3 . 2 3 ) , and ( 2 . 5 5 ) , r e s p e c t i v e l y , one h a s 
2 2 
^ = - ^ l ( T i 2 + T - > T B 2 - 2 T s 2 ) ' (3.24) 
T-
S 
Taking the b-gradient of (2.33); 
62H 6& 6K 
s bs . n s 
H —7--,— + 
6b6s s 6b bs 6b 
2 2 
69, T a , ^ K 
= «e "ST + ̂ T 1 - (*B
2 + 4 ) ' ^(3-18). (3.25) 
T-
S 
Applying the commutation formula (2.30) to K , 
2 2 
6 K 6 H 6K 
s s „ s 
>s6b 6b6s bs 6b 
2k 
Q
 2 2 
T a, > o * 
s bs / 2 , s 
s 
2 
^T-2 + -JL-) , by (3.18) . (3.26) 
2 2 
6 H 6 H 
From (3.26), on substituting for ^ ^ , -^77^ the expressions (3.24) 
6s6b' 6b6s 




3Ts ( 2 Ks V 





- 2 T 
S S 
(3.27) 
From (2.44), on substituting for K + div n, the expression (3.22), 
one has 





   \ 
LT-s " ̂ Ts - HKs ) / s k 
(3 .28 ; 
Taking the s-gradient of (3.28), 
.2 
( 5 T . 2 - T 2 ) 
s s /,_ 2 2^ s 
6s6n ~ „ 2 ° T s s j 6s 
2 T -s 
2 2 A 2 O 2 * 







6H 6 T - 6T 
From ( 3 . 2 9 ) ^ on s u b s t i t u t i n g f o r —— , — - — . and —=— , t h e e x p r e s -
' 6s 6s 6s * 





' b s Y(c 2 , n 2, 2 3 2 2 
—o (OT + 2K ) T - + i 7 K 
2 L s s ' s 2 s s . 
(3 .30 ) 
25 
Taking the n-gradient of (2.33); 
2 
6 n 69, 6M 
s b s , „ s 
= K — + 6n6s s 6n bs 6n 
bs bs 
K —r H ?r 
s 6n 2 
T -
s 




by ( 3 . 2 8 ) ( 3 . 3 1 ) 
A p p l y i n g t h e commuta t ion fo rmula ( 2 . 3 l ) t o K , 
2 2 
6 K 6 K 6M. 6M 6M 
s s _ s _ Q s _ s 
6n6s 6s6n s 6s bs 6n s 6b (3.32) 
2 2 
6 M, 6 M 6M 6M 6M 
From (2.32). on substituting for -—— . -—r— , —0— . —;— , and -77, the 
6n6s 6s6n 6s 6n J 6b 








s \ 2 3 2 2 
. T M 
2 s s 
(3.33) 
Taking the s-gradient of (3.27) and using (2.^k), 
6
2e. 
bs M - r T 
6s6b -^++1 
S l-r2 P 2 ^ S 
r - ? ( TB - 2 T S )-6^ T_ M 
S S 
^ 2 





1 ( 2 
~ (Ti T- M 
S S 
o 6T 
s ' 6s (3.3*0 
2c 
6K 6T_ 6T 
From (3-3^)> on substituting for — 7 — , — - — , and — = — , the 
expressions (2.33)j> (2.55) J> and (3.20), respectively, one has 
2 2 2 2 2 
6 0, 3 T a, 0 K . r , K , T H -, 
bs s bs , 2 s v . 4- / 2 s \ 2 s s /„ OC-N 
^ 6 F = - T — ^T-s + T r l ^ - s - l20Ts " X X - - 2 — J 0.35) 
T- K 
S S 
X - 2 
6T 
Taking the b-gradient of (3-23) and substituting for — , the expression obtained by taking the b-gradient of {2..^k), 
2 2 2 
6 8, T / j, 0, K X 6 T 
bs _ s fr 4- bs s \ s 
6b6s ~T \ Ts + 2 /6b~ 
Ts 
2 2 2 
T 9̂  K 60^ 0^ K 6K 
s bs s bs bs s s 





From (2.4-2), on substituting for — — and K + div n, the expres-
sions (3.33) and (3.22), respectively, one obtains 
, 2 2 
6T 6T 9, - 0 H , 
s s bs , 2 . s \ /~ 0„% 
~w = 2 — lT"s
 +-r) • ( 3 - 3 o 
T- K 
S S 
6T 69 6H 
From (3• 36)_, on substituting for ~^—, > , and —7r~; the expressions 
(3-37)> (3.27); and (3.18), respectively, one has 
2 2 2 
6 9 b s T s 6 b s / 2 Ks \ r / _ , 2 Hs \ 2 2 2 1 , o p > 
-6b6i- = " - 4 — lTs + — I 1 3 6 T S + — > S + T S K S J - ( 3 - 3 8 ) 
T" H 
S S 




b s b s _ 
6s6b 6b6s b s 6b 
bs 
s bs / 2 s \, 2 
2 
S S 
(T-2 + T - ) ( T " 2 - 2T S 2) , by (2.27). (3-39) 
2 2 
6 9bs ^ s 
From (3-39) ? on substituting for -7—rr~ and Pn g—, the expressions 
v -̂ ^ to 6s6b 6b6s ' -̂  
(3-35) and (3•38)^ respectively, one obtains 
2 2 2 








Since none of 9, , T . or n vanish, T" H r— is different from 
bs s s s 
T 
zero. Therefore, (3.^0) yields 
2 2 
> ^ ,'-,« 2 5 2\ 2 Ts Hs 
,Ts - ̂ l8Ts " K )Tl ' -2— = ° • (3AI 
T a k i n g t h e s - g r a d i e n t of ( 3 - 33) j. 
0 °bs = °bs r k 






\ 2 L 3 2 2H t 
JT" + „ T H, -r— 
2 / s 2 s s J 6 s 
, ^ 3 2 2 \ 6 T s 2 l 2 T s 9 h s / 2 K s N 6 T s 
2 T ~ + ~ T.. H_ ) —7— + ^ I T - + T 
T H 
S S 
s 2 s s / 6s 2 
T" H 
S S 
^ y 6: 
1 
2 T " 





2 Hs \ 2 3 2 2"] 0 b h s 
OT + ~7Tn~ - 7T T H . 
s 2 / s 2 s s J 6 s 
(3.te) 
bK 6 T - 2 6 T 60, 
From ( 3 . ^ 2 ) , on s u b s t i t u t i n g f o r -r—, — T — , -7— , and - , t h e 
e x p r e s s i o n s ( 2 . 3 3 ) , ( 2 . 5 5 ) , ( 3 . 2 0 ) , and ( 3 . 2 3 ) , r e s p e c t i v e l y , one h a s 
2 
6 9 b s _ 1 To 8 / _ 2 ^ 2N 6 , 2 , , 2 2N _> = — r — [ 2 T - 8 + (10T 2 + 2K 2 ) T " 6 - 1+T 2 ( 1 5 9 ^ 2 - K 2 ) T J _4- L s v s s ' s s b s s ' s 5s 6n 
T~ K 
s s 
. 2 2 2 
9 , H . , ^ H 
b s s K 2 + t > f - I TB \BV] • (3A3) 2 
Taking the n-gradient of (3-23) and substituting for —:—, the 
~ on 
expression obtained by taking the n-gradient of (2.3^-), 
2 2 2 
bs s /V _^ , b s s \ s 
6n6s "" k \ s 2 J 6n 
T -
S 
2 2 2 
T a n 6 9 , 8, K 6H 
s b s s b s b s s s , _ , , N 
— - T &T " — 2 - I T • ( 3 ' H ) 
2T"s 2 T "S 
From ( 2 . ^ 3 ) , on s u b s t i t u t i n g f o r , H + d i v n and d i v b , t h e 
e x p r e s s i o n s ( 3 . 2 7 ) , ( 3 . 2 2 ) , and ( 3 . 1 7 ) ; r e s p e c t i v e l y , one o b t a i n s 




0^ " ̂  - K V - I ̂ V] • (3A5) 
5T 66, 6H 
C? k q C? 
From (3.̂ +̂ -); on substituting for -7— > —T—, and —r—, the expres-




1 r n o 2 Ks \ 6 -JJ— |_(^2T_ ^ ^ ) r s 2 / s 6T
 2 ( 6 T
 2 
s x s 
2 . 4 




: ( H T U - I e 2 H 2 y 2 + i T2 a^n ( , 6 ) 
\ s 8 b s s / s 2 s b s s J w / 
Applying the commutation formula (2.3l) to 9 . 
D S 
2 2 
6 9, 6 9, 




- 2 T 6n6s 6s6n s 6s b s 6n s 6b ( 3 . ^ 7 ) 
6 29^ 6 2 9^ 69^ 69, 69^ 
T-i t o U N -. 4.-^. 4-- -P ^ S t>s b s b s b s From ( 3 - ^ 7 ) ? on s u b s t i t u t i n g f o r —̂ —r— , -7—:— , — : — , —;—> and —rr— » t h e w ' " o 6n6s 6s6n ' 6s ' 6n ' 6b 
e x p r e s s i o n s ( 3 . ^ 6 ) , ( 3 ^ 3 ) , ( 3 - 2 3 ) , ( 3 - 3 3 ) , and ( 3 - 2 7 ) , r e s p e c t i v e l y , one 
o b t a i n s 
T - K s s 
U T - 8 + ( 8 T 2 + 2 K 2 ) T - 6 - T 2 ( l 8 9 ^ 2 - H 2 ) T - 1 4 L s x s s ' s s b s s ' s 
K 
2 
2 2 • 2 s \ 2 L 1 2 Q 2 V 
H. ^ T „ r~ H i + T> T_ 9^„ H. b s s V s k / s o s b >s s 




rs 2 2 / , 2 H s \ 2 1 2 Q 2 ^ 
* -- »- ^ T s " T r J T s + H T s 9 b s *s = ° bs s \ s 
(3.1*9) 
2 2 
Multiplying (3.4l) by T T- , then adding to (3-^9) and reducing 
s s 
by the definition (2.3̂ ).> one obtains the following sum of squares: 
2 
_ 8 , ' 2 Ks \ 6 L T 2 2 4 
3Ts + V9bs + XJTS + S 6bs *s Ts 
2 
+ ^ ( ? 0 + I 8bs2"s2)Ti2 + 5 T o V O = ° (3.50) 
We see t h a t 
T-2 = ê  2 + T 2 (2.3*0 
s bs s 
must vanish, and accordingly, 9, and T must each be zero. The only 




DERIVATION OF POLYNOMIAL EXPRESSIONS FOR —r-^ AND — — 
6n 6b 
Since from Lemmas 3 d to 3.4 one notes that exceptions to the 
rectilinear or circular helical configuration can occur only if each of 
the four parameters QL , T , H , and div b is non-vanishing,, Hamel's 
bs s s <~ 
condition (2.53) can be written in "the following two forms: 
2 
^ s
+ d i v n = - r d i v b + 7 lTs2 - nrJ > ( ^ 
or 
div b = - - ^ [~(H + div n) - -i- (r-2 - -r-)] . (4.2) 
~ T L S rJ H \ S k- /J K J 
Taking the n-gradient of (4. l)_, 
1— (H, + div n) = - — — div b + ~ div b + J 
6n x s rJ 9, fin ~ \. 2 ~ K J 6n 
'-u b 
bs 
-div b 2 T 6T . K 2\6K 
- ^ ' ^fi •* - ̂  ++h? • -̂3) 
U t> b ?<, 
S 
6T 6K 
From (4.3); on substituting for -7— and -7—, the expressions 
obtained by substituting (4.1) into (2.43) and (2.44), respectively, one 
obtains 
(K + d i v n) = x s ~y 
T / T 2fl x 6U 
s 6 , . , / s - , . - , , l 3s \ IDS 




H / 6n 
s 
d i v b 2 T v 69^ 2 T - 0 
, ~ s \ b s s / _ . , v 2 





b s s 
- (5T-2 - 4 H 2 ) K \ S 4 S / M, jd iv b 
2 3 2 \ 2 2 / 2 
T" + lM-T„ + o ^„ JT: - K_ [ T. s 2 s / s s \ s -h\)\ ^,+) 
Taking the b-gradient of (4.2), 
d i v b = -
b s 6 
-T— (K + d i v n) - 1 — ( H + d i v n ) - — T - - —r— 
5b v s ~ IT LV S ~y K \ s 4 
2 a , 69. 
- -nrj — + — \ - L(HS + d l v *) ~ ~lT-s - -TTJJ 
2 
H N 6K. 2 T S 1 6 T S
 9 b s ' 2 " s \ ^ s 
+ I T ; ib ~ — 2 lTs +-Y~)^b T H, 
s s 
b s 6 / \ , i ~ , b s ^ b s 
— -jT- ( H + d i v n) + I—T + J •,., 
T 6b v s ~ ' \ Q T H / 6b 
s b s s s 
x i iv b 2 9^ N 6T «L n n 
b s \ s bs i 2 . s 
2 
"\ s bs ( 2 " S N , . , 
J lb" + ~ lTs + — J dlV £ ' T H / 6b 
s s s s 
by ( 4 . 1 ) and ( 2 . 4 l ) . ( ^ •5 ) 
33 
6 T 
From ( 4 . 5 ) , on s u b s t i t u t i n g f o r -rr-> "the e x p r e s s i o n o b t a i n e d by 
s u b s t i t u t i n g ( 4 . 1 ) i n t o ( 2 . 4 2 ) , one o b t a i n s 
ft 9^ fi A±v b 2 a x 6 6^ 
6 , . ., b s 0 / ^- \ 1 ~ D S \ b s 
— d i v b = — {n + d i v n) + - J —r— 
6b ~ T 6b s ~ \ T K J 6n 
s s s 
+ (-g— + T ^ H -ffb" + T I T lT"s
 + T - > 1 V * 
b s s s s s 
1 * 2 2 




From ( 2 . 4 7 ) , on s u b s t i t u t i n g f o r -77" d i v b , 7— (K + d i v n ) , and 
' 6b ~ on s r*s' 
K + d i v n , t h e e x p r e s s i o n s ( 4 . 6 ) , ( 4 . 4 ) and ( 4 . 1 ) , r e s p e c t i v e l y , one 
o b t a i n s 
T o 9, R T-
2 d i v b 69^ 2 T - 2 66^ 
s o b s 0 / , . \ s ~ b s , s b s 
Q — T - d i v b H -TT- {K + d i v n ) = 7z 1 — + 7 — -
9. on ~ T 6b s ~ . 2 6n T K 6b 





( d i v b ) ' 
4- ^ f o 2 H S 
+ T 9, K V 3 T S - - i r ^ * 
s b s s 





Taking the s-gradient of (2.43), 
2 2 
6 T 6 & 6T A 
s bs 0 s / , . N , O o / , ̂  • \ 
T — . „, + 2 -=— (K + div n) + 2 T T— (H + div n) 
6s 6n 6 s 6b 5s v s ~' s 6 s v s ~' 
69, -
- 2 — ^ div b - 29^ -£- div b = 0 . (4.8) 
6s ~ IDS os 
Applying the commutation formulae (2.30) and (2.31) to 9 and T , 
D S o 
r e s p e c t i v e l y , 
and 
s 2 e ^ A s& • ^ 
I s . _6_ , b s \ b s / , v 
6s 6b 6b \ 6s J ~ %s 6b ' K ^} 
2 
6 T c , 6 T S 6 T 6T 6T s 
6s6n 
= T - ( X ^ ) - * -JT- + 9-K T 1 + 2 T I T - (^-10) 
on \ os / s os bs on s Ob 
6T 
From ( 4 . 8 ) , ( 4 . 9 ) , and ( 4 . 1 0 ) , on s u b s t i t u t i n g f o r — r ^ , 
Ob 
6 6 9 b s 6 6 T s 6 T s 
T— ( K + d i v n ) , — s — , T - d i v b , —s—, -rrr". a n d K + d i v n , t h e e x p r e s s i o n s 6 s s ~ ' 6 s ' 6 s *J on 6b ' s *J 
( 2 . 4 0 ) , ( 2 . 4 6 ) , ( 2 . 3 9 ) , ( 2 . 4 5 ) , ( 2 . 4 3 ) , ( 2 . 4 2 ) and ( 4 . 1 ) , r e s p e c t i v e l y , 
one o b t a i n s 
K 
sL6n 
69, .. 69, 
d i v b - 4 - ( H + d i v n ) l = h(j — ^ - 9^ - J J ^ ) - 4 T - 2 d i v b 
~ 6b s ~' J \ s 6n b s 6b / s ~ 
O r, 2 
8T 9, ' r, K v s b s / 2 s 
H \ s ~̂ ~ + T -) > ( 4 . 1 1 ) 
a r e l a t i o n , which w i t h ( 4 . 7 ) y i e l d s 
0 . 
. d i v b 4 T a > 6 a 29 o p 60, a 
6 . . -u _ , ~ , _ s _ b s \ b s IDS / 2 2 . ^ s 
d l v t - <-g— + — g — j -JJ; g - (TB - 2T, 
b S T- K T - H, 
S S S S 
s y 6b 
r-(div 5)2 - r- h 2 - K 2 - T- ) ] d" £ 
b s s 
^ T e>, r s b s 




- ^ s + «>l +\{\" "•¥)]' <*•*> 
and 
. 4 i v b 4T 3 N 6 a 2 6, 0 0 60, 
6 / N / ~ s \ HDS bs / 2 2V b s 
^ ( H S I d i v n ) = [ — - 3 — J -^— +—7T- ( T ; + 2 T ^ ) L 2 / 6n 2
 x ' s ' ^ ' s ' 6b 
b S T - K T~ K 
S S S S 
. ^ _ ( d l v £ ) 2 + i [ 3 2 + ( ^ T 2 . ^ j 
b s s 
d i v b 
2 2 




V b s r , _ 4 + p 2 2 *s ' 2 *B , 
( J i -13) 
S u b s t i t u t i n g ( 4 . 1 2 ) and ( 4 . 1 3 ) i n t o ( 4 . 4 ) and ( 4 . 6 ) , r e s p e c t i v e l y , 
one o b t a i n s 
_6 
6b 
2 6 b s / 2 
TT- d i v b = - — ^ — ( T~ - 2 T ) 2 ' s 
T~ K 
S S 
s ' 6n 
7 d i v b 4 T _9, _ s 5S. 
+ 
s~bs \ w "bs / . *2 
J -KT + ( d l v b) 2 / 6b 
b S T - K 
S S 
4T a 4e, 
s b s n . b s 
d i v b + 
2 
H 2 2 
T - K 
S S 
[Yn 2 3 2 \ 2 
LK + ̂ s >s 
K 
2 
s / 2 
rvs 
( 4 14) 
and 
A 2K o o 6eL / d i v b hi 9^ 2 x 69^ 
6 / M . . N _ bs / 2 O T 2, bs / ~ s "bs \ bs 
7— (H + div n) o — \T~ - 2 T ) —=— - 1—5 - 1 ——— 
6n s J T _ 2 H s s 6n U ^ T_2R ) 6b 
s s s s 
T . . . _ « 2 
i p (2T-2 - T 2 ) (d iv b ) 2 + TT-^A^-2 -(hr2 + -§-)>i.vt> 
2 v s s / v ~ ' 0 , K L S \ S 2 / _, r. b s s 
b s 
2 , 3 2 \ U 
OF (Ti + <8V - 1 <h 







Taking the s-gradient of (2.53), 
2 
6T- rH T div b-n 6K 
s ^ + (HS + div n) + -JL__^J_Ji - KQ ̂  (H S + div n) 6~ 
bs 
H. d i v b ST T K d i v b 69 T K £ 
s s s ~ bs s s 6 T— + o 7 — - -5 -F— div b = 0 . (4.1fj) 




2 5 H S 6 
From (4.l6), on substituting for —z—, , -7— (H + div n), 
6T 69, 
-£~ , - g ^ , and ̂  div b, the expressions (2.55), (2.33), (2.48), (2.4o), 
(2.39), and (2.^5), respectively, and substituting for h + div n the 
expression (4.1), one obtains 
37 
4 
69 T 69 
bs s "bs 






(div b) 2 + — ^ (2T-
2 - -^-) div b 
bs bs 
29 , 0 ^
 2- -n 
i bs / 2 s * | _ ̂  
s 
(^.u: 
Since 6. and H are different from zero, (4.17) reduces to the bs s J \ i / 
following form: 
) ^ s _i_ bs 






T K2 ~n 2 + IT" K 2 " Y) div £ + 
bs 
^ (*5
2 - -£-) = (̂ .18) 






+ T b s + 
.69^ 2T- K 




( d i v b ) 2 - — ^ ^ T - 2 - - ^ 
b s 
49 . 0 K
 2 , _. 69 r 6 9 ^ d i v b • Q *
 2 . n 
b s , ^ 2 s \ I b s , b s , ~ , ^_ 2 s \ + — IT-— v rJJTT^-F^^^-T) 
b s 
l i 
T--2 0 T H fc8?" , K
 2 6K 
S ^ • ^ N 2 . S 5 -, . , , b S / 2 S , S 
( d i v b) + ^ — d i v b + - [T- + ~1~)J 2 29 
b s b s 
2 vTs " i y j T i 
n 2 T 29^
 2 - 6 T - 2 
2 s n . b s i s 
d i v b - — - — J b s 
* J 6s 
s 
I—%• ( d i v b) 
Gbs 
f - l l ^ , - . ^ (o 2 " A l l . - . n 
L~~^" dlV * " 9~ l2Ts " ~JJT dlV b = ° b s b s 
(^.19) 
Applying the commutation formulae (2.30) and (2.31) to 0 , one has 
2 2 
5 9 6 6 
bs _ bs 
69 
bs 




6 9 6 9 
bs _ bs 
6s6n 6n6 s 
69 66 66 
. H - ^ + 9̂  -J^ + 2T - ^ . 
s os bs on s ob (^•21) 
2 2 
5 a, 6 0 
b s b s 
On substituting for gn g — and -=—7.—• the expressions obtained by 
6bos on 6 s A, ' 
OH 6b ; 
taking the b and n gradients of (2.39), and then substituting for 
6T 6T ~ 6 H ~ 
-$£• , -g~, and ~ , the expressions {2.hi), (2.42), (2.43), and (2.44), 















2 s T-S 
^ s
2 ) - & 
2 2 
-f (2T- + 4 T ) div b 













s ' 6n - G 
4T 
bs 








s s /,. ,v2 s /. 2 , 2 2 
—^5— (div b) + -5— (6T- + 49i ^ t)- s bs 
bs bs 
H )div b 
s ' ~ 
39 
~UT
 2 +-4") r-k + (8T 
_ \ s 2 / s 2 
T- tt 
s s 
2 a 2 n 2„ 2 L 3 *K 2 0̂  - 2T H + # H )T -
s bs s s o s ' s 
- T 2H 2 i26^ 2 + - 4 - ) I . 
s s \ bs k- / J (^.23) 
62e 62e 6e 6T 6K 
From (IK 19), on substi tuting for j ^ T , ~J^, ~TT > S^> ~af > 
6T-2 
-^-, and y- div b, the expressions (^.23), (4-.22), (2.39), (2Ao), (2.33), 
(2.55), and (2.^5), respectively, and reducing by (4-.18), one obtains 
K 2 60 
^ T 2 + s ) *! 
s 4- / 6n 
2 2 
T - H T , H , 
V div b + ^ _ (2 T .2 . ^ + ^ y J 




2 2 2 
+ S Y B (diV b)3 - A , (2T-2 - "V)(T5
2 + 2Ts
2)(div b)2 





2 - \\\2 - ~w]' 
bs 
+ _MU T > + ( 8 T
2 + | H 2 ) T - 2 
K L s \ S 2 s / S 
s 
H 2 l 2 r 2 
s \ s 
2 
^ J j = 0 . ( b . 2 4 ) 
A check of the condition (k.2k) is given in the next chapter. The 
condition (5.21) of the next chapter is verified by alternative computa-
tional procedures. This in turn gives a check on (k.2k). 
66 66 
The relation (4-.18) and {k.2k) are now solved for —?— and * . 
One obtains 
40 
2 2 S 2 
68 rT- ft T K
 J , * 
bs _ 1 s s /,. ., o S S / v2 2/ 2 2 s_\, . , 
- - D br— (dlv y + ¥e— (dlv £) - 2Ts lT-s
 + T
s - ^r;





! (Ti + -r)J ' ^-25) ft 
s 
and 
2 2 2 2 2 
68 rT- T ft ft , , ft ^ T ft 
bs _ 1 J s s s /,. ,N3 s . „. 4 s 2 s s V^- ^\
2 
bs bs 
2 4 2 2 2 
T r-. - H • ~ * -n 2 9 ^ ft s 
bs 
[ K 2 + T>-s
2 " - t ^ l + ̂  (-s
2 + T ) }• (2.26) 
It follows from Lemma 3*5 that D must be non-vanishing. 
The condition (4.19) is verified in the Appendix. The condition?: 
(4.25) and (k.26) are checked as follows. One may compute the s-gradients 
~ 6b of (4.25) and (4.26) directly^ to obtain explicit expressions for ? ; — 
62ebs 
and ', r~. A substitution of these expressions in (4.19) shows the latter 
condition to be identically satisfied. 
When (4.25) and (4.26) are substituted in (4.18), one obtains an 
identity. When they are substituted back in (4.4) and (4.6) one obtains 
A A 6 
relations between -p- (̂  + div n) and -*— div b, and between TT" (ft +div n) 
6 n s ~' On ~ 6b s ~y 
e 
and Sr div b. The same relations are also obtained from conditions (4.12\ 
6b ~ y 
(4.13)} (4.14), and (4.15). Inasmuch as the conditions (4.18), (4.4), and 
(4.6) are obtained by taking the s, n, and b gradients of Hamel's condi-
tion (2.53); one sees that no new relations can be obtained by taking 
hi 
higher gradients of the relation (2.53)• 
By (k.l), one may eliminate the parameter K + div n, and only 
deal "with four parameters 6 , j , K , and div b. The gradients of 
D S S S r^j 
t h e s e f o u r p a r a m e t e r s can be t a b u l a t e d a s f o l l o w s : 
2 
6 0^ T ft K 
-ST1 = - -£-?• d i v b + 2 T - ^ ( i f .27) 
6 s 0, ~ s 4 K ' 
bs 
RQ 2 2 3 2 
b s _ 1 [ s s , n . , \ 3 S S / . , . , N2 2 / 2 2 s \ _ . -. 
—JJ rr ~— ( d i v b) + T— ( d i v b ) - 2 T - I T - + T - -^— j d i v b 
On D L a 2 v ~ ' 40n ~ ' s V s s 4- / ^ 
°n_ b s 
b s 
^ T _2 Q 2 
'T_s Ts bs !\-2 + V ) l (4.28) H V's ^ " T 
2 2 2 2 2 
68 rT- r K K , , K T ft 
b s _ 1 f s s _s ^ , _ ^ 3 s ^ 4 _ ^ _ ^ 2 _ s B _ V J > 4 „ x i 2 
b s b s 
DS J. j s s s / , . n v j s / „. 4- s _ ^ s s w _, , v 
SF" = D I - 3 ( d l v i> - 7^2 VTS ' TT T i " —IT—J(dlv 2? 
2 4 _^ 2 2 2 
ft v ^ X. - 20 , ^ ft 
s Li^s + T K - "£] "v £ + - ^ ^ + -*-) } (4.29) b s - ' " ' ' " — - H s 
6T 
= ft d i v b - 2 T 6 ( ^ . 3 0 ; 
6s s ~ s b s 
6"T 69, 2T - 2 2T , 0 ft
 2 , 
S _ b S , S , . -, S / 2 S \ / ), i i \ 
b s s 
6T 66^ 20^ . . H 2 , 
b s b s / T _ _ 2 _ ^ _ ) ( ^ _ 3 2 ) 
fib 6n K \ s ~4~ 
kp 
6 H S 
6s b s s 
(M3) 
6 K T H o c o 
S S S n . 2 S 2 
d i v b + T - + T K 
~ S 4 S 
6n ( ^ 
(^.3M 
5 H 
-7T- - - K d i v b 




d i v b - - •jzr - K d i v b 
Ob b s ru 
( ^ • 3 6 ) 
, d i v b Vr 9 2 , 69, 2 9 ^ 69 
6 -, • / ~ s b s \ b s b s / 2 2v b s 
" d l v ~ = v i - + _ 2„ ; ̂ r - ~ ^ (T- _ 2 T - } — 6n 2 b s T- H 
s s 
2 ^ ' s 
T s * s 
6b 
T 
-£- ( d i v b ) 2 - - i -
b s s 
H 2 
T - - (4T - - r - J | d i v b 
. S \ S 4 
+ 
4T 9 . 
s b s r ^ 
2 2 




- (2T 2 + x 2 ) T -
2 + ^ - f-v s s ' s 2 V (^.37) 
6 , . . 2 B b s , 2 p 2/
6bs /d i vS Ws9bsV9bs , , . . h,2 
^ d i v ^ = - 7 2 - ( T i - 2 T s > —+ — - —-2-; I T + ( d i v y T- H 
S S 
bs Ts Ks 
4T 6̂  49^ 
s bs -.. , . bs div b + 
2 
K 2 2 
T- H 
S S 
2 1 2\ 2 
2T + fn T-
S 4 S / S 
2 , 2 
K K 





One can conclude from the above expressions that since —*— and 
69>, 
DS 
—TT— are expressed as polynomials in 9-, , T , H , and div b, all the 
gradients of the parameters 9 . T , R , and div b can be expressed as 
° bs s s7 ~ * 
polynomials in these variables. It is thus merely a matter of algebra to 
manipulate the compatibility conditions of Chapter 3 to isolate the 





The parameters Q , T , K , and div b must satisfy the identity 
(2.28). In other "words, one may obtain new relations by applying the 
commutation formulae (2.29), (2.30), and (2.31) to each of 9, , T , H , 
Do S S 
and div b. We obtain explicitly twelve relations. However one can only 
obtain three polynomial relations by substituting the expressions (4.27) 
~ (4.38) to the corresponding terms of these twelve relations. This is 
proved by Investigating the twelve relations one by one in the Appendix. 
In order to derive the first polynomial one applies the commuta-
tion formula (2.29) to 9̂  , 
x ' bs 
6 \ 62a 69^ 69^ 
° S ^3 A • -u ^ S _L ( . *• \ ^S (c nN 
= - d l v £ ~r— + U„ + d l v a) —TT— . (5.1) 6b 5n 6n6b ~ 6n s ~' 6b 
2 2 
6 ^s 6 ^s 
From (5.1) j on substituting for . .— and "Trrr"; "the expressions 
obtained by taking the b and n gradients of (4.28) and (4.29), respec-
, . n ^ ^ +.+ +.- ,,
 60h£ 66bs 6T S ^ T S 6K S 6KS tively, and then substituting for - — - , —^-, -^- , -^-, -^- , - ^ , 
j - div b, and ~- div b, the expressions (4.28), (4.29), (4.31), (4.32), 
(^•3^)* (̂ .35)> (^-37); and (4.38), respectively, one obtains 
^ 3 L A x




x = 7 :— d i v b , ( 5 . 3 ) 






s U Q 10 0 2 8 s / c 2 s \ 
4 4 
T K I T 
S S \ S 
T K 2 2 / 2 Ks \ 4 ' ' s "a 2 1 1+ 6 
Tr;Ti T" - ^ T H , ; S 32 S S J 
(5.>0 
cL 
Ts / 2 , K s \T« I 2 /ft 2 L 9 2 \ 10 2 / 2 Q 2 \ 
— lTi + - r I 8 T s + l 8 T s + 2 H S J T S + % i 2 T s + tK A 
" l \ l T s 2 - "1T)T~S 
4 4 
s /' 4 2 2 Hs \ 4 
K s f, K 
T~ - —J— ( 3 T ' + T H + -5—- IT 
S 4 \ S S S 32 / S ) 
2 6 4 8 
T s Ks / 2 3 2 X 2 T s *s • 
" T — VTs + HKs )Tl + ~WJ (5 -5 ) 
2 
1, 1 2 ^ 2 H s \ 10 2/V 2 7 2\ I 
M-T- + DT + - 7 ^ J T - - H bT - -5-K ) T " 
s \ s 2 / s s \ s o s / s 
h k 
2 / 4 15 2 2 3 l t \ 6 H s / , , 4 3 2 2 *s \ 4 
s ( T s + T T s " s " 32 KB PS - T - l l l T s + 2 T s *s + ^ 2 - j T " s 
2 6 4 6 
Ts Hs / 2 , 3 2 \ Ts Hs / 2 3 2 
( 5 . 6 ) 
[^10 + (' 
2 1 1 2 
 I 4 T S
 + !TKs 
\ 8 s / n 2 , 5 2 \   \ 6 
2 4 
T K 
4 / 2 23 2\ 4 , S s /' 2 2 1 2 \ 2 1 4 6' •^ , 1 1 / _ _* 
k6 
2f 8 , 2 6 s /' 2 7 2\ _k j 2 2 / 2 15 2 \ 2 
\ = ~ T"s LT"s + kTs Ts - — l5Ts " K > s + T s "s l T s " ^ K s > s 
3 ^ 4 
+ ^ T H 
O S S 
] , (5.8) 
2 2 
« ^ fo ^ ^ 2 2 2 T s Hs \ , c nv 
A 5 = T i T s i 2 T i + t H s Ti " ^ — J ' ( 5 - 9 ) 
Ag = T-s . (5 .10) 
Since K and D do not vanish "by virtue of Lemma 3-1 and Lemma 3-5j 
the first polynomial is obtained as follows: 
6 
£ A.. x1 = 0 . (5.11) 
i=0 
It is the occurrence of D in the denominator of the expressions 
6e>, &K 
b s b s 
for — r — and , that makes the final polynomials so complicated, 
In order to verify the polynomial (5.11), it is derived by an 
alternative procedure as follows. 
With non-vanishing of 9, and T one obtains from (4-.18) 
52& T 62& , T 6a , 6T N 6a bs s bs [ s DS 1 s>[ DS 
+ 
 _ _ S _  S \ 
L 2 6b " a 6b / 6b6n 9^ . , 2 ' V   9^  J 6b 
bs 6b 9, bs 
bs 
2 2 
^T~s Ks Ts / 2 Ks M 6 
" L"~~3 • 7 ^ ^ 1 " WJ 6b d l v I 
bs bs 
2 
3 V"'s -1-\ ^1 + 2^2"div *)2 - A K 2 - ^f)div * 
IS 
2 
2 / 2 ^ ^ 2 s \ 1 b s s s / . , . n N 2 
+ — I T - + 2 9. - - j — " i r - + - ( d i v b) 
K \ S b s 4 / J 61) L A 3 ~ 
s 
b s 
(2 T i2 + K2 - ^th 
b s 
^ T 9. - . 6 




K \ -i 6 H 
+ ~ ( d i v b) + p d i v b - 5- ( T - + - j — • ) 
LQ j ~ 2 ^ H cL \ S 4 / J 
b s b s s 





K s2a ,9, 6T 
b s _ DS / b s s 
T . 2 + ^ 2 fa 
s on T 
i 6&u x S9^ 
1 b s \ b s T 6n / 6n 
n 
2 
T - K 
S S 
s b s 
d i v , i ^
2 4 ) ] i f l i T b 
b s 
+ ^ ( d l v ,)2 + 1 (2T.2 „ , % g
2 - - - f > i v j , s_ s 
b s b s 
b s / 2 2 s > j b s 
— vi + ŝ - ~v)\ ~sr 
s s 
_2 
T s K s , . . , , 2 ; 
- ( d i v b) + —— d i v b 2 . 2 
T OK s b s 
2 2 
2 lTs " 2 T S ~T 
T K 
S S 
+ [ - — ^ ( d i v b ) + _ - d i v b + 2 ^ T - +-TPJJ 
TO-, bS T K "  ^ 
s b s 






S u b t r a c t i n g ( 5 . 1 3 ) from ( 5 . 1 2 ) , and s u b s t i t u t i n g f o r ^— , and 
2 6n 
6 b̂s 
p— , the expressions obtained by taking the n and b gradients of 
6b 6T 6T 6K 
(4.28) and (4.29), respectively, and then substituting for —z—, —r—, —s—, 
6K - c 6
29-u 6 2 9T 
s 6 , . , 6 . . , . ° °bs ° °bs . n ( , n ^ 
-rr—, -T— d i v b , -77- d i v b , and zz c— - . - , t h e e x p r e s s i o n s ( 4 . 3 1 ) , 
Ob on ~ Ob ~ 6b6n 6h6b 
( ^ • 3 2 ) , ( 4 . 3 4 ) , ( 4 . 3 5 ) , ( ^ . 3 7 ) , ( ^ . 3 8 ) , and ( 5 . 1 ) , r e s p e c t i v e l y , and 
6 9 b s 6 9 b s 
f i n a l l y s u b s t i t u t i n g f o r —;— and —-—, t h e e x p r e s s i o n s ( 4 . 2 8 ) and ( 4 . 2 9 ) , 
6n 6b 
respectively, one obtains again the polynomial (5.2). This not only 
verifies the polynomial (5.1l), but also supports the idea that no new 
relations can be obtained by taking higher gradients of Hamel's condition 
(2.53). 
From (4.22), which is a relation obtained by applying the com-
, x 62&bs 
mutation formula (2.30) to 9 , on substituting for , T- the expression 
6 9̂  
bs obtained by taking the s-gradient of (4.29), and substituting for — — , 
c r OS 6T 6H 
s s . 6 -jj-, -7—, and — div b the expressions (4.27), (4.30), (4.33), and (4.36), 
6&bs 69bs 
respectively, and then substituting for — — and —-7— , the expressions 
(4.28) and (4.29), respectively, one obtains 
, 1 
b s \ 1 
T̂ 3 
^ B i x




(-s2 + 3r) / / , _8 2 6 1 2 2 4 
i 4 T 0 + Kr, T" " ~T^ K„ T7 2 V ' s ^ *s ' s 2 ' s ns ' s 
3 2 4 2 1 4 4\ , r i r , 
8Ts *s T"s + F s *s ) > ( 5 * 1 5 ) 
if9 
( 2 Ks \ 2 
\ T s + T " / r , 10 Hs 8 2 / 2 9 2 \ ( 
6 T S - — T"s + *s l T s " 8Ks > s 2 
2 
f 2 H s >\ ^ 5 2 6 2 i Ik 6 1 , ,, 
Vs - irh + ^K \ Ts - TE Ts \ J > (5-1 6) 
2 2 
/ 2 / s \ L 8 3 2 6 ^ s . 2 2N if 
= " M T P S + i H s T"s + I T (TTs + Hs ) T s 
11 2 if 2 3 k kl , 
=. T- \ r=-> A , . 2 , V ^ 2 Jv 2 







= T - T 
S S 
(2T;2 + 3T 2) , (5.19) 
(5.20) 
With non-vanishing of 9 , K , and D, the second polynomial is 
Ub O 
obtained as follows: 
5. 
£ Bi x
1 = 0 . (5.21) 
i=0 
From (if.23), which is a relation obtained by applying the commuta-
, N 6
2&bS 
tion formula (2.31) to 0 , on substituting for —r—s— the expression 
D s os on * Q 
obtained by taking the s-gradient of (if.28), and substituting for — 7 — , 
~ 0 s 
5T 6H 
s s , and -&- div b, the expressions (if. 2j), (if.30), (^.33), and 
6s > 6s ' 6s 6e 6Q 
"b s "b s 
(if. 3 6 ) , respectively, and then substituting for —r— and i , the 
50 
expressions (4.28) and (4.29), respectively, one obtains 
5 
T 
S l B± x
1 = 0 , (5.22) 
K D 3 
s 1-0 
which, with non-vanishing of H ; T , and D, gives again (5.2l). This not 
o S 
only verifies (5.21) but also gives a check on (4.24). 
The last polynomial one can obtain is derived and verified as 
follows. 
Applying the commutation formula (2.29) to T , and substituting 
for K + div n the expression (4.1), 
2 2 2 
6 T 6 T 6T ,- T . K . _.6T 
s s -^Isf-hf-^Z-Z- lT"B2 " "fife <5-23) 6b6n 6n6b
bs 
Taking the b-gradient of (4.31), 
6 2 T 626^ r 0 0 0 4T 0. s _ b s , f 2 / 2 2 N s b s 
+ 5- ( T - - 2 T ) d i v b -
bs 
3b" 5b6n , 2 La 2
 v s s ' ~ H 
ob 0, s 
b s 
rhT* „• * 2 • 2 t . 2
 H s 2 \ i 6 T S 
+ b e ~" ~ ^ Ts - T i J -jb-
b s s 
2 T - 2 2 T , K 2, 6K 
+ IT*--k ^ l+-i ^I + T ) ^ T • (5.24) 
b s H 
Taking the n-gradient of (4.32), 
p p p 
S T 6^9 o / o o K \ bK s = M _ _2_ / 2 2 _ _ s \ __bs 
6n6b A 2 * \ s b s ^ T y 6 n 
On s 
î T 6n 6T 29 H
 2 x 6K 
s b s s b s 




2 + ^ ) ^ f • (5.25) 
6T 6T 
S S From ( 5 . 2 3 ) , ( 5 . 2 * 0 , and ( 5 - 2 5 ) , on s u b s t i t u t i n g f o r - 7 — , — - , 
on QD 
5H 6K 
-J£, - £ , and | g d i v b , t h e e x p r e s s i o n s ( ^ . 3 1 ) , ( ^ - 3 2 ) , ( ^ . 3 * 0 , ( ^ - 3 5 ) , 
and (*l-.38), r e s p e c t i v e l y , one h a s 
6 ebs 6 ebs r5''s 
+ = |V^ div b - -i- (V-
2 + 8T
 2 - & 2)] 
L9n ~ H \ S S 4 S J A 
2 ^ 2 ~ L& ~ H \ s ^ w ' s k s / J 6n 
6n 6b b s s 
2 
6 T 9, ^ 6 6T„ ^ T - 0 
, c- -,. , s b s \ b s s / . . , v 2 
- ^ d i v b - — J — g — ( d i v t ) bs 
8 T . H < 
s , o 2 s V . 
s 
, J^M r ^ , 1 2 2 2 / 2 V , 1 , c 0 . , 
+ - ^ - L T - s + 4 T S T-S - % ( T S - n j j - ( 5 - 2 6 ) 
rX 
s 
6 2 6 b s 6
2 9 b s 
From ( 5 . 2 6 ) , on s u b s t i t u t i n g f o r — and —, t h e e x p r e s s i o n s 
6n 6b 
obtained by taking the n and b gradients of (̂ .27) and (^.28), respec 
6T 6T 5K 6K . . 
S S S S 0 o 
tively, and substituting for —3—, —-7—, . —T— , — div b, and -7- div b, 
J G on 6b ' 6n 6b §n ~ §b ~ 
t h e e x p r e s s i o n s ( M l ) , ( ^ - 3 2 ) , ( M ^ ) , 0 - 3 5 ) , ( ^ . 3 7 ) , and ( V . 3 8 ) , 
69 69 
respectively, and then substituting for — — and . , the expressions 
(̂ .28) and (k.29), respectively, one obtains 
S:2 
IDS 
2TI 3 Hs D 1=0 
I Ci ^ = (5 .27) 
2 2 





2 L s 
S 
2 8 
3 2 U ll ^ T s Hs "I 
16 s s s 256 
2 , 2 
% / 2 "s \ 6 
—{Ts +—)TS 
(5.28) 
2 . " s 
T- + nr 
T -
S 
k T - 1 2 + ( 8 T
 2 - H 2 ) T - 1 0 + H
 2 [2T 2 - | H 2 ) T J 
L s v s s / s s \ s 4 - s / s 
+ H
 2(UT 4 + i ,
2 K 2 4 „ ^ ) T . 6 . 3 2H V T 2 _ \ \ k 
s \ s 2 s s 16 s / s 4 s s \ s 2 / s 
2 6 
T K 
2 4 8 
T H, 
S S IT 2 S W 2 S S 




. -10 H- h2'. 
sL s 2 s s 
2 / 2 13 2 \ 6 s A., 2 21 2 \ h 
+ - H T - • M V - r v / v • TI I ITS 
/   \ > 
K
 6 ' * 2 2 6 
+ Ŝ
2 - ̂ K - V iV * s 
2 
r)] 
2 T - 1 0 + (4T 2 - 2H 2 ) T - 8 + VllT
 2 - I , 2 ) T -
6
 + "
S ' ' " 2 




6 • T h K 2 - * ) 
S 4 
- J T s 
T 2 H 4 , K 2 T \
 6 
_L,_2_ C3T_2 + _ B _ V 2 + s s 2-;Ti + ^ r (5.31) 
) ' • 
H - - S \ L V + ¥S
h + »s
20s
2 + h 2 h 2 + ¥>:'} (5.3̂  
1 ^ 2 / 2 2 , 
Cc = ± T- H (T- + T 
5 2 s s v s s ' 
(5 .33) 
With Q , H , and D "being d i f f e r e n t from z e r o , ( 5 - 2 7 ) g i v e s t h e t h i r d 
Ob D 
p o l y n o m i a l 
5 
Z °i x l = ° 
i=0 
(5.3fc) 
Since 9 and T a r e e a c h n o n - v a n i s h i n g , one may "write ( 5 . 1 2 ) and 
Do o 





h s b s / 1 b s 1 s \ b s 
T <5b6n \6n 6b " T 6b / 6b 
s b s s 
_ 2 T - 2 H 
s s 
T 6>, 
s b s 
2 " 9 (2Ts2 - -t)]k dlT * - [-7S(T52 + 2Ts£)(dlv S) ^ -
2 
t s s T 6 ^ 
s b s 
- o H 2 \ 2 e >, - 9 9 K 2 \ n 6 e * 
1 /' 2 s V . b s / 2 , 2 s \ ] H 
( 2T - — T — Jd.iv b + [ T- + 2" ^ ^
Ts - ~r 
bs 
r K \ s bs 5 /J 61 
s s 
9 % 6T 
bs I s + l* (alv y ^ . 1 (2T.2 + ̂  . _*_) alv , . _ ^ j 
bs 
s bs 
H J 51) 
s 
r- T 2 9 H 2 ^ 2 Q H 2\H 6 H 
+ |_^L_ (div b )
2 + _ 1 _ div b . _J-_ (T_
2 + 4,)] _^ (5.35) •T 9 
s bs 
29 
bs T K 
S S 
2 v's ^^rjj~m 
and 
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6 2 9 T S
2e^ 6T 1 69^ 69^ 
b s _ s b s / 1 s 1 b s \ b s + (t , 2 ' 9 6 n 6b \ T 6n 9^ 6n / 6 n On b s s b s 
2 2 
T- K T , 0 H 
s . . . s /'~ 2 s 
div £ - ~% (2T"s2 - H r ) ] ^ d iv ^ 3 
u b s ^b s 
2 2 
+ | s , s ( d i v b ) 2 + — % ( 2 T - 2 - 49^ 2 - - r - ) d i v b 
L fl 4
 v ~y 0 3 \ s b s 4 / 
b s b s 
^ f 2 ^ ~ 2 S M b s s s / . . . , >,2 s , . 
- l T - s
 + e
bs - -TTJJ — - L"—3
 ( d lv ^ + ~ d l v -
s T y. 
s b s b s 
b s (T_2 _ 2 T 2 s \ 1 s 
•)] T K \ s s 4 / J 6n 
s s 
2 2 
r T - „ T H 2 9 ^ H 6*1 
+ [JL_ ( d l v ^ + _^_ dlv , + _ ^ (T.2 + _*_)] ^ (5_36) 
b s b s s 
? ? 
6 9 6 9 
Adding (5*35) "to ( 5 . 3 6 ) ; on s u b s t i t u t i n g f o r -rr-r— and , e., , t h e 
e x p r e s s i o n s o b t a i n e d by t a k i n g t h e b and n g r a d i e n t s of ( 4 , 2 8 ) and ( 4 . 2 9 ) , 
£T 6? 6 ^ 6 ^ , * 
S S S S 0 0 
respectively, and substituting for -^-, -^-, -^-, - ^ , -^ div b, -^ div b, 
629hq 6
2e. 
and ^ + 7T , the expressions (4.31) (4.32), (4.34), (4.35), (4.37), 
6n 6b 68^ 69^s 
(4.38), and (5.26), respectively, and then substituting for —•*— and — 7 — 
the expressions (4.28) and (4.29), respectively, one again obtains (5.27). 
The polynomial (5.34) is thus verified. 
An analysis given in the Appendix will show that polynomials 
(5.1l); (5.2l), and (5-34) are the only"such relatione obtainable for. 
the vector-field in question, from the "basic compatibility conditions 
(2.39) to (2.1TT). 
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CHAPTER VI 
A MAIN LEMMA 
66 69 
With the relations (k.2Q) and (̂ .29) for —^ and — - ^ at hand, 
on ob 
we prove the following main lemma. 
Lemma 6.1. 
The existence of two functional relationships, 
F(e, , K ) = o (6.i) 
G(TS, K S) = 0 (6.2) 
is a sufficient condition for Hamel's Theorem to hold, 
From the relationship (6.1), one has* 
r̂ad KQ X grad &bg = 0 . (6.3) 
One consequence of (6.3) is the relati on 
6H 69, 6H 69, 
s bs s bs 0 _ { 6 A ) 6s 6b 6b 6s 
Substituting from (^.33), (^.29), (^-35), and (k.2j) in (6.k), and 
reducing, one has, since 9 and n are non-vanishing, 
*See reference (19^7 [l]). 
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2 2 2 
V^-^+T) =°> < 6-5> 
where x is defined "by (5-3). 
From the relationship (6.2), one has 
srad K X grad T = 0 , (£>•&) 
B S 
one consequence of which is the condition 
6H 6T 6H 6T 
3 = 0 . (6.7) 
6s 6b 6b 6s 
5K 6T 5K 6T 
From (6.7)» on substituting for —:—, —^—, —=— , and —5—, the v '' o 6 s ' 6b 6b 3 6s ' 
expressions (U. 33) ̂  (^-32), (̂ -35)j> and (^.30); respectively, and then 
substituting for —-— the expression (̂ -.28) and reducing, one obtains 
2 
2 2 n k 
T T- X 
s s 
-W-^-(^^o2)> 
- 2 T s ^ + ^ T -
2 - ^ ) = o . (6.8) 
Since T is non-vanishing, one may obtain, on multiplying (6.5) by 
T , and subtracting from (6.8), 
2 
D(T-F -f") = Q* (6-9) 
2 Ks 
where D is defined by (3.16), and is non-vanishing by virtue of Lemma 3-5 
Hence, from (6.9); one has 
T.
2-%- = o . (6. 
6T.2 
Taking the s-gradient of (6.10), and substituting for —r— and 
r l~^J ^ S 
6H 
— r — , the expressions (2.55) and (4.33)> one obtains 
0 s 
K ê  = 0 . (6, 
s bs N 
Thus either K or 0n vanishes. Accordingly (6.1) and (6.2) s IDS b J v / v / 
ensure that Hamel's theorem holds. 
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CHAPTER VII 
CONDITIONAL PROOF OF HAMEL'S THEOREM 
The relations (5.11), (5.21), and (5-3*0 a^e three polynomial 
equations in the four variables 6 , T > n , and div "b. 
DS S S r*j 
If one can assert that these three equations are equivalent to 
relations 
F(Tg, Kg) = 0 (7.1) 
G(9 H ) - 0 (7.2) 
then Hamel's theorem follows as a result of the Lemma established in the 
preceding section. 
One may apply Sylvester's method (1928 [l]) to obtain the eliminants 
of the polynomials in pairs, in the form of determinants: 
\ B3 B2 B l Bo 0 0 0 0 
B5 \ B3 B2 Bl Bo 
0 0 0 
0 B5 \ B3 -' . Bl 
Bo 0 0 
0 0 B5 B ^ E3 Bp B l Bo 
0 
0 c 0 B5 \ B3 B2 B l 
B 
1 
c ^ C3 C2 cl 
co 0 0 0 0 
C5 
ck C3 C2 c l C0 
0 0 0 
0 
% 
ck C3 C2 Cl 
co 0 0 
0 0 C5 
Ck C3 C2 c l 
co 0 
0 0 0 S ck c 3 C2 f : l G ( 
D_(e_ ,T , H ) 
1 bs s s 
6o 
A6 A5 A^ A3 A2 A ± AQ 0 0 0 0 
0 A6 A^ A^ A3 A2 A1 AQ 0 0 0 
0 0 A6 A^ A^ A3 A2 A1 AQ 0 0 
0 0 0 A^ A A^ A A2 A AQ 0 
0 0 0 0 A^ A A^ A A2 A ± AQ 
^(VV's' = B- B>< B o Bo Bn Bn 0 0 0 0 0 (7.k) B5 \ B3 E2 B! B0 
0 0 0 0 0 
0 B5 \ B3 B2 El 
Bo 0 0 0 0 
0 0 B5 
Bk B3 B2 B l Bo 
0 0 0 
0 0 0 B5 h B3 B2 B l Bo 0 0 
0 0 0 0 B5 \ B3 B2 B l 
Bo 0 
0 0 0 0 0 B5 \ B3 B2 B l 
E 
i 0 
If these determinants each vanish identically then there Is 
a single relation 
f(9bs' V V div £) = ° ^'^ 
causing (5.11); (5.21), and (5.3*0 "to he satisfied simultaneously. In 
this eventuality ones only recourse would he to try to establish a con-
tradiction by analyzing (7-5) with Hamel's condition (2.53) in the manner 
of the proof of Lemma 3-5-
If the determinants do not vanish identically so that the rela-
tions do not possess a common factor, then one has the two equations 
W v V = ° (?-6> 
W TS' %)
= ° • ( 7 -T> 
63 
If "we eliminate 0, from these, one "would obtain a high order 
bs 
determinant F(T , K ). If this vanishes identically then there exists a 
relation 
;(ebs, v H B ) = O (7.8) 
This again vith Hamel's condition might prove to be an exceptional 
field. 
Otherwise, if the determinant does not vanish identically, one has 
the equation 
F(Tg, HS) = 0 . (7.9) 
One may use the same method to eliminate T from (6.6) and (6.7) 
to obtain 
G(Qbs' Ks) = ° ' (T-10) 
If this is possible, then Hamel's theorem follows from the main 
lemma. 
The complexity and essential difference in the three polynomials 
makes it hard to believe this deduction is not possible. 
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APPENDIX 
If one applies the commutation formulae (2.29), (2.30), and (2.31) 
to each of the parameters 9 , T , n , and div b. One will obtain "what 
b s s s '*•' 
appears to be twelve relations. In this Appendix we demonstrate that the 
conditions (4.22), (4.23), (5.1), and (5.26), which reduce to the three 
polynomials, are the only four new relations obtainable from these twelve 
relations. Hence, the three polynomials are the only such conditions 
obtainable in this way. 
Since (4.22), (4.23), and (5-l) are obtained by applying the com-
mutation formulae (2.30), (2.31), and (2,29) to 8, , respectively, and 
D S 
(5.26) is obtained by applying the commutation formula (2.29) to T , one 
proves this by investigating the remaining eight relations one by one as 
follows: 
Applying (2.30) to T , one has 
2 2 
6 T 6 T 6T 
s s _ s / * 
5s6b 6b6s bs 6b ' \^-^J 
£ ,2 
6 T 0 T 
s s 
From (A.l), on substituting for 1—TT and ., : the expressions obtained v /J osob obos r 
by taking the s and b gradients of (4.32) and (4.30), respectively, and 
6T52 6Qbs 6TS 5HS 6HS 
substituting for, — r — , —:—, -=r-> ~i—> ~*ET> and —- div b, the expressions & ' 6s ' 6s ob os ob 6b rJ * 
(2.55), (4.27), (4.32), (4.33), (4.35), and (4.38), respectively, one 
obtains the relation (4.23). Similarly, the application of the commuta-
tion formula (2.31) to T , will yield the relation (4.22), due to the 
condition (4.31). 
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By the same process one may show that "when the formulae (2.29) an^ 
(2.30) are applied to K , only identities result. 
s 
If one applies (2.31) to K , and follows the same process, one 
s 
will again obtain the relation (4.17). The relation (4.17) is thus 
verified. 
By applying (2.29), (2.30), and (2.31) to div b one obtains only 
algebraic combinations of the relations (4.20), (4.21), (5.1), and (5.26). 
We show this as follows: 
By (2.29), one has 
2 2 
div b - -:—s=- div b 6b6n ~ 6n6b 
c A 
= - div b -T— div b + (H + div n) -pr div b . (A.2) 
~ 6n ~ s s rJ 6b ~ v ' 
Taking the b and n gradients of (4.37) and (4.38) respectively, one obtains 
2 ,div b 4T 6,
 2
V 6
20, 29, 0 _ 6
29, 6 ,. , _ /' ~ , s bs \ bs bs / 2 2N "bs 
d l v t - (-g— + — ^ — ) - ^ - — ^ (r. - 2T B ) — T 
bs T- H T- H 6b 
s s s s 
r 1 6 .. . / - s bs\ bs 
+ LT" "6b dlv I - reT" " ̂ ^ J ~6b~ 
bs • • bs T- K 
s s 
49^ 2 0 6T 4 T 8.
 2
 6K - 69, 
bs / 2 2. s s DS s I bs 
~~4 iTs Ts ; 6b 2 2 6b J 6n 
T~ K T- K 
S S 3 S 
+ [• 
bs / 2 





T - K 
S S 
6k 
89 6T 9 3 6T - 69 
r (T- - 2T T- + 4 T 9, ) gr + r rr- » • 
4 v s s s s b s y Ob 4, Ob J ob 
T_ K - T - H 
s s s s 
+ (A.3) 
. 2 2 a Q o
 6 \ -div b 4T 9^ 2 - 62G 
o -,. , - DS /_ 2 2 . b s / ~ s b s \ b s 
» d l ¥ r - -T- (T"s -
 2 T
S ) —T
 + {S— - —2~'J -3^F 
T - K On b s T- H 
s s s s 
b s / 2 2N s 
+ — 5 — o ( T _ " 2 T ) ~T~ . 2 2 s s 7 On 
T- H 
S S 
p k p p p p 6 ^ 8 T 9>, 3 6 T n 6 6 ^ 
- T — (T- - 2T T~ + ^ \ 2 ) n r + S) Tcrl -jr2 
4 s s s s b s On 4 On J On 
T- H T- H 
s s s s 
, d i v b 8 T 3 9 . 66^ 
~ , s b s ^ b s 
[T- -kdlv i. - (—T2 + T X ^ ) 
b s 0-. T H 
bs s s 
2 2 
4Q, o Q 6 T 4 T Q, 6K -i 69, 
b s / 2 2 , s . s b s s b s 
~ T " ( T i " 2Ts ' "&T ^ 2 2 ln"J "3b" 
T- K T- K 
S S S S 
+ • • • • ( A . 4 ) 
S i n c e t h e f u l l e x p r e s s i o n s of (A .3 ) and (A.4 ) a r e v e r y l o n g , f o r 
c o n v e n i e n c e , o n l y t h e t e r m s c o n t a i n i n g second g r a d i e n t s or q u a d r a t i c of 
f i r s t g r a d i e n t a r e shown. 
6 T 6 T 6H 
From ( A . 2 ) , (A. 3) and (A. 4 ) , on s u b s t i t u t i n g f o r —r~ , —rr , - 7 — , 
6 \ 6 A 
-grp, — div b, and -̂ r div b, the expressions (4.3l), (4.32), (4.34), (4.35), 
(4.37); and (4.38), respectively, and reducing, one obtains 
d i v b ,620 6 2 9 , 2 0 0 /6
2B1_ 6
29n /' b s __bs\ bs / 2 2s / bs b s \ 
\ 6b6n 6n6b ) 2
 {T~s ' s ; \ . 2 . 2 / 
bs T - H k 6n 6b 
s s 
^T e^ 2 / 2 e 62e w 2 _.6e 2 ae^ 2 
s bs / b s , b s \ bs , 2 , 2,[f p s \ / b s \ 
+ -^r~ te"+ -OBV - -^jr- (Ts - ^Ts \vw) ~ vw) J 
s s s s 
1 6 T 9 69^ 68, 
s bs / 2 2N b s bs _ ^ , , _v 
- 1 ( T - - 2 T ) —g r̂— + • • • • - 0 . (A. 5) 
_ 4M
 v s s ' 6n 6b v > y 
S S 
629 629 
On substituting for —c-j— + g ft, the expression obtained by adding 
6b6n ^ n 6 b ^ 6 T ^ , 8 H^ S 
( 5 . 1 2 ) t o ( 5 . 1 3 ) , and s u b s t i t u t i n g f o r -gj j - , -^g- , - j ^ - , - j ^ - , ^ d i v b , and 
- ^ d i v lb, t h e e x p r e s s i o n s ( 4 . 3 1 ) , ( ^ , 3 2 ) , ( ^ M , ( 4 . 3 5 ) , ( 4 . 3 7 ) , and 
( ^ • 3 8 ) , (A .5) r e d u c e s t o t h e f o l l o v i n g form 
d i v b .629 6 2 9 , 29 ,629 6 29 
~ I b s b s \ b s / b s b s 
~~%~ \"6bln~ " 6 n 6 b / " H \ , 2 **" „ 2 , 
bs s 6n 6b 
(ebS —
+ T
s T r J h r
 (T5 - 2TS ) TT 1 • H 
s s 
- - T — ^ " ^ O ^ J + " " « ° . (A.6) 
T - T H 
S S S 
629 629 629 629 69 69 
K -u a., j. a-- -o ^S bs bs bs Q bs • ^ bs 
A substitution for -*r-j— - , A ; ^— + 5— , 9 —7 \- T . 
6b6n 6n6b ' * 2 .. 2 ' bs on s . ob ' 
6n 6b 
in the expressions (5.1), (5-26), and [k.lB)3 (A.6) yields an identity. 
From (2.30), one has 
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div b - ., : div b = - 9, -rr div b . (A. 7) 6sfib uxv ~ " 6b6s v ~ " ' bs 6b 
For the purpose of this proof, one will find it more convenient to 
take the s-gradient of (2.Vf) rather than (^.38), to yield the following 
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e x p r e s s i o n of i—rr d i v b . 
OsOb ~ 
2 2 
d i v b = - ? T (^ + d i v n ) + 2 d i v b -*— d i v b 
osOb ~ OsOn s ~ ~ Os 
2 
's X / 6 s v ' "s VXJ"V X y 6 s 
6 6 T J 
+ 2 ( » + d i v n) T - ( K + d i v n) - - r-f- . ( A . 8 ) 
Taking the b-gradient of (4.36); 
62 6
29^s 6 9 ^ fi 
..,, div b = - 5— FT— div b - 9 •£— div b . (A.9) 
5b6s ~ „ 2 Ob ~ bs 61) v •/ 
ob 
Applying the commutation formula (2.31) to ̂  + div n, 
2 2 
A A A 
7T-7— (H + div n) - •?—JT" (* + div n) - «• -*— (n + div n) 0 son s ~* on6s s ~7 s 0 s s ~' 
+ 0^ 7- (H + div n) + 2T *- (n + div n) . (A. 10) bs On v s ~' s «b v s ~ 
Taking the n-gr adient of (2.48), 
.2 620 69 6K 
^ V ( * + d i ^ n ) = p- - {hn + 3 d i v n) - ^ - G^ - ^ 
6n6s x s ~ 7 o 2 v s ~ ' On b s On 
On 
6 5 T 
- 39^ T- (K + d i v n) - 2 d i v b -*— 
b s on s ~ ' ^ on 
- 2 T -f- d i v b . (A. 11) 
s On ' 
S7 
From (A.7), (A.8), (A.9), (A.10), and ( A . l l ) , on subst i tu t ing for 
o p C u T w J5 
1— div b, T— div b, -~— («• + div n), H + div n, — g — , T— (ft + div n), 
ob ~' os ~ os s ~' s ~ Os 6n v s ~' 
6 6K 6T , 
^ (^ + div n), ~^~, -j~-, and ̂ - div b, the expressions (4.38), (4.36), 
(2.14-8), (4.1), (2.55), (4.15), (4.13), (4.34), (4.31), and (4.37), 
respectively, one reduces (A.7) to the relation (5.26). 
Applying the commutation formula (2.31) to div b, 
P P 
o'- c'- A A A 
X-TT- div b - -T-^- div b = n -*- div b - 9 -*- div b - 2 T -£-divb . (A. 12) 
onOs ~ OsOn ~ s Os ~ bs On ~ s ob ~ s 
Taking the n-gradient of (3-36), 
A2 ^ 60>, A 
O J • "U — b S bS -, . - - 0 -, • n /. n „ \ 
g 5 div b - - - ̂ . - — r — div b - &, 7- div b . (A. 13) 
6n6s ~ 6n0h on ~ bs fin ~ 
Since H is different from zero, one has from (4.1l) 
1 / 6 e 6^ . 
J- div b = i (H + div n) + A-(T - ^ - 9̂  - M ) on ~ Cb v s ~' H \ s 6n bs 6b / 
S 
4 T - 2 S T G H 2 
. _ S _ d l v £ + _ S ^ (T 2 . _o_) . (A.Ik) 
s K 
s 
One will also find it more convenient here to take the s-gradient of 
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(A.l4) rather than (4.37) "to give ? v div b. One obtains the following 
expression. 
A2 A2 , , 6
29 629 x 4T-2 * 
5 ^ - ^ - 6 ^ -̂ s j. 4 /_ bs A bs \ s 0 
T — 7 — div b ~ -T—rr: \K + div n) + ——I/r - 7 — * — - 0 . A • ) - —-— -r— div b 
Oson ~ OsOb v s ~' K \ a os°n bs osob / 6s 
s s 
tip. 
4 b s s b s / , 2 , „ 2 B \ s 
s s H s 
4T-2 I6T- 2T 9 n 6H 
S S IDS S f ^ /''T "bs fl _ M ^ s I s bs~] 
- L71 lTs — - ehs — J - —2 d l v £ + — 7 3 — J 6S 
S 
- , 6e 8e 8T , K
 2 ^ae 
4 "bs , b s .. . , s / 2 OQ 2 s \ j b s / . .,_> 
• L - — + - i r - d l T £ - 72 lTs + 2 8 b S - - r J i a F
 (A-15> 
S S H 
A p p l y i n g ( 2 . 3 0 ) t o K + d i v n ; 
62 2 
-r-FT ( H + d i v n) = - A - (* + d i v n) - S. - ^ - ( K t d i v n ) ( A . l 6 ) 
6s6b s ~ ohos s ~ ' b s 6b s r-J x y 
Tak ing t h e b - g r a d i e n t of ( 2 . 4 8 ) , 
62 6
29 60 ^ 6T 
-T-T- (H + d i v n ) = - c, ? S + ( 4 * + 3 d i v n) - j r | ^ + 2 d i v b -»rr obos s ~ ' Obon v s ~' Ob ~ Ob 
6 6 6 H 
+ 3 9-K TT ( H + d i v n) + 2 T j-r- d i v b + & - r -^ (A. 17) b s 6b ^ s ~y s 6b ^ p s 6s v Vi 
From ( A . 1 2 ) , ( A . 1 3 ) , ( A . 1 4 ) , (A. 1 5 ) , ( A . l 6 ) , and ( A . I T ) , on 
* + • + + • • * 6 „ • > 6 « i 6 „• » ***** ^ ^ * ' -
s u b s t i t u t i n g f o r -r— d i v b , T— d i v b , -^r- d i v b , , *—, -s—rr~ , s.— , -g— » 
to 6s ~ On ~ 6b ~ 6s6n ; 6 s 6 t ; Os ^ os ' 
s 
69 6T 
~1T ' 6b (Hs + div ^)} and ~W> the e^ressions (^-36), (4.3T), (^.38), 
(4.22), (4.23), (^.30), (4.33), (^.2T), (4.13), and (4.32), respectively, 
one reduces (A.12) to the relation (S.l). 
Finally one can conclude here that (4.22), (4.23), (5-1) and (5-26) 
are the only four available relations. 
tn 
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