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Abstract
We develop a new approach for proving large deviation results for martingales based on a
change of probability measure. It extends to the case of martingales the conjugate distribution
technique due to Cramer. To demonstrate our approach, we derive formulae for probabilities of
large deviations for martingales with bounded jumps and bounded norming factor. Surprisingly
enough, our result shows that the relative error in the normal range is of the same order as in
the case of sums of independent random variables. It also allows to extend the range beyond
the normal one. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Although expansions for probabilities of large deviations for sums of independent
random variables is now a well-developed theory (cf. for instance Petrov, 1975; Saulis
and Statulevicius, 1989), there are only few results in this direction for martingales. The
present authors are aware only of the papers by Rackauskas (1990,1995) and Grama
(1995). These results were obtained by an appropriate adaptation of the composition
method to the problem of computing large deviations, which originates from a paper
by Bentkus (1986). A version of this method was used in Grama (1997) and Grama
and Haeusler (1998) to obtain results on moderate deviations for martingales.
In the present paper we develop an alternative approach to handle large deviations
for martingales using the concept of absolutely continuous change of probability mea-
sure. It extends to the case of martingales Cramer's (1938) method which is based on
the conjugate distributions technique and has turned into a common tool in the case
of sums of independent random variables. The main feature of this method is to de-
rive the asymptotics of the large deviations via computing the rate of convergence in the
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central limit theorem for the sum of random variables with conjugate distributions. The
conjugate distributions, which sometimes are also called Cramer's transformations or,
more rarely, Esscher's transformations due to their earlier appearance in Esscher (1932)
in the actuarial literature, are alterations of the original distributions by means of some
exponential densities. Our approach is closely related to this technique. When applied
to the case of sums of independent random variables, the probability induced by the
exponential multiplicative martingale, which we utilize, is nothing else but the product
probability measure induced by the conjugate distributions. By this methodology, we
reduce the problem of nding the asymptotics of large deviations of a martingale to
that of computing its rate of convergence under the changed probability measure.
It is worth to mention that an approach based on Cramer's transformations of mea-
sures in problems of logarithmic large deviations for stochastic processes has recently
been developed by several authors; see e.g. Liptser and Pukhalskii (1992), Gulinskii
and Veretennikov (1993) and Gulinskii et al. (1994). In the context of moderate de-
viations for discrete-time martingales, Cramer's conjugate distributions technique was
utilized already by Bose (1986a,b). But his approach is rather dierent from ours and
is essentially based on the arguments employed in the independent setting. It consists
in modifying the unconditional distributions of the components of the martingale by
means of Cramer's transformation, without changing the underlying probability mea-
sure through a multiplicative martingale density, which is central to our approach. From
this point of view, our approach corresponds to modifying the conditional distributions
of the components.
To demonstrate our approach, we choose here the simplest setting, when the compo-
nents of the martingale are bounded and a similar condition is imposed on the behaviour
of the quadratic characteristic. But, of course, this methodology can be useful in other
situations. One can improve for instance the result on tail probabilities in a moder-
ate range obtained in Grama (1997), or consider the case when the components are
subexponential. The new approach allows us to extend the range of large deviations for
martingales, under the present assumptions, as well as to improve the earlier results,
obtained in this setting by the composition method. To the best of our knowledge the
present results are the rst to provide a range larger than the normal one. Besides,
with this approach, we succeed in showing that, in the normal range x = O(n1=6), the
remainder in the large deviations expansion for martingales is of the same order as in
the case of sums of independent random variables, which we consider as one of our
main achievements.
To be more explicit, let (i;Fi)i=0; :::; n be a square integrable martingale-dierence
satisfying 0 = 0 and F0   FnF; for n= 1; 2; : : : . Assume that the following
conditions hold true: maxi jij6L and j
Pn
i=1 E(
2
i jFi−1) − nj6M 2, where L and M
are nite positive constants. From our results we deduce the following large deviations
formula. For any x in the range 16x6n1=4 (where > 0 is suciently small), one
has
P(n−1=2
Pn
i=1 i >x)
1− (x) = exp

O

x3p
n

1 + O

(M + L)
xp
n
log n

:
I. Grama, E. Haeusler / Stochastic Processes and their Applications 85 (2000) 279{293 281
As a consequence, for any x in the range 1
p
log n6x62n1=6 (where 1; 2> 0),
we get
P(n−1=2
Pn
i=1 i >x)
1− (x) = 1 + O

(M + L)
x3p
n

:
It is somewhat surprising that the remainder in the last expansion is of the same order
as in the case of sums of independent random variables.
The paper is organized as follows. In the next section we state our main result. In
Section 3 we present the new approach for computing large deviations for martingales.
In Section 4 we prove a rate of convergence result for martingales under the absolutely
continuous change of probability measure, which is in fact the most dicult part of
the proof. Finally, in the appendix we collect two auxiliary assertions, which we make
use of in Section 4.
2. The results
Assume that on the probability space (
;F; P) we are given a martingale-dierence
(i;Fi)i=0; :::; n, where 0 = 0 and F0   FnF. Set
Xk =
kX
i=1
i; k = 0; : : : ; n: (2.1)
Denote by hX i the quadratic characteristic of the martingale X = (Xk;Fk)k=0; :::; n:
hX ik =
kX
i=1
E(2i jFi−1); k = 0; : : : ; n:
In the sequel we shall assume the following two conditions:
A1: max16i6njij6, for some real number 0<6 12 ;
A2: jhX in − 1j62; for some real number 066 12 .
Throughout the paper c and , supplied may be with some indices, denote respectively,
a generic positive absolute constant and a number satisfying jj61. We agree also that
0−1 =1. The main result of the paper is the following theorem, which provides an
expansion of the tail probability of the martingale Xn in a range larger than the normal
one (cp. with Theorem 1, Chapter VIII, p. 218 in Petrov (1975)).
Theorem 2.1. Assume that conditions (A1){(A2) are satised. Then there is a posi-
tive absolute constant 6 18 ; such that for any x in the range 1  x6 minf−1=2; −1g;
the following expansion holds true:
P(Xn >x)
1− (x) = exp(1c1x
3)f1 + 2c2(x+ xjlog(x)j)g:
For the lower tail probability; we have a similar expansion:
P(Xn <−x)
(−x) = exp(1c1x
3)f1 + 2c2(x+ xjlog(x)j)g:
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If we assume that   n−1=2 and =0, then the large deviation range in Theorem 2.1
is of order O(−1=2) =O(n1=4). Although with the new approach of the paper we were
not able to obtain a result in the full range 16x=O(n1=2), we still get a result beyond
the normal range 16x=O(n1=6). Of course, the expansion in Theorem 2.1 appears, in
fact, only as an upper or lower bound, since in the present setting it is only possible to
provide some bounds for the (random) cumulants, rather than to compute them exactly.
Nevertheless, Theorem 2.1 provides a quite exact approximation. This can be seen from
the following consequence of the above result, that provides a precise expansion in the
normal range and which improves (within a log  factor in the term x3) upon the
results in Grama (1995) and Rackauskas (1995).
Theorem 2.2. Assume that conditions (A1){(A2) are satised. Then there is a posi-
tive absolute constant 6 18 ; such that for any x in the range 16x6 minf−1=3; −1g;
the following expansion holds true:
P(Xn >x)
1− (x) = 1 + c(x+ x
3+ xjlog(x)j):
For the lower tail probability; we have a similar expansion:
P(Xn <−x)
(−x) = 1 + c(x+ x
3+ xjlog(x)j):
Surprising in this result is that for x large enough the remainder term is of the same
order as in the case of sums of independent random variables (provided  = 0) and
so is the best possible. Because of its potential interest we formulate it as a separate
assertion.
Corollary 2.3. Assume that conditions (A1){(A2) are satised and that 0> 0 is an
absolute constant. Then there is a positive absolute constant 6 18 ; such that for any
x in the range 0
pjlog j6x6 minf−1=3; −1g; the following expansions hold true:
P(Xn >x)
1− (x) = 1 + c(x+ x
3);
P(Xn <−x)
(−x) = 1 + c(x+ x
3):
From Theorem 2.2 we obtain the following expansion that holds true in a logarithmic
range.
Corollary 2.4. Assume that conditions (A1){(A2) are satised and that 0> 0 is an
absolute constant. Then; for any x in the range 16x6minf0pjlog j; −1g; with 
from Theorem 2:2; the following expansions hold true for all suciently small :
P(Xn >x)
1− (x) = 1 + c(x+ xjlog(x)j);
P(Xn <− x)
(−x) = 1 + c(x+ xjlog(x)j):
Remark 2.1. The last result compared with the moderate deviations result in Grama
(1997) and Grama and Haeusler (1998), reveals a better rate for the remainder: If
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    n−1=2, it is of order O(xn−1=2 log n); for 16x = O(plog n). This is in accor-
dance with the results in Grama (1997) and Grama and Haeusler (1998), where, under
boundedness of the moments of order 2+2 of the
p
ni; i=1; : : : ; n, the remainder is of
the order O((xc()ex
2=2n−)1=(3+2)), with c() depending on , for 16x=o(
p
2 log n):
When  is going to 1; the remainder becomes \almost" of the standard order n−1=2;
and this rate is attained (up to a log n multiplier) when the summands
p
ni; i=1; : : : ; n,
are bounded.
Remark 2.2. It follows from the results in Bolthausen (1982) that the rate in Theorem 2.2
(with   n−1=2) is the best possible when x is bounded by a constant. If x is large
enough (as in Corollary 2.3), then according to the large deviations results for sums
of independent random variables (see Petrov, 1975) the remainder is again the best
possible one (if   n−1=2).
3. Cramer's method for martingales
Let (i;Fi)i=0; :::; n be the martingale-dierence introduced in the previous section
and X = (Xk;Fk)k=0; :::; n is the corresponding martingale dened by (2.1). Assume
that conditions (A1){(A2) are satised. For any real number  2 R, consider the
exponential multiplicative martingale Z() = (Zk();Fk)k=0; :::; n, where
Zk() =
kY
i=1
ei
E(ei jFi−1) ; k = 1; : : : ; n; Z0() = 1: (3.1)
It is easy to see that, under the assumptions (A1){(A2), the martingale Z() is bounded
and, therefore, uniformly integrable. Thus, for each real  2 R and each k = 1; : : : ; n,
the random variable Zk() is a probability density on (
;F; P). The last observation
allows us to introduce into consideration, for any real  2 R, the conjugate probability
measure P on (
;F) as
dP = Zn() dP: (3.2)
We continue with an almost trivial observation. Though (Xk;Fk)k=0; :::; n is a martingale
under the measure P, it is not any more a martingale under the conjugate probability
measure P: In order to obtain a martingale again, we have to center explicitly condi-
tionally under the expectation E pertaining to P. For this, let Pi=PjFi and P; i=PjFi
be the restrictions of the measures P and P on the -algebra Fi, respectively. Since
Z() is a P-uniformly integrable martingale, we have dP; i=Zi() dPi and E=EZi()
as well as E(jFi−1) = E(ei jFi−1)=E(ei jFi−1) for any Fi-measurable random
variable  which is integrable wrt P. Setting
bi() = E(ijFi−1); i = 1; : : : ; n
and
i() = i − bi(); i = 1; : : : ; n
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we obtain the well-known semimartingale decomposition
Xk = Bk() + Yk(); k = 1; : : : ; n; (3.3)
where B() = (Bk();Fk)k=0; :::; n is the drift process dened as
Bk() =
kX
i=1
bi(); k = 1; : : : ; n;
and Y () = (Yk();Fk)k=0; :::; n is the conjugate martingale dened as
Yk() =
kX
i=1
i(); k = 0; : : : ; n: (3.4)
Note that, by the relation between E and E on Fi, we have
bi() =
E(iei jFi−1)
E(ei jFi−1) ; i = 1; : : : ; n:
It is easy to compute the quadratic characteristic of the conjugate martingale Y ()
under the measure P:
hY ()ik =
kX
i=1

E(2i e
i jFi−1)
E(ei jFi−1) −
E(iei jFi−1)2
E(ei jFi−1)2

; k = 0; : : : ; n: (3.5)
Since, by Jensen's inequality, E(ei jFi−1)>1, using assumption (A1), it can be also
easily seen that
hY ()ii = E(2i ()jFi−1)6ejjE(2i jFi−1) = ejjhX ii ; i = 1; : : : ; n: (3.6)
In the sequel we shall need upper and lower bounds for Bn().
Lemma 3.1. For any real > 0 and 6 12 ;
e−(1− 2)6Bn()6e(1 + 2) (3.7)
and
jBn()− j6() = c(2+ 2): (3.8)
Proof.. First we show the upper bound in (3.7). Since E(ijFi−1)=0 and, by Jensen's
inequality, E(ei jFi−1)>1, using the inequlities ex− 16xex and ex− 1>x, which are
valid for any x 2 R; we get
Bn()6
nX
i=1
E(i(ei − 1)jFi−1)6e
nX
i=1
E(2i jFi−1):
Now hX ii = E(2i jFi−1), and thus, by (A2),
Bn()6ehX in6e(1 + 2):
The lower bound in (3.7) is proved similarly. Inequality (3.8) follows easily from
(3.7).
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Introduce into consideration the predictable process 	()=(	k();Fk)k=0; :::; n, which
is called the cumulant process and which is related with the martingale X as follows:
	k() =
kX
i=1
logE(ei jFi−1): (3.9)
We shall need the following elementary bound for the cumulant process 	().
Lemma 3.2. For any real > 0 and 61,	n()− 22
6 () = e63+ 22:
Proof.. It is easy to see that
	n() =
nX
i=1

logE(ei jFi−1)− E(ijFi−1)− 
2
2
E(2i jFi−1)

+
2
2
hX in:
Then, using conditions (A1){(A2), by simple Taylor expansion, we obtain	n()− 22
61222 + e63hX in:
Since, by condition (A2), we have hX in61+ 2 and by the assumption of the lemma
61, one gets the requested assertion.
Now we are prepared to handle the tail probability P(Xn >x), which is the quantity
of interest here. According to (3.2), we have the following crucial representation: For
any real ; x 2 R,
P(Xn >x) = EZn()−11(Xn >x) = E exp(−Xn +	n())1(Xn >x): (3.10)
In the sequel we shall assume that 16x6minf−1; −1g, where 6 18 is an absolute
constant. Let = (x) be the smaller of the two solutions of the equation
(x)e−2(x)(1− 2) = x: (3.11)
This denition implies that there is a positive absolute constant 6 18 , such that, for
any 1  x6minf−1; −1g,
x664x (3.12)
and
= x + c(x2+ x2); (3.13)
where 0661. From (3.10), using (3.3) and Lemmas 3.1, 3.2, all employed with
= , we arrive at
P(Xn >x)>e−
2=2− ()−()Ee−Yn1(Yn()> 0):
Setting Fn(y) = P(Yn()6y), we get
P(Xn >x)>e−
2=2− ()−()
Z 1
0
e−y dFn(y): (3.14)
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Using the formula of integration by parts, the last integral can be bounded as follows:Z 1
0
e−y dFn(y)>
Z 1
0
e−y d(y)− 2 sup
y
jFn(y)− (y)j: (3.15)
To bound the last term, we make use of the following assertion, which gives us a rate
of convergence in the central limit theorem for the conjugate martingale Y () under
the probability measure P. We postpone the dicult proof of this assertion to the next
section.
Lemma 3.3. There is a positive absolute constant 6 12 ; such that for any  satisfying
166minf−1; −1g; we have
sup
u2R
jP(Yn()6u)− (u)j6c(+ jlog()j+ ):
Combining (3.14) with (3.15) and Lemma 3.3, for 16x6minf−1; −1g; where 
is a suciently small positive number, we get
P(Xn >x)>e−
2=2− ()−()
Z 1
0
e−y d(y)− c(+ jlog()j+ )

:
Since
e−
2=2
Z 1
0
e−y d(y) = 1− ()
and
1

e−
2=26c(1− ()); (3.16)
we obtain the following lower bound for the tail probability:
P(Xn >x)>e− ()−()(1− ())(1− c(2+ jlog()j+ ))
which makes sense for any 16x6minf−1; −1g, with a constant  2 (0; 18 ]. Hence
we get
P(Xn >x)>e− ()−()−
2(1− ())(1− c(jlog()j+ )): (3.17)
To verify (3.17), we can assume 1 − c(jlog()j + )>0. For any 0<z0<1
there exists a K = K(z0)> 0 such that e−z61 − Kz for all 06z6z0. Using the fact
26c, we get, with K = K(c),
e−
2(1− c(jlog()j+ ))
6(1− K2)(1− c(jlog()j+ ))
61−min

K;
c
2

(2+ jlog()j+ );
where for the last inequality to hold we choose K = K(c) so small that Kc6 12 . This
bound yields (3.17).
Next, we would like to substitute x for  in the tail of the normal law 1 − ().
For this introduce Mill's ratio
m(u) =
1− (u)
’(u)
:
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Since jm0(u)j6u−2, it is easy to see that, with some y 2 [x; ],
m()− m(x) = (− x)m0(y) = c1

+
2
x

x2m0(y) = c2

+
2
x

:
Then
1− () =’()m() = ’()

m(x) + c

+
2
x

=
’()
’(x)

(1− (x)) + c

+
2
x

’(x)

: (3.18)
Note that, by (3.13),
’()
’(x)
= exp(c(x3+ x2)): (3.19)
Combining (3.18) and (3.19), we get
1− () = exp(c(x3+ x22))(1− (x))(1 + cx(+ 2)): (3.20)
Implementing (3.20) in (3.17) and using inequality (3.12), we obtain
P(Xn >x)>e−cx
3(1− (x))(1− c(xjlog(x)j+ x))
which gives a lower bound for the tail probability. An upper bound is proved in the
same way with  replaced by = (x), where (x) is the solution of the equation
(x)e
(x)(1 + 2) = x:
These two bounds imply the rst assertion of Theorem 2.1.
The second one is established similarly. This completes the proof of Theorem 2.1,
provided we had given a proof of Lemma 3.3.
4. Rate of convergence under the conjugate probability
In this section we shall prove Lemma 3.3. Let us agree upon the notations. Below
Nv denotes a normal random variable of mean 0 and variance v. For any discrete-time
function (fk)k=0; :::; n we set fk =fk −fk−1, for k = 1; : : : ; n. Let #, possibly supplied
with an index, denote real numbers satisfying 06#61 (this notation is dierent from
 introduced in Section 2 which was assumed to satisfy jj61). Besides, for the sake
of shortening the notation, we shall skip the dependence of the martingale Y (), its
quadratic characteristic hY ()i and of the martingale dierence (k();Fk)k=0; :::; n on
the parameter , so that Y = Y (), hY i= hY ()i and k = k().
What we have to do is to obtain a rate of convergence in the central limit theorem
for the conjugate martingale Y =(Yk ;Fk)k=0; :::; n, with Yk =
Pk
i=1 i. As it can be easily
seen, the martingale Y satises [in analogy to (A1) and (A2)]
A10: max16i6n jij62;
A20: jhY in − 1j6c(+ 2).
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Thus, the ready made and well-known results on the rate of convergence in the central
limit theorem for martingales can be applied in this setting, but will result in a bound
of order jlog j+p+, which because of the appearance of p is a substantial loss
of approximation accuracy. Since under conditions (A1) and (A2) the corresponding
rate for the initial P-martingale X is of exact order jlog j + , one would expect a
better rate than
p
 in the central limit theorem for the conjugate martingale Y as
well. The actual proof of such a bound is the real challenge here.
Set T = 1 + 2 and introduce into consideration a modication of the quadratic
characteristic hX i as follows:
Vk = hX ik1(k <n) + T1(k = n): (4.1)
Note that V0 = 0, Vn=T and that (Vk;Fk)k=0; :::; n is a predictable process. Set = +
. Let c>2 be a \free" absolute constant, whose exact value will be chosen later.
Consider the non-increasing discrete-time predictable process Ak = c2
2 + T − Vk . For
any xed u 2 R and any x 2 R, y> 0, set, for brevity,
u(x; y) = ((u− x)=py): (4.2)
Using a well-known smoothing procedure (which employs Lemma 5.1 in the appendix),
we get, with the normal random variable Nc2∗2 being independent of Yn,
sup
u
jP(Yn6u)− (u)j6c1 sup
u
jP(Yn + Nc2∗26u)− P(Nc2∗2+T6u)j+ c2:
(4.3)
It is easy to see that
P(Yn + Nc2∗26u) = Eu(Yn; An); P(Nc2∗2+T6u) = Eu(Y0; A0): (4.4)
Using a simple telescoping procedure, we get
Eu(Yn; An)− Eu(Y0; A0) = E
nX
k=1
(u(Yk ; Ak)− u(Yk−1; Ak−1)):
From this, taking into account that (i;Fi)i=0; :::; n is a P-martingale and that
@2
@x2
u(x; y) = 2
@
@y
u(x; y);
we obtain
Eu(Yn; An)− Eu(Y0; A0) = I1 + I2 − I3; (4.5)
where
I1 = E
nX
k=1

u(Yk ; Ak)− u(Yk−1; Ak)− @@xu(Yk−1; Ak)k
− 1
2
@2
@x2
u(Yk−1; Ak)2k

; (4.6)
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I2 =
1
2
E
nX
k=1
@2
@x2
u(Yk−1; Ak)(hY ik −Vk); (4.7)
I3 = E
nX
k=1

u(Yk−1; Ak−1)− u(Yk−1; Ak)− @@yu(Yk−1; Ak)Vk

: (4.8)
Now we shall give estimates for I1; I2 and I3.
Control of I1: A three-term Taylor expansion gives
I1 =−E
nX
k=1
1
6A3=2k
’00((u− Yk−1 − #kk)=
p
Ak)3k : (4.9)
Using condition (A10), we get jk j=
p
Ak61. Set  (z) = ’(z)(1 + z2)3=2 and G(z) =
supjvj62  (z + v), which is a symmetric function of bounded variation. Note also
that G(z) is non-increasing, for any real z>0. Then, since j’00(z)j6 (z), it is easy to
see that
j’00((u− Yk−1 − #kk)=
p
Ak)j6G
 
u− Yk−1
A1=2k
!
:
Using (A10) and (3.6), we have
E(jk j3jFk−1)62hY ik6chX ik :
From the denition of the process V [see (4.1)], it follows hX ik6Vk . Implementing
the last bounds in (4.9), we get jI1j6J1, where
J1 = cE
nX
k=1
1
A3=2k
G
 
u− Yk−1
A1=2k
!
Vk: (4.10)
(Here we use the extra notation J1 since the same procedure of estimation will be
applied later on with other terms.)
Control of J1: We introduce the time change t as follows: for any real t 2 [0; T ]
we set
t =minfk6n: Vk > tg where min ;= n:
It is clear that for any t 2 [0; T ], the stopping time t is predictable. Let k , i= 1; : : : ;
n+1 be the increasing sequence of moments when the increasing stepwise function t ,
t 2 [0; T ] has jumps. It is clear that Vk=
R
[k ; k+1)
dt and that k=t , for t 2 [k ; k+1).
We have, since T = n,
nX
k=1
1
A3=2k
G
 
u− Yk−1
A1=2k
!
Vk =
nX
k=1
Z
[k ; k+1)
1
A3=2t
G
 
u− Yt−1
A1=2t
!
dt
=
Z T
0
1
A3=2t
G
 
u− Yt−1
A1=2t
!
dt:
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Set, for brevity, at = c2
2 + T − t. Now we remark that, since Vt622,
t6Vt6Vt−1 + Vt6t + 2
2; t 2 [0; T ]: (4.11)
Taking into account that c>2, we have,
1
2at6At = c
2

2 + T − Vt6at ; t 2 [0; T ]: (4.12)
Since G(z) is symmetric and non-increasing, for z>0, the last bounds imply
J16c
Z T
0
1
a3=2t
EG
 
u− Yt−1
a1=2t
!
dt: (4.13)
Now, by Lemma 5.2 (see the appendix),
EG
 
u− Yt−1
a1=2t
!
6c1 sup
z
jP(Yt−16z)− (z)j+ c2
p
at : (4.14)
Taking into account that Vt−1 =Vt −Vt and Vt>t [by (4.11)] and that Vt622
and c>2, we get
Vn − Vt−1622 + T − t6at: (4.15)
Using (3.6), we have
E((Yn − Yt−1)2jFt−1) = E
 
nX
k=t
E(2k jFk−1)jFt−1
!
6 E
 
nX
k=t
hX ik jFt−1
!
6cE(hX in − hX it−1jFt−1)
6 c(Vn − Vt−1)6cat :
Then, by Lemma 5.1, we get, for any t 2 [0; T ],
sup
z
jP(Yt−16z)− (z)j6 c1 sup
z
jP(Yn6z)− (z)j+ c2pat : (4.16)
From (4.13), (4.14) and (4.16), we obtain
J16c1
Z T
0
dt
a3=2t
sup
z
jP(Yn6z)− (z)j+ c2
Z T
0
dt
at
: (4.17)
By elementary computation, we see that (since >1)Z T
0
dt
a3=2t
6
c
c
6
c
c
;
Z T
0
dt
at
6cjlog()j: (4.18)
Then
jI1j6J16 c1c supz jP(Yn6z)− (z)j+ c2jlog()j: (4.19)
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Control of I2: Since Ak =−Vk , we have jI2j6I2;1 + I2;2, where
I2;1 = E
nX
k=1
1
2Ak
j’0((u− Yk−1)=
p
Ak)(Vk −hX ik)j;
I2;2 = E
nX
k=1
1
2Ak
j’0((u− Yk−1)=
p
Ak)(hY ik −hX ik)j:
Control of I2;1: Since j’0(z)j6 (z)6G(z), for any real z, we have’0
 
u− Yk−1
A1=2k
!6G
 
u− Yk−1
A1=2k
!
: (4.20)
Note that 06Vk−hX ik6221(k=n) and An=c22, =+; >1; c>2. Then,
using (4.20), we obtain
I2;16
c2
c
EG

u− Yn−1
A1=2n

;
and, by (4.14) and (4.16) with t = T , we get the estimate
jI2;1j6 c1c supz jP(Yn6z)− (z)j+ c2:
Control of I2;2: By (3.5),
jhY ik −hX ik j6
E(2kek jFk−1)E(ek jFk−1) − E(2k jFk−1)
+
E(kek jFk−1)2E(ek jFk−1)2
 :
Using simple Taylor expansions and the facts that E(k jFk−1)=0 and that (by Jensen's
inequality) E(ek jFk−1)>1, we easily obtain the bound
jhY ik −hX ik j6chX ik6cVk:
With this bound we get
jI2;2j6cE
nX
k=1
1
2Ak
’0((u− Yk−1)=
p
Ak)Vk:
Since j’0(z)j6 (z)6G(z), the right-hand side can be bounded exactly in the same
way as J1 in (4.10), with Ak replacing A
3=2
k . What we get is [cf. (4.17)]
jI2;2j6c1
Z T
0
dt
at
sup
z
jP(Yn6z)− (z)j+ c2
Z T
0
dt
a1=2t
:
Now we choose the absolute constant  in the denition of the range in Lemma 3.3 so
that 6c−1 , which assures that c
2

26c2(+)
26c. Then, by elementary computation,
we see thatZ T
0
dt
a1=2t
6c1
p
c22 + T6c2;
and, taking into account that at>c2
2,Z T
0
dt
at
6
c1
c
Z T
0
dt
a1=2t
6
c2
c
:
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Then
jI2;2j6 c1c supz jP(Yn6z)− (z)j+ c2:
Collecting the bounds for I2;1 and I2;2, we get
jI2j6 c1c supz jP(Yn6z)− (z)j+ c2: (4.21)
Control of I3: By Taylor expansion,
I3 =
1
8
E
nX
k=1
1
(Ak − #kAk)2’
000((u− Yk−1)=
p
Ak − #kAk)A2k :
Since jAk j= jVk j622 and c>2, we have
Ak6Ak − #kAk6c22 + T − Vk + 2262Ak:
Using this bound and the inequalities j’000(z)j6 (z)6G(z) we obtain
jI3j6c2E
nX
k=1
1
A2k
G
 
u− Yk−1
2A1=2k
!
Vk
which we estimate in the same way as J1 in (4.10): What we get is
jI3j6 c1c supz jP(Yn6z)− (z)j+ c2: (4.22)
Collecting the bounds for I1, I2, I3 given by (4.19), (4.21), (4.22), we get
jEu(Yn; An)− Eu(Y0; A0)j
6
c1
c
sup
z
jP(Yn6z)− (z)j+ c2(+ jlog()j+ ):
Implementing the last bound in (4.3), we arrive at
sup
z
jP(Yn6z)− (z)j6 c1c supz jP(Yn6z)− (z)j+ c2(+ jlog()j+ )
from which choosing c = 2c1 we get
sup
z
jP(Yn6z)− (z)j6c1(+ jlog()j+ ) (4.23)
which proves the assertion of Lemma 3.3.
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Appendix
In Section 4 we make use of the following assertions, which can be found in
Bolthausen (1982).
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Lemma 5.1. Let X and Y be random variables. Then
sup
u
jP(X6u)− (u)j6c1 sup
u
jP(X + Y6u)− (u)j+ c2jjE(Y 2jX )jj1=21 :
Lemma 5.2. Let G(x) be an integrable function of bounded variation; X be a random
variable and a; b be real numbers with b> 0. Then
EG

X + a
b

6c1 sup
u
jP(X6u)− (u)j+ c2b:
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