This report is primarily concerned with methods for optical calibration of laser power for continuous wave (CW) light sources, predominantly used in photodynamic therapy (PDT). Light power calibration is very important for PDT, however, no clear standard has been established for the calibration procedure nor the requirements of power meters suitable for optical power calibration. The purposes of the report are to provide guidance for establishing calibration procedures for thermopile type power meters and establish calibration uncertainties for most commercially available detectors and readout assemblies. The authors have also provided a review of the use of various power meters for CW and pulsed optical sources, and provided recommended temporal frequencies for optical power meter calibrations and guidance for routine quality assurance procedure.
r Review calibration procedures for thermopile power meters.
r Establish terminology for determining calibration uncertainties for commercially available power meters and head assemblies.
r Review the use of various power meters for CW and pulsed optical sources.
r Recommend frequency for optical power meter calibration and routine QA.
LIST OF SYMBOLS
The symbols used for all physical quantities in the report are listed in Table I . A description of the terminology is included in Sec. 2. Our symbol definitions follow those of Star 1 and the recommendations of the National Institutes of Standards and Technology (NIST). 2 They are consistent with the report of AAPM Task Group 5. 3 Throughout the document, the term "fluence rate" will be understood to be equivalent to "radiant energy fluence rate."
INTRODUCTION AND SCOPE
The optical power meter is the standard for all light dosimetry for photodynamic therapy (PDT). PDT is a treatment modality employing light of a particular wavelength in the presence of oxygen to activate a photosensitizer, resulting in the generation of singlet oxygen or other reactive oxygen species which then cause localized cell death or tissue necrosis. 4 Currently, PDT dosimetry assumes ubiquitous availability of oxygen and population average photosensitizer concentration inside the target tissue. Hence the dominant parameter available to modulate the therapeutic dose relates to the rate of optical energy delivery. Thus the fundamental dosimetry quantity currently used in PDT is fluence rate ( ), defined as the rate of optical energy incident from all directions on a small sphere per cross-section area of the sphere per unit time (W/cm 2 ). 1 A power meter measures the amount of optical power (energy per unit time) incident on the detector active surface and generally does not distinguish between light of different wavelengths.
Since most clinical PDT uses continuous wave (CW) optical sources, this report is primarily concerned with optical power meter calibration for CW light sources emitting an electromagnetic wave of approximately constant amplitude and frequency. In laser physics, the term "continuous wave" or "CW" refers to a "free-running" laser which produces a continuous output beam, as opposed to a pulsed operation where the gain of the laser power output can build up to a very high value when the quality factor Q of the optical resonator is degraded during the pumping (Q-switching) or by modulating the losses (or gain) of the laser to the intermode frequency spacing (mode locking). 5 Different power meters have different response times, wavelength dependences, and measurement accuracies, so a comprehensive examination of their use and principles of operation is needed. This part of discussion is included in Sec. 3 .
A general principle of calibration is traceability, or the ability to relate a locally defined calibration to a national or international standard. A quantity is traceable to a national standard if "the property of the result of a measurement or the value of a standard can be related to stated references, usually national or international standards, through an unbroken chain of comparisons all having stated uncertainties" [NIST Policy on Traceability (http://ts.nist.gov/Traceability/Policy/ nist_traceability_policy-external.cfm, accessed February 10, 2009)]. Further discussion on traceability is included in Sec. 4 . The user shall be responsible for ensuring that the calibration of any power meter used clinically is traceable to national or international standards. Section 5 provides guidance for choosing an appropriate power meter and recommendations for what is minimally required for optical power meter calibration. Section 6 describes user-maintained quality assurance procedures for power meters.
The terminology used in this report is consistent with other AAPM Task Group reports and include in particular:
r Shall indicate a procedure that is essential for either (i) establishment of uniform practices, or (ii) the most safe and effective result and/or maintaining established standards of practice to ensure the accuracy of optical power determination.
r Should indicate an advisory recommendation that is to be applied when practicable. The task group favors the indicated procedure but understands that there are other procedures which can accomplish the same goal. Deviations from the recommended procedure should only be carried out after careful analysis demonstrates that an equivalent result will be produced.
TERMINOLOGY

2.A. Light dosimetry quantities
The following general concepts will be useful in the discussion of optical power meter calibration. The most basic quantity in radiometry is the radiance L, which is defined as the power per unit cross-sectional area per unit solid angle at a given point, r, in space. In the practice of light dosimetry, the quantities of interest are in general either the fluence rate or the irradiance E. 1 The fluence rate is given by the integration 
whereŝ is the direction of the light irradiance L. λ is the wavelength of light. The irradiance is given by
wheren is the unit vector normal to the surface under consideration. This quantity therefore represents the component of the incident light field that enters normal to the surface, from one hemisphere. The power incident on a detector with a flat surface and a finite area is given by
In the special case where irradiance is uniform across the detector area, Eq. (3) becomes
where A int is the area of intersection between the light field and the detector. Two extreme cases illustrate the difference between fluence rate and irradiance. First, under conditions of unidirectional radiance normally incident on a surface, the angular distribution of radiance is replaced with a delta function, and the irradiance and fluence rate are identical, and both are numerically equal to the radiance in the direction of incidence of the photon beam. At the opposite extreme, under conditions of isotropic radiance, we have
From the point of view of dosimetry, the important quantity is the energy absorbed by the photosensitizing drug. 3 Because the probability of light absorption by molecular absorbers is independent of the angle of incidence, the energy deposited per unit time is proportional to the fluence rate, not the incident irradiance. If an irradiance-sensitive detector is used for dosimetry, it will be accurate only if the radiation is normally incident and unidirectional. In tissue, however, multiple scattering randomizes the direction of the incident light. In this case, where the light field is approximately isotropic, the irradiance detector will underestimate the fluence rate by a factor of 4.
6 Both flat (irradiance-sensitive) and isotropic (fluence rate sensitive) detectors can be calibrated in a spatially uniform, unidirectional beam. It is essential that the user understands and accounts for the relationship between the detector measurement and the fluence rate in tissue, which is detector type dependent.
2.B. Power meter terminology
When discussing power meters and their calibration, it is important to distinguish the functional parts of the power meter assembly, which may be physically separate, and to adopt a uniform language. For the purposes of this report, we will separate the power meter assembly into two parts: The detector will refer to the part or parts of the device which absorb the light being measured and convert it to an electrical signal. The detector may also be referred to as a "sensor" or "power meter head." The readout will refer to the physical device used to display or record this electrical signal. The readout is typically a device with a visual readout, which may also be referred to as a "display unit." Alternative readouts include devices such as computer data acquisition cards and the associated software, strip-chart recorders, and oscilloscopes. The power meter is the combination of detector and readout. This dichotomy is equivalent to the separation of ionizing radiation measurement systems into two parts, namely, the ionization chamber and the electrometer in radiation physics for oncology.
BASIC PRINCIPLES OF POWER METER FOR LASER POWER CALIBRATION
3.A. General principles of calibration
The calibration of a detector is based on the measurement equation,
where M(A, λ, λ 0 ) is the output signal from the detector or reading from the meter for a bandwidth λ; E λ (x, y, λ 0 , λ) is the spectral irradiance function of the incident light with wavelength λ at detector position x, y. λ 0 is the central wavelength of the output light source (i.e., the wavelength integral is between λ 0 − λ/2 and λ 0 + λ/2); R (x, y, λ) is the spectral (radiant flux) responsivity of the detector and A is the area of the radiant flux beam on the detector; 7 The calibration of a detector consists essentially of determining its R function. In the simplified case where the detector's responsivity is spatially uniform and the source is monochromatic, Eq. (7) reduces to
where P is the total power incident on the detector. Under these conditions, R takes on a single value for each wavelength. In the case where the power meter as a whole is calibrated, M is the reading, Rdg, displayed or recorded by the meter's readout and R is expressed in Rdg/W. When the detector is calibrated separately, M is the output (voltage or current) of the detector and R is expressed in V/W (or A/W). In this case, the readout must be calibrated separately, and have its own calibration factor expressed in Rdg/V (or Rdg/A). The detector and readout calibrations can be multiplied to give a meter calibration, expressed in Rdg/W, which is equivalent to that resulting from calibration of the power meter as a single unit.
3.B. Common types of optical detectors
The general principles that describe the physical mechanisms for optical detector operation fall into two categories: thermal and quantum. Thermal detectors exhibit a signal that is proportional to the power or energy in the optical beam. Optical power is converted to heat, causing a temperature rise in the material. A subset of these detectors can be calibrated with electrical heaters, thereby relating their calibration to primary electrical standards. Quantum detectors exhibit a signal that is proportional to the rate of photons incident on the detector surface. Photons generate quantum events in the detector material, e.g., the production of electrons or holes, which are detected electrically. Examples of common optical detectors sorted by detector type and physical principle are given in Table II . 8 The three most common of these detectors for medical applications, thermopile, pyroelectric, and photodiode, are described in more detail in Appendix A.
This report deals primarily with thermopile detectors since these are the most commonly used detectors for PDT.
TRACEABILITY FOR OPTICAL POWER METER CALIBRATION
4.A. National standards and traceability
Traceability in general refers to the ability to relate the value of a measurement to a national or international standard. In practice, this is accomplished by maintaining a chain of comparisons between the measurement and a primary standard, as described below. 
4.A.1. Primary standards
A primary standard is defined as a device that provides direct traceability in international system of units (SI, abbreviated from French). The SI derived unit for power is the watt, equal to 1 J of energy per second. 9 NIST maintains primary standards for the measurement of optical radiometric quantities based on cryogenic radiometers and laser calorimeters. 2 These devices convert optical energy into heat; the thermal response is compared directly with the thermal energy imparted by a calibrated electrical source, thus providing traceability to the watt by means of electrical substitution. The expanded uncertainty (see definition Appendix B) for a typical NIST calibration of low power CW optical detectors is 0.5%-1% (with a coverage factor of 2). 2 [The coverage factor is a multiplication constant used to convert the combined uncertainty [Eq. (10)] to an expanded uncertainty U, which has higher confidence level than 66%, see discussion in Sec. 4 
.B.]
For wavelengths between 0.4 and 2.0 μm, the primary standards maintained at NIST can be either the cryogenic radiometer or a laser calorimeter, depending on the power levels. For the power levels used most commonly in PDT (0.1-10 W), the NIST primary standards are laser calorimeters. These calorimeters are described in detail in Refs. 10 and 11. The calorimeter establishes traceability for optical power to fundamental electrical units through voltage measurements across a precision resistor. The eventual electrical standard being maintained at NIST is the voltage per ohm (with 0.01% accuracy).
4.A.2. Transfer (or secondary and tertiary) standards
In principle, it is possible for an end user to have a detector calibrated by direct comparison with a primary standard at a national standards laboratory. In practice, this service, if available, is prohibitively expensive, and the improvement in uncertainty over commercially available calibration services is negligible compared to the uncertainty requirements of typical PDT applications. For end users, it is more practical to establish traceability through the calibration services provided by the power meter manufacturers.
In general, most manufacturers and secondary laboratories do not have access to primary standards, which are expensive to operate and maintain. Instead, manufacturers and secondary laboratories perform their calibrations based on transfer standards (or secondary and tertiary standards) which are themselves traceable to national standards. 12 In the United States, NIST maintains primary standards for optical power and provides calibration of transfer standards against these standards by means of direct substitution. 12 In general, transfer standards are specially constructed thermal or semiconductor detectors with combined uncertainty better than 2%. (Interested readers can contact NIST directly for any further questions. The contact email: calibrations@nist.gov.) These standards are related directly to primary standards, and the increase in uncertainty imparted by this additional link in the calibration chain is carefully documented.
When using a transfer standard for calibration, it is essential that the transfer standard be traceable to the appropriate primary standard for each quantity of interest. For example, a thermal detector's calibration should be traceable to a primary standard for optical power, not a primary standard for temperature.
4.B. Uncertainty analysis
An essential part of the calibration traceability chain is the estimation of uncertainty. All possible sources of uncertainty should be taken into account. There are two categories of uncertainty, and the methods for dealing with them are different. The following discussion follows the approach adopted by NIST; 13 however, the fundamental principles are generally applicable.
Type A uncertainties are defined as those that can be evaluated statistically on the basis of repeated measurement. These uncertainties reflect the random fluctuation inherent in any measurement. It is assumed that the values obtained from multiple measurements are distributed normally. The mean of the normal distribution is evaluated by taking the average of N samples, and the distribution's standard deviation is given by
The uncertainty in the average reading [u(x) in Appendix B] is given by the standard error of the mean (SEM), u(x) = S r /N 1 2 . If multiple measured quantities, x, are required for a given calibration, the total Type A error is given by the quadrature sum of the individual SEM's, assuming that all Type A errors are independent.
Type B uncertainties are defined as those that cannot be estimated statistically. These are evaluated by subjective judgement. Type B uncertainties include systematic uncertainties that contribute to the overall measurement uncertainty. Type B uncertainties are assumed to have a rectangular distribution, i.e., the true value of a quantity is equally likely to be anywhere within the range specified by the uncertainty.
The combined uncertainty in a measurement u c is obtained by summing all the uncertainties u i of the individual sources, whether of Type A or Type B, in quadrature. Hence,
The expanded uncertainty U of a measurement is defined as the combined uncertainty multiplied by a coverage factor k. 13 The purpose of defining an expanded uncertainty is to provide a value that predicts with some confidence the range of values within which the true value of the property being measured lies. If the errors in measurement are normally distributed and the uncertainties are evaluated correctly, a coverage factor of 2 will correspond to a confidence level of approximately 95%, and a coverage factor of 3 will correspond to a confidence level of greater than 99%. By comparison, stating the combined uncertainty u c (equivalent to a coverage factor of 1), gives only approximately a 66% confidence level.
It is important to recognize that calibration uncertainty is only one component of the expanded uncertainty in any given measurement. While the lab providing the calibration should be expected to provide an analysis of the expanded uncertainty in the calibration, it is the responsibility of the user to account for other sources of uncertainty in the measurement. These include the uncertainty introduced by variations in measurement setup and variations in the quantity being measured itself. An example of a typical measurement uncertainty analysis is given in Appendix B.
GUIDELINES FOR LASER POWER CALIBRATION
5.A. Guidelines for choosing power meters
Optical detectors are often written about and explained with jargon that prevents a comprehensive understanding of the many, varied detector types. For example, detectors are often referred to by the material from which the photon absorbing surface is made, e.g., "germanium detector," or the principle upon which it operates, e.g., "photodiode," or the primary use, e.g., "IR detector" or "fast pulse detector." In these examples, all of these different terms refer to the same power meter. For consistency, we will be using "power meter" throughout the report.
This section will review the most commonly used commercially available power meter systems, and provides guidelines for choosing an appropriate power meter for a given application. For calibration of the high-power laser sources typically required for PDT, the most appropriate detector is a thermopile detector. Thermopile detectors, in general, have the advantages of high damage thresholds and approximate wavelength independence. A large variety of thermopile detectors are available, and the most appropriate model will depend on the particular application. The parameters that vary among detectors are typically the size, power range, and temporal response characteristics, see Table III . The dimension of importance is the clear aperture of the detector. To measure the total power output of a beamfocusing device such as a microlens, the power meter's open aperture must be bigger than the size of the spot produced by the delivery device [ Fig. 1(b) ]. If this requirement is met, the reading on the power meter when the detector is under filled by the spot will reflect the total output power of the beam-focusing device. Conversely, to measure the irradiance of a large beam, it is important to have a detector aperture smaller than the beam size, so that the area of collection is determined by the detector's aperture, rather than the size of the beam [ Fig. 1(a) ]. Given these constraints, a detector with a light transmitting aperture of approximately 1 cm diameter is large enough to accommodate most unfocussed beams and small enough to measure irradiance of beams used for typical PDT treatment.
The damage threshold of a given detector is a second important factor, and one that involves important tradeoffs. In general, thermal detectors achieve high damage thresholds either by using a large thermal mass or by the addition of airor water-cooling systems. These strategies yield detectors capable of measuring power levels as high as hundreds of watts. Inherent to all strategies that increase the maximum measurable power by limiting the potentially damaging high temperature rise in the detector is a loss of responsivity at low power levels, and, often, a loss of temporal response. When specifying the maximum measurable power level for a detector, it is therefore recommended that the user choose the detector with the lowest maximum power that encompasses the anticipated measurement ranges.
The temporal response of a thermal detector is a third important parameter, and one whose optimal value depends on the application being used. For instance, if the detector is being used to optimize the laser output, detector response time may be the rate-limiting step in the process, so it should be made as small as possible. Conversely, if the detector is being used to measure the average power of a laser operating in pulsed mode, it is important to have the temporal response longer than the laser pulse width so that it reports the mean power rather than the power variation within the pulse.
There are specific applications where a thermopile detector may not be the preferred device, as in cases where lower powers are to be measured with high precision. Here photodiodebased detectors offer higher sensitivity and responsivity than thermopiles. If the user chooses a photodiode-based detector, it is important to recognize that the detector's output will be wavelength-dependent, and will depend on the absorption spectrum of any filters or attenuators placed in the beam path. If semiconductor detectors are used, the same considerations apply as to thermopile detectors, but in addition, care should be taken to ensure the detector's responsivity is sufficient at the wavelength of interest. Many manufacturers provide different detector models optimized for the various wavelength ranges. In general, the response time of photodiodes (in the μs range) is much faster than that of thermopile detectors (in the ms range), making them better suited for optimization of lasers and light sources. A list of example specifications is provided in Table III .
While pulsed light sources are generally not used for current approved PDT indications there are biomedical optics applications that utilize pulsed light sources which may require characterization of individual light pulses. In these cases, pyroelectric detectors are appropriate. Care must be taken to ensure that the response time of the detector is matched to the temporal pulse width of the light source.
5.B. Guidelines for vendor-provided calibration procedures
The manufacturers of commercially available power meters should provide their own calibration at the time of purchase, and offer recalibration as a service. The following are recommendations for vendor-provided calibration.
The power meter shall be calibrated under standard operating conditions, i.e., under conditions similar to those used for clinical measurement. These conditions include wavelength, power level, and beam geometry. The power levels at which the power meter is calibrated should span the range over which the meter will be used clinically to ensure linearity. If the power meter consists of a detector and readout, it shall be calibrated as a single unit so the report needs to state the serial number of both the detector and readout parts. The calibration procedures shall be traceable to national standards for the critical units such as beam area and power.
The end user should require from the vendor documentation of the following:
(1) Documentation of traceability and uncertainty analysis, as described in Sec. 4. The user should ensure that all of the units essential to the user's intended measurement are traceable to appropriate standards. (2) A record of the measured responsivity or calibration factor at each wavelength of interest. Even when these values are recorded electronically in the detector itself, the values should be provided to the user to allow comparison with previous calibrations. (3) Detailed documentation of the exact calibration conditions, wavelengths, and power levels used in the calibration. This documentation should clearly state whether the calibration factors reported at each wavelength were measured individually, interpolated from measurements at other wavelengths, or estimated by curve fitting. In any case, the uncertainty analysis for the wavelength of interest to the user should be provided.
An example of a Report of Calibration provided by NIST, which meets all these requirements, is included in Appendix B.
QUALITY ASSURANCE
6.A. User-maintained calibration procedures
This section provides guidance to the PDT medical physicist regarding the minimum tests required to guarantee equipment confidence. The quality assurance (QA) committee of the clinical department, in general, shall approve these tests based on equipment capabilities and community expertise, as per AAPM TG40.
14 These tests become part of the QA program and should be performed on routine bases, signed off by the medical physicist.
We recommend that at least one power meter to have a 24-month valid NIST-traceable certificate. However, the physicist should be ultimately responsible for the accuracy of the optical power meter calibration and he or she should maintain an inhouse program to ensure the accuracy of the optical power meter calibration, as described below.
6.A.1. QA form
The quality assurance form is a document that will record the calibration history of the laser equipment and should contain laser model, manufacturer, wavelength, serial number, dates of last and next preventative maintenance. It also should contain the power meter model, serial number, and last date of calibration. This form is intended to describe clearly all tests performed for constancy checking such as output checking, linearity, repeatability, reproducibility, spatial uniformity (flatness and symmetry), angular dependence, interrupt and emergency button functionality, and timer. This form should be signed off by the authorized medical physicist and be part of the patient records (see Appendix C).
6.A.2. Power meter comparison procedure
For the PDT user (clinical medical physicist), an optical power meter calibration shall consist of an intercomparison of the power meter to be checked against a "gold standard" power meter [A "gold standard" power meter is any thermopile power meter that is calibrated by NIST or manufacturers' NIST traceable laboratory.] 15 The light source passes through a fiber with a microlens at the tip to produce a homogeneous light intensity distribution at the plane perpendicular to the light source, as shown in Fig. 1 .
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Assuming the light cross-section area is larger than the aperture of the detector, the light (or radiant energy) fluence rate ( ), is determined as
where P is the laser power measured by the detector and A is the active area of the detector irradiated. The power meter comparison is performed by keeping the power of the laser source constant and exchanging the power meters at the same source-to-detector distance (SDD). If the laser beam diameter on the detector surface is smaller than the cross section of the detector's heat receiver, then the power measured by the power meter can be directly compared to the power of the laser regardless of SDD and cross section of the power meter. The variation in the ratio of the power meter readings from session to session should be less than 3%. Existing data show that the variation in this ratio over a ten-year period is less than 5% unless a power meter's characteristics have changed and need to be investigated. Note that the latter approach, where the detector element is much larger than the beam does not require the use of a collimating microlens, but is prone to higher errors when partial damage to the absorber surface is present, as can be the case particularly for thermopile type detectors.
6.A.3. Linearity comparison procedure
The definition of detector nonlinearity has been described as
where: R (M) is the responsivity of the detector, and M is the output signal [see Eq. (7)]. If NL is 5%, then the nonlinearity is termed 5%. The above equation is used for high-power laser detectors at NIST. 16, 17 Because the calibration laboratory calibrates the power meters for clinical use (specific wavelength and clinical range between 0.5 and 3 W), thermopiles offer a very linear response and more accurate measurements to determine response nonlinearity is not necessary (see Subsection 1 of Appendix A).
The calibration factor of nonlinearity of laser light source (for the same optical fiber) can be obtained by
This value is determined as a function of laser display power and shall be used to increase or decrease the power of the laser to correct the laser light prescription, i.e., the laser output power is determined by multiplying the laser display power by CF value at the laser display power level.
6.A.4. Spatial uniformity
Spatial uniformity is defined as the response of a detector for a pencil incident laser beam on a point within the detector sensitive area. A well-constructed thermopile detector should have the same response when the laser beam is falling anywhere within the sensitive area of the detector. The user should ensure that the laser beam is falling on the center of the detector sensitive area by ensuring that the beam spot on the display unit is centered. If the user is overfilling the detector, this is usually not an issue.
The absorbing surface of the detector is the most important part of the equipment. A visual inspection of the sensor detector surface gives an indication of the condition of the detector. Severe discolorations of the surface burn marks, or scratches can indicate that this detector has been abused and probably should be sent for a surface replacement.
The detector angular dependence response is part of the power meter design. Each manufacturer designs its product to certain angular specifications. For divergent beams such as those generated by microlenses, angular uniformity can be critical. The user shall use normal incidence for routine use.
6.B. Recommended difference limits
This report recommends that the measurement uncertainty of power and optical fluence rate should be within 5% and 15%, respectively, under well-defined light source geometry (e.g., collimated uniform light incidence).
The recommended measurement uncertainty of fluence is 15% for most national PDT protocols. 3 The measurement uncertainty for the fluence (rate) depends on many components, including detector calibration, temporal and spatial uniformity of light source used for calibration, linearity, and angular dependence of the detector. When determining the uncertainty required of the optical power meter calibration, the user shall take into account these other sources of uncertainty to ensure that recommended measurement uncertainty is met.
No power meter shall be used to measure optical power in a power range where its nonlinearity exceeds 5%.
6.C. Frequency
This taskgroup recommends that the calibration frequency to be once every 24-month unless the facility maintains an internal QA program. This recommendation is based on the experience of PDT clinical use and is consistent with the recommendations of AAPM TG40 for ionization chamber calibration frequency for radiation output.
14 This frequency is less than those recommended by the ISO17035-1, and ANSI Z540-1 standards, 18, 19 which require annual recalibration of equipment used to measure laser outputs. If an internal comprehensive QA program is maintained, the frequency of comparison and vendor-supplied calibration can be adjusted based on the demonstrated stability of internal calibration results.
14
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Thermopile detectors
A thermopile detector consists of a target disc of a predetermined thickness located within and in thermal contact with a heat sink. 20 The heat sink has an opening for directing the laser radiation to be measured onto the target disc. The opposite surface of the disc is connected to the hot junctions of a thermocouple array. The cold junctions of the thermocouples are connected to the heat sink. A thermocouple is made of either a dissimilar metal junction or a semiconductor Peltier junction 21 and multiple thermocouples are often connected in series (called thermopile) to increase the voltage output into the millivolts range (typically R ∼ 1 mV/W).
When in use, absorption of a laser beam creates heat at the receiver area of the power probe. For a perfect black absorber, the amount of heat, and thus the temperature rise at the disc, is determined by the power level of the laser beam. The change in temperature induced by the deposition of energy is detected via the Seebeck effect, in which the heating of a junction between two conductors generates a potential difference. 22 In order to compensate for changes in ambient temperature, a reference (unirradiated) set of junctions is included in the detector. The heat flows to an air-cooled radiator that is nearly at a constant ambient temperature (unless the probe power rating is greatly exceeded). The absorbing disc is usually made of aluminum. Its thickness can be increased (or material changed to copper) to measure laser power in kW range. Optically black paint has been employed as the actual surface absorbing material. The paint is organic in composition and is easily applied in a uniform pattern onto a thermal disc. Most black optical paints are spectrally flat, i.e., deviation is ±3% from 250 nm to 11 μm. The damage threshold of the optical black paint for CW lasers is 200-500 W/cm 2 and 50-80 mJ/cm 2 for pulsed lasers (10 ns FWHM). The paint causes some wavelength dependence for the power meter response.
Response times are in the order of several milliseconds, compared to the micro-or nanosecond response of solid-state detectors so that it is only suitable for measuring average power for millisecond pulses or CW light sources. 22 If thermopile junctions, the thermal disc, and mechanical interface to the heat sink are uniform, the spectral responsivity is nearly constant regardless of where the laser is positioned on the disk. The response time of thermal power detectors are slow due to heat transport of the thermal mass and scale with the detector head and target disc size.
Pyroelectric detectors
A pyroelectric detector is a thermal detector that consists of an absorbing layer and a pyroelectrical material. The pyroelectrical material is a dielectric material whose surface charge changes with heat. 22 The optical energy is converted to heat by the absorbing layer. A voltage difference proportional to the temperature change is generated by the pyroelectric layer. Pyroelectrical detectors are only sensitive to changes of temperature, therefore making them sensitive only to pulsed optical sources. A pyroelectric detector may be used with CW source if the source is modulated (e.g., via a mechanical chopper). Typical pyroelectric detectors have shorter response times (∼μs or ns, depending on the detector size) and are less sensitive than the thermopile detectors (typically R ∼ 1 μV/W). The response time for the detector should be longer than the pulse width, to ensure that the entire pulse's energy is captured. On the other hand, the recovery time of the detector must be shorter than the interval between pulses. Different configurations can yield detectors appropriate for pulses up to several milliseconds in duration and repetition rates up to several thousand Hz. Like thermopile detectors, pyroelectric devices have high damage thresholds and their response spectra are determined by the reflectivity of the absorber, so they can be made very flat.
Photodiode detectors
Light creates electron-hole pairs in photodiodes and therefore generates a photocurrent proportional to the number of photons absorbed in the silicon layer. For a given wavelength, the photocurrent is proportional to the light intensity. However, the responsivity of the photodiode is inherently wavelength dependent as the electron-hole pair generation is a quantum effect requiring only a minimal quantum energy.
A photodiode is made of a p-n junction by doping the semiconductor with donors and acceptors at adjacent junctions. When a bias is applied to the p-n junction, an photoelectric current is generated due to the creation of excess carriers. 23 Because this is a quantum mechanism, these detectors exhibit a strong wavelength dependence (see Fig. 2) . Unlike x-ray diode detectors, the spectral responsivity R does not decrease with accumulative light dose to the photodiode because the photon quantum energy is too low to create any defects in the silicon crystal structure. R increases with increasing instantaneous dose rate, the socalled dose-rate effect. However, unlike x-ray diode detectors, this effect should be negligible in those PIN (p-type-insulatorn-type) photodiodes where the diffusion current is negligible because of large depletion layer thickness.
The response time of a photodiode is much faster than the thermopile detectors (μs-ns range). It is the most sensitive detector (typically R ∼ 1 A/W) and some photodiodes can detect a single photon. 
APPENDIX B: SAMPLE NIST CALIBRATION REPORT
U.S. DEPARTMENT OF COMMERCE NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY ELECTRONICS & ELECTRICAL ENGINEERING LABORATORY
ABC Company <Mailing Address>
Calibration summary
The laser power meter was compared to NIST standard calorimeters at a wavelength of 1064 nm (Nd:YAG laser). The laser beam had a nominal diameter of 5 mm on the detector surface, and the test detector was centered in the incident beam. The power impinging upon the test instrument was measured concurrently using a calibrated beamsplitter and a NIST standard calorimeter (see Fig. 3 ). The beamsplitter ratio was calibrated for each data set using two NIST standard calorimeters. Before the measurements began, the test instrument was allowed to reach equilibrium with the laboratory environment. Readings were recorded directly from the test meter via GPIB. The calibration factor was then found by dividing the test instrument reading by the calculated incident power. The ambient temperature during these measurements was 21 ± 1
• C. A summary of the measurements is given in average, the resulting values will agree with those of the NIST measurement system.
Uncertainty assessment
The uncertainty estimates for the NIST laser energy measurements are assessed following guidelines given in NIST Technical Note 1297, "Guidelines for Evaluating and Expressing the Uncertainty of NIST Measurement Results" by Barry N. Taylor and Chris E. Kuyatt, 1994 Edition. To establish the uncertainty limits, the error sources are separated into (1) Type B errors, whose magnitudes are determined by subjective judgment or other nonstatistical method, and (2) Type A errors, whose magnitudes are obtained statistically from a series of measurements.
All the Type B error components are assumed to be independent and have rectangular or uniform distributions (that is, each has an equal probability of being within the region, ±δ i , and zero probability of being outside that region). If the distribution is rectangular, the standard uncertainty, σ s , for each Type B error component is equal to δ i /3 1 2 and the total "standard deviation" is approximated by ( σ s 2 ) 1 2 , where the summation is performed over all Type B error components.
The Type A errors are assumed to be independent and normally distributed, and consequently the standard deviation, S r , for each component is The values used to calculate the NIST uncertainties are listed in Table BII for the power levels tested. The number of decimal places used in reporting the mean value of the calibration factor listed in Table BI was determined by expressing the total NIST uncertainty to two significant digits. 
