Abstract. This essentially numerical study, sets out to investigate various geometrical properties of exact boundary controllability o f t h e w ave equation when the control is applied on a part of the boundary. R elationships between the geometry of the domain, the geometry of the controlled boundary, the time needed to control and the energy of the control are dealt with. A new norm of the control and an energetic cost factor are introduced. These quantities enable a detailed appraisal of the numerical solutions obtained and the detection of trapped rays.
, states that one must control on a set large enough to encounter every ray of geometric optics. However, this is not very intuitive, especially when the geometry of the controlled domain becomes complicated and when the control is applied on a part of the boundary only. This numerical study will try to illustrate and elucidate various aspects of this theoretical result.
We remark that apart from the numerical studies of 6, 7] cited above, 5] h a ve also performed a numerical investigation of the controllability o f a non-linear wave equation (in one space dimension) with the control located in a small neighborhood of the boundary.
In this paper we begin by recalling the main theorems concerning the Hilbert Uniqueness Method of J.-L. Lions 8] and the geometrical theorems of Bardos-Lebeau- Rauch 4] . We then explain the numerical algorithm which closely follows the work of R. Glowinski 6] . After a validation of the code, we use it to study various relations between the geometry of the control boundary the time needed to control a given geometrical con guration ESAIM: Cocv, May 1998, Vol. 3, 163{212
the oscillatory nature of the data the cost of the control. We seek in particular a numerical manifestation of the trapped ray phenomenon. Finally we draw some conclusions. where is a bounded domain of R 2 with boundary ;, and ; 0 ;. In other words, the boundary control is applied on the part ; 0 of the boundary ;.
The problem of exact boundary controllability is then: \Given T, u 0 , u 1 , can we nd a control g on 0 such that the solution of (2.1) satis es u(x T) = u t (x T) = 0 o n ? "
The answer is yes, if one takes T su ciently large, and one controls on a set large enough to encounter every ray of geometric optics (see below). This answer raises numerous questions:
how d o e s T depend on the geometry of the domain ? How d o e s T depend on the spectrum of the initial data ?
For complicated geometries, what constitutes a set \large enough to encounter every ray of geometric optics" ? All these questions will be treated in the sequel.
A systematic and constructive method for computing such a c o n trol, g, is provided by the Hilbert uniqueness method (Hum) of Lions 8] .
2.2. Description of the HUM We n o w describe brie y the Hum for control of the wave equation from a part of the boundary. F ull details can be found in 8] .
Let ;(x 0 ) = fx jx 2 ; (x ; x 0 ) n x > 0g where x 0 2 R 2 is an arbitrary point and n x is the outward normal to ; at x, t h e n is an isomorphism from E onto E 0 .
Application of the HUM to the wave equation
Let us now apply Theorem 2.1 to the control of the wave equation (2.1). Suppose that u 0 2 L 2 ( ) u 1 2 H ;1 ( ) are given. Then 1. take f = fu 1 ;u 0 g { i.e. we identify u with 2. solve e = f to obtain e 0 , e 1 , the initial data for the wave equation (the boundary control) gives the exact boundary controllability with u(x T) = u t (x T) = 0 8x 2 : We remark that the operator is symmetric and E-elliptic. These properties imply that e = f can be solved by a conjugate gradient algorithm.
Control on a part of the boundary: theoretical aspects
We w ould like to analyze more precisely what happens in the case of control on a part of the boundary. This analysis, which appears in Appendix A, motivates the introduction of the energetic cost vector of Section 5.
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Finally, w e come to the idea/method that motivates our analysis. Wave equations have solutions that are localized near curves (t x(t)) in space-time. The curves are called rays, and typical rigorous results assert that for any " > 0 a n d T > 0 there is a solution so that the fraction of the energy located at a distance smaller than " from the ray is greater than 1 ; " for 0 t T. : : : ] i t w ould be foolhardy to try to control a solution from a set on which the energy is negligibly small. Thus controls must be placed so that there is a control on every ray 4 , p. 1026]. The following classi cation of rays can be made according to the nature of their contact with the boundary:
rays that hit the boundary transversally { they are re ected by the classical laws of geometrical optics and their trace at the boundary is comparable in size to the corresponding wave rays that kiss the boundary at a di ractive point { they leave a v ery small trace rays that hug the boundary (near tangential incidence with non-di ractive contact) { for these gliding rays the traces are comparable in size to the waves. This last point constitutes the main estimate of 4]. The lower bound on traces thus obtained in a subset of the region of control, is combined with theorems on the propagation of singularities to derive estimates throughout the domain. In fact it is shown that the trace is appreciable for any r a y that in the absence of boundary conditions would leave . Such r a ys are called nondi ractive. Special cases are the gliding and transversely re ected rays. Since the boundary is responsible for con ning such r a ys, it is reasonable to expect that the boundary must do appreciable work.
Once the lower bound (in the energy e = R u 2 t + jr x uj 2 + u 2 dx), kuk 2 H 1 (]0 T !) ce for example, has been obtained, it can be used via a suitable identi cation of dual spaces to show the strong ellipticity of the map of the HUM. To compute the control we can then use a conjugate gradient method as shown in the next section.
Many i n teresting examples of control domain geometry (disconnected minimal regions for control on the disk, bowling ball and dogbone) are given in 4] and are compared with results obtainable by m ultiplier techniques. We appreciate immediately the advantage of the geometrical approach when examining these cases. In fact our numerical study will be based on the intuitions obtained from these very examples.
We c a n n o w express the theorem of Lions in its geometrical form: ( ) one can nd a control g 2 L 2 (; 0 (0 T )) which drives the system (2.1) from u 0 , u 1 at time zero, to rest at time T.
A numerical algorithm based on the HUM
As we w i l l n o w s h o w, the constructive nature of the Hum together with the favorable properties of the operator , enables us to formulate a numerical algorithm based on the use of a conjugate gradient method with the Hum at its core. This will be presented in three steps:
1. presentation of a general conjugate gradient algorithm (Algorithm CG-0) 2. application of algorithm Under these hypotheses, problem (4.2) has a unique solution which c a n be computed by the following conjugate gradient algorithm (which w e w i l l subsequently apply to our control problem): Now, we simply replace the functionals a and L in (4.2) by the corresponding terms of our exact controllability problem:
L : e ! h f u 1 ;u 0 g ei:
We w ould like t o p o i n t out a common source of confusion: the positive de nite operator is composed of the solution of the two wave equations in and . T h us we never end up with a simple positive de nite matrix (after discretization) as would be the case in the solution of a large linear system by conjugate gradient methods. In particular, we cannot measure directly the condition number of our operator. This need arises when we solve problems in which the geometrical conditions for controllability a r e not satis ed.
We obtain the following conjugate gradient algorithm (as introduced Step calculate the boundary control g = @ @n j 0 for the wave equation. However, we imposed the conditions (x T) = t (x T) = 0 :
Thus the solution of the wave equation, using the converged value of g, will give us the exact controllability b y simple identi cation with the u wave equation. The only role played by the initial conditions of u is in the calculation of the residue in the zeroth iteration of the conjugate gradient { see above.
We will make further remarks concerning the complexity of this algorithm at the end of the following section.
The discretization of the CG algorithm using a multigrid filtering technique
The discretization of the above algorithm has undergone numerous metamorphoses. The reason for this is the fact that a direct discretization leads to an ill-posed discrete problem. Numerous attempts were subsequently made in order to remedy this: see 7] and others. The most successful of these remedies was formulated by G l o winski in 6] and uses a multigrid ltering technique inspired from a similar problem which arises in the numerical solution of the Stokes problem. We n o w present a nite di erence implementation of this technique. For the interested reader, a nite element implementation is given in the original paper 6].
The ill-posedness comes from the high frequency components of the solution of the discrete problem h 4t e h = f h :
The remedy (see 6] for analysis and details) is to eliminate the short wavelength components of the initial conditions of the wave e q u a t i o n b y de ning them on a coarse nite di erence grid of twice the step-size, 2h.
We will require two operators for the passage from grid to grid: an interpolation operator and an injection operator. The interpolation operator maps the coarse grid onto the ne grid: for 0 i j I=2 ; 1 w h e r e I is the number of elements in the ne grid. 6, 7] ) that the discrete operator h h 4t i is symmetric and positive de nite for T large enough, and hence problem (4.11) can be solved by a conjugate gradient algorithm operating in E h . 
where the inner product and norm are the discrete analogues (obtained by trapezoid integration) of (4.3) and (4.4) respectively update all quantities e k+1 = e k ; k w k
Step very substantial computer memory saving ...] The saving would be more substantial for large T and would be an absolute necessity f o r 3-d problems." 2. The above remark also shows the interest of the HUM approach from a computational point of view. In the original control problem, the unknown is the control g which is de ned over 0 = ; 0 (0 T ) using the HUM, the unknown is the solution e of e = f which is approximated by e h and is substantially smaller in terms of memory requirement.
5. Norms of the control g and the energetic cost of control The following discussion is in fact related to the numerical results presented in the following section. We examine here the relationship between the norm of the control g and the control time T. 5.1.1. The 1-D case. We can investigate the above relation in the very special case of one space dimension. We consider the \vibrating string" described by u tt ; u xx = 0 in 0 < x < 1, Taking T = 2 ( N + 1 )w i t hN an integer, and denoting by j the function on (0 2) given by j (t) = (t + 2 ( j ; 1)) for 0 j N, w e h a ve ( w i t h
In particular, the optimal control in L 2 (0 T ), g 2 , is unique and is character- Thus we g e t
On the other hand, the triangle inequality g i v es
and the optimal L 2 control is also L 1 optimal. We observe also that the set and this is an energy per unit time or a power. P h ysically then, it is reasonable that the power decreases as we extend the time interval, but it is the work that provides a better estimation of the total energy spent i n c o n trolling the system. Thus, extending the control interval (0 T ) leads to a decrease in the power (and consequently a more optimal solution in the L 2 ( ) norm), but a constant expenditure of energy.
The graphs (see below) show that the L 1 -norm is approximately constant.
then since these two quantities have the same homogeneity, w e h a ve b y the Cauchy-Schwarz inequality B A:
What we observe with our choice of data is that B A
and that both are approximately constant. This is striking since it implies that once we h a ve found an optimal control, g, all other controls for larger T can be obtained directly from this one. This can be explained by the following argument. Suppose we h a ve found a control (optimal) g T such As a result of the dependence of the norms of the control on the control time (T) as discussed above, and following the abstract analysis of Appendix A, we nd it appropriate to introduce a new criterion for estimating the optimal quality of the solution obtained. We are led to the following This factor takes into account the cost of applying the control (in the L 1 norm) as well as the cost incurred in driving the system to a nal state which is close to zero. It is normalized by the norm of the initial data to allow comparison between di erent cases (\controllable" and \uncontrollable" data). The smaller the value of the components of the ECV, the better the quality of the solution which then has 1. a smaller control energy and 2. a nal state closer to rest.
In the numerical results we will also present the ECF since it provides us with a useful scalar value and enables comparisons between cases with di erent geometries and initial conditions. 6. The wave equation on the unit square: numerical study Before presenting the numerical results we will give a n o verview of the di erent geometrical con gurations studied and discuss the convergence criterion and the discrete norms used. Other aspects of convergence are considered in Appendix C.
ESAIM: Cocv, May 1998, Vol. 3, 163{212 6.1. Geometry of domains and control boundaries In the numerical simulations that follow, we study three geometrical situations { see Figure 3: 1. a square domain with varying control boundary 2. squares with cavities giving rise to trapped rays 3. an elliptical region which exhibits di erent stability properties along the minor and major axes. . On a supercomputer this precision can be increased to 10
;12
as was done in 6]. In cases with oscillatory initial data (see below), we reduce this tolerance to 10 ;5 { this being the smallest value attainable in these cases. Examples can be found in Appendix C. it has support centered around the point ( x 0 y 0 ) the vector = ( x y ) will give a preferred direction of propagation the vector = ( x y ) will give support in a desired direction. This function will enable us to study numerous phenomena: the dependence of the control on the direction = ( x y ) the interaction between this direction and the geometry of the region as well as the geometry of the control boundary oscillatory data which has \compact" support in one coordinate direction and rapid oscillation in the other. T, whereas the L 1 norm is basically constant with a slight increase over T. On multiplying the L 2 norm by the square root of T, w e obtain a behavior similar to that of the L 1 norm. 6.6. Control on a part of the boundary of the unit square Using the function (6.1) we will consider smooth, exponential initial data and oscillatory initial data. 6.6.1. Exponential initial data. The rst series of runs (see Table 1 ) on the unit square shows the e ect of the direction of on the control. We consider two c o n trol geometries: control on the entire boundary, denoted by \ " control on the north, south and west boundaries, denoted by \ <" ( g = 0 on eastern boundary). In all runs we set = ( 2 0) and use a rotation of angle (0 =2) to change the direction of propagation of the initial data. For the <-geometry we consider rst the dependence on T for = 0 xed, then the dependence on for T = 3 :315 xed. These results are plotted in Figures 6 and 7 . In the Table 1 , we g i v e detailed results of some of these simulations. We need less time to control from the entire boundary than from a part, as expected.
As in the case of control on the entire boundary, i t i s t h e L 1 norm and hence the ECF which gives a better cost function { see Figure 6 . When the direction of propagation is perpendicular to the uncontrolled boundary, the time needed to control increases when compared with the direction parallel. The case where the angle is =4 i s i n termediate and there is a clear functional relationship between the 2 norms and the angle { see Figure 7. 6.6.2. Oscillatory initial data. We n o w impose oscillatory initial data with compact support in the y-coordinate direction and rapid oscillation in the x-direction as shown in Figure 8 . Note that this function is real. We consider two di erent geometries for the control boundary:
control on the west and south boundaries, denoted by \ L" { in this case we have geometric control control on the north and south boundaries, denoted by \ = " ( g = 0 o n eastern and western boundaries) { in this case there is no geometric control. Detailed results are presented in Table 2 If we compare with the results of Table 1 we see that the oscillatory data takes longer to control and approximately 20 times the energy the nal state is one order of magnitude larger and the overall ECF (energetic cost factor) is about 100 times larger. Comparing the 2 cases of this table, we observe that in the absence of geometric control (\="), the ECF is about 50 times larger than when we d o h a ve geometric control (\L") the rst component (cost of the control, g) is 20 times bigger and the cost of the nal state is twice as big. We m ust have at least one control boundary perpendicular to the direction of the oscillating part of the initial data in order to obtain good convergence { this is the geometric condition. Even in the bad case (control on N and S only) we h a ve the same behavior of the L 1 norm of g as a function of T { this phenomenon is thus independent of the control geometry. The comparison of kg(t)k L 2 (;) for the 2 geometries is interesting (see Figures 10 and 11 ) the norm of g has an apparently chaotic form for the bad case, whereas when we h a ve one control boundary perpendicular, there is a coherent e n velope { this indicates a dependence of the form of kg(t)k L 2 (;) on the control geometry. The results for the N-S control boundary are not as well converged as the others { in fact we h a ve u s e d a c o n vergence criterion of 10 ;4
here. In 1] a n d 9 ] explicit observability inequalities with an exponential factor of the form e n were obtained for the boundary controllability of a linear hybrid system on the unit square, where n is the frequency of the oscillations in the x-direction. compare these in Table 3 . Note that with control on the outer boundary we have geometric controllability, whereas when we c o n trol on the hole, there is no geometric controllability.
The three series of animations in Figures 13, 14 and 15 compare the solution of the wave equation without any c o n trol ( Fig. 13) with that obtained when a control is applied on the exterior boundary ; 1 (Fig. 14) and on the interior boundary ; 2 (Fig. 15) . The norms for the ; 1 control boundary are plotted in Figure 16 . Controlling on both boundaries is no better than controlling on the exterior boundary only { there is a very slight di erence in the ECF's. Controlling on the interior boundary requires substantially more time and a much larger control energy { the ECF is approximately 10 times larger (cost of control is 5 times larger, cost of nal state is twice as large).
We once again nd the expected dependence of the norms on T, so this dependence appears to be independent of the domain geometry and of the control geometry.
The square with two c a vities
This example is inspired from the \bowling ball" case. We n o w h a ve three possible control boundaries: the two holes (; 2 and ; 3 ) and the exterior boundary (; 1 ). The ne discretization mesh is shown in Figure 17 . In addition to varying the geometry of the control boundary, w e will also examine the e ect of the direction of propagation of the initial data. Results are presented in Table 4 . Controlling everywhere requires the smallest T and gives a small value of the ECF. Controlling only on the outer boundary is comparable in cost to controlling on the 2 inner boundaries only. The dependence on the angle is interesting: when controlling on the outer boundary, the ECF decreases as varies from 0 to =2 whereas when controlling on the 2 cavities the ECF increases { this shows the e ect of controlling in the direction perpendicular to the propagation of the initial data. Controlling on only one cavity is expensive and convergence is di cult to achieve { the cost of the control, g, is about 10 times larger and the nal state is 4 times as big when compared with the case of control on the whole boundary.
ESAIM: Cocv, May 1998, Vol. 3, 163{212 7.3. The ellipse Since the boundary of the domain is no longer straight, we n e e d t o modify the nite di erence scheme. Details of the modi cations can be found in Appendix B.
On the ellipse we will rst study the case of a nice exponential initial condition and then we will consider oscillatory initial data on two c o n trol geometries: It is much more di cult to control the oscillatory data { as expected { the ECF's for the exponential data are 2 to 3 orders of magnitude smaller than those of the oscillatory cases.
If we look at the rst components of the ECV (cost of control) we see that the oscillatory cases give v alues 2 to 4 times larger than the exponential cases the second components (cost of nal state) are 40 to 100 times larger due mainly to the high values of ku 1 (T)k ;1 .
For the exponential data, we again obtain the previously remarked behavior of the norms of g { the L 1 -norm is basically constant with T, whereas the L 2 -norm is decreasing.
The \$" case has ECF's one order of magnitude smaller (factor of 2 in g, f a c t o r o f 5 i n u(T)) than those of the \l" case { the explanation comes from geometrical optics: the trajectory of a wave propagating along the major axis is less stable than that of a wave in the minor axis direction thus the wave of the minor axis tends to remain in the vicinity of this axis after re ections, and hence stays in the zero control region on the other hand, due to the instability of the major axis wave, this wave sees the non-zero control boundary more often and is thus more easily controlled. The \$" case is optimally controlled (minimal ECF) for small values of T (around T = 2) whereas the \l" case needs much more time and has a minimal ECF around T = 5 . { the peak amplitudes of the \$" case are half as large as those of the \l" case since this case is more di cult to control { the periods of the peaks re ect quite precisely the control geometry as well as the geometry of the ellipse: for the \$" case the period is about 1 which corresponds to the length of the major axis for the \l" case the period is about 0:6 which is the length of the minor axis.
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We cannot directly compare the ECF's of the ellipse with the previous cases (square geometries) due to the change in numerical method (see Appendix B) however in a forthcoming paper 2] w e will use overlapping grids which will treat all geometries with the same precision when
comparing Tables 1 and 5 we n o t e t h a t t h e g-cost is about the same, but the u(T)-cost is 10 times larger.
Summary of numerical results
In this section we present t wo T ables, 7 and 8, which will e ectively summarize the numerical results of the previous sections. Table 7 summarizes the results obtained in the two-cavity case. Here we clearly observe the following:
1. as the size of the control boundary decreases, the time needed to control increases 2. as the control boundary becomes smaller, there are more and more trapped rays and the control energy in the ECV ( rst term) increases rst by a factor of 3 as we m o ve from the entire boundary to the internal boundaries only, and then by a further factor of 3 as we c o n trol on one cavity only 3. the overall ECF (product of the two components) increases correspondingly and thus indicates well the loss of geometric controllability. Table 8 . Oscillatory data on the ellipse with 2 control geometries N = 4 8 .
In Table 8 we present the principal results for the ellipse. We observe that: 1. for the stable ray which propagates along the minor axis, we n e e d a larger energy to control than for the unstable ray along the major axis 2. the ECF is very large in the case where we do not have geometric controllability.
Conclusions
This extensive n umerical study of the geometrical aspects of boundary controllability has provided us with an improved understanding of the nature of the control function g. W e h a ve observed the following:
1. an L 1 (0 T L 2 (; 0 ) ) norm of g provides a better estimate of the total amount of energy needed to control a given con guration 2. the ECF enables us to compare quantitatively the cost of control for di erent c o n trol geometries and for di erent initial conditions 3. the magnitude of the ECF is related to the geometric controllability:
when the ECF is large, there are trapped rays and we are thus in a case where there is a loss of geometric controllability 4. the form of the time dependence of kg(t)k L 2 (;) is related to the geometry and to the controllable or oscillatory nature of the initial data. We h a ve also been able to corroborate results stemming from geometrical optics. Namely, 1. that with certain control geometries it is far more di cult to achieve the exact controllability because of rays that are trapped { see the two-cavity square example 2. and that on an ellipse, a ray propagating along the direction of the major axis is less stable than one propagating along the minor axis, whose stability is due to a \focussing" e ect. These results are hopefully applicable to the determination of radar signatures for complicated, non-convex geometries where the phenomenon of trapped rays is a signi cant factor. Indeed, we plan to implement a fully three dimensional version of the code on a supercomputer in order to study this type of problem.
is continuous since a direct inequality gives k@ n k L 2 (; 0 (0 T)) ck k E : The semi-norm induced by K on E will be denoted by kj kj. If T is su ciently large, K is injective a n d kj kj i s a n o r m o n E. The equivalence between the rst two statements is the de nition of exact controllability. W e p r o ve the equivalence betwe e n t h e l a s t t wo. The proof uses the Riesz lemma: there exists an h 2 E 0 with khk E 0 = k k E such that
and thus
On the other hand, if In this appendix we explain the improvement t e c hniques used for thenite di erence scheme in the vicinity o f a c u r v ed boundary. F or an accurate method, we require that the governing di erence equation applies at every internal point. The points neighboring the boundary (internal to or on) will be called boundary points. There are two t ypes: irregular boundary points (point A in the gure) which d o n o t h a ve all 4 neighbors inside the region, and regular boundary points whose neighbors are all inside or on the boundary. The approach most frequently recommended in the literature is that at an irregular boundary point w e m ust modify the regular computational molecule (the 5-point discrete Laplacian) by taking into account the irregular spacings ( 1 and 3 ) and the boundary conditions. This method is quite complex and gives very disappointing results when the solution becomes oscillatory. I t i s t h us not at all suitable for the solution of the wave equation whose very nature is to propagate oscillatory solutions inde nitely, without any damping. ; u n i;1 j;1 + u n i+1 j;1 + u n i;1 j+1 + u n i+1 j+1 + 2 1 ; 5 3 r 2 u n ij ; u n;1 ij where r = ( t)=h and t = n( t). The B.2. Implementation In order to implement the 9-point s c heme, we extend the mesh to include all necessary points in the neighborhood of the irregular boundary points. When the boundary condition is non-zero as in the case of the wave equation, we assign the boundary values to the mesh points exterior to or on the boundary. Recall that these values are actually the normal derivatives of at the boundary. These normal derivatives are calculated on the points just inside the boundary (the irregular boundary points) and then assigned to the corresponding exterior points. If an exterior point has no interior neighbor, it is assigned a zero boundary value.
This arti ce of extending the mesh does not produce the spurious spikes which w e observe when using a modi ed scheme which t a k es into account the irregular mesh spacings, or when using the usual 5-point s c heme.
Appendix C. Convergence of the conjugate gradient algorithm In this appendix we present some convergence results for our algorithm.
C.1. Convergence and mesh size This rst example will study the convergence of the conjugate gradient algorithm as a function of the mesh size, h. We t a k e a unit square with smooth exponential initial data and a xed control time, T = 3 . W e stop the iterations at the point where the calculated convergence criterion, " c , starts to increase. If one would like to think in terms of a constant c o n vergence criterion, we could say that all results converged to " = 5 10 ;6 . The results are presented in Table 9 . Table 9 . Exponential data on the unit square with control on entire boundary = ( 6 4 64), = ( 0 0) T = 3 .
Remark C.1. We can observe the following: the number of iterations required to attain c is independent o f t h e mesh size as h decreases, the precision of the results increases { from a 10% error for h = 1 =16 down to an error of about 1% for h = 1 =64
C.2. Convergence and control time In order to study the relationship between the convergence and the time of control, T, w e will take the square cavity geometry with control on the exterior boundary. As before (see Section 7:1) we use exponential initial data localized in the upper right corner. The convergence tolerance is taken as " = 1 10 ;5 . I n F i g u r e 2 2 w e plot the number of iterations required to converge versus the control time. We observe that for small values of T, w e need a large number of conjugate gradient iterations, whereas from T 2 the number of iterations stabilizes at 4. The explanation of this is easily made. Look again at Figure 13 . We observe that around t = 1 :6 the initial data has made a complete circuit of the cavity. T h us the e ective diameter of the geometry must be around this value (assuming a unit velocity) and for smaller values of T, the control will be di cult to achieve. Once the minimal time to control is passed, the control is equally easy for all T > T min .
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C.3. Convergence and oscillatory initial data
Here we will compare the convergence results of controllable and oscillatory initial conditions. We take a c u r v ed geometry: the ellipse of Section 7:3. In Table 10 we present these 2 cases. We observe the following:
1. with the controllable data, we c a n c o n verge to " c < 10 ;5 as was the case for the square geometries 2. when the data is oscillatory, w e can only attain a tolerance of 10 ;4 { this was also observed on the square geometries 3. the oscillatory cases require more iterations to converge (from 6 to 8) than the controllable cases (from 4 to 5 iterations). form, and consequently all computations in the time loop use very e cient sparse algorithms 3. in order to speed up the execution times even further, one should eliminate all conditionals that are inside the time loop. This routine is at the heart of our HUM program, and thanks to its obvious e ciency we h a ve been able to perform all our numerical simulations on PC's and Sun workstations.
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