This paper provides an empirical analysis of changes in real house prices in the US using State level data. It examines the extent to which real house prices at the State level are driven by fundamentals such as real per capita disposable income, as well as by common shocks, and determines the speed of adjustment of real house prices to macroeconomic and local disturbances. We take explicit account of both cross sectional dependence and heterogeneity. This allows us to …nd a cointegrating relationship between real house prices and real per capita incomes with coe¢ cients (1; 1) , as predicted by the theory. We are also able to identify a signi…cant negative e¤ect for a net borrowing cost variable, and a signi…cant positive e¤ect for the State level population growth on changes in real house prices. Using this model we then examine the role of spatial factors, in particular the e¤ect of contiguous states by use of a weighting matrix. We are able to identify a signi…cant spatial e¤ect, even after controlling for State speci…c real incomes, and allowing for a number of unobserved common factors. We do, however, …nd evidence of departures from long run equilibrium in the housing markets in a number of States notably California, Massachusetts, New York and Washington.
Introduction
The long standing interest of geographers and regional scientists in spatial issues has spelt over into economics and into the development of spatial econometrics (Paelinck and Klaasen, 1979 , Anselin, 1988 , Krugman 1998 ) with a particular emphasis placed on interactions in space (spatial autocorrelation) and spatial structures (spatial heterogeneity). At the same time there are many economic studies based on panels of economic data at the city, state, regional and country level that have an implicit spatial structure, but which e¤ectively ignore possible spatial interactions and interdependencies. This may not matter if the spatial interactions are captured by common observed factors which are themselves included in the panel model. However, in practice there may be spatial interactions that are not adequately captured in this way.
In the literature on spatial econometrics the degree of cross section dependence is calibrated by means of a weighting matrix. For example the (i; j) elements of a weighting matrix, w ij , could take a value of 1 if the i th and j th areas/regions/countries are contiguous and zero otherwise 1 . Of course there are many other forms of contiguity that draw on the metaphor of a chessboard with the type of connectiveness re ‡ecting the scope for movements by the rook, the bishop and the queen. Weights can also be based on distance, squared distance or the number of nearest neighbours. Often, however, in economic applications space may not be the appropriate metric Dupor, 2003, and Topa, 2002 ) . In some instances trade ‡ows might be relevant, whilst in the case of inter-industry dependencies input-output matrices might provide the appropriate spatial metric. Alternatively, there may be dependencies between geographical areas that re ‡ect cultural similarity, and migration or commuting relationships (E¤, 2004) .
Much of these forms of interaction are unobservable, or di¢ cult to measure. We need a method to test for possible hidden interactions. Recently tests have been proposed (Pesaran, 2004) for spatial dependence based on the average of pair-wise correlation coe¢ cients of the OLS residuals from the individual regressions in the panel. Where spatial dependence is detected (perhaps due to an unobservable common factor or factors) a widely employed way of taking account of this in modelling is to use a …xed, nonstochastic spatial weights matrix. Another way would be to use (for a su¢ ciently large number of cross section observations) the common correlated e¤ects estimator of Pesaran (2006) . This is a new approach to estimation and inference in panel data models with a multifactor error structure where the unobserved common factors are (possibly) correlated with exogenously given individual-speci…c regressors, and the factor loadings di¤er over the cross section units. The basic idea behind the proposed estimation procedure is to …lter the individual-speci…c regressors by means of (weighted) cross-section aggregates such that asymptotically as the cross-section dimension (N ) tends to in…nity the di¤er-ential e¤ects of unobserved common factors are eliminated. The estimation procedure has the advantage that it can be computed by OLS applied to an auxiliary regression where the observed regressors are augmented by (weighted) cross sectional averages of the dependent variable and the individual speci…c regressors. Two di¤erent but related problems are addressed: one that concerns the coe¢ cients of the individual-speci…c regressors, and the other that focuses on the mean of the individual coe¢ cients assumed random. In both cases appropriate estimators, referred to as common correlated e¤ects (CCE) estimators, are proposed and their asymptotic distribution as N tends to in…nity, with T (the time-series dimension) …xed or as N and T tend to in…nity (jointly) are de-rived under di¤erent regularity conditions. One important feature of the proposed CCE mean group (CCEMG) estimator is its invariance to the (unknown but …xed) number of unobserved common factors as N and T tend to in…nity (jointly). In this paper we apply this methodology to an analysis of house prices at the State level in the USA.
Recently there has been considerable interest in the behaviour of house prices not only in the US but also internationally (IMF, 2004) . The majority of OECD countries have experienced a considerable rise in real house prices in the last decade. Because of the role housing wealth plays in household behaviour, fears have been expressed that there is a 'bubble'in house prices, with prices moving well away from their fundamental drivers (Case and Shiller, 2003, McCarthy and Peach, 2004) . Changes in real house prices relative to household income can also have important consequences for household budgets, with implications for the design of social policy, and possibly, the behaviour of the macroeconomy. Maclennan, Muellbauer, and Stephens (1998) , for example, argue that there are huge di¤erences in housing and …nancial market institutions across Europe and that this has profound e¤ects on the way in which output and in ‡ation in the di¤erent countries respond to changes in short-term interest rates, as well as to external shocks to asset-markets. One important aspect of the interaction between the housing market and the macroeconomy arises from the link to the labour market. For example, Bover, Maullbauer and Murphy (1989) argue that di¤erences in the level of house prices between regions lowers labour mobility. See also Meen (2002) . House prices at the regional level also exhibit much more volatility both over time and across regions. Pollakowski and Ray (1997) examine the spatial di¤usion process of the change in the log of US regional house prices, using vector autoregressive (VAR) models. Their results suggest that at the evidence at the national level (dividing US into nine regions) con…rms the signi…cance of some (non spatial) di¤usion patterns, but at the metropolitan area level there is evidence of contiguous spatial di¤usion.
Recently Cameron et al. (2006) have investigated the evolution of house prices across nine UK regions between 1972 and 2003. Their model of real house prices is an error correction panel data model with regional e¤ects and time e¤ects, derived from a system of inverted housing demand equations, including additional terms to take into account spatial correlation, as well as supply side e¤ects, credit conditions, etc. Speci…cally, a seemingly unrelated regression (SUR) estimation approach is adopted to control for contemporaneous correlation, and lagged dependent variables of contiguous regions and Greater London are also included to control for the spatial di¤usion process. This estimation strategy, apart from its rather complex structure, can not be applied when the number of regions is relatively large, as is the case in the present study.
Housing is typically a largely immovable asset. However, as an asset it is reasonable to assume that at the margin the price of two identical houses located spatially will di¤er only by a (…xed) factor which re ‡ects general aspects of physical location. In this paper the fundamental driver of real house prices is real income. However, there is considerable di¤erences among US States in both the level and rates of growth of real incomes.
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This heterogeneity should in turn be re ‡ected in real house prices. We examine this possibility in the context of a panel error correction model (Malpezzi, 1999 , Capozza et al., 2002 , and Gallin, 2006 . The importance of heterogeneity in spatially distributed housing markets has been highlighted recently by Fratantoni and Schuh (2003) . They quantify the importance of spatial heterogeneity in US housing markets for the e¢ cacy of monetary policy. Depending on local conditions monetary policy can have di¤ering e¤ects on particular US regions (Carlino and DeFina, 1998) .
The plan of the paper is as follows. Section 2 discusses the theory underlying house price determination. Section 3 provides a review of the panel data model and estimation methods. Section 4 provides a preliminary data analysis. Section 5 reports the estimation results. Section 6 provides some concluding remarks.
Modelling House Prices
It is now standard to see the determination of house prices as the outcome of a market for the services of the housing stock and as an asset. Demand for housing can be met either through rental of a residential property or by owner occupation. The expected net bene…t from owner occupation needs to be set against the rental cost of the same property. Denote the real house price at the start of period t by P t , and the real rental cost of the same house over the period t by R t . Then the net bene…t of owning the house over the period t to t + 1 is given by
where r t > 0 is the real rate of interest, and S t is the real value of housing services. The above expression abstracts from transaction costs, depreciation, and other costs of home ownership. These can be readily incorporated into the analysis without a¤ecting the long run properties of the model.
For a risk neutral household the one period arbitrage condition for the asset market equilibrium in real house prices is given by 3 E (P t+1 jF t ) P t (1 + r t ) + S t = R t ;
To complete the model we shall assume that R t cannot exceed household's real disposable income, Y t , and represent this relationship by
with t being a stationary process. We shall also assume that
which ensures positive real house prices in all periods. 4 Under these assumptions
where
3 Feldstein et al. (1978) , Hendershott and Hu (1981) and Buckley and Ermisch (1982) . 4 The condition 0 < t < 1 is su¢ cient but not necessary for P t > 0 for all t.
It is also reasonable to assume that t , the fraction of income allocated to net housing services, S t R t , is stationary. Accordingly, under rational expectations and assuming that r t is su¢ ciently large relative to the growth of real disposable income, g t = ln(Y t ), bubble-free real house prices will be given as the discounted stream of future net housing services, S t R t = t Y t . The solution simpli…es considerably under r t = r,
which can be written equivalently as
Therefore, under fairly general assumptions regarding the processes generating g t and t ; the price-income ratio, P t =Y t ; would also be stationary. In particular, p t = ln(P t ) will be cointegrated with y t = ln(Y t ) with the cointegrating vector given by (1; 1), if y t is an integrated variable of order 1. For example, if t and g t are independently distributed with g t = g + " gt , " gt s iid(0; 2 g ), g < r, and t = + " t , " t s (0; 2 ); we have
In this simple case, the price-income ratio, also known as the a¤ordability index, is nonstochastic and rises with and g, and falls with r. However, the elasticity of real house prices to real income does not depend on these parameters 5 . The long run relationship between y t and p t holds more generally even if r t is time varying, so long as it is su¢ ciently large relative to g t such that the possibility of real house price bubbles can be ruled out a priori. Note that (2.1) can be written equivalently as
It is clear that for a meaningful solution, the expected rate of real house price appreciation, E ( ln P t+1 jF t ) ; must be less than r t . Also by the Cauchy-Schwarz inequality we have
Since t is a stationary process then E( 2 t ) < K < 1. Therefore, P t =Y t will be uniformly integrable if
Namely, so long as expected real house price in ‡ation is su¢ ciently small relative to the real interest rate, the price income ratio can not contain a unit root even though P t and Y t might.
In addition to real incomes and real interest rates other factors such as the State level unemployment rate, changes in demographics, taxation and credit conditions are also likely to play a role in the determination of real house prices at the State level. Unfortunately many of these factors are either unobserved or are rather di¢ cult to measure accurately. In this paper we attempt to account for most of these, often short term in ‡uences, by unobserved factors which we then proxy by cross State averages of the observables. Amongst short term factors, we shall also consider the possible e¤ect of State level population growth rates on real house prices. In aggregate time series analysis, it is di¢ cult to identify the e¤ects of slowly moving variables such as population growth on real house prices. But in a panel context the cross section dimension can be used to identify such e¤ects. For a given level of real per capita disposable income, we would expect real house prices to be higher in States with a higher rate of population growth.
The Econometric Model and Tests
The long-run relation compatible with the theory can be written most conveniently in the following log-linear form:
p it = i + i1 y it + i2 c i;t 1 + i3 g i;t 1 + u it ; i = 1; 2; :::; N ; t = 1; 2; :::; T;
( 3.1) where p it is the logarithm of real price of housing in the i th State during year t, and y it is real personal disposable income. We follow the macroeconomic literature and assume that real per capita income is best characterized by a unit root process with a drift, and based on the general theory developed in the previous section, we would expect p it and y it to be cointegrated with coe¢ cients (1; 1). The short run e¤ects, such as price dynamics and their adjustments to the long-run equilibrium across States can be accommodated through the error terms, u it . It is also possible to augment the real house price equation with observable short term a¤ects such as changes in demographic factors across states and over time, and the net cost of borrowing de…ned by c it = r it p it , where r it represents the long-term real interest rate. The net borrowing cost variable can be viewed as a proxy for the denominator of (2.3), which is included in (3.1) with a lag to avoid simultaneity. A priori we would expect a rise in c it to be associated with a fall in the price-income ratio, and hence a negative coe¢ cient for c i;t 1 in (3.1). The e¤ect of population growth on real house prices is expected to be positive ( i3 > 0).
We shall assume that u it has the following multi-factor structure
in which f t is an m 1 vector of unobserved common e¤ects, and " it are the individualspeci…c (idiosyncratic) errors assumed to be distributed independently of y it and f t . However, we allow " it to be weakly dependent across i, and serially correlated over time. The common factors, f t , can also be serially correlated and possibly correlated with y it , c it and g it . Despite its simplicity the above speci…cation is reasonably general and ‡exible and allows us to consider a number of di¤erent factors that drive house prices. Some of the supply factors that are particularly di¢ cult to measure accurately can be captured through the unobserved common components of u it . 6 The spatial aspect of the house 6 The supply elasticity of housing units has recently been identi…ed as an important factor behind price formation can be accommodated through the assumed weak dependence of the idiosyncratic errors, " it . As shown by Pesaran and Tosetti (2007) , under certain regularity conditions needed for estimation and inference, spatial moving average or spatial autoregressive processes introduced by Whittle (1954) , Ord (1973, 1981) , and Haining (1978) , all are examples of weak cross section dependence. It is su¢ cient that the row and column sums of the spatial weight matrix are suitably bounded in the cross section dimension. In this way we are able to test for cointegration between real house prices and real disposable income, whilst allowing for both forms of cross dependence, weak and strong, at the State level.
The Common Correlated E¤ects (CCE) Estimator
We use the Common Correlated E¤ects (CCE) type estimator, which asymptotically eliminates strong as well as weak forms of cross section dependence in large panels (Pesaran, 2006) . To illustrate, suppose the (k 1) vector x it = (y it ; c i;t 1 ; g i;t 1 ) 0 is generated as
where a i is a k 1 vector of individual e¤ects, i is a m k factor loading matrices with …xed components, v it are the speci…c components of x it distributed independently of the common e¤ects and across i; but assumed to follow general covariance stationary processes. Combining (3.1) and (3.3) we now have
I k is an identity matrix of order k, and the rank of C i is determined by the rank of the m (k + 1) matrix of the unobserved factor loadings
Pesaran (2006) has suggested using cross section averages of p it and x it as proxies for the unobserved factors in (3.1). To see why such an approach could work, consider simple cross section averages of the equations in (3.4)
house price movements in some US urban markets. The ease with which regulatory approval for the construction of new houses can be obtained has been identi…ed by Glaeser and Gyourno (2005) and Glaeser, Gyourko and Saks (2006) as a signi…cant element in real house price increases in California, Massachusetts, New Hampshire, New Jersey and Washington, DC. 7 Pesaran (2006) considers cross section weighted averages that are more general. However, we used the weights N 1 , which is asymptotically (N ! 1) equivalent to other weights.
Suppose that Rank( C) = m k + 1, for all N: (3.10)
Then, we have and
(3.14)
It follows, assuming that Rank(~ ) = m, that
This suggests using (1; z 0 t ) 0 as observable proxies for f t , and is the basic insight that lies behind the Common Correlated E¤ects (CCE) estimators developed in Pesaran (2006) . Kapetanios et al. (2006) prove that the CCE estimators are consistent regardless of whether the common factors, f t , are stationary or nonstationary. It is further shown that the CCE estimation procedure in fact holds even if~ turns out to be rank de…cient, thus the estimator is consistent with any …xed number of m. This contrasts to the principal component approach, which requires us to estimate the number of factors (Bai and Ng, 2002, and Bai, 2003) .
The CCEMG estimator is a simple average of the individual CCE estimators,b i of
where X i = (x i1 ; x i2 ; :::; x iT ) 0 , p i = (p i1 ; p i2 ; :::; p iT ) 0 , and M is de…ned by
and
E¢ ciency gains from pooling of observations over the cross section units can be achieved when the individual slope coe¢ cients, i , are the same. Such a pooled estimator of , denoted by CCEP, has been developed by Pesaran (2006) and is given bŷ
The variance estimator forb P is given by
In this paper we propose goodness of …t statistics based on CCEMG and CCEP estimators, called
and^ 2 is de…ned bŷ
where^ 2 P is the error variance estimator
A Cross-Section Dependence Test
In this paper we use a CD (Cross-section Dependence) test of error cross dependence, which does not require an a priori speci…cation of a connection (weighting) matrix and is applicable to a variety of panel data models, including stationary and unit root dynamic heterogeneous panels with structural breaks, with short T and large N (Pesaran, 2004) . The CD test is based on an average of the pair-wise correlations of the OLS residuals from the individual regressions in the panel, and tends to a standard normal distribution as N ! 1. The CD test statistic is de…ned as
where^ ij is the sample estimate of the pair-wise correlation of the residuals. Speci…cally,
whereû it is the OLS estimate of u it de…ned bŷ (3.26) with^ i and^ i being the estimates of i and i computed using the OLS regression of p it on an intercept and the regressors, x it ; for each i; separately.
Panel Unit Root Tests
One of the most commonly used tests for unit roots in panels is that of Im, Pesaran and Shin (2003) , called the IPS test. Consider a p th order Augmented Dickey-Fuller (ADF) regression for the i th cross section unit:
ij ! i;t j + it ; i = 1; 2; :::; N , t = 1; 2; :::; T: (3.27)
The unit root hypothesis of interest can be expressed as
against the possibly heterogeneous stationary alternatives,
It is assumed that N 1 =N is non-zero and tends to a …xed constant such that 0 < 1 as N ! 1, which is necessary for the consistency of the panel unit root test. The individual p th order ADF statistic, ADF(p), is obtained as the OLS t-ratio of b i ,t i , and the IPS statistic is de…ned as
The values of E t i jb i = 0; p and V ar t i jb i = 0; p with various combinations of T and p are tabulated in Im, Pesaran and Shin (2003) . Under the null hypothesis, the distribution of the IP S statistic is well approximated by the standard normal distribution for su¢ ciently large N and T . However, the IPS test procedure is not valid when the errors, it , are dependent across i, and its use in the case of the house price data can lead to spurious inference. A number of panel unit root tests that allow for possible cross section dependence in panels have been recently proposed in the literature. 9 Here we consider two that are particularly relevant to our application. One is the test proposed by Moon and Perron (2004) which is based on the t-ratio of a modi…ed pooled OLS estimator using the de-factored panel data. For de-factoring, they make use of a principal components estimator of m common factors, where the number of factors m is estimated using the model selection criteria proposed in Bai and Ng (2002) . In their paper two test statistics, t a and t b , are proposed. Here only the latter is considered, which was reported to have better …nite sample performance in Moon and Perron (2004) . Following Moon and Perron (2004) the long-run variances are estimated using the Andrews and Monahan (1992) estimator based on a quadratic spectral kernel and prewhitening. Under the null, the statistic t b tends to a standard normal variate as both N and T go to in…nity so long as N=T ! 0.
The second panel unit root test considered in our application is the test proposed by Pesaran (2007) , which follows the CCE approach and …lters out the cross section dependence by augmenting the ADF regressions with cross section averages. The cross section augmented ADF (CADF) regressions, carried out separately for each State, are given by
where ! t denotes the cross section mean of ! it . The CIPS statistic is a simple cross section average oft i de…ned by 
Cointegration between Real House Prices and Real Incomes
Recently there has been a debate in the literature about whether there is cointegration between real house prices and real per capita disposable incomes. In the absence of cointegration there is no fundamentals driving real house prices so the possibility of bubbles is increased (Case and Shiller, 2003) . So far the evidence is mixed. Malpezzi (1999) uses panel data on 133 metropolitan areas in the US over 18 years from 1979 to 1996 and applies the panel unit root test of Levin, Lin and Chu (2002, LLC) to house price-to-income ratios, and …nds that he can not reject the presence of a unit root in these series. But he is able to reject the null of a unit root in the residuals of the regressions of real house prices on real per capita incomes, again using the LLC panel unit root test.
10 However, the testing procedure adopted by Malpezzi su¤ers from two main shortcomings. The LLC's critical values are not appropriate when the panel unit root test is applied to residuals from …rst step regressions, and perhaps more importantly, the LLC test does not take account of possible cross section dependence of house prices and this could seriously bias the test results. Capozza, et al. (2002) recognize this problem and try to control for cross section dependence by adding time dummies to their error correction speci…cations. However, as Gallin (2006) points out, local housing market shocks are likely to be correlated in ways that are not captured by simple time e¤ects. To allow for more general error cross section dependence, Gallin (2006) adopts a bootstrap version of Pedroni's (1999) residual-based cointegration test procedure, and concludes that ".. even these more powerful tests do not reject the hypothesis of no cointegration." However, the bootstrap approach, originally advanced in Maddala and Wu (1999) , is likely to be seriously biased. The bootstrap test statistic is not pivotal, and the bootstrap test has a …nite sample error of the same order as the asymptotic test. Secondly, as Maddala and Wu (1999) show, the bootstrap procedure cannot eliminate size distortions in …nite samples, particularly in cases where N is small relative to T . Also see Smith, Leybourne, Kim and Newbold (2004, p.161-168) where they …nd that the bootstrap panel unit root test tends to under-reject when N = T = 25. They do not consider any experiments where N > T . Furthermore, their Monte Carlo set up does not deal with common factor error structures, since it ensures that the maximum eigenvalue of the error variance-covariance matrix remains bounded in N , by design.
11 In Gallin's application N (= 95) is much larger than T (= 23), and due to the presence of common factors the N N error variance-covariance matrix is likely to be near singular. The bootstrap panel unit root tests reported by Gallin can be subject to large size distortions.
Over the past few years a number of panel cointegration tests have been proposed in the literature that attempt to take account of error cross section dependence in their test procedures. These include the tests proposed by Groen and Kleibergen (2003) , Nelson, Ogaki, and Sul (2005) , Westerlund (2005) , Pedroni and Vogelsang (2005) , Chang (2005) , and Bai and Kao (2006) . The tests by Groen and Kleibergen, Nelson, Ogaki, and Sul, and Westerlund are applicable when N is small and T large. For example, in their Monte Carlo experiments Groen and Kleibergen and Nelson, Ogaki, and Sul consider panels with N 8 and T 100. Westerlund considers panels where N = 10 or at most 20 and T = 50 or 100. The tests by Pedroni and Vogelsang and Chang, in principle, can deal with panels where N is reasonably large, but their models do not allow for unobserved common factors, f t , that could be correlated with the observed regressors, x it , which is an important consideration in our application. When f t and x it are correlated the …rst stage residuals used in the tests by Chang and Pedroni and Vogelsang will be inconsistent which invalidates their residual-based testing procedures. Bai and Kao model cross section dependence using the factor approach as in (3.2), but assume that the innovations to the factors and the observed regressors are independently distributed. (see their Assumption 2). However, as Bai and Kao note in their Remark 1, it is possible to relax their Assumption 2 by allowing the innovations in x it to be correlated with f t . For a more detailed review of this emerging literature see, for example, Breitung and Pesaran (2007) .
We follow Chang, Pedroni and Vogelsang, and Bai and Kao and adopt a two-stage procedure to assess the possibility of cointegration between the log of real house price (p it ) and the log of real per capita disposable income (y it ). But unlike these studies, in both stages we allow for unobserved common factors that could be potentially correlated with the observed regressors. Using the pooled CCE estimator we …rst estimate the residuals, u it = p it ^ CCE y it ^ i . As noted earlier, the pooled estimate,^ CCE is consistent for , under fairly general assumptions about the unobserved common factors, f t . We then apply panel unit root tests to these residuals. If the presence of a unit root inû it 's can be rejected we shall conclude that the log of real house prices and the log of real per capita disposable incomes are cointegrated with the cointegrating vector given by (1; ^ CCE ) 0 .
Preliminary Data Analysis
We begin our empirical investigation with a preliminary analysis of spatial dependence at the US State level, using data on the growth of real house prices and incomes. Tables 3 and 4 .
In Table 3 we tabulate within and between correlation coe¢ cients for the 8 BEA regions. The diagonal elements show the within region average correlation coe¢ cient. The o¤ diagonal elements give the between region correlation coe¢ cients. For many regions the within region correlation is larger than the between region correlation. But for some regions this is not so. For example, the States of the Mideast region are more correlated on average with the States of New England than among themselves. The States of the Great Lakes are more correlated with those of the South East than they are among themselves. If we look at the correlations at the level of 3 geographical areas, the within correlations are always larger than the between, though the East tends to be 'closer'in some sense to the Middle than the Middle is to the West. Overall, real income growth is correlated across the USA.
In Tables 4 we tabulate the spatial correlations for real house prices. A similar picture to that for real incomes emerges. Within region correlations are generally larger than the between correlations, with the exception of New England and the Mideast and the South West and the Rocky Mountains. In contrast to the results for real incomes there is a more noticeable spatial pattern. The growth of real house prices in New England is hardly correlated at all with States in the Rocky Mountains and the Far West, with the correlations on average declining with distance. This pattern is also clear when we look at the three broad geographical areas (The West, the Middle and the East).
The regional groupings also disguise some interesting correlations at the underlying State level. To save space, the State level correlation coe¢ cients for real income growth and real house price growth are not included in this paper, but are available upon request. Real income growth in California is more closely correlated with many States that are geographically very distant. This re ‡ects the common factors driving economic development in di¤erent parts of the USA, such as the growth of aerospace, information technology etc. that stimulate growth in di¤erent States. For real house prices the average correlation coe¢ cient between States is 0.39 compared to 0.51 for real incomes. There are also some unusual correlations at the individual State level. Real house price growth in California, for example, is more closely correlated with Washington DC and Maryland (0.86 and 0.73 respectively) than with New York (0.16) or Oregon (0.25).
Overall, there is more evidence in the raw data of a possible spatial pattern in real house prices than in real incomes, but there are also a number of between State correla-tions that appear to be independent of spatial patterns.
Econometric Evidence
In this section we turn to the test and estimation results.
Panel Unit Root Tests Results
The extent of cross section dependence of the residuals from ADF(p) regressions of real house prices, real incomes, population growth and net cost of borrowing across the 49 States over the period 1975 to 2003 are summarized in Table 5 . For each p = 1; 2; 3 and 4 we computed average sample estimates of the pair-wise correlations of the residuals, which we denote by^ . To capture the trended nature of real incomes and real house prices we run the ADF regressions with linear trends, but included an intercept only in the regressions for population growth and net cost of borrowing. The results are reasonably robust to the choice of the augmentation order, p. For real incomes and net cost of borrowing,^ is estimated to be around 40% and 30%, respectively, whilst for real house prices it is much lower and the estimate stands at 20%. This largely re ‡ects the national character of changes in incomes and net cost of borrowing as compared to real house prices that are likely to be a¤ected by State speci…c e¤ects such as population growth. The results are also in line with the pair-wise correlations of the raw data discussed above and con…rm the existence of a greater degree of cross State correlations in the case of real incomes as compared to real house prices.
The CD test statistics, also reported in Table 5 , clearly show that the cross correlations are statistically highly signi…cant, and thus invalidate the use of panel unit root tests, such the IPS test, that do not allow for error cross section dependence. Therefore, in what follows we shall focus on the Moon-Perron's t b and Pesaran's CIP S tests.
The results for Moon and Perrons's t b test are summarized in Table 6 . The application of the t b test requires an estimate of m, the number of common factors. We tried the various selection criteria proposed in Bai and Ng (2002) , all of which require starting from an assumed maximum value of m; denoted by m max . But the outcomes did not prove to be satisfactory, in the sense that the choice of m often coincided with the assumed maximum number of factors, m max . In view of this in Table 6 we present the t b test results for various values of m in the range of 1 to 4. For changes in real incomes and real house prices the t b test rejects the unit root hypothesis, but for the levels of these variables the test results depend on whether linear trends are included or not. In the case of house prices the test outcomes also depend on the assumed number of factors. For population growth and net cost of borrowing do the test results convincingly reject the unit root hypothesis.
The CIPS test results, summarized in Table 7 , show a similar outcome for the population growth and net cost of borrowing. But for p it and y it the unit root hypothesis can not be rejected if the trended nature of these variables are taken into account. This conclusion seems robust to the choice of the augmentation order of the underlying CADF regressions. As the Moon and Perron test is valid only when T is much larger than N , we believe the CIPS test results are more reliable for our data. We proceed taking y it and p it as I(1), and c it and g it as I(0) variables.
The Income Elasticity of Real House Prices
To test for a possible cointegration between p it and y it , we …rst estimate the following fairly general model p it = i + i y it + u it , i = 1; 2; :::; N ; t = 1; 2; :::; T , (5.1)
In view of discussion in Section 3, the common correlated e¤ects (CCE) estimators are consistent regardless of f`t being stationary or non-stationary, so long as " it is stationary and m is a …nite …xed number (See Pesaran, 2006 , Kapetanios et al., 2006 . To show the importance of allowing for the unobserved common factors in this relationship we also provide naive estimates of i , i = 1; 2; :::; N (and their mean) that do not allow for cross section dependence by simply running OLS regressions of p it on y it . The common correlated e¤ects (CCE) estimators are based on the cross section augmented regressions
where y t and p t denote the cross section averages of y it and p it in year t. The results are reported in Table 8 . The …rst column gives the naive mean group estimates. These suggest a small coe¢ cient on income of only 0.30, and considerable cross sectional dependence. The other two columns report the common correlated e¤ects mean group (CCEMG) and the common correlated e¤ects pooled (CCEP) estimates. The coe¢ cient on income is now signi…cantly larger and the residual cross sectional dependence has been purged with the average correlation coe¢ cient,^ , reduced from 0.38 for the MG estimates to 0.024 and 0.003 respectively for the CCEMG and CCEP estimates. The CCEMG and CCEP estimates and their standard errors also support the hypothesis of a unit elasticity between changes in house prices and real incomes. The t-ratios of both CCE estimates in Table 8 are less than unity for the null hypothesis of interest. Therefore, the long-run relation to be tested for cointegration is given bŷ
Panel Cointegration Test Results
The residualsû it can now be used to test for cointegration between p it and y it . Note that the CCE estimates are consistent irrespective of whether f t are I(0), I(1) and/or cointegrated. The presence of f t also requires that the panel unit root tests applied toû it should allow for the cross section dependence of the residuals. The extent to which these residuals are cross-sectionally dependent can be seen from the average cross correlation coe¢ cients ofû it , within and between the eight BEA regions, which are reported in Table  9 . We computed CIPS(p) panel unit root test statistics for p it y it , including an intercept, for di¤erent augmentation and lag orders, p = 1; 2; 3 and 4, and obtained the results, 2:16; 2:39; 2:45; and 2:29, respectively. The 5% and 1% critical values of the CIPS statistic for the intercept case and panels with N = 50 and T = 30 are 2:11 and 2:23, respectively. The results suggest rejection of a unit root in p it y it for all the augmentation orders at 5% level and rejection at 1% level in the case of the augmentation orders 2 and more.
Panel Error Correction Speci…cations
Having established panel cointegration between p it and y it , we now turn our attention to the dynamics of the adjustment of real house prices to real incomes and estimate the panel error correction model:
The coe¢ cient i provides a measure of the speed of adjustment of house prices to a shock. The half life of a shock to p it is approximately ln(2)=ln(1 + i ).
To allow for possible cross section dependence in the errors, it , we computed CCEMG and CCEP estimators of the parameters, as well as the mean group (MG) estimators that do not take account of cross section dependence. The former estimates as computed by OLS regressions of p it on 1; (p i;t 1 y i;t 1 ), p i;t 1 , y it , and the associated cross section averages, ( p t 1 y t 1 ), y t , p t , and p t 1 . The results are summarized in Table 10 . The coe¢ cients are all correctly signed. The CCEMG and CCEP estimators are very close and yields error correction coe¢ cients ( 0:183 and 0:171) that are reasonably large and statistically highly signi…cant. The average half life estimates are around 3.5 years, much smaller than the half life estimates of 6.3 years obtained using the MG estimators. But the MG estimators are likely to be biased, since the residuals from these estimates show a high degree of cross sectional dependence. The same is not true of the CCE type estimators.
In a number of experiments we also included the population and the cost variables, g i;t 1 and c i;t 1 = r i;t 1 p i;t 1 ; in the error correction model. (see Table 11 ). As predicted by the theory, we found a signi…cant negative e¤ect for the c i;t 1 variable, and a positive signi…cant e¤ect for the population growth variable, g i;t 1 . In fact we could not reject the hypothesis that the short elasticity of changes in real house prices to population growth is around unity. This is in line with the supposition that State level population growth acts as a proxy for short run supply factors.
Since all the cross section variations in the real interest rates are due to the in ‡ation variable (the long run nominal interest rate being a national variable which does not vary across the States), the inclusion of c i;t 1 in the error correction model renders p i;t 1 statistically insigni…cant. Nevertheless, judging by the average …t of the various panel regressions reported in Table 11 , c i;t 1 yields a better …t as compared to p i;t 1 , and is therefore to be preferred on theoretical grounds.
Factor Loading Estimates Across States
We have shown that the common correlated e¤ects estimators are quite successful in taking out the cross sectional dependence by the use of a multifactor error structure where the unobserved common factors are proxied by …ltering the individual-speci…c regressors with cross-section aggregates. However, the sensitivity of the i th unit, in this case a State, to the factors will vary so the factor loadings di¤er over the cross section units. We can obtain an idea of these di¤erential factor loadings if we regress the p it y it on p t y t ; and a constant. These regressions are reminiscent of the Capital Asset Pricing Models (CAPM) in …nance where individual asset returns are regressed on market (or average) returns.
The results, summarized in Table 12 , show an interesting pattern in the loadings on the factor (p t y t ). The States are ordered by the BEA's regions. By construction, the cross section average of the estimated coe¢ cients on (p t y t ) is unity, and the cross section average of the intercepts is zero. New England and the Mideast States all have loadings of less than one, while all of the South East States, with the exception of Virginia, have factor loadings that are greater than one. This is also true for the States in the Plains region and the South West region. The Far West region States all have loadings less than 1 also. But strikingly, there are a number of States that have a zero, or even a negative loading -Massachusetts, Rhode Island, Connecticut, Rhode Island, New Jersey, New York, California, Oregon and Washington. In the case of Massachusetts, New York, and California the loadings are negative, sizeable and statistically signi…cant. These are all States that in the last 25 years have been particular bene…ciaries of new technologies. These innovations interacting with restrictions on new residential buildings, have resulted in real house prices in these regions to deviate from the average across US States.
Testing for Spatial Autocorrelation
The previous analysis provided consistent estimates of the cointegrating relationship between real house prices and real incomes. In this section we turn to the estimation of spatial patterns based on the estimation of a spatial weighting matrix that is commonly used in the literature. We investigate the error structure (5.2), based onû it = p it y it ^ i . Our aim is to distinguish between strong dependence which is captured by the common factors in (5.2) and the remaining dependence across the idiosyncratic components, " it , that capture weak dependence in the overall residuals, u it .These idiosyncratic factors re ‡ect forms of local dependence that are spatial in nature.
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To investigate possible spatial patterns in the residuals a multi-factor decomposition ofû it , is required. We considered the following speci…cation 5) wheref`t,`= 1; 2; ::; m are the common factors and~ i`a re the associated factor loadings.
Experimented with di¤erent values of m = 1; 2; 3, and estimated the factors by the principle components. The idiosyncratic components," it ; are then computed as residuals from the OLS regressions ofû it on the estimated factors over the period 1975 to 2003 for each i.
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To investigate the strength of spatial dependence in the idiosyncratic components, for each m we estimated the following standard spatial lag model in" it (Cli¤ and Ord, 1973) 6) where is a spatial autoregressive parameter, and w ij is the generic element of the N N spatial weight matrix W, and it iidN (0; 2 ). The log-likelihood function of this model is given by
where" t = (" 1t ;" 2t ; :::;" N t ) 0 , and in our application N = 49 and T = 29. 14 For W, following the approach of Anselin, we used a contiguity criterion and assigned w ij = 1 when State i and j share a common border or vertex, and w ij = 0 otherwise. 15 The ML estimates of together with their standard errors given in brackets for m = 1; 2 and 3 are 0.653 (0.022), 0.487 (0.027) and 0.298 (0.033), respectively.
16 All the estimates are highly signi…cant and as is to be expected, the magnitude of the spatial parameter declines with the number of factors. Nevertheless, even with 3 factors there is strong evidence that local dependence in the form of a spatial dependence between contiguous states in the US is present in the data.
We also checked the spatial estimates to see if they are robust to possible di¤erences in the error variances across the States, by estimating the spatial model using standardized residuals de…ned by " it =" it =s i , where
it =T . We obtained slightly larger estimates for , namely 0.673 (0.021), 0.513 (0.027) and 0.393 (0.030), for m = 1; 2; and 3, respectively. These estimates con…rm a highly signi…cant and economically important spatial dependence in real house prices in the US, even after controlling for State speci…c real incomes, and after allowing for a number of unobserved common factors.
Concluding Remarks
This paper has considered the determination of real house prices in a panel made up of 49 US States over 29 years, where there is a signi…cant spatial dimension. An error correction model with a cointegrating relationship between real house prices and real incomes is found once we take proper account of both heterogeneity and cross sectional dependence. We do this using recently proposed estimators that use a multifactor error structure. This approach has proved useful for modelling spatial interactions that re ‡ect both geographical proximity and unobservable common factors. We also provide estimates of spatial autocorrelation conditional on up to 3 common factors and …nd signi…cant evidence of spatial dependence associated with contiguity.
Overall, our results support the hypothesis that real house prices have been rising in line with fundamentals (real incomes), and there seems little evidence of house price bubbles at the national level. But we also …nd a number of outlier States: California, New York, Massachusetts, and to a lesser extent Connecticut, Rhode Island, Oregon and Washington State, with their log house price income ratios either unrelated to the national average or even moving in the opposite direction. It is interesting that these 14 For computation details of maximum likelihood estimation, see Anselin et al. (2007) 16 We also computed generalised method of moments estimates proposed by Kelejian and Prucha (1999) . These yielded very similar results to the maximum likelihood estimates. We are grateful to Elisa Tosetti for carrying out the computations of the spatial estimates. are the States that over the past 25 years have been pioneer and major bene…ciaries of technological innovations in media, entertainment, …nance, and computers. 
with^ ij being the correlation coe¢ cient of the ADF(p) regression residuals between i th and j th cross section units.
P N j=i+1^ ij , which tends to N (0; 1) under the null hypothesis of no error cross section dependence. Andrews and Monahan (1992) estimator, using a quadratic spectral kernel and prewhitening. Under the null, the t b statistic tends to a standard normal distribution as both N and T go to in…nity such that N=T ! 0. The one-sided 5% (10%) critical value is -1.645 (-1.282). c it = r it p it , which is the real cost of borrowing net of real house price appreciation/depreciation. The superscripts "*" and "y" signify the test is signi…cant at the …ve and ten per cent levels, respectively. (Pesaran 2007 ); see Section 3 for more details. The relevant lower 5 per cent (10 per cent) critical values for the CIPS statistics are -2.11 (-2.03) with an intercept case, and -2.62 (-2.54) with an intercept and a linear trend case. c it = r it p it , which is the real cost of borrowing net of real house price appreciation/depreciation. The superscripts "*" and "y" signify the test is signi…cant at the …ve and ten per cent levels, respectively. 1=2^ , which tends to N (0; 1) under the null hypothesis of no error cross section dependence. Notes:^ i = T 1 P T t=1 (p it y it ). See also Table 2 for the abbreviations of the regions and notes to Table 3. [T.4] As there is no US State level consumer price index (CPI), we constructed State level general price index, P it;g , based on the CPIs of the cities/areas. The reasoning is summarized in Table A1 . Brie ‡y, we choose the large cities/area of the State or next to the State which have their own CPIs, which are available from the Bureau of Labor Statistics (BLS). Note that this procedure allows multiple States to share a common price index. When the State price index have missing data, they are replaced with the US CPI average or the average of Washington-Baltimore, according to their locations.
The long term interest rate, RB t , which are simple annual averages of quarterly data, are taken from the Fair Model database.
