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Abstract. Micro unmanned aerial vehicles (mUAV) became very com-
mon in recent years. As a result of their widespread usage, when they are
flown by hobbyists illegally, crucial risks are imposed and such mUAVs
need to be sensed by security systems. Furthermore, the sensing of mUAVs
are essential for also swarm robotics research where the individuals in
a flock of robots require systems to sense and localize each other for
coordinated operation. In order to obtain such systems, there are stud-
ies to detect mUAVs utilizing different sensing mediums, such as vision,
infrared and sound signals, and small-scale radars. However, there are
still challenges that awaits to be handled in this field such as integrating
tracking approaches to the vision-based detection systems to enhance ac-
curacy and computational complexity. For this reason, in this study, we
combine various tracking approaches to a vision-based mUAV detection
system available in the literature, in order to evaluate different tracking
approaches in terms of accuracy and as well as investigate the effect of
such integration to the computational cost.
Keywords: micro unmanned aerial vehicles · computer vision · image
processing · tracking
1 Introduction
Widespread availability of micro unmanned aerial vehicles (mUAV) which arises
due to technological advancement in micro-controller and sensor technologies,
and lowering costs in recent decades imposed a common thread where intruder
mUAVs are required to be sensed by early warning systems. Besides, the sensing
of mUAVs is a also a compelling problem for swarm robotics research where
multiple agents cooperate to accomplish a common task. Sensing and localizing
other agents in a swarm is a critical problem for the success of the task.
In order to sense mUAVs, various approaches are utilized in the literature,
such as vision [17,33,16], infrared [28,27,29,32,25,8], sound signals [4,30,23,20,26],
small-scale radars [21,22], and the Global Positioning System (GPS) [31,7]. How-
ever, each of these approaches put their own limitations regarding the sensing
distance, and also the scenario in which they are applicable. For example, a sys-
tem developed for swarm robotics purposes may not be applicable to sensing an
intruder mUAV if specific equipments are put on the platforms in the swarm.
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In the current study, we aim to sense mUAVs using only visual appearance
cues since this modality is better suited for both intruder mUAV sensing and
swarm robotics. In this regard, our problem fits into object recognition prob-
lem widely studied in computer vision and pattern recognition [2]. However,
when mUAVs are considered as the specific object to be recognized, this area of
research is relatively new.
Sensing mUAVS in video frames is a challenging problem due to some in-
herent aspects of the problem: (a) Non-convex structure of the mUAVs causes
the bounding box to include various complex and challenging background pat-
terns. (b) Rotation and tilt of mUAVs and also illumination changes create very
different appearances of the same mUAV. (c) When the mUAV or the camera
is moving, motion blur can occur in the images. (d) In swarm robotics applica-
tions a real-time solution is required with the limited processing power on the
platforms.
In the literature, there are studies proposing methods to detect mUAVs in
video frames [17,33,16,24,9]. However, detection only methods suffer from high
computational complexity, since they build a large model and test is on the
current frame to determine the presence and bounding box of the mUAV. At
this point, when we consider to speed up the sensing process of mUAVs, we
can integrate a tracking method since tracking is faster than detection as a
relatively lightweight model is trained using an initial frame. Tracking can also
help to increase sensing performance by giving estimations for the frames where
the detector is not able to output a bounding box estimate.
Various trackers are proposed in the literature with different approaches [10,3,12,15,14,11,5,18].
When it comes to integrate a detector with a tracker, we need an investigation
of different methods to decide on which one to choose among various options.
To the best of our knowledge there is no such investigation comparing tracking
methods for mUAV tracking. There are only a few studies considering to combine
detection and tracking [17,24,1] without any comparison. In [17], Kalman Filter
is utilized for tracking. A template matching based tracking method is proposed
in [24]. In [1], a Neural Turing Machine based tracker model named as Neural
Turing Tracker is proposed. Therefore, in order to fill this gap, in this study,
we present a comprehensive comparison among various trackers investigating
their effects on sensing performance and as well as computational complexity on
specifically mUAV tracking problem.
The rest of the paper is organized as follows. The next section describes our
methodology and introduces the tracker methods involved. Section 3 presents
our dataset and defines the metrics we utilized in our evaluations. In Section 4,
we provide our experimental results. Section 5 concludes the paper.
2 Methodology
In order to compare the trackers, we employed the approach known as the track-
by-detection in the literature [19]. This approach requires a detector and tracker
to work in conjunction. Since our aim is to compare various trackers, we selected
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the mUAV detector proposed in [9] as our baseline. This detector, called as
C-LBP, is based on boosted cascaded classifiers and uses local binary bit patterns
as feature descriptor. It is reported to perform better than other two methods
based on HAAR features and histogram of gradients in terms of both detection
performance and speed.
Figure 1 illustrates the track-by-detection applied in this study. We get a
bounding box via the detector on the very first frame; then, we initialize a
tracker and use it to estimate the bounding box of the mUAV on the following
frames. However, since the trackers are prone to drifting [19], the detector still
has to be re-utilized after some number of frames to initialize the tracker again.
This number of frames plays a critical role affecting the balance between the
computational time and the performance of the system, and needs investigation.
For this reason, we will name this number as the frame limit (f-lim), and evaluate
the trackers by varying the f-lim value. We should note that, if the tracker fails
to give an estimate on a frame, we continue by applying the tracker to the next
frame without running the detector on the failed frame until reaching the f-lim
value, since we want to understand the effect of a certain f-lim value in each
test. In addition, if the detector outputs more than one bounding boxes when
it is utilized, we ignore these detections and keep on using previously initialized
tracker. Assuming that we know only one quadrotor in a frame, we regarded
multiple bounding boxes returned from the detector as a detection failure. The
detector is able to detect the quadrotor on the first frames of the test videos.
Get a 
bounding box 
via detector 
on the 
current frame
Initiate a 
tracker with the 
bounding box 
and the current 
frame
Update the tracker 
on the next frame 
and get a 
bounding box via 
the tracker
No
YesDoes the number 
of frames reach 
the limit?
Grab a new frame
Fig. 1. Block diagram for the track-by-detection approach.
As the trackers require less computational power, the track-by-detection
method results in a speed-up. Moreover, if the trackers can give estimated bound-
ing boxes for the frames where the detector would fail, the performance when
compared with the detection only methods can be improved due to reduction in
the number of false negatives.
We selected 8 different trackers to be compared in this study. Table 1 presents
these trackers along with their important aspects. The trackers in this table are
ordered regarding their proposal time. We utilized OpenCV [6] implementations
of these tracking methods.
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Table 1. Trackers compared in this study are listed along with their important aspects
and corresponding references.
Tracker Important aspects Reference
BOOSTING
Tracking method based on online AdaBoost feature selection.
The method utilizes surrounding background patterns
as negative samples in update phase to overcome drifting.
[10]
MOSSE
Study proposing correlation filters for visual tracking for
the first time through Minimum Output Sum of Squared
Error (MOSSE) filter initialized using a single frame and
computing the correlation in the Fourier domain.
[5]
MEDIANFLOW
Lucas-Kanade tracker based tracker where the objects are
tracked in a forward and backward (FB) fashion in time and
the error between FB trajectories are minimized to compute
the estimated trajectory of the object.
[14]
MIL
Extension of BOOSTING method via multiple instance
learning where the tracker is updated using not only
the current positive patch but also using its neighbouring patches.
[3]
TLD
Standing for tracking, learning and detection, this method takes
long-term tracking problem as a combination of separate
simultaneous tracking, learning and detection tasks. MEDIANFLOW
is utilized for tracking. PN learning paradigm is proposed and
utilized to augment the training set of the detector in every frame
so that the detector is continously improved.
[15]
KCF
A correlation filter based approach where circulant property
of translated image patches is exploited in the Fourier domain
to train the tracker efficiently.
[12]
GOTURN
A deep learning based tracking approach where an offline
model is trained beforehand and utilized for tracking without
requiring online training.
[11]
CSRT
Discriminative correlation filter based method which constructs
a spatial reliability map for adapting the filter support to the portion
of the selected area from the frame for tracking. In this way,
problems due to circular shift and rectangular shape assumption
are overcame.
[18]
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3 Dataset and Evaluation Metrics
We utilized the dataset proposed in [9]. Although the complete dataset includes
both indoor and outdoor data, we only used three videos from its outdoor part.
Each of these three videos have different characteristics. In each video, a quadro-
tor is flown in front of a fixed camera outdoors. In the first video, the quadrotor
is flown in a calm manner while in the second one, it is flown with more agility.
In both of these two videos, the background is stationary. In the last video, how-
ever, there are moving background objects like motorcycles, pedestrians, cars
and buses. The flight maneuvers in the third video are calm. These three videos
will be called as (i) calm, (ii) agile, and (iii) moving background in the remaining
parts of the paper. These videos have 2954, 3823, and 3900 frames, respectively,
with a resolution of 1280× 720.
In order to evaluate the accuracy of tracking, we utilized F-Score metric
which is defined as:
F -Score = 2× Precision×Recall
Precision + Recall
. (1)
Here, precision is defined as:
Precision =
tp
tp + fp
, (2)
where tp and fp are the numbers of true positives and false positives, respectively.
Recall is defined as:
Recall =
tp
tp + fn
, (3)
where fn corresponds to the number of false negatives.
A bounding box obtained from the detector or tracker (Bo) is counted as a
true positive if its Jaccard index (J) [13] is greater than 60%. J is calculated as
follows:
J(Bo, Bg) =
|Bo ∩Bg|
|Bo ∪Bg| , (4)
where Bg denotes the ground truth bounding box. If J is not greater than 60%,
Bo is considered as a fp. If no Bo is reported for an image frame, then fn is
increased by one.
For evaluating the computational time, we utilized three different times,
namely, (i) initiation time of the tracker (including the detection time), (ii) up-
date time of the tracker and (iii) average required time calculated as the total
time required to process a video (including all initiation and update times) di-
vided by the number of frames in the corresponding video.
4 Results
In order to compare the trackers, we have evaluated them in terms of both
tracking accuracy and computational time. In accuracy evaluation experiments,
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we tested each tracking method employing the track-by-detection framework
presented in Section 2 on each of the videos. For each of the tracking methods,
we also varied f-lim value between 10 and 100 with the increments of 10 to
understand its effect.
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Fig. 2. F-Score curves for calm video. Higher values of F-Score indicate better perfor-
mance.
Figure 2, 3, and 4 illustrate the results of the accuracy evaluation experi-
ments, respectively, for calm, agile, and moving background videos. In addition,
overall results for these three videos are given in Figure 5.
When Figure 2 and 3 are compared, we can deduce that agile maneuvers
influence all the trackers negatively, since F-Scores of all trackers are getting
lower values for the agile video. When we look at the range and distribution of
F-Score values in general for different values of f-lim, CSRT is outperforming
the others, then MOSSE, BOOSTING, MIL and KCF are coming in order.
However, for lower values of f-lim, KCF and MIL are performing better or at
least comparable when compared to MOSSE and BOOSTING.
If we compare Figure 2 and 4, the performances of all the trackers are decreas-
ing when there are moving objects in the background. Comparing Figure 3 and 4
for CSRT, MOSSE, BOOSTING, MIL and KCF, we infer that these trackers
are more prone to the agility than the moving background objects.
Overall performances depicted in Figure 5 indicate that CSRT, MOSSE,
BOOSTING, MIL and KCF are the best performing 5 methods in order. BOOST-
ING is better than MOSSE only for f-lim = 20. When F-Score and f-lim values
are inspected together for f-lim values of 10 and 20, BOOSTING, MOSSE, MIL,
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Fig. 3. F-Score curves for agile video.
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Fig. 4. F-Score curves for moving background video.
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Fig. 5. F-Score curves for all videos combined.
KCF and CSRT methods are resulting in a better performance than the base-
line detection only approach with F-Score values always above 0.957 which is
reported as the overall F-Score value of C-LBP detection method in [9].
Computational time experiments are performed on a computer with an Intelr
CoreTM i7-4700MQ CPU clocked at 2.4 GHz and 16 GB memory, running
Microsoftr Windowsr 8.1 Pro using Python 3.6.2. The results of the evalua-
tions are delineated in Figure 6, 7, 8 and 9, respectively for tracking initialization
times, tracking update times, combined representation of the initialization and
update times, and average time demands of the methods for different values of
f-lim.
BOOSTING and GOTURN require more time to be initialized. Other track-
ers are initialized in less than 200 ms. In terms of update times, MOSSE, ME-
DIANFLOW and KCF are the best three trackers followed by CSRT. When
average times are considered, MOSSE, MEDIANFLOW, KCF and CSRT again
resulting in best four results in order.
When both tracking accuracy and computational time evaluations are inter-
preted, MOSSE, KCF and CSRT are the leading three trackers (without any or-
dering). However, no single tracker overcome the others in all of the tests. While
CSRT is prominent in terms of accuracy, MOSSE and KCF are remarkable with
less computational time requirement. In any case, CSRT is able to bring down
average time requirement under 60 ms which is the reported running time of the
detector [9].
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Fig. 6. Distribution of the tracker initialization times.
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Fig. 7. Distribution of the tracker update times.
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Fig. 8. Distribution of the tracker initialization and update times.
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Fig. 9. The average running times of trackers.
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5 Conclusions
In this study, we present a comparative evaluation of various visual tracking
methods on mUAV tracking problem by employing them inside a track-by-
detection framework. We exploited a detection only method based on cascaded
boosted classifiers utilizing local binary bit patterns as feature descriptor, and
proposed in [9]. We evaluated the tracking methods in terms of tracking perfo-
mance and computational time requirements on outdoor videos.
Our evaluations revealed that tracking integration to the detection only
method enhances the accuracy of locating the mUAV in frames with also an
improvement of computational time. None of the trackers is able to beat the
others in terms of all aspects. However, MOSSE, KCF and CSRT are noticeable
with CSRT is better in terms of accuracy, and the other two are requiring less
time. We should indicate that all of these three trackers are based on correla-
tion filters. Selection of the tracker should be done by considering accuracy and
available computational power.
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