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Abstract
We study holographic charge transport in (2+1) dimensions at finite N , whose
dual gravity background is given by perturbative black hole solution in Einstein
theory plus cubic terms of Weyl tensor. We consider the higher derivative corrections
to the standard Maxwell action, given by the interacting terms between the Weyl
tensor and the field strength. We calculate the DC conductivity by using both
the membrane paradigm and the Kubo’s formula and find precise agreement. We
compute the AC conductivity and find an analog of the crossover from ‘metal’ to ‘bad
metal’ in the low frequency limit. Moreover, the conductivity becomes a constant in
the large frequency limit. We derive two universal relations for the Green’s functions
and observe that they are exactly the same as the infinite N counterparts.
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1 Introduction
The AdS/CFT correspondence has been proven to be a powerful tool for studying the
dynamics of strongly coupled quantum field theories [1, 2, 3, 4]. Recently there have been
considerable successful applications of AdS/CFT to condensed matter theories (AdS/CMT).
For reviews on this topic, see [5, 6, 7, 8, 9, 10]. The AdS/CFT correspondence in the
usual sense amounts to taking infinite N and infinite ’t Hooft coupling, while the dual
gravity theory is given by Einstein gravity. Furthermore, adding higher derivative terms
1
in the bulk gravity side allows us to probe the finite N effects in the dual field theory side.
One novel example of such higher derivative gravity theories is Gauss-Bonnet gravity,
where exact black hole solutions are explicitly known [11]. It has been widely recog-
nized that higher derivative gravity can change the physics qualitatively, for instance,
addition of Gauss-Bonnet terms makes the transition to the superconducting phase more
difficult [12].
AdS/CMT indicates that the dual gravity lives in (3 + 1) dimensional bulk spacetime,
in which the Gauss-Bonnet terms become trivial. Therefore in order to study the finite
N effects in AdS/CMT, one has to consider higher derivative corrections to 4D gravity
theories other than the Gauss-Bonnet terms. Recently higher derivative effects in 4D AdS
spacetimes were extensively investigated in [13], where perturbative black hole solutions
in various 4D higher derivative gravity theories were obtained. These black hole solutions
provide interesting backgrounds for studying finite N effects in AdS/CMT.
The main focus of this paper is to study holographic charge transport in (2+1) dimensions
at finite N , whose dual gravity background is the perturbative black hole solution in
Einstein gravity plus higher derivative corrections obtained in [13]. Charge transport in
strongly-interacting quantum critical systems, where well-defined quasiparticle excitations
are absent, is a very interesting problem in condensed matter physics. For systems with
well-defined quasiparticle excitations, the collective dynamics is effectively determined
by a quantum Boltzmann equation. Many equilibrium properties, such as the electrical
conductivity and thermal transport, can be described by the Boltzmann equation. One
notable example is the O(N) model in the large N limit [14, 15], where the conductivity
exhibits a Drude peak in the low frequency limit and asymptotes to a universal constant
σ∞ at high frequencies ω ≫ T . Note that the limits ω → 0 and T → 0 do not commute
when discussing the low frequency, low temperature properties of the conductivity, which
plays a key role in extracting the correct behavior [16].
Since the AdS/CFT correspondence is a strong-weak duality, it provides a useful frame-
work of characterizing the properties of quantum critical systems. The charge transport
near quantum critical points in AdS/CFT was initiated in [17], where the dual gravity de-
scription was a stack of black M2-branes. It was shown in [17] that the following relation
holds for generic temperature T ,
KL(ω, k)KT (ω, k) = const, (1.1)
2
where KL(ω, k) and KT (ω, k) are related to the components of the current-current cor-
relation functions as follows
GRtt(ω, k) = −
k2√
k2 − ω2K
L(ω, k), GRyy(ω, k) =
√
k2 − ω2KT (ω, k). (1.2)
The expression (1.1) can be seen as a consequence of electric-magnetic (EM) self-duality of
Maxwell theory in four dimensional spacetime, which results in a frequency-independent
conductivity.
When we consider higher derivative interactions between the metric and the gauge field
in the bulk, the self-duality is broken and one may wonder what will happen in the dual
CFT. One typical example of such kind of higher derivative interactions is given by
SA =
1
g24
∫
d4x
√−g[−1
4
FµνF
µν + γCµνρσF
µνF ρσ], (1.3)
where Cµνρσ denotes the Weyl tensor. (1.3) has already appeared in previous holographic
studies, e.g. [18, 19, 20]. The bounds on γ were determined in [18, 19] by imposing
causality in the dual CFT and the conductivity was discussed in [20] with emphasis
on five dimensional bulk spacetime. It was shown in [21] that in four dimensional bulk
spacetime, when γ > 0 (the only parameter controlling the higher derivative corrections to
the Maxwell theory), the conductivity exhibits similar form as that from the Boltzmann
analysis: a peak at small frequency which is connected to the constant value at large
frequency. When γ < 0, it is the excitations of the EM dual theory that provide the
Boltzmann-like interpretation of the conductivity. Moreover, it was shown in [21] that
even though the self-duality is lost, the following relation still holds,
KL(ω, k)KˆT (ω, k) = const, (1.4)
where KˆT (ω, k) denotes the counterpart in the EM dual theory. Subsequently the quasi-
normal modes (QNMs) in charge response function were studied in [22, 23], where the role
of particle-vortex or S-duality was also considered. In particular, it was observed in [22]
that the holographic calculations are the first that satisfy both of the two sum rules origi-
nated from the quantum critical conductivity and the extension of the sum rules to finite
momentum case was performed in [23]. It should be emphasized that even though the
small-frequency observed in [21] has the same single-pole structure as the conventional
Drude peak, the key difference is that the translation invariance is not broken in this case
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and the background is at zero charge density. Hence it is better to call the small-frequency
peak Damle-Sachdev (DS) peak in the sense of [16] rather than the ‘Drude’ peak [23].
However, all the above mentioned results were obtained in the large N limit, where the
dual gravity background is Schwarzschild-AdS4 black hole. Therefore it would be interest-
ing to study the finite N effects to the conductivity, in particular, to see if (1.1) and (1.4)
still hold at finite N . For concreteness in this paper we focus on one particular class of
perturbative black hole solutions obtained in [13], that is, black hole solutions in Ein-
stein gravity plus C3 corrections with C being the Weyl tensor. We introduce a coupling
constant α > 0 for the C3 term. This kind of solutions can be seen as the analogue of
Gauss-Bonnet black holes in four dimensional bulk spacetime in some sense [13], hence
provide natural candidates for investigations on finite N effects in AdS/CMT. The effec-
tive action describing the charge transport is given by the standard Maxwell term plus an
interacting term between the Weyl tensor and the gauge field strength, which was studied
in [21]. We calculate the DC conductivity using both the membrane paradigm and Kubo’s
formula, where the results precisely match. We compute the AC conductivity and find
that in standard Maxwell theory, the AC conductivity is still frequency-independent even
in the presence of C3 corrections. The AC conductivity possesses quite distinct features
when the interacting term is added. When γ > 0, the amplitude of the DS peak increases
as α or γ grows bigger. When γ < 0, the amplitude of the dip in the zero frequency
limit may decrease to zero at certain particular value of α with fixed γ. Even though the
background is at finite temperature and zero density, it is fair to say that the holographic
calculations exhibit some analogue of the crossover from a ‘metal’ to a ‘bad metal’. In
both cases, the low frequency conductivity is connected smoothly to the constant value
in the large frequency limit. In addition, we show that the relations (1.1) and (1.4) hold
in this background. Actually the derivation for (1.4) does not explicitly depend on the
concrete form of metric, which signifies its universality.
The rest of the paper is organized as follows: In section 2 we review the background
obtained in [13]. The DC conductivity and the diffusion constant are calculated in section
3 via the membrane paradigm. In section 4 the DC conductivity is revisited using Kubo’s
formula, where the result precisely matches the one obtained in section 3. We explore the
AC conductivity in section 5 and derive the relations (1.1) and (1.4) in section 6. Finally
a summary is given in section 7.
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2 The background
We review the solutions obtained in [13] and their thermodynamics in this section.
Gauss-Bonnet black holes in AdS are useful backgrounds for studying finite N effects
in AdS/CFT in spacetime dimensions higher than four. However, the Gauss-Bonnet
terms become trivial in four dimensional bulk spacetime, therefore in order to explore
finite N effects in AdS/CMT, one has to consider other types of higher derivative correc-
tions. Various corrections to Einstein gravity in AdS4 were discussed in [13], including
R2, f(R), C3 and R4 terms, where R and C denote the Riemann tensor and Weyl tensor
respectively. Among all the perturbative black hole solutions, the one in Einstein+C3
theory is a natural candidate for exploring finite N effects in AdS/CMT. The reason
is that even though the black hole solutions receive higher order corrections, there are
no new operators induced in the spectrum, hence they are in some sense analogous to
Gauss-Bonnet black holes in higher dimensions.1
We start from the following effective action,
S =
1
2κ2
∫
d4x
√−g[R − 2Λ + αCµνρσCρσηλCηλµν ], (2.1)
where Cµνρσ is the Weyl tensor and α is the corresponding coupling constant. Here we
take α > 0 without loss of generality. We fix the cosmological constant Λ = −3 and take
the ansatz for the metric as follows
ds2 = −a(r)b(r)2dt2 + dr
2
a(r)
+ r2(dx2 + dy2). (2.2)
Generically the equations of motion are complicated and we have to solve for the metric
perturbatively at the leading order of α. The simplest way to work out the corrections
to the planar AdS black holes is to substitute the ansatz (2.2) into the action (2.1) and
reduce the original action to a one-dimensional effective action. Then we can obtain the
equations of motion for a(r) and b(r) by varying the one-dimensional action and solve for
them perturbatively in α. The solutions for a(r) and b(r) to order α are given by
a(r) = a0(r) + αa1(r)
= r2 − m
r
+ α(
a1
r
+
24m2
r4
− 16m
3
r7
),
b(r) = b0(r) + αb1(r) = 1 + α(b1 − 6m
2
r6
), (2.3)
1For details see [13].
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where a1 and b1 are arbitrary integration constants. Note that a1 induces a redefinition
of the mass parameter m at order α as m → m − αa1 and b1 changes the norm of the
timelike Killing vector at infinity at order α. In [13] a1 and b1 were set to zero.
Next we discuss the thermodynamics of the corrected black hole solutions. When a1 =
b1 = 0, the horizon rH , determined by a(rH) = 0, is given by the following result to order
α,
rH = rH(0) + αrH(1),
r3H(0) = m, rH(1) = −
8
3
rH(0). (2.4)
Then the temperature is
T =
a′(rH)b(rH)
4π
=
3
4π
rH(0)(1− 2
3
α). (2.5)
The black hole entropy can be obtained via the Wald formula, which leads to
S =
r2H(0)
4
(1 +
2
3
α). (2.6)
It can be seen that even though both T and S are corrected at order α, the combination
TS is uncorrected at this order. Then upon imposing the first law of thermodynamics
dM = TdS, the mass should also be unchanged at order α, so is the free energy. These
arguments have been confirmed by straightforward calculations in [13].
For later convenience, we require that rH(0) is still the horizon, which gives a1 = −8r3H(0).
Then the black hole metric can be rewritten as
ds2 = −r2f(r)b(r)2dt2 + dr
2
r2f(r)
+ r2(dx2 + dy2), f(r) = f0(r) + αf1(r),
f0(r) = 1−
r3H(0)
r3
, f1(r) = 24
r6H(0)
r6
− 8r
3
H(0)
r3
− 16r
9
H(0)
r9
,
b(r) = 1− 6αr
6
H(0)
r6
. (2.7)
Introducing the radial coordinate u = rH(0)/r, the black hole solution is given by
ds2 = −r
2
H(0)
u2
f(u)b(u)2dt2 +
du2
u2f(u)
+
r2H(0)
u2
(dx2 + dy2), f(u) = f0(u) + αf1(u),
f0(u) = 1− u3, f1(u) = 24u6 − 8u3 − 16u9,
b(u) = 1− 6αu6, (2.8)
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where the horizon is located at u = 1. Moreover, in order to avoid the undesirable zeros
in b(u), we impose the constraint α < 1/6. The temperature is
T =
3
4π
r0(1 + 2α), (2.9)
where we denote r0 ≡ rH(0) for simplicity. The thermodynamics of the black holes with
a1 6= 0 can be discussed in a simpler way. Recall that the mass parameter shifts as
m → m − αa1 in the presence of a nontrivial a1. So the temperature and the entropy
shift as
T → T (1 + 2α), S → S(1 + 6α), (2.10)
where T and S on the RHS denote the values in (2.5) and (2.6). Moreover, the free energy
and the energy shift as
F → F (1 + 8α), M →M(1 + 8α). (2.11)
Therefore the first law of thermodynamics still holds at the leading order of α. Note that
since the perturbative metric is valid up to the first order of α, all the calculations in the
following sections are also performed to the same order.
3 Conductivity from the membrane paradigm
We calculate the DC conductivity in our perturbative black hole background by using
the membrane paradigm. We consider the following action for the U(1) gauge field,
following [21],
SA =
1
g24
∫
d4x
√−g[−1
4
FµνF
µν + γCµνρσF
µνF ρσ]. (3.1)
The corresponding equation of motion is given by
∂µ[
√−g(F µν − 4γCµνρσFρσ)] = 0. (3.2)
The first term in (3.1) is the ordinary Maxwell term and the second one gives an interacting
term between the Weyl tensor and the field strength. As claimed in [21], this particular
interaction has the advantage that the charge transport at zero temperature remains
unchanged, as the Weyl curvature vanishes in pure AdS geometry. The calculations
in [21] were performed in Schwarzschild-AdS4 black hole background with N → ∞ and
here we will see how the DC conductivity behaves at finite N .
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In order to apply the membrane paradigm, we first rewrite the action (3.1) as
SA =
∫
d4x
√−g(− 1
8g24
FµνX
µνρσFρσ), (3.3)
where Xµνρσ satisfies
Xµνρσ = X [µν][ρσ] = Xρσµν . (3.4)
When the action is given by the Maxwell term, X is simply
Xµν
ρσ = Iµν
ρσ = δµ
ρδν
σ − δµσδνρ, (3.5)
while X is given by the following expression in the presence of Weyl coupling
Xµν
ρσ = Iµν
ρσ − 8γCµνρσ. (3.6)
Given these results, it is straightforward to proceed using the membrane paradigm [24].
The associated current reads
jµ =
1
4
nνX
µνρσFρσ
∣∣∣
r=rH
, (3.7)
where nν is an outward-pointing radial unit vector. Hence the diffusion constant is given
by
D = −√−g
√
−XxtxtXxrxr
∣∣∣
r=rH
∫
∞
rH
dr√−gX trtr . (3.8)
According to Ohm’s law, the DC conductivity is
σDC =
1
g24
√−g
√
−XxtxtXxrxr
∣∣∣
r=rH
. (3.9)
Finally the susceptibility χ is easily determined by the Einstein relation D = σDC/χ
χ−1 = −
∫
∞
rH
dr√−gX trtr . (3.10)
First let us consider the Maxwell term, where X is given by (3.5). The diffusion constant,
the DC conductivity and the susceptibility are
D =
1
rH(0)
(1− 6
7
α) =
3
4πT
(1 +
8
7
α), (3.11)
σDC =
1
g24
, (3.12)
8
χ =
4πT
3g24
(1− 8
7
α). (3.13)
Note that the DC conductivity is still a constant, and does not receive any α corrections.
This may be due to the electro-magnetic duality in four dimensional bulk spacetime.
Later we will see that the AC conductivity is still a frequency-independent constant even
with C3 corrections. Once the Weyl tensor is included, the DC conductivity reads
σDC =
1
g24
[1 + 4γ(1 + 26α)]. (3.14)
It can be seen that when α = 0, the result reduces to that obtained in [21].
4 Conductivity from the Green’s function
In this section we calculate the DC conductivity in the presence of Weyl coupling via
Kubo’s formula. Since we are interested in the DC conductivity, it is sufficient to set the
momentum k = 0. We get rid of the factor e−iωt from the Fourier transformation mode
and still denote the new variable as Ay for notational simplicity. The relevant equation
of motion reads
A′′y +
h′
h
A′y + ω
2PAy = 0, (4.1)
where h(u) and P (u) are given by
h =
√−gguugyy(1− 8γguugyyCuyuy)
= r0bf
(
1− 2γu
2
3b
(3b′f ′ + 2fb′′ + bf ′′)
)
≡ r0bfK,
P = − g
tt(1− 8γgttgyyCtyty)
guu(1− 8γguugyyCuyuy)
=
1
r20b
2f 2
, (4.2)
We will extract the retarded Green’s function via AdS/CFT, following [25]. First we
expand the action as
SAy = −
1
2g24
∫
d4xhA′2y , (4.3)
which results in the following retarded Green’s function
GRyy = −
1
g24
h
A′y
Ay
∣∣∣
u→0
. (4.4)
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To obtain the retarded Green’s function, in principle we should solve the corresponding
equation of motion in a hydrodynamic expansion. However, as pointed out in [26, 27],
there exists a short cut for calculating the DC conductivity. For a general second order
differential equation
A′′y +
h′
h
A′y + ω
2PAy = 0, (4.5)
there is a conserved quantity
Q ≡ e
∫
h′
h (A¯y∂uAy − Ay∂uA¯y)
= h(A¯y∂uAy −Ay∂uA¯y). (4.6)
Then we can reexpress the retarded Green’s function in terms of the conserved quantity
as
ImGRyy = −
1
2ig24
Q
|Ay(0)|2 . (4.7)
As shown in [25], Ay admits the following near-horizon expansion
Ay(u) = (uH − u)− iω4piT y(u), (4.8)
Since Q is a conserved quantity, we can evaluate it at the horizon u = uH , which gives
Q = −2iω|y(uH)|2K(uH). (4.9)
The retarded Green’s function is therefore
ImGRyy =
ω
g24
K(uH)
|y(uH)|2
|y(0)|2 . (4.10)
Note that in the low frequency limit, the solution to the equation of motion (4.5) can be
well approximated as y(u) = const, so
ImGRyy =
ω
g24
K(uH). (4.11)
Finally the DC conductivity reads
σDC = lim
ω→0
ImGRyy
ω
=
K(uH)
g24
=
1
g24
[1 + 4γ(1 + 26α)], (4.12)
which agrees with that obtained via the membrane paradigm.
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5 The AC conductivity
We study the AC conductivity in this section. First for comparison with the results in
condensed matter physics, we briefly review the conductivity of a CFT at finite tempera-
ture. Then we turn to the holographic calculations of the AC conductivity and consider
both the standard Maxwell theory and the CF 2 corrections. We find that in the standard
Maxwell theory, the conductivity is still a frequency-independent constant, which is the
same as the N →∞ case. When the CF 2 corrections are taken into account, we observe
a Drude-like peak in the ω → 0 limit when γ > 0. As suggested in [23], it would be proper
to call such a peak the Damle-Sachdev (DS) peak [16] rather than the Drude peak in the
usual sense. When γ < 0, the amplitude of the low-frequency dip becomes very small
at certain particular value of α. The corresponding AC conductivity exhibits the typical
behavior of an insulator. Even though the background is at finite temperature and zero
charge density, it is fair to say that our result provides certain analogue of the crossover
from ‘metal’ to ‘bad metal’. In both cases, the low frequency conductivity is connected
smoothly to the constant value in the large frequency limit.
5.1 The conductivity of a CFT at finite temperature
The charge transport properties of systems near a quantum critical point have been a
long-standing problem in both experimental and theoretical condensed matter physics.
As emphasized in [16], there exists an important distinction between experimental and
theoretical studies: The experiments are carried out at a low temperature T 6= 0 and
the DC conductivity is measured at frequency ω which satisfies ~ω ≪ kBT , while the
theoretical analysis focuses on the regime ~ω ≫ kBT . Indeed the behavior of charge
transport in two qualitatively different regimes is given by
• ~ω ≪ kBT : The hydrodynamic, incoherent, collision-dominated regime; the con-
ductivity should exhibit a Drude-like peak as a function of frequency.
• ~ω ≫ kBT : The high-frequency, phase-coherent, collisionless regime; the transport
is dominated by the external perturbation.
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Based on the above facts, the authors of [16] proposed the following formula for the
conductivity in d spatial dimensions,
σ(ω) =
Q2
~
(
kBT
~c
)(d−2)/z
Σ (ω˜) , ω˜ ≡ ~ω
kBT
, (5.1)
where Q denotes the ‘charge’ carried by the order parameter quanta, z is the dynam-
ical exponent, c is a non-universal microscopically determined quantity with dimension
[length]z[time]−1 and Σ(ω˜) is a universal scaling function. Σ(ω˜) possesses the following
characteristic features:
• The DC conductivity is determined by Σ(0);
• At small ω˜ there is a Drude-like peak due to the energy-exchanging collisions among
thermally excited carriers;
• As ω˜ increases there is crossover to transport determined by the external source;
• As ω˜ → ∞, it is expected that Σ(ω˜) ∼ (−iω˜)(d−2)/z . When d = 2, Σ(∞) is a real,
finite, universal number determining the high frequency conductivity.
We will show that these features can be reproduced in the holographic calculations in the
next subsections.
5.2 The holographic AC conductivity
In this subsection we evaluate the AC conductivity in the perturbative black hole back-
ground. The action for the U(1) gauge field is the standard Maxwell term plus an inter-
acting term between the Weyl tensor and the field strength, given by (3.1). The equation
of motion is given by
∂µ[
√−g(F µν − 4γCµνρσFρσ)] = 0.
The Fourier expansion of the gauge field fluctuations can be written as
Aµ(t, x, u) =
∫
d3k
(2π)3
e−iωt+ikxAµ(u), (5.2)
and we work in the gauge Au = 0. The corresponding equation of motion for Ay is
A′′y +
h′
h
A′y + (ω
2P1 + k
2P2)Ay = 0, (5.3)
12
where h(u), P1(u) and P2(u) are given by
h =
√−gguugyy(1− 8γguugyyCuyuy)
= r0bf
(
1− 2γu
2
3b
(3b′f ′ + 2fb′′ + bf ′′)
)
,
P1 = − g
tt(1− 8γgttgyyCtyty)
guu(1− 8γguugyyCuyuy)
=
1
r20b
2f 2
, (5.4)
P2 = −g
xx(1− 8γgxxgyyCxyxy)
guu(1− 8γguugyyCuyuy)
=
4γu2 (3b′f ′ + 2fb′′ + b(3 + 4γu2f ′′))
r20f (2γu
2(3b′f ′ + 2fb′′) + b(−3 + 2γu2f ′′)) ,
Since we are concerning about the frequency-dependent conductivity, it is sufficient to
take k = 0. The conductivity is given by
σ(ω) = −Im
(
GRyy
ω
)
, (5.5)
where the retarded Green’s function GRyy reads
GRyy = −
1
g24
h
A′y
Ay
∣∣∣
u→0
. (5.6)
In the following we will work in the dimensionless quantity ω¯ = ω/r0 and set g4 = 1 for
convenience.
Due to its complexity of the corresponding equation of motion, we have to solve the
equation numerically. We apply the Frobenius method to approximate the solution at the
horizon by series expansion and use the Runge-Kutta method to solve the initial condition
problem. The general solution can be expressed as
Ay(u) = (1− u)βF (u), β = − iω
4πT
, (5.7)
where T denotes the temperature given by (2.9). We need to fix our initial conditions at
the horizon u = 1 and numerically integrate the equation. Once the numerical solution
is obtained, the conductivity can be evaluated by (5.5). Now we have two parameters,
α characterizing the effect of the higher derivative corrections and γ characterizing the
interaction between the Weyl tensor and the gauge field strength. For nonvanishing α,
13
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Figure 5.1: Left: The AC conductivity in the range ω¯ ∈ [0, 6] with different α at γ = 1/12.
Right: Comparison of the AC conductivity with α = 0.06 and γ = 1/25, 1/12 respectively.
the background metric would differ from the original Schwarzschild-AdS4 background and
it is expected that we could observe nontrivial behavior for the conductivity, compared
to that obtained in [21].
We can fix the bounds on γ by requiring that the dual CFT should preserve causality,
following [21]. The detailed analysis will be presented in Appendix A and the bounds
turn out to be
− 1
12
≤ γ ≤ 1
12
, (5.8)
which is the same as the result in [21]. In the following cases we consider α ∈ [0, 0.06].
A. γ > 0
We plot the AC conductivity σ(ω¯) with γ = 1/12 and different α in Fig. 5.1. Here are
some remarks on the results.
• It can be seen in the left plot that when α = 0, we can reproduce the result obtained
in [21]. The DS peak appears at ω¯ = 0.
• As α increases, the AC conductivity develops a second peak at certain intermediate
frequency ω¯ ≈ 2.10.
• The right plot shows the behavior of the AC conductivity with different γ at fixed
α. Here we focus on the case α = 0.06. The amplitude of the DS peak increases
and the second peak becomes more apparent as γ grows larger.
• The AC conductivity becomes constant in the large frequency limit, irrespective of
the values of γ or α. This can be seen more explicitly in the right plot. It can be
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seen that when ω¯ becomes large, the conductivity tends to constant (normalized to
be one here).
B. γ < 0
Now we turn to the lower bound of γ and plot the conductivity. The results are shown
in Fig. 5.2 and we can observe the following features:
• The minimum value of the conductivity appears at ω¯ = 0 and it approaches zero
at some particular value of α, which can be approximately obtained from (3.14).
Moreover the zero DC conductivity cannot be always achieved for smaller |γ| because
α could go beyond the physical regime.
• The behavior of the AC conductivity looks analogous to the insulator when the DC
conductivity can take zero value, even though the system is at finite temperature
and zero density.
• As α increases, the AC conductivity develops a second peak around ω¯ ≈ 1.0. The
amplitude of the peak increases as α grows bigger.
• In the right plot it can be seen that with the same α, the DC conductivity decreases
and the amplitude of the second peak increases when γ becomes smaller.
• The conductivity tends to be a constant in the large frequency limit, which is the
same as the γ > 0 case.
Before moving on, let us consider some fundamental aspects of metal-insulator transition.
Metal-insulator transition driven by electron interactions is a key feature in the phase
diagram of several classes of materials, e.g. the cuprate superconductors [28, 29]. The DC
conductivity drops dramatically as the system transitions to an insulating phase, while
the Drude peak in the optical conductivity becomes a gap in the low energy spectral
weight. One can encounter ‘bad metals’ in the vicinity of the metal-insulator transition,
characterized by metallic behavior in the absence of a Drude peak and have resistivities
exceeding the Mott-Ioffe-Regel limit [30, 31]. In our holographic setup, the DS peak can
be flattened as positive γ decreases and the DC conductivity decreases when γ approaches
the lower bound −1/12 or α is bigger. It may be zero at certain α with fixed negative γ.
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Figure 5.2: Left: The AC conductivity at different α with γ = −1/12. Right: Comparison of
the AC conductivity with α = 0.06 and γ = −1/25,−1/12 respectively.
This behavior may be seen as an analog of the crossover from a ‘metal’ to a ‘bad’ metal.
It should be emphasized that the corresponding background may not be considered as a
holographic insulating phase because it is at finite temperature and zero density.
C. γ = 0
The conductivity is still constant, which can be normalized to be one. This is the same
as the result obtained in [17], where the conductivity was calculated in the large N limit.
It may indicate that the universal relation (1.1) observed in [17] still holds at finite N , at
least in our particular background. We will revisit this topic in the next section.
6 Universal relations for the Green’s functions
The numerical result that when γ = 0, the conductivity is still a frequency-independent
constant indicates that the universal relation for retarded Green’s functions obtained
in [17] may still hold. In this section we calculate the retarded Green’s functions and
find that the universal relations for the Green’s functions (1.1) and (1.4) still hold in our
background with higher derivative corrections.
Generically for a CFT at finite temperature T > 0, current conservation and spatial
rotational invariance fix the following general structure of the retarded Green’s functions
GRµν(k) =
√
k2(P TµνK
T (ω, k) + PLµνK
L(ω, k)), (6.1)
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where kµ = (ω, kx, ky), k2 = [(kx)2 + (ky)2]1/2,k2 = k2 − ω2. Here P Tµν and PLµν are
orthogonal projection operators given by
P Ttt = P
T
ti = P
T
it = 0, P
T
ij = δij −
kikj
k2
, PLµν =
(
ηµν − kµkν|k|2
)
− P Tµν , (6.2)
where i, j are spatial indices and µ, ν denote the whole spacetime indices. Let us choose
kµ = (ω, k, 0) for simplicity, then we have
GRyy(ω, k) =
√
k2 − ω2KT (ω, k), GRtt(ω, k) = −
k2√
k2 − ω2K
L(ω, k). (6.3)
It was observed in [17] that at the leading order level, i.e. in the standard four-dimensional
Maxwell theory and infinite N , KT and KL satisfy the following simple relation
KT (ω, k)KL(ω, k) = const,
which signifies self-duality of the theory. As a result, the conductivity is a fixed constant.
Later the authors of [21] considered the Weyl corrections to the Maxwell action and
observed that even though the EM self-duality is broken, there exists a similar relation
KL(ω, k)KˆT (ω, k) = const, where KˆT (ω, k) denotes the counterpart in the EM dual
theory. We will see that those equalities still hold in our background, which suggests that
those relations do not receive finite N corrections.
6.1 The Maxwell theory
First let us consider the Maxwell theory, where the equation of motion can be written as
follows in components,
A′′t −
b′
b
A′t −
1
f
(ω¯qAx + q
2At) = 0,
ω¯A′t + qfb
2A′x = 0,
A′′x + (
b′
b
+
f ′
f
)A′x +
1
b2f 2
(ω¯2Ax + ω¯qAt) = 0,
A′′y + (
b′
b
+
f ′
f
)A′y +
1
b2f 2
(ω¯2 − q2b2f)Ay = 0. (6.4)
Here ω¯ = ω/r0, q = k/r0. We can obtain the following third order differential equation
for At
A′′′t + (
f ′
f
− b
′
b
)A′′t +
1
b2f 2
(ω¯2 − q2b2f + b′2f 2 − f ′fb′b− b′′f 2b)A′t = 0. (6.5)
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It can be seen that A′t and Ay do not have the same form of the equations of motion any
more, in contrary to the case with infinite N studied in [17].
The first step is to solve the following two equations of At
A′′t −
b′
b
A′t −
1
f
(ω¯qAx + q
2At) = 0, (6.6)
A′′′t + (
f ′
f
− b
′
b
)A′′t +
1
b2f 2
(ω¯2 − q2b2 + b′2f 2 − f ′fb′b− b′′f 2b)A′t = 0. (6.7)
We perform the series expansions for At and Ax as At =
∑
∞
k=0 aku
k, Ax =
∑
∞
k=0 bku
k.
The strategy is to solve (6.6) first and express the coefficients ak of At in terms of bk.
Then we substitute the result into (6.7) and eliminate bk. The final result is given by
At = a0[ 1 +
a1
a0
u+
1
2
q2u2 +
1
6
(q2 − ω¯2)a1
a0
u3 +
1
24
q2(q2 − ω¯2)u4 + o(u5) ]
+b0[
1
2
qωu2 +
1
24
(q3ω¯ − qω¯3)u4 + o(u5) ]. (6.8)
Next we assume Aµ =MµνAν(0), which will lead to the relationAt =MttAt(0)+MtxAx(0).
Comparing with (6.8) we arrive at
Mtt = 1 +
a1
a0
u+
1
2
q2u2 +O(u3),
Mtx =
1
2
qω¯u2 +
1
24
(q3ω¯ − qω¯3)u4 + o(u5). (6.9)
As a check of consistency, we consider the first equation in (6.4), which leads to A′′t (0) =
q2a0 + ω¯qb0. It can be easily verified that our result (6.8) is consistent.
Another check is from the Forbenius series of the equation of A′t. The characteristic
equation of (6.7) has two different integer roots, u = 0 and u = 1, which means that the
general solution can be constructed by the following steps,
A′t = AZ1 +BZ2, (6.10)
Z1 = 1 + c2u
2 + o(u4), (6.11)
Z2 = u+ d2u
3 + o(u4), (6.12)
where A = A′t(0), B = A
′′
t (0), c2 =
1
2
(q2− ω¯2) and d2 = 16(q2− ω¯2). Combing all the above
results we arrive at A = a1, B = q
2a0 + qω¯b0. According to [25], the tt-component of the
retarded Green’s function is given by
GRtt = −Mtt(0) = −a1/a0. (6.13)
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Now let us consider the equation for Ay,
A′′y + (
f ′
f
+
b′
b
)A′y +
1
b2f 2
(ω¯2 − q2b2)Ay = 0.
It turns out that the asymptotic structure of the equation is similar to that of A′t up to
the sixth order. Therefore we have the following solution for Ay
Ay = A˜Z˜1 + B˜Z˜2, (6.14)
Z˜1 = 1 + c˜2u
2 + o(u4), (6.15)
Z˜2 = u+ d˜2u
3 + o(u4), (6.16)
where A˜ = Ay(0), B˜ = A
′
y(0), c˜2 =
1
2
(q2 − ω¯2) and d˜2 = 16(q2 − ω¯2). Finally if we set
Ay(0) = a1 and A
′
y(0) = q
2a0, we can obtain
GRttG
R
yy = −
a1
a0
(q2
a0
a1
) = −q2, (6.17)
which leads to
KL(ω, k)KT (ω, k) = 1, (6.18)
by combining (6.3). This agrees with the result obtained in [17], where the analysis was
performed in the large N limit. Therefore our result suggests that such a relation does
not receive finite N corrections.
6.2 Adding Weyl corrections
In this subsection we consider the case with Weyl corrections, where the EM self-duality
is explicitly broken. We start with the EM dual theory following [21]
SA˜ =
∫
d4x
√−g(− 1
8gˆ24
GµνXˆ
µνρσGρσ), (6.19)
where Gµν = ∂µBν − ∂νBµ denotes the dual field strength and the gauge coupling in the
dual theory is given by gˆ24 = 1/g
2
4. The quantity Xˆ is given by
Xˆρσµν = −
1
4
ǫµν
λη(X−1)λη
αβ
ǫαβ
ρσ. (6.20)
Note that Xµν
ρσ satisfies the following relation
1
2
(X−1)µν
λη
Xλη
ρσ ≡ Iµνρσ, (6.21)
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where ǫµνρσ is the totally antisymmetric tensor. Gµν is related to Fµν by
Fµν =
g24
4
(X−1)µν
ρσ
ǫρσ
ληGλη. (6.22)
Moreover, in Maxwell theory we have X−1 = X , which yields Xˆρσµν = Iµν
ρσ. This is a
demonstration that the Maxwell theory is self-dual.
When self-duality is lost, we generally find that Xˆ 6= X . For notation convenience, let us
define a six-dimensional space of antisymmetric index pairs
A,B ∈ {tx, ty, tu, xy, xu, yu},
which enables us to express X in a simple form,
XA
B = diag (X1(u), X2(u), X3(u), X4(u), X5(u), X6(u)) . (6.23)
Note that due to rotational symmetry in the xy-plane, we have X1(u) = X2(u), X5(u) =
X6(u), however we will leave this symmetry implicit. In addition, X
−1 is simply 1/X and
the components of XˆBA are given by
XˆBA = diag
(
Xˆ1(u), Xˆ2(u), Xˆ3(u), Xˆ4(u), Xˆ5(u), Xˆ6(u)
)
= diag
(
1
X6
,
1
X5
,
1
X4
,
1
X3
,
1
X2
,
1
X1
)
. (6.24)
Using the notation A,B, the duality transformation of the field strengths (6.22) becomes
FA = g
2
4(X
−1)A
B
ǫB
CGC . (6.25)
Working in the background (2.8), the components of the field strength are given by
Ftx =
g24
X1
r0fbGyu, Fty = − g
2
4
X2
r0fbGxu,
Ftu =
g24
X3
b
r0
Gxy, Fxy = − g
2
4
X4
r0
b
Gtu,
Fxu =
g24
X5
1
r0fb
Gty, Fyu = − g
2
4
X6
1
r0fb
Gtx. (6.26)
The equations of motion for Aµ become
A′′t + (
X ′3
X3
− b
′
b
)A′t −
X1
X3f
(ω¯qAx + q
2At) = 0,
A′′x + (
X ′5
X5
+
f ′
f
+
b′
b
)A′x +
X1
X5
1
b(u)2f(u)2
(ω¯2Ax + ω¯qAt) = 0,
ω¯X3A
′
t + qfb
2X5A
′
x = 0,
A′′y + (
X ′6
X6
+
f ′
f
+
b′
b
)A′y +
1
f 2X6
(
ω¯2
b2
X2 − q2fX4)Ay = 0, (6.27)
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where ω¯ = ω/r0, q = k/r0. For the EM dual theory, the equations of motion can be
obtained by simply replacing Aµ → Bµ, Xi → Xˆi.
The retarded Green’s function can be extracted following [25]. Expanding the action and
integrating by parts leave a surface term at the asymptotic boundary,
SA =
r0
2g24
∫
d3x
(
X3
b
A′tAt −X5fbAxA′x − x6fbAyA′y
) ∣∣∣
u→0
. (6.28)
Therefore the desired retarded Green’s functions are given by
GRtt =
r0
g24
X3
b
δA′t
δA0t
∣∣∣
u→0
,
GRyy = −
r0
g24
X6fb
δA′y
δA0y
∣∣∣
u→0
. (6.29)
Next let us consider the Green’s function GRyy and assume Ay(u) = ψ(u)A
0
y with the
asymptotic normalization ψ(0) = 1. Then we can obtain
GRyy = −
r0
g24
X6(0)f(0)b(0)ψ
′(0), (6.30)
where we still keep f(0) and b(0) explicitly for generality. Recall the relation between Fµν
and Gµν in (6.26), in particular,
Fxy = − g
2
4
X4
r0b
Gtu
. (6.31)
Note that Gtu = −B′t, Fxy = ikAy, we have
B′t ∝ bX4Ay, (6.32)
which means that bX4Ay provides a solution to the equation of motion for Bt(u) in the
EM dual theory. In order to satisfy the desired boundary condition in the asymptotics,
we introduce a new constant C1 so that B
′
t(u) = C1X4bψB
0
t . The value of C1 can be fixed
by considering the equation of motion for Bt, which is in analogous to the corresponding
one in (6.27),
C1 =
k(ωB0x + kB
0
t )
r20f(0)b(0)X6(0)ψ
′(0)
, (6.33)
where we have used the relation Xˆ3 = 1/X4, Xˆ1 = 1/X6.
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Then the retarded Green’s function of the EM dual version turns out to be
GˆRtt =
r0
gˆ24
Xˆ3
b
δB′t
δB0t
∣∣∣
u→0
=
g24
r0
k2
X6(0)f(0)b(0)ψ′(0)
. (6.34)
Therefore by combining (6.30) and (6.34) and using the relation (6.3), we arrive at the
following result
GˆRttG
R
yy = −k2 ⇒ KT (ω, k)KˆL(ω, k) = 1. (6.35)
The EM dual version of the above relation can be obtained in a straightforward way. We
can similarly consider an expression for GˆRyy and the counterpart of (6.34), then we have
KˆT (ω, k)KL(ω, k) = 1. (6.36)
It was shown that these relations hold in Schwarzschild-AdS background in [21] and in
Lifshitz background [32], i.e. in the limit N → ∞. Moreover, it was pointed out in [21]
that these expressions have the same form as that obtained from particle-vortex duality
without self-duality in the condensed matter context. Here we show that such relations
still hold at finite N .
The relation (1.4) has direct consequence on the conductivity, as illustrated in [22, 23].
When taking the limit of vanishing momentum k → 0, we arrive at KT (ω, k) = KL(ω, k),
which is required by rotational invariance and also holds for the dual version. Therefore
the conductivity and its dual satisfies
σ(γ, ω)σˆ(γ, ω) = 1, (6.37)
which can be obtained by combining (6.3) and GRyy = −iωσ(ω, k). Moreover, the dual
tensor Xˆ has the following expansion at small γ,
Xˆρσµν = Iµν
ρσ + 8γCµν
ρσ +O(γ2)
= Xµν
ρσ|γ→−γ +O(γ2). (6.38)
Hence
σ(γ, ω)σ(−γ, ω) ≈ 1, |γ| ≪ 1. (6.39)
The above analysis was performed in Schwarzschild-AdS4 background in [22, 23]. Here
it can be easily shown that those relations still hold. So we may conclude that S-duality
interchange the locations of the conductivity zeros and poles even in the presence of higher
derivative corrections to gravity.
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7 Summary
The AdS/CFT correspondence in the usual sense lies in the limit N →∞, where the dual
gravity description is given by Einstein gravity. To study physics at finite N , we should
consider higher derivative corrections to Einstein theory in the dual gravity side. One
extensively studied example is the Gauss-Bonnet gravity, which leads to many interesting
phenomena. For example, it has been observed in [12] the formation of scalar hair becomes
more difficult in Gauss-Bonnet theory. However, in (3 + 1) dimensional bulk spacetimes,
which are of great interest in AdS/CMT, the Gauss-Bonnet terms turn out to be trivial.
Therefore in order to study finite N effects in AdS/CMT, it is desirable to consider non-
trivial higher derivative terms in (3 + 1) dimensions.
Higher derivative effects in AdS4 have been extensively investigated in [13], where pertur-
bative black hole solutions within C3, f(R) and R4 corrections are obtained. As argued
in [13], the black hole solution within C3 corrections can be regarded as the analogue
of Gauss-Bonnet black hole in (3 + 1) dimensions, which provides a natural playground
for studying finite N effects in AdS/CMT. In this paper we focus on holographic charge
transport in this background and our main results are summarized as follows:
• We calculate the DC conductivity in both the standard Maxwell theory and in the
presence of Weyl corrections. The DC conductivity in Maxwell theory is the same
as that at N →∞, while the Weyl-corrected conductivity depends on both the C3
coupling α and the Weyl correction coupling γ.
• The DC conductivity is calculated via the membrane paradigm and the Kubo’s
formula, which exhibit precise agreement.
• We study the AC conductivity numerically and find that in the standard Maxwell
theory, the conductivity is still a frequency-independent constant. The AC conduc-
tivity in the Weyl-corrected theory exhibits the desired properties obtained in CFT.
Moreover, in the Weyl-corrected theory we find that the DS peak can be flattened
as positive γ decreases and the DC conductivity decreases when γ approaches the
lower bound −1/12 or α is bigger. It may be zero at certain α with fixed negative
γ. This behavior may be seen as an analog of the crossover from a ‘metal’ to a ‘bad’
metal.
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• As N →∞, in standard Maxwell theory we have the following relation [17]
KL(ω, k)KT (ω, k) = 1,
where KL, KR are related to the tt- and yy-components of the retarded Green’s
function via (6.3). When EM self-duality is lost, we have [21]
KL(ω, k)KˆT (ω, k) = 1,
where KˆT denotes the counterpart in the EM-dual theory. We show that the above
two relations still hold at finite N .
Even if the background is at finite temperature and zero density, our results suggest that
we may construct a holographic dual of the metal-insulator transition in higher derivative
theory. The holographic metal-insulator transition was realized in [35] by considering a
five-dimensional Einstein-Maxwell-Proca theory with a helical lattice which breaks trans-
lation invariance. Recently the metal-insulator transition in 4D Einstein-Maxwell theory
coupled to a complex scalar was realized in [36], where the translation symmetry is broken
by the complex scalar. It is expected that the metal-insulator transition may be realized
by considering charged black hole backgrounds in the presence of higher derivative cor-
rections of the type (3.1).
Note added We became aware of [37] at the final stage of this work, where the author
considers a large class of higher-derivative terms involving 2 powers of the field strength
such as C2F 2, etc. Some conclusions similar to ours are obtained.
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A Bounds on γ
In the appendix we show that the permitted range of γ is still γ ∈ [−1/12, 1/12] by
considering the causal constraints of the boundary CFT. In other words, the presence of α
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will not affect the permitted value of γ. Similar analysis was also carried out in [20, 33, 34]
and we will follow the steps in [21].
The equations of motion for the gauge field are given as follows:
A′′t +
h′t
ht
A′t − Pt(ωkAx + k2At) = 0, (A.1)
ωA′t + kPtxA
′
x = 0, (A.2)
A′′x +
h′x
hx
+
1
r20b
2f 2
(ω2Ax + k
2At) = 0, (A.3)
A′′y +
h′y
hy
A′y + (ω
2Py1 + k
2Py2)Ay = 0, (A.4)
where
ht = −r0
b
(
1 +
4γu2
3b
(3b′f ′ + 2fb′′ + bf ′′)
)
,
hx = r0bf
(
1− 2γu
2
3b
(3b′f ′ + 2fb′′ + bf ′′)
)
,
hy = r0bf
(
1− 2γu
2
3b
(3b′f ′ + 2fb′′ + bf ′′)
)
,
Pt =
1
r20f
1− 2γu2
3b
(3b′f ′ + 2fb′′ + bf ′′)
1 + 4γu
2
3b
(3b′f ′ + 2fb′′ + bf ′′)
,
Ptx =
b2f [2γu2(3b′f ′ + 2fb′ + b(3− 2γu2f ′′))]
4γu2(3b′f ′ + 2fb′′) + b(3 + 4γu2f ′′)
,
Py1 =
1
r20b
2f 2
,
Py2 =
4γu2 (3b′f ′ + 2fb′′ + b(3 + 4γu2f ′′))
r20f (2γu
2(3b′f ′ + 2fb′′) + b(−3 + 2γu2f ′′)) .
Using (A.1) and (A.2) we can obtain a third order equation for At in terms of u,
A′′′t + g1A
′′
t + g2A
′
t = 0, (A.5)
where
g1 =
h′t
ht
− P
′
t
Pt
,
g2 =
(
h′t
ht
)
′
− P
′
t
Pt
h′t
ht
− Pt
(
ωk
Ptx
+ k2
)
.
Consider the coordinate transformation
dz
du
=
3
fb
, (A.6)
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and the variable substitutions
A′t(u) = G1(u)ψ1(u), (A.7)
Ay(u) = G2(u)ψ2(u), (A.8)
we can convert the equations of motion (A.5) for A′t and (A.4) for Ay into Schro¨dinger
forms,
−∂2zψ1(z) + V (z)ψ1(z) = ω¯2ψ1(z), (A.9)
−∂2zψ2(z) +W (z)ψ2(z) = ω¯2ψ2(z), (A.10)
where ω¯ = ω/r0. Here G1(u) and G2(u) are determined by certain lengthy first order
differential equations.
The effective potentials V and W can be written in terms of u as
V (u) = q2V0(u) + V1(u),
W (u) = q2W0(u) +W1(u),
where q = k/r0. In the limit q → ∞, V0 and W0 are dominant terms in the respective
potentials and we can solve for (A.9) and (A.10) in WKB approximations. To avoid the
causal violation in the dual CFT, we should ensure that V0 and W0 are not larger than
one in u ∈ [0, 1]. Firstly, expanding V0 and W0 near the boundary u = 0, we have
V0(u) ≃ 1 + (−1− 8α + 12γ + 96αγ)u3 + · · · , (A.11)
W0(u) ≃ 1 + (−1 − 8α− 12γ − 96αγ)u3 + · · · . (A.12)
It means that if − 1
12
≤ γ ≤ 1
12
, the values of V0 andW0 are decreasing away from u = 0. It
is easy to observe that u = 0 is the location of the maximum values of V0 and W0. Indeed
motivated by [37], since V0(u)W0(u) > 0 and V0(0) = W0(0) = 1, V0 and W0 should be
positive in u ∈ [0, 1].
In sum, in the presence of higher derivative corrections, the permitted range of γ is given
by
− 1
12
≤ γ ≤ 1
12
. (A.13)
Next, we consider the instabilities. In the WKB regime, the fact that V0 is non-negative
indicates that it is not possible to have instabilities in the neutral plasma. Beyond the
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WKB regime, in particular for small momentum, we need to consider the contribution
of V1 to the potential V . V1 may achieve negative values close to the horizon for some
negative γ and then some unstable modes may appear in this regime. Following [21], a
zero energy bound state can appear in the potential well when
(n− 1
2
)π ≈
∫
∞
z0
dz
√
−V1(z)
=
∫ 1
u0
3du
f(u)b(u)
√
−V1(u) ≡ I, (A.14)
where n is a positive integer and the integration is over the range of u in which V1 < 0.
The result for n¯ ≡ I/π + 1/2 is given in Fig. A.1. The maximal value of n¯ = 0.7166
indicates that the potential well cannot support a negative energy bound state and there
isn’t any unstable mode appearing in the low momentum regime.
We have discussed about the large and small momenta limit of the potential V . Fur-
thermore, for any finite momentum and for the parameter regime γ ∈ [−1/12, 1/12] and
α ∈ [0, 0.06], there are no instabilities from longitudinal vector mode because the posi-
tive contribution coming from V0 compensates the negative contribution from V1. On the
other hand, to study the possible instabilities in the transverse vector mode, we perform
a similar analysis on W0 and observe that there are no additional instabilities in the pa-
rameter regime. Therefore although both the transverse and longitudinal modes of the
vector exhibit instabilities, they only appear outside of the concerned parameter regime.
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n
-
0.02
0.04
0.06
Α
-0.08
-0.06
-0.04
Γ
0.60
0.65
0.70
Figure A.1: The behavior of n¯ in the range −1/12 ≤ γ ≤ 0, 0 ≤ α ≤ 0.06. The maximal
value of n¯ is 0.7166.
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