By using the kernel function of the smoothed particle hydrodynamics (SPH) and modification of statistical volumes of the boundary points and their kernel functions, a new version of smoothed point method is established for simulating elastic waves in solid. With the simplicity of SPH kept, the method is easy to handle stress boundary conditions, especially for the transmitting boundary condition. A result improving by de-convolution is also proposed to achieve high accuracy under a relatively large smooth length. A numerical example is given and compared favorably with the analytical solution.
Introduction
Smoothed particle hydrodynamics (SPH) offered a meshless, Lagrangian particle method for modeling fluid flows. It is a truly meshless method in computational continuum dynamics. Since it was proposed in 1977 (Lucy, 1977; Gingold and Monaghan, 1977) , the method has been applied to astrophysical and cosmological problems throughout the decade of the 1980s and to the present. In 1991, SPH was extended to treat the dynamic response of solids (Libersky and Petschek, 1991) and from then, such a method has been applied more and more widely in new and interesting fields, e.g. the studies on constructions of the kernel function (Liu et al., 2003a) , ataptive SPH methods (Owen et al., 1998) , and applications to high explosive explosion (Liu et al., 2003b,c) , under water explosion (Liu et al., 2003d) , water migration (Liu et al., 2002) etc., also some improvements has been done with stress points (Randles and Libersky, 2000) . Recently a 0093-6413/$ -see front matter Ó 2005 Elsevier Ltd. All rights reserved. doi: 10.1016/j.mechrescom.2005.05.001 comprehensive book on the basic theory, recent development and trend of the SPH method has been published .
Continuum dynamics is governed by partial differential equations, but in SPH the field information is condensed onto discrete points in the field. The partial differential equations are transformed into integral equations through an interpolation function as a Õkernel estimateÕ of the field variables at the discrete points. The integrals are evaluated as sums over neighboring particles. As long as the values at those particle points are obtained, field information can be calculated by interpolation from the values at the particle points without need of any underlying grid as that in FEM.
In SPH and allied methods, an arbitrary function f(x) will be reproduced to be its kernel approximation in terms of a kernel function W(x, h) as
where h is the smoothing length (Lucy, 1977; Gingold and Monaghan, 1977) . Clearly, the reproduced function hfi h (x) will converge to the exact function f(x) as W(x, h) approaches the Dirac delta function d(x). Further, by proper selection of this kernel function, it is able to ensure that polynomials up to a given degree k are exactly reproduced by the above integral. If the selected W(x, h), taken one-dimensional problem as example, meet Z W ðx; hÞ dx ¼ 1;
the approximation is said to be of order k and hfi h (x) will coincide with f(x) for polynomials of up to kdegrees. Eq. (2) is often referred to as consistency condition. Since smoothing length h does not affect on formulation of the algorithm, it will be omitted in the followings when there is no confusion, e.g., the kernel function W(x, h) will be written as W(x) until Section 7. For numerical purpose, the approximation of f(x) given in Eq. (1) is evaluated with
where V b is the statistical volume associated with point x b as well as kernel function W(x) and defined by
where M b represents a set of particle points x a in the support of W(x b À x) for a given SPH discretization. The derivatives of f(x) are evaluated simply by ordinary differentiation of Eq. (3). Generally, once a discretization is implemented according to Eq. (3), a dynamic problem could be solved by using difference scheme with respect to time.
Recently great efforts are devoted to solve the problems of instabilities, inaccuracies and implementation of boundary conditions on the surfaces of solids (Randles and Libersky, 1996; Chen et al., 1999; Chen and Beraun, 2000; Kulasegaram, 2000, 2001; Liu et al., 2003c, etc.) . Considerable progresses have been made in applications. However, there is still some weaknesses should be overcomed to realize its full potiential.
In the coming section, a very weak kernel estimate of linear isotropic elasto-dynamic system will be defined, followed by its discretization. In the fourth section, attention is focused on the boundary points, for which a modification of volumes, areas, and kernel functions is necessary with consideration of the local predefined feature of the boundaries. How to implement the boundary conditions, especially the transmitting boundaries is arranged in Section 5. In Section 6, there are discussions on stabilization by filtering and solution sharpening by de-convolution. Finally a numerical test is given to verify the effectiveness of the present method.
Very weak kernel estimate of elastodynamic system
With the convention of summing on repeated coordinate indices adopted, the well known governing equation of a linear isotropic elastic wave system is q€ u i ðx; tÞ À r ij;j ðx; tÞ ¼ f i ðx; tÞ; t > 0; x 2 X ð5Þ with the constitutive relation
infinitesimal strain
as well as the initial and boundary conditions
where o D X and o N X are the portion of the boundary of X with o D X È o N X = oX, q, k and l are, respectively, the density and Lame constants of the medium in X.
A very weak kernel estimate of the system is constructed by using the weighted residual method. Multiplying Eq. (5) by the kernel function concentrated at x and integrating over the domain lead to Z q€ u i ðy; tÞW ðx À yÞ dy À Z r ij;j ðy; tÞW ðx À yÞ dy ¼
The second term in the left side of Eq. (10) can be integrated by parts as Z r ij;j ðy; tÞW ðx À yÞ dy ¼
where c is the intersection of the support of W(x À y) and the boundary of X. It should be noted that in Eq. (11), W ,j is the derivatives of W with expression
Eq. (10) 
Eq. (14) is called as a very weak kernel estimate of Eq. (5). Compared with the weak kernel estimate (Liu, 2003) , advantage of the former is that it contains only one integrating operation for each term whereas the latter contains double integrations. Such an advantage will lead to a considerable reduction of the computational cost.
Discretization of the very weak kernel estimate
Let M N = {x n ; n = 1,. . ., N} represent the set of points forming an SPH discretization of X ¼ X [ oX and M b & {1, . . ., N}, b 2 {1, . . ., N}, the set of particle points x a in the support of W(x b À x,h) for the given SPH discretization. As in Section 1, simplified notations by omitting h defined by
where S a is selected to meet ò oX S a W(x a À y) dS y = 1. The terms in the right side of Eq. (14) can be approximately written as
where the summation convention for repeated indices works for the coordinate indices i, j, k, but not for the discretization labels a, b. 
Volume and kernel-function modification for boundary points
For the points in an SPH discretization near or on a boundary, the kernel estimations and the evaluations of the statistical volumes and areas will causes additional errors. In order to get a high accuracy, special treatments are needed.
For a boundary point, the influence of the boundary feature on the statistical volume can be represented by a scalar factor 
given a pre-treatment. Obviously, F V a ¼ 1 for an inner point x a far from the boundary. The modified statistical volume can be defined as
Analogously, the influence of the boundary feature on the statistical area can be represented by a scalar factor defined by 
then the modified statistical area will be
If the smoothing length h is not too large compared with to the distance between the particle points in the discretization, the modifications are only needed for boundary points. For boundary point x a , function W(x a À x b ) should be modified by
where
5. About boundary conditions Randles and Libersky (1996) pointed out that boundary conditions in SPH have been both a sore point and a neglected subject. The early fluid dynamic problems solved with SPH only possess very simple boundary condition even no boundary condition to be treated. In early interpolating particle code of SPH, the boundary or edge of a domain was never very well defined. How to precisely prescribe the boundary and how to improve the deficient kernel summation at boundary are two major problems in boundary condition treatment of SPH method.
In our study, the boundary is described by boundary particles, and each boundary particle has a local geometrical factor defined by Eq. (24) to determine the volume ratio, and the kernel sum deficiencies at boundary are overcome by modified statistical volumes and kernel functions as described in Section 4. The approximated boundary condition
can be used to deal with the points on boundary with known displacement in Eq. (23).
Transmitting boundaries have to be considered for semi-infinite or infinite domains that often appear in the simulation of seismic wave propagations.
The transmitting or silent boundary can be determined by collecting a complete list of boundary points. In the approach used by Cohen and Jennings (1983) , who in turn credited the method to Lysmer and Kuhlemeyer, viscous normal stress and shear stresses are exerted on the boundary points in the form
where q, c p and c s are the density, the dilatational wave speed, and the shear wave speed of the medium, respectively. The magnitudes of the stresses are proportional to the particle velocity separately in the normal direction, V normal and tangential direction, V tan g . The vector form of the stress in a local coordinate system could be expressed as
Let R a be the rotation matrix from the local coordinate system of boundary point x a to the global Cartesian coordinate system, then the transmitting boundary condition could be added into the governing equation. For the particle points on transmitting boundary, Eq. (23) 
The displacement vector can be transformed with
Stabilization and solution sharpening
To avoid the tensile instability and the spurious modes, the modified BalsalaÕs filter (Randles and Libersky, 1996 )
can be used. When a is relatively small, it does not cause significant additional errors. Solution of Eq. (23) or/and Eq. (33) is a smoothed result of the solution of Eq. (5) because of the kernel estimation. Therefore, for relatively coarse distribution of the particle points, the numerical solution will have a considerable error. To improve the numerical result, an a correction by de-convolution should be carried out.
From
it is known that
Replacing u i (x b , t) with u h i ðx b ; tÞ for adjacent points of x a in Eq. (37) gives
Eq. (38) is able to convert the weighted numerical solution to a more accurate result.
Numerical tests
In the following example, the cubic spline kernel function (Randles and Libersky, 1996) W ðv; hÞ ¼ 1 ph
is employed to simulate the elastic wave propagation in a half space in R 3 . It can be verified that
The calculation is performed on a hexahedron with dimension 7 · 7 · 7. On each face of the hexahedron, the transmitting boundary conditions are imposed except the one defined by x 3 = 0, on the center of which an impulsive load in the form: is imposed, whereas the other part is stress free. The model problem has elastic constants k = l = 1 and density q = 1. The numerical result is obtained with 15 · 15 · 15 = 3375 particle points which are uniformly distributed in the hexahedron, so the distance of two neighboring particles is 0.5 (see Fig. 1 ). In the calculation, a in Eq. (35) is taken as 0.1 and the results are converted by Eq. (38).
Figs. 2 and 3 show that the numerical result is favorably compared with the analytic solution. The conversion of the solution by de-convolution defined in Eq. (38) can greatly improve the accuracy for a coarse distribution of particles(see Fig. 4) .
When a gets relatively large, e.g. a = 0.5, the velocity curve shown in Fig. 5 is more smooth but its amplitude diminish. The accuracy will be improved when the distribution particles is refined in the discretization.
Conclusions
The primary simulation of the elastic wave propagation with the present smoothed point method indicates that the method and the treatments of transmitting boundary condition proposed work properly. It is verified that the conversion of the solution by de-convolution allows to use relatively large particle distance. Compared with the traditional SPH method, the modifications of statistical volumes for the boundary points and their kernel functions improve the accuracy significantly, but only cause little additional computational cost.
