V olatility forecasting pkiys an important rolf in investment, option pricing, and risk management. We conducted an extensive review of the vol a til ity-forecasting research in the last 20 years (Poon and Granger 2003) and provide here a summary and update of our findings. The definition of volatility we used is tho standard deviation of returns. The assets studied in the 93 articles surveyed included stock indexes, stocks, exchange rates, and interest rates from both developed and emerging financial markets. The forecast horizon ranged from one hour to one year (a few exceptions extended the forecast horizon to 30 months and to five years).
V olatility forecasting pkiys an important rolf in investment, option pricing, and risk management. We conducted an extensive review of the vol a til ity-forecasting research in the last 20 years (Poon and Granger 2003) and provide here a summary and update of our findings. The definition of volatility we used is tho standard deviation of returns. The assets studied in the 93 articles surveyed included stock indexes, stocks, exchange rates, and interest rates from both developed and emerging financial markets. The forecast horizon ranged from one hour to one year (a few exceptions extended the forecast horizon to 30 months and to five years).
We review three main categories of time-series model-namely, historical volatility, models in the autoregressive conditional heteroscedasticity (ARCH) class, and stochastic volatility models-as well as forecasting based on implied volatility derived from option prices. We present here a description of these models, a summary of our survey results, and a discussion of the characteristics of market volatility that affect the choice ot' model, common objectives of voUitility forecasting, and the impact of outliers. Finally, we provide some practical advice on volatility forecasting.
Types of Volatility Models
The four types of volatility-forecasting methods we surveyed are historical voUitility (HISVOL), ARCH models, stochastic volatility, and optionimplied volatility.
The HISVOL mode IS
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where fTj = expected standard deviation at time / (j ) = the weight parameter a = historical standard deviation for periods indicated by the subscripts This group includes random walk, historical averages, autoregressive (fractionally integrated) moving average, and various forms of exponential smoothing that depend on the values of ^, the weight parameter.
The second group is the ARCH model and its various extensions, including the nonlinear ones:
where r, -return of the asset at time / )a = average return t;, = residual rettu^ns, defined as
where Zf is standardized residual returns and conditional variance, defined as 
vvith t:,=;,exp (0,5/g (3b) January where u, is an innovation term. Tiie variables u, and Zj could be correlated.
The fourth type of model deals with optionimplied standard deviation (ISD) based on the Black-Scholes (1973) model and various generalizations. If 5^ denotes the option-pricing model and c is the price of the optitin, then c = X (S, X, a, K, 7"),
where S -price of the underlying asset X -exercise price o -volatility R = risk-free interest rate T -time to option maturity The ISD is the \ alue that causes the right-hand side of Equation 4 to equal the market price of option c.
In liquation 1, the historical volatilities-that is, c,_|, a,_2, .. ., cr,_.j-have to be calculated somehow from historical returns before the \'olatility mode! can be estimated. The various ways of calculating these historical volatilities and the different lengths of sample data used can lead to very different volatility forecasts. Recent research shows that daily realized volatility calculated from intrdday squared returns measured at 5-minuteor 15-minute intervals produces the best results.
The models given in Equations 2 and 3 are similar in being hased on fitting the return distribution. This characteristic is convenient for the user because daily returns are available for many financial time series. The disadvantage of such an approach is that the volatility structure is then constrained by the choice of return distribution. For example, V"'' (i,-+ "V !' a,, should not exceed 1 in the ARCH model (Equation 2), The SV model (Equation 3) is more flexible than the ARCH model because of the second innovation term, u,. But the introduction of u, makes direct inference of Cj much more complex. Limited research findings published to date provide no clear evidence to indicate that SV provides better forecasts than HISVOL or ARCH.
Option-implied volatility (Equation 4) works in a way that is compieteiy different from the three time-series models. Technically, such information as historical returns and historical volatility is not needed. On the assimiption that option-pricing function g is correct, a single option price is sufficient to produce an estimate of future \'olatility. Option market prices appear to have a premium. however, over Black-Schoies prices. Hence, BlackScholes ISD tends to be higher than actual volatility. To overcome this bias, historical volatility is used for calibration, as follows:
where a and | 5 i\rc regression parameters and cTy^j is the \'olatility forecast at 7 + 1. The time f option price and ISD contain volatility information on the future up to option maturity.
Volatility-Forecasting Contests
In our review of the results in 93 \ olatilit)' studies, we excluded all the papers that had no forecasting content and the papers with forecasts that are not out of sample. The overall ranking suggests that ISD provides the best forecasts, followed by HISVOL and CARCH with roughly equal performance, although HISVOL may perform somewhat better. The number of studies involving SV is so small that we could not make any clear statement about the SV model.
The success of the implied-volatility method should not be surprising because these forecasts are based on a larger and timelier information set. Options are written on limited classes of assets, however, and are traded in only a handful of exchanges. For example, equity stocks in many enu'rging markets are important components of an
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international equity portfolio but many of these stocks and stock market indexes have no iisted option contracts. So, time-series models, although inferior to option-implied models, will continue to play an important role in volatility forecasting.
Among the 93 papers, 17 studies compared alternative versions of ARCH. Among the 17 studies, the more general GARCH clearly dominated ARCH. In general, models that incorporated volatility asymmetry, such as EGARCH ("E" for "exponential") and CJR-GARCH ("GJR" for Glosten, jagamiathan, and Runkle 1993) , performed better than GARCH, but certain specialized specifications, such as fractionally integrated GARCH and regimeswitching GARCH did better in some studies.
An important question that has not yet been addressed is: How well do the volatility-forecasting models complement each other cross-sectionally and through time? Different methods may be capturing the information set differently, and which method is superior may depend on market conditions. Unfortunately, little research has been done on the performance of combined volatility forecasts. Only 3 of the 93 papers surveyed evaluated a combination of forecasts. Two studies found it to be helpful, but another did not.
Also rarely discussed in the 93 papers is whether one method is significantly better than another. The forecast evaluation criteria in the papers often bear no relation to the objectives of \olatility forecasting as we outline them later. Thus, although we can suggest that a particular method of forecasting volatility is the best, we cannot state that the benefits of a method outweigli the costs of using it rather than some simpler approach.
The comparisons we have made here are broadly based and brush aside many finer points. For example, the papers reviewed did not all study identical assets over the same sample period or adopt the same forecast horizon. Moreover, the survi\'orship bias in the publication process inevitably leads to some studies being conducted simply to support the viewpoint that a particular method is useful (that is, the paper might not ha\'e been submitted or accepted for publication if the required result had not been reached). This bias is one of the ob\ ious weaknesses of a stLidy such as ours.
Characteristics of Financial iViarket Voiatiiity
Financial market volatility hasa number of characteristics that are generally well cited in the literature. One of the facts is that volahlity persists and clusters. This characteristic is illustrated in Figure  1 . Panel A shtiws realized volatility of returns (calculated from cumulative intraday returns) on the S&P 500 Index for the period 1 February 1983 through 31 luly 2003.' The S&P 500 volatility presented was truncated at 4 percent so that the series could be studied without the overwhelming dominance t>f three large values (10.0 percent on 19 October 1987,14.3 percent on 20 October 1987, and 7.7percenton29Octoberl997). Panel A shows that high-volatility days tend to group together and that the same is true for low-volatility days.
Panel B of Figure 1 presents the autocorrelation and partial autocorrelation coefficients of the first 1,000 lags of S&P 500 realized volatility.^ Volatility persistence manifests itself in the autocorrelation coefficient, which remains significantly greater than zero after 1,000 lags. The partial autocorrelation coefficient approaches zero as lag length extends beyond 25. This strong persistence gives rise to the "long memory" effect, which we return to later.
Another important characteristic of the financial markets is \'o[atility asymmetry, which is particularly prominent in the equity markets. Figure 2 shows the impact of S&P 500 returns on S&P 500 volatility on the contemporaneous day and volatility on the following day. The scattergram is based on the following regression:
where n^y is the realized volatility calculated from intraday S&P 500 returns, D^j is a dummy variable that takes the value of 1 for r, < 0 and 0 otherwise, and similarly, D^T is 1 for r,_i < 0 and 0 otherwise. With (J| > \h "Snd | 33 > P4 in absolute terms, the impact of returns on volatility is clearly stronger in bear markets than in bull markets.
A similar phenomenon appears in interest rate series, but interest rates tend to be dominated by a level effect (whereby high volatility is associated with high interest rate levels and low volatility is associated with low interest rate le\'els).
Some stock markets have experienced shifts in voiatiiity; an example is provided by the returns on the South Korean Stock Exchange Composite Index (KOSPl), shown in Panel A of Mole: With.T,l(i8obsL'r\citiuns in theS&:l*'->OOrLMli/fd \'ol.itilitysfrk's, thL'standjrdi'rriirnt(pnrti.ili.iuti)a)rrt'l.itiancoL'tlicit'ntsis0.027S.
encountered, we hav'e found no steady linear upward trend in financial market \'o!atility.
As noted, strong volatility persistence, or long memory, is another well-known fact about financial market volatility; it has been extensively discussed (see, e.g., journal of Econometrics 1996, voi. 73, no. 1). Researchers have noticed that the autocorrelation of the function of returns, lr,f with d > 0, is slow to decay, particularly when i/ -1 (Taylor 1986) . Table 2 presents the sum of autocorrelation coefficients of the first 1,000 lags for 20 seiected financial time series and two simulated ARCH processes-GARCH(1,1) and GjR(l,l). Both simulated processes had specifications that produced strong volatility persistence. We used four types of daily volatility proxies; absolute return, Zpdri); squared return, I.pir'^2); logarithm of absolute return, Sp(ln|;-|); and trimmed absolute return, ZpdTrl). (Trimming is explained in the note to Table 2 .) The logarithmic transformation and trimming procedure had the effect of reducing the impact of outliers, whereas taking the square of the returns amplified the influence of large values. i4igh autocorrelation \'alues indicate long memory. Thus, Table 2 suggests that financial time series have far longer memories than do stationary CARCH and GJR processes. Alt the time-series voiatiiity models were designed to capture \'olatility persistence. The stationary GARCH and GJR models had memories that were too short to fit the fact of long memory in volatility.
The fractionally integrated (FI) model is the only linear model that has a memory long enough to fit the empirical observatitms, and some researchers have found Fl volatility models to forecast well. The concern is that, e\'en though Fl models may match the characteristic of long memory, they may still not reflect the trtie volatility process.
The important question is: What is the economic explanation forsuch a long memory in financial market volatility? Do we expect financial marketsand market participants to has'e memories as long as the memory implied in Fl models?
At the time of this writing, researchers have ft>und alternative nonlinear volatility models that will produce a iong memory in absoiute returns but •
Return (": the \'oLitility process has siiort-memory dynamics. These modeis include the bre^ik process in Granger and i-iyung (2004) , regime switching in Diebold and inoue {2001), volatility components in i^ngie and Lee (19^4) , and the stocliastic unit root process in Yoon (2003) . These alternative modeis are \r\\x\-iti\'eiy appealing, and some of them provide a better fit to the empirical dnta than tiie Fl models because of additit)nal parameters. Whether they pro\'!de better Forecasts is an empirical question.
Objectives of Volatility Forecasting
ilie main reason for the prominent roie that \'olal:ility plays in financial markets is that volatility is associated witii risk and uncertainty, Ihe key attributes in investing, option pricing, and risk management. Heteroscedasticity, a technical term for time-\'tirying voiatiiity, makes the estimation of asset-pricing reiationships inefficient. Hence, econometric techniques are needed in controlling for heteroscedasticity in financial market modeling.
ARCH and SV are useful in this pursuit because they are estimated on the basis of return distribution, ARCH models, in addition, are easy to impiement.
Risk and Risk Management. Voiatiiity isa measure tor tiie second moment of a disti'ibution. The first moment is the mean, the third is skevvness, and tile fourth, kurtosis. For a normally distributed \'ariabie, skevvness is always 0 ':i]'^d kurtosis is aiways 3. So, the first two moments alone are sufficient statistics for summarizing the characteristics of the entire bell-shaped distribution. It is, therefore, convenient to eqLiate return and risk to the first two moments of the return distribution, and indeed, this assumption is fundamental in Markowitz mean-\'ariance portfolio theory and the capital asset pricing model. Researchers ha\e iong noted, hovve\'er, that financial asset returns are not ntM'mally distributed (.Mandeibrot i%3; Fama l%3). Data collected since tile 1960s show that stock market returns are usually negatively skewed and have high kurtosis. In the United States, for example, the excess kurtosis If risk is defined as the possibility of negative returns and large losses, the lower quantiles are a more relevant risk measure than \ olatility because high volatility may be driven entirely by a large positive return. The industry practice of reporting x'alue at risk (VAR) is, in fact, reporting the 1 percent quantile {or 0 if this figure is nonnegati\ e). The 1 percent quantile for U.S. stock market returns is -2.37percent, but the maximum one-day loss in the United States in the post-1985 data is 22.8 percent. Hong Kong's 1 percent quantiie is -2,53 percent, which is smaiier than the U.S. result, hut the maximum one-day loss is a staggering 40.54 percent. Thus, the quantile is an incomplete description of the tail size. Expected shortfall is a better measure, and a good model of expected shortfall must involve extreme-value techniques.Ô ption Pricing. An option represents a financial claim whose payoff is contingent on the occurrence of an uncertain event. For an equity call option, for example, the payoff will depend on how much the terminal stock price exceeds the exercise price. The risk-neutral valuation principle established by Black and Scholes means that the mean return on the stock is irrelevant and \'olatility is the most important factor in determining option prices. Hence, by observing option prices traded in the market, we can infer the market's view of future volatility over the option's maturity. Given the sophistication and efficiency of the financial markets in processing information, it is no surprise that option-implied volatility has been shown to possess stronger x'olatility-forecasting power than time-series models using only historical information. (3ut there is a catch: Option-implied volatilities of different strike prices can be vastly different. The question that follows, then, is: Which of the implied volatilities should one use? The .Y-axis is the "moneyness," defined as S/Xe~' , where S is the Vodaphone share price on 25 July 2003, Xis the strike price, t'is the base of the natural logarithm, r is the T-bill rate, and T is the option maturity. If Black-Scholes is correct, there can be only one value for implied volatility for all options of the same maturity. Tn Figure 4 , the implied volatility at tho low strike price is higher than that at the high strike price, and the difference is most marked for the short-maturity option. If we try to fit n nonpiiramL'tric risk-ncutiMl density, f(Sj), such tliat prices of all Europetin c<ill options of a particular maturity T satisfy the following relationship. the fitted risk-neutral distribution will have large negative skevvness and high kurtosis. On the one hand, the risk-neutral and actual stock price distributions do not have a strict one-to-one relationship {Camara forthcoming), btit we can at least conclude that the market does not price options based on the assumption that the stock price has a lognormal distribution or that stock returns have a normal distribution. Otherwise, the implied-volatility graph should be flat. On the other hand, as the time horizon increases, the distribution of long-horizon returns tends toward normal because of the central limit theorem. This conclusion is snpptM'ted by the actual retLU'n data and the flatter implied volatility in Figure4 for the options with the longer maturities.
Setting the Biack-Scholes model aside, note that using the implied volatility of at-the-money (ATM) options is more popular in volatility forecasting than using the implied volatilities of the other options. "I'he strong liquidity of ATM options also means that they are the least likely to be contaminated by pricing frictions. Implied s'olatility based on ATM options has been shown time and again {e.g., Christensen and Prabhala 1998; Fleming 1448; Fderington and Guan 2000; Li 2002 ) to ha\'e the greatest information content about tutu re \'olatility, even if Black-Scholes is not the correct model for pricing options. Fquation 5 is often used to correct any bias caused by model misspeci fiea tion.
Thorny Outlier Issues
Outliers are large observations that come from a distribution different from the one generating dayto-day financial market variations. These outliers ha\'e a big impact on volatility estimation, modeling, and forecasting, but time-series volatility models based only on historical price information are ill designed for predicting unforeseen and unprecedented extreme events. Therefore, to penalize these models for errors that arise because of unpredictable outlier events is not logical. To reduce the influence of hea\'y tails and occasional large shocks, some have suggested that volatility modeling and forecast evaluation be based on absolute or logarithmic returns instead of squared returns (e.g.. Pagan and Schwert 1990) . The importance of tail e\'ents in financial markets and risk management cannot, however, be denied. So, outliers might be better studied separately with the use of a crisis model or techniques based on extreme-value theories.
If we accept the argument for separate e\ aluation, the next question is: How should o]^c handle these outliers? The ways in which outliers have heen tackled in the literature depend greatly on the outliers'size, thefrequency of their occurrence, and whether the outliers produced an additive or a multiplicative impact.
For rai-e and additive outliers, the most common treatment is simply to remo\'e them from the sample or ouiit them in the likelihood calculation (Kearns and Pagan 1993) . For rare and multiplicative outliers that produce a residual impact on volatility, some researchers ha\e included a dummy \ ariable in the conditional volatility equation after the outlier returns ha\e been dummied out in the mean equation (Blair, Poon, and Taylor 2001) , as follows: and (7 is a constant term.
Researchers have documented that volatility caused by large returns (positix'e or negative) is less persistent than day-to-day volatility (Kderington and Lee 2001). If the outliers or group of adjacent large numbers are caused by a shift in volatility level, then such a level shift should be adjusted as in Aggarwal, lnclan, and Leal (1999) : 
where D,, . . ., D,, are dummy variables taking a value of 1 from each point of sudden change ot \'ariance onwards and 0 otherwise. The biggest difficulty in practice is that, e\'en long after the outlier events, it is hard to identify which of these four cases the outlier belongs towhether the event to be modeled is important because of size, frequency, additive impact, or multiplicative impact.
Option-implied volatility is a market-based volatility estimate and is the method least influenced by historical outliers, unless the outlier events fundamentally changed the option market's perception of future volatility. For example, some have claimed that the option market behaved as if it had "crashophobia" after the October 1987 market drop (Rubinstein 1994) .
The SV models ha\ e a noise term in the \'olatility dynamic and are thus more flexible and less affected by large outliers than the AKCH modeis, which are, in turn, less severely affected than historical methods. Flistorical standard de\'iation will be affected by ^^n outlier as long as it is in the volatility estimation period. For x'olatility estimation in all time-series models, we recommend trimming the outliers by imposing a cap on the largest \ alues (see Huher 1981 for details) if one believes that the outlier e\'ent is an exception and not likely to be repeated.
Tips for Volatility Forecasters
All forecasting exercises consist of three main stages: Define the objectives of the forecast, develop and test competing models, and forecast the \'olatility values. All three stages involve complex issues, but the first stage crucially determines the course of action to be taken in the second and third stages. Here is some practical advice.
Stating the Objectives of Volatility Forecasting. First, be very clear about the objective (see the section "Objectives of Volatility Forecasting"), and accept the fact that no single model will fit all purposes. In risk management, for example, models for the tail distribution are needed.
Second, recognize what is being forecasted and its use. For example, if the volatility defined in a volatility swap contact is the standard deviation of a specified period, then you must adjust for optionimplied bias. If the objective is to price an option, you must not correct for the implied \'olatility bias because the bias will be canceled cmt when implied volatility is fed back into the pricing model.
Building Volatility Models and Producing
Forecasts. High-frequency data produce more accurate estimates for actual volatility and pro-\'ide nn>re accurate volatility forecasts than lowfrequency data. Note, however, that the frequency should not be "ultrahigh." In a developed market, such as the United States, a five-minute inter\'al has been generally recommended. The measurement interval will be longer for less liquid markets. Andersen and Bollersiev (1998) and Oomen (2004) provicle some guidelines for determining the optimal frequency.
Volatility is a measure of average deviation from the mean. For a small sample, the sample mean is an extremely noisy estimate of the true mean in many financial time series. This flaw will have a direct impact on any volatility estimate or forecast. The mean estimate can be impro\'ed only by lengthening the sample period, not by sampling the data more frequentlv. Hence, a common practice in the stock and currency markets is to take deviation from zero based on the observation that the daily and weekly mean returns in speculative markets are close to zero.
Returns on speculative assets are not independently and identically distributed. Hence, variance of long-horizon returns is the aggregation (not the multiple) of single-period \'ariances. The optionimplied model provides volatility forecasts over fhe option's life. Any attempt to scale optionimplied volatility to match a different horizon by using the square root of time will introduce error, the magnitude of which will depend on the slope of the volatility term structure.
Historical standard deviations are model free but greatly depend on how they are calculated (whether they are calculated from daily or weekly returns, whether the sample period is, for example, three or five years, whether the calculation covers overlapping periods, and so on). Conditional volatility models, such as ARCH and SV, and option-implied volatility models are spared these complications, but they are subject to model misspecifications.
Implied volatility for equity series is known to be unstable and is plagued with measurement errors and the \ariations caused by bid-ask spreacis. Some intertemporal averaging (using, for example, the five-day average) and the use of past implied \'olatility as an instrumental \ ariable have been shown to be helpful. Implied volatility usually dominates other \'olatility forecasts, but using the implied volatility of index options for the smaller markets, such as Sweden, works less well (Frennberg and Hansson 1995) .
Option-implied volatility is also widely documented to be biased. It under forecasts low \ olatility and overforecasts high volatility; on average, implied-volatility estimates are greater than actual volatility. Because measurement error in option prices and noise in estimating actual volatility do not give a direction to the hias, the upwardly biased implied-volatility estimate has been linked to a volatility risk premium. Equation 5 provides an effective way to correct this bias.
Evaluating Volatility-Forecasting Methods. Be cautious about claims of superior toivcasting performance. Take care to check that the study included out-of-sample forecasts and that the forecast errtir statistics differed significantly among models. What were the forecast evaluation criteria? If the evaluation was based on squared \'ariance errors, then the standard error oi the error statistics (often not reported) will be large because of the difficulty in estimating the fourth moment for thick tails.
Different cost functions will favor different forecasting methods. For example, nonlinear GARCH forecasts may produce smaller mean absolute errors than exponentially weighted moving average (EWMA) forecasts, but the tighter CARCH forecasts are likely to produce more VAR violations than FWMA forecasts.
As fhe forecast horizon lengthens, the advantage of sophisticated volatility models diminishes. For a horizon exceeding one year, Figlewski (1997) found that volatility forecasts deri\-ed from using low-frequency data from a sample period at least as long as the forecast horizon in the simple historical method produced the best result. Alford and Boatsman (1995) found that using median historical volatility of comparable companies adjusted for industry and size worked best for five-year-ahead equity volatility forecasts.
Conclusion
Financial market volatility is clearly forecastable. Research has shown that the forecasting power for stock index volatility is 50-58 percent for horizons of 1 to 20 trading days. The one-day-ahead forecasting record for exchange rates is 10-15 percent and is likely to increase by about threefold if the L' . V post \'olatility is measured more accurately. The oneweek-ahead and one-month-ahead records for forecasting short-term interest rates have been documented to be, respectively, 8 percent and 24 percent. The current debate focuses on how far ahead one can accurately forecast and to what extent volatility changes can be predicted.
Based on fhe forecasting results, optionimplied x'olatility dominates time-series models because the market option price fully incorporates current information and future volatility expectations. Between historical volatility and ARCH models, we found no clear winner, but they are both better than the stochastic volatility model. Despite the added flexibility and complexity of SV models, we found no clear evidence that they provide superior \'olatility forecasts. Also, highfrequency data clearly provide more information and produce better volatility forecasts, particularly over short horizons.
The conclusion that the option-implied method provides the best forecast does not violate market efficiency because accurate x'oiatility forecasts do not conflict with underlying asset and option prices being correct.
Options are not available for all assets, so using historical volatility must be considered. These models are not necessarily less sophisticated than ARCH models. For example, the realized-volatility model of Andersen, Bollersiev, Diebold, and Labys (2003) is classified as a historical volatility model. The important aspects of using historical models are(l) that actual volatility be measured accurately and (2) that when high-frequency data are available, that information improves volatility estimation and forecasts.
A potentially useful area for future research is whether forecasting power can be enhanced by using exogenous variables. For example, Bittlingmayer (1998) linked voiatility to macroeconomic news and systemwide factors; Spiro (1990) and Glosten et al. found a positive relationship between interest rates and volatility; Bollersiev and Jubinski (1999) found a positive relationship between trading \'olume and volatility; Hamilton and Lin (1996) showed that \-tilatility is higher during recessions. Taylor and Xu (1997) 
Notes
In the early parl of the sample pericid, we measured intraday return5 at 311-minute iind 15-minLite intiTvalK becausf tht' return series contained significant autucurrt'l.itions, possibly a^ a result of the loss frequently traded stocks. In the more recent ptirt of the sample period, n-niinute returns were used. The iiutocorrelation coofticient measures the unaMidition.it correl.ition between two series, \vhere.^^ the p.irti.il autocorrelation coefficient measures the relationship between two series conditional on the relationships of all pr('\'iou.s laj^s. For example, one v\ould compute the partial for laj:; 2 by estimating the regression twice. The first regression would be the regression of the series on its digged 1 wiiues. The residual \a!ueot the first regression wouki then be used to regress on the series' laj^ged 2 values. The rt'j;ression coefficient of the second regression would be the partial autocorrelation at lag 2.
The Federal Reserve's objective for open-market operations-purchases and sales of U.S. Treasury and tederiil agency securities-during the l^Htls gradually shifted toward attaining a specified le\ el of the federal funds rate. Tlie PI volatility models used in many papers alknv a linear trend in \ ol.itility. One exception is the specification used by Bollersiev and Mikkeisen (! W9!. Hwang and Satchell (I W,S) made an adjustment specifically to renu)\ e this linear trend. Hxtreme-value theory is a branch ot statistics that has its main focus on the tail distribution. Returns and other oti.servations that fall in the lail region are by definition large in magnitude and rare in occurrence. Teirhnically, frequent large numbers should not be called "outliers" because outliers shouid be rare.
