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Abstract
We focus on power-law coherency as an alternative approach towards studying power-
law cross-correlations between simultaneously recorded time series. To be able to study
empirical data, we introduce three estimators of the power-law coherency parameter Hρ
based on popular techniques usually utilized for studying power-law cross-correlations –
detrended cross-correlation analysis (DCCA), detrending moving-average cross-correlation
analysis (DMCA) and height cross-correlation analysis (HXA). In the finite sample prop-
erties study, we focus on the bias, variance and mean squared error of the estimators. We
find that the DMCA-based method is the safest choice among the three. The HXA method
is reasonable for long time series with at least 104 observations, which can be easily at-
tainable in some disciplines but problematic in others. The DCCA-based method does not
provide favorable properties which even deteriorate with an increasing time series length.
The paper opens a new venue towards studying cross-correlations between time series.
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1. Introduction
Analyzing fractal properties of time series has been a significant contribution of physics
to a broad range of other disciplines [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. In
time series, fractal properties translate directly into specific correlation structures. Hurst
exponent H, as a characteristic parameter of fractal series, provides an insight into asymp-
totic scaling of the auto-correlation function, specifically its power-law decay. In the case
of stationary series, we have 0 ≤ H < 1 with a separating point of H = 0.5 characteris-
tic for uncorrelated series. Persistent or long-range correlated series with H > 0.5 follow
local trends but still remain mean reverting and stationary, while anti-persistent series
with H < 0.5 are distinctive by their excessive switching (with respect to uncorrelated
processes) [16].
Recently, the methodological framework has been generalized into the bivariate set-
ting so that not only long-range correlations but also long-range cross-correlations can be
studied using methods developed in physics [17, 18, 19, 20, 21, 22, 23]. The most popu-
lar ones have been the detrended fluctuation analysis (DFA) [24, 25] and the detrended
cross-correlation analysis (DCCA or DXA) [26, 27, 28] as its bivariate generalization. The
development of DCCA has motivated others in introducing alternative methods such as
the detrending moving-average cross-correlation analysis (DMCA) [29, 30] and the height
cross-correlation analysis (HXA) [31]. These estimators of the bivariate Hurst exponent
Hxy provide an additional detail about power-law scaling of the cross-correlation function
between series. Interpretation of Hxy is usually approached through its comparison to
Hurst exponents of the separate series, i.e. Hx and Hy [31, 32, 33].
As the next step in utilizing the fractal methods, the scale-specific correlation coeffi-
cients based on DCCA and DMCA have been proposed [34, 35, 36] as well as estimators
of regression parameters for specific scales [37, 38]. An important topic, which has been
only slightly touched by Podobnik et al. [39] but not further developed, is the scaling
of scale-specific correlations. However, the link between correlations scaling and bivariate
Hurst exponent provides an important insight into the dynamics between time series.
Here we focus on this link in detail, building on the notion of squared spectrum co-
herency and translating it into the time domain, which is more frequent in the topical
literature. We propose three estimators of the power-law coherency Hρ based on popular
time domain power-law cross-correlations methods – detrended cross-correlation analysis,
detrending moving-average cross-correlation analysis and height cross-correlation analysis
– and analyze their finite sample properties. This approach presents a new way how to
look at and analyze dependence between simultaneously recorded series with applications
across various disciplines.
2. Power-law coherency
We start with a definition of the squared spectrum coherency. For two processes {xt}
and {yt} with existing power spectra fx(ω) and fy(ω), and cross-power spectrum fxy(ω)
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at frequency 0 < ω ≤ pi, the squared spectrum coherency is defined as
K2xy(ω) =
|fxy(ω)|2
fx(ω)fy(ω)
. (1)
If the two processes are power-law correlated so that fx(ω) ∝ ω1−2Hx and fy(ω) ∝ ω1−2Hy
close to the origin (ω → 0+) with respective Hurst exponents Hx and Hy, and in addition,
the processes are power-law cross-correlated so that |fxy(ω)| ∝ ω1−2Hxy close to the origin
with bivariate Hurst exponent Hxy, we have
K2xy(ω) ∝
ω2(1−2Hxy)
ω1−2Hxω1−2Hy
= ω−4(Hxy−
Hx+Hy
2
) ≡ ω−4Hρ . (2)
as frequency ω approaches zero. We define the power-law coherency through parameter Hρ
as Hρ = Hxy − Hx+Hy2 to respect previous discussions about the relationship between the
bivariate Hurst exponent Hxy and an average of the separate Hurst exponents [40, 41, 32,
42, 33]. Note that the squared spectrum coherency K2xy(ω) is restricted in the same way as
the squared correlation, i.e. 0 ≤ K2xy(ω) ≤ 1 for all frequencies ω [43]. This yields only two
possible settings for the exponent – either Hρ = 0 or Hρ < 0 [33]. The former implies that
the squared coherency goes to a constant and Hxy =
Hx+Hy
2
. And the latter implies that
as ω approaches zero so does the squared coherency but here specifically in the power-law
manner and it is thus referred to as the power-law coherency, or anti-cointegration [32],
and it has Hxy <
Hx+Hy
2
. In words, such power-law coherent processes might be correlated
in the short term (at high frequencies or low scales) but they are uncorrelated in the long
term perspective (at low frequencies or high scales).
The squared spectrum coherency for frequency ω can be easily translated from the
frequency domain to the time domain as a squared correlation for scale s = piT
ωj
parallel to
frequency ωj =
2pij
T
with j = 1, 2, . . . , T
2
as
ρ2xy(s) =
|σxy(s)|2
σ2x(s)σ
2
y(s)
, (3)
where ρ2xy(s) is a squared correlation between {xt} and {yt} for scale s, and σxy(s), σ2x(s)
and σ2y(s) represent the scale-specific covariance and variances, respectively. The notion
of power-law coherency then translates perfectly with the only difference that it occurs
at high scales as a parallel to low frequencies. Specifically, we have σ2x(s) ∝ s2Hx and
σ2y(s) ∝ s2Hy for power-law correlated processes {xt} and {yt} [16, 44], and if the processes
are power-law cross-correlated, we additionally have σxy(s) ∝ s2Hxy for s → +∞ [45].
Substituting into Eq. 3, we obtain
ρ2xy(s) ∝
s4Hxy
s2Hxs2Hy
= s4(Hxy−
Hx−Hy
2
) ≡ s4Hρ , (4)
i.e. we have the same scaling exponent for both time (s→ +∞) and frequency (ω → 0+)
domain power-law coherency.
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3. Estimators
In this section, we recall the essentials of the bivariate Hurst exponent estimators of
interest – detrended cross-correlation analysis (DCCA), detrending moving-average cross-
correlation analysis (DMCA), and height cross-correlation analysis (HXA) – and we intro-
duce procedures to estimate the power-law coherency parameter Hρ based on these.
3.1. Bivariate Hurst exponent estimators
In the DCCA procedure [26], let us consider two time series {xt} and {yt} with t =
1, . . . , T . Their respective profiles {Xt} and {Yt}, defined as Xt =
∑t
i=1 (xi − x¯) and
Yt =
∑t
i=1 (yi − y¯), for t = 1, . . . , T , are divided into overlapping boxes of length s (scale)
so that T − s+ 1 boxes are constructed. In each box between j and j+ s− 1, a linear time
trend is fitted so that we get X̂k,j and Ŷk,j for j ≤ k ≤ j + s− 1. The covariance between
deviations from the time trends in each box is defined as
f 2DCCA(s, j) =
∑j+s−1
k=j (Xk − X̂k,j)(Yk − Ŷk,j)
s− 1 . (5)
The covariances are finally averaged over the blocks of the same scale s and the detrended
covariance is obtained as
F 2DCCA(s) =
∑T−s+1
j=1 f
2
DCCA(s, j)
T − s . (6)
For long-range cross-correlated processes, the covariance scales as
F 2DCCA(s) ∝ s2Hxy . (7)
The power-law scaling is valid asymptotically, i.e. for high scales s. If we set {xt} =
{yt}, the standard detrended fluctuation analysis (DFA) [24, 25] is obtained. The above-
described procedure presents only one of possible settings as various detrending approaches
can be utilized as well as non-overlapping boxes. In the simulations we present later, we
stick to the linear detrending and we use non-overlapping boxes with a step of 10 due to
computational feasibility.
The DMCA procedure [29, 30] is similar to DCCA but it differs in two important
aspects. First, it is not based on the box-splitting procedure. And second, it assumes a
power-law scaling of covariances with an increasing moving average window size κ. The
moving average procedure can take various forms (centered, backward, forward, weighted
or unweighted). We stick to the centered one as suggested in the literature [46]. Specifically,
for time series {xt} and {yt} and their respective profiles {Xt} and {Yt}, the detrended
covariance F 2DMCA(κ) is defined as
F 2DMCA(κ) =
1
T − κ+ 1
T−bκ/2c∑
i=bκ/2c+1
(
Xi − X˜i(κ)
)(
Yi − Y˜i(κ)
)
, (8)
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where X˜i(κ) and Y˜i(κ) are respective non-weighted centered moving averages at time point
i with a moving average window of length (scale) κ = 1, 3, 5, . . . , κmax. Due to the centered
moving average procedure, scale κmax needs to be an odd integer. For the power-law
cross-correlated processes {xt} and {yt}, the detrended covariance scales as
F 2DMCA(κ) ∝ κ2Hxy . (9)
The power-law scaling is again valid for high scales represented by the moving average
window κ. If we set {xt} = {yt}, the standard detrending moving average (DMA) [47, 48]
is obtained.
The HXA method [31] is based on scaling of the height-height variance function rede-
fined for two simultaneously recorded series. Let us consider two profiles {Xt} and {Yt}
with time resolution ν and t = ν, 2ν, ..., νbT
ν
c, where bc is a lower integer operator. We de-
note T ∗ = νbT
ν
c, which varies with ν, and we label the τ -lag difference as ∆τXt ≡ Xt+τ−Xt
and ∆τ (XtYt) ≡ ∆τXt∆τYt. Height-height covariance function is defined as
Kxy(τ) =
ν
T ∗
T ∗/ν∑
t=1
∆τ (XtYt) (10)
where time interval τ generally ranges between ν = τmin, . . . , τmax. Scaling relationship
between Kxy,q(τ) and the generalized bivariate Hurst exponent Hxy(q) is obtained as
Kxy(τ) ∝ τ 2Hxy . (11)
Contrary to DCCA and DMCA, the power-law scaling is valid for low levels of differencing
parameter τ [49, 50, 51]. HXA reduces to the height-height correlation analysis (HHCA)
[52, 53] for {Xt} = {Yt} for all t = 1, . . . , T .
3.2. Power-law coherency estimators
Power-law coherency in time domain can be seen as a convergence to zero squared
correlation for high scales s as represented by Eqs. 3-4. Following the ideas of Refs.
[34, 36], the scale-specific covariance σxy(s) and variances σ
2
x(s) and σ
2
y(s) can be directly
substituted by either F 2DCCA(s) or F
2
DMCA(κ) or Kxy(τ) based on DCCA, DMCA and
HXA, respectively, into Eq. 3 so that we obtain a scale-specific squared correlation for
each method as
ρ2DCCA(s) =
|F 2DCCA(s)|2
F 2DFA,x(s)F
2
DFA,y(s)
,
ρ2DMCA(κ) =
|F 2DMCA(κ)|2
F 2DMA,x(κ)F
2
DMA,y(κ)
,
ρ2HXA(τ) =
|Kxy(τ)|2
Kx(τ)Ky(τ)
. (12)
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Substituting Eqs. 7, 9 and 11 into the above squared correlations, we get the following
scaling laws:
ρ2DCCA(s) ∝
s4Hxy
s2Hxs2Hy
= s4Hxy−2Hx−2Hy = s4Hρ
ρ2DMCA(κ) ∝
κ4Hxy
κ2Hxκ2Hy
= κ4Hxy−2Hx−2Hy = κ4Hρ
ρ2HXA(τ) ∝
τ 4Hxy
τ 2Hxτ 2Hy
= τ 4Hxy−2Hx−2Hy = τ 4Hρ (13)
The estimate of the power-law coherency parameter Hρ can be obtained via a log-log
regression. In Eq. 12, the squared covariances in the numerators ensure a stable power-law
scaling. For DCCA and DMCA, the scaling holds for high scales s and κ, respectively,
and for low differencing levels τ for HXA. The transition from power-law correlations and
cross-correlations to power-law coherency is thus very straightforward. Note that ρ2DCCA(s)
and ρ2DMCA(κ) come directly as squared scale-dependent correlation coefficients developed
in the literature earlier [35, 36].
4. Finite sample properties
4.1. Simulations setting
We are interested in performance of the proposed estimators of power-law coherency.
For this purpose, we utilize the mixed-correlated ARFIMA processes framework [42] which
allows for controlling parameter Hρ via controlling Hx, Hy and Hxy. Defining an(di) =
Γ(n+di)
Γ(n+1)Γ(di)
for specific di = Hi − 0.5, the mixed-correlated ARFIMA processes are defined
as
xt =
+∞∑
n=0
an(d1)ε1,t−n +
+∞∑
n=0
an(d2)ε2,t−n
yt =
+∞∑
n=0
an(d3)ε3,t−n +
+∞∑
n=0
an(d4)ε4,t−n
〈εi,t〉 = 0 for i = 1, 2, 3, 4
〈ε2i,t〉 = σ2εi for i = 1, 2, 3, 4
〈εi,tεj,t−n〉 = 0 for n 6= 0 and i, j = 1, 2, 3, 4
〈εi,tεj,t〉 = σij for i, j = 1, 2, 3, 4 and i 6= j. (14)
The power-law coherency is obtained when {ε2} and {ε3} are correlated, and the other pairs
are uncorrelated. In addition, we need d1 > d2 and d4 > d3 so that we get Hxy <
Hx+Hy
2
[54, 55]. Specifically, we have Hx = d1 + 0.5, Hy = d4 + 0.5 and Hxy = 0.5 +
1
2
(d2 + d3),
or in other words Hx = H1, Hy = H4 and Hxy =
1
2
(H2 + H3). In the simulations,
we fix d1 = d4 = 0.4 and d2 = d3 = 0.2 and the theoretical Hurst exponents are thus
equal to Hx = Hy = 0.9 and Hxy = 0.7. We study three different time series lengths –
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T = 500, 1000, 5000 – and we are interested in the effect of the strength of the correlation
between the error terms {ε2} and {ε3}. To do so, we check the finite sample properties for
the correlation levels 0.1, 0.5 and 0.9. For each setting, we perform 1,000 repetitions.
As the estimation of the power-law coherency parameter Hρ is based on the log-log
regression, we need to specify a range of scales included in the regression. For DCCA,
we set smax = T/5, which is standardly done in the literature, and we manipulate smin =
10, 20, 50 for T = 500 and smin = 10, 50, 100 for the other two cases, T = 1000, 5000. For
DMCA, the minimum moving average window size is set to κmin = 3 and the maximum
one is investigated for three levels κmax = 21, 51, 101. For HXA, we are interested in
its performance using various maximum scales τmax. In accordance with the literature
[49, 50, 51, 31], we use τmax = 20 as a starting point and to obtain more stable estimates,
we apply the jackknife procedure which estimates the power-law coherency parameter as
an average of these estimates based on τmin = 1 and τ
∗
max = 5, . . . , τmax. In addition, we
check the maximum scales of 50 and 100 as well.
4.2. Results
We present results of the simulations based on the setting described above looking at
the bias, variance and mean squared error (MSE, the sum of squared bias and variance) of
the estimators.
The DCCA-based method does not attain desirable properties as shown in Table 1.
For low correlation between error-terms ε2 and ε3, the bias reaches values above 0.4 and
the situation does not improve much for the higher correlations mainly due to very high
variance of the estimator. Even for the best case, which is the shortest series with smin = 10
and correlation between innovations equal to 0.9, we have a relatively low bias of 0.03 but a
standard deviation of the estimator is still equal to approximately 0.2. Nonetheless, the bias
and variance decrease considerably with the strength of correlation between innovations.
Both bias and variance increase with the increasing minimum scale smin. We cannot
generally say that the bias and variance decrease with the time series length as these
results vary for different combinations of smin and correlation between ε2 and ε3. All in
all, the DCCA-based estimator of Hρ does not give satisfying results.
Performance of the HXA-based estimator of power-law coherency is summarized in
Table 2. Even though the estimator practically collapses for the low levels of correlation
between ε2 and ε3 in a similar manner as the DCCA-based estimator does, the situation im-
proves rapidly for the higher correlation levels. Very importantly, the bias of the estimator
decreases with the time series length, which is a huge improvement over the DCCA-based
estimator. The variance of the estimator decreases with the time series length as well,
supporting the previous finding. Increasing the maximum scale increases the bias but de-
creases the variance of the estimator in most cases. However, the decrease in variance does
not offset the increasing bias as the mean squared error increases with the maximum scale
(apart from the least correlated cases).
For the DMCA-based method, we observe that the bias and variance decrease with
the time series length but increase with κmax. The bias also decreases with increasing
correlation between error-terms ε2 and ε3 while the variance increases slightly. The DMCA
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approach strongly outperforms both the DCCA and HXA methods in this aspect (Table 3).
Even though the increasing scale κmax has non-monotonous effects on bias (compare e.g.
ρ = 0.9 with κmax = 21, κmax = 51 and κmax = 101), it is evident that the mean squared
error is the lowest for the lowest maximum scale (apart from the very weakly correlated
series with ρ = 0.1).
To provide an additional comparison between the methods, we again use the mixed-
correlated ARFIMA processes with d1 = d4 = 0.4, d2 = d3 = 0.2 but we set for perfectly
correlated ε2 and ε3 and uncorrelated other pairs. This gives us the theoretical power-law
coherency of Hρ = −0.2. For the specific methods, we use the parameter setting that
proved the best in the previous simulations – smin = 10, κmax = 21 and τmax = 20. In
addition, the time series length span is expanded up to T = 105 (i.e. the span is between 500
and 100000 observations) for better discussion about convergence of the methods towards
the true value or the decay of variance. Figure 1 summarizes the results of simulations,
namely bias, variance and mean squared error dependence on time series length.
The HXA and DMCA methods show a stable upward bias of approximately 0.05 and
0.1, respectively, regardless the time series length. The bias increases with the time series
length for DCCA. As the time series length axis is shown in a logarithmic scale and the
mean value of the estimator in a linear one, the bias of the DCCA-based method increases
approximately logarithmically. With respect to variance, the DMCA power-law coherency
estimator clearly outperforms the other two estimators. In the right panel of Figure 1, we
observe a log-log plot of variance with respect to the time series length. A clear power-
law scaling emerges for the DMCA method with a slope of -1, i.e. the variance of the
estimator decays as 1
T
, which is a target rate for consistent estimators. The HXA and
DCCA estimators attain very similar levels of variance for T < 10000. For longer time
series, the HXA method dominates the DCCA method. This is reflected in different decay
rates for each method. For the DCCA-based power-law coherency estimator, we find a
power-law scaling with an exponent of 0.2, i.e its variance decays very slowly at a rate of
1
T 0.2
. The HXA-based estimator performs in between the other two estimators with a rate
of 0.5, i.e. its variance decays with a rate of 1√
T
.
Putting bias and variance together, the mean squared error shows an interesting behav-
ior. For short series with T < 5000, the DMCA-based method clearly dominates. However,
its MSE is quite stable with changing time series length showing only a very mild decrease.
This only reflects the fact that its bias is rather stable, and its variance is very low even
for short time series lengths. The DCCA-based method is the worst one of the three for
practically all examined time series lengths. After a decreasing trend for very short series
with T < 1000, MSE plateaus between 1000 ≤ T ≤ 5000 and increases for longer time
series lengths, which is very undesirable. The HXA-based estimator shows similar levels
of MSE as the DCCA-based one for short series with T < 3000. Contrary to the DCCA
estimator, it follows the decreasing trend of MSE even for higher T and it even outperforms
the DMCA-based method for T > 10000.
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5. Conclusion
We have focused on power-law coherency as an alternative approach towards studying
power-law cross-correlations between simultaneously recorded time series. To be able to
study empirical data, we have introduced three estimators of the power-law coherency pa-
rameter Hρ based on popular techniques utilized for studying power-law cross-correlations
– detrended cross-correlation analysis, detrending moving-average cross-correlation anal-
ysis and height cross-correlation analysis. In the finite sample properties study focusing
on the bias, variance and mean squared error of the estimators, we have uncovered several
interesting findings. First, the DCCA-based estimator performs the worst of the three
studied methods. Specifically, its bias increases with the time series length and this is not
offset enough by its slowly decaying variance. Second, the other two methods (based on
HXA and DMCA) have a stable bias which does not change with the time series length.
Third, the variance decay differs strongly for the examined methods. The DMCA-method
strongly outperforms the other two as it starts at lower variance levels and decays with
the most rapid rate. The other two methods have similar levels of variance but the HXA
method has a faster rate of variance decay. Overall, the DMCA-based method is a safe
choice among the three. The HXA method is reasonable for long time series with at least
104 observations, which can be easily attainable in some disciplines but problematic in oth-
ers. The DCCA-based method does not provide favorable properties which even deteriorate
with an increasing time series length.
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Figure 1: Comparison of DCCA, HXA and DMCA power-law coherency estimators. Values are
based on 1,000 simulations of mixed-correlated ARFIMA(0,d,0) processes with d1 = d4 = 0.4, d2 = d3 = 0.2
and perfectly correlated error-terms ε2 and ε3. Time series length (x-axis) varies between 500 and 100000.
The thick line represents the true value of Hρ = −0.2. The DCCA-based method is the least biased for
short time series but its bias increases logarithmically with time series length. The other two methods
show a stable bias practically independent of the time series length. From the variance perspective, the
DMCA-based method dominates the other two methods with a rapidly decaying variance at a rate of -1.
When bias and variance are combined into the mean squared error, the DCCA-based method turns out
to the worst of the three. The DMCA method outperforms the HXA method up to T = 5000 where the
latter method overtakes.
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