Defects in 2D materials are becoming prominent candidates for quantum emitters and scalable optoelectronic applications. However, several physical properties that characterize their behavior, such as charged defect ionization energies, are difficult to simulate with conventional first-principles methods, mainly because of the weak and anisotropic dielectric screening caused by the reduced dimensionality. We establish fundamental principles for accurate and efficient calculations of charged defect ionization energies and electronic structure in ultrathin 2D materials. We propose to use the vacuum level as the reference for defect charge transition levels (CTLs) because it gives results insensitive to the level of theory, unlike commonly used band edge positions. In addition, we determine the fraction of Fock exchange in hybrid functionals for accurate band gaps and band edge positions of 2D materials by enforcing the generalized Koopmans' condition of localized defect states. The combination of these methods allows for reliable and efficient prediction of defect ionization energies (difference between CTLs and band edge positions). We motivate and generalize these findings with several examples including different defects in monolayer to few-layer hexagonal boron nitride (h-BN) and graphane. Finally, we show that increasing the number of layers of 2D materials systematically lowers defect ionization energies, mainly through CTLs shifting towards vacuum, with conduction band minima kept almost unchanged.
Two-dimensional (2D) materials provide the unique opportunity to scale future electronics smaller than ever believed physically possible, implying engineering 2D materials is a promising strategy that can meet the demands of future nanotechnologies [1] . As defects play a crucial role in the optical and electronic properties of these systems, the engineering of defects in 2D materials has sparked continuous interest [2] [3] [4] [5] [6] . For example, defects in h-BN have been found to be the source of stable polarized and ultra-bright single-photon emissions at room temperature [7] [8] [9] [10] . Hence, the development of our understanding of defects in 2D materials will open up further possibilities for emerging applications in quantum information and nanotechnology with much better scalability than traditional defects in 3D materials.
Unlike in their 3D counterparts [11] [12] [13] [14] , first-principles techniques for calculating defect properties in 2D materials still face significant challenges. Specifically, eliminating the periodic charge interactions for charged defects in 2D materials requires a charge correction scheme that accounts for the weak and anisotropic dielectric screening of 2D systems [15, 16] . Furthermore, several exchangecorrelation functionals that provide accurate electronic structures for 3D bulk systems are no longer applicable to ultrathin 2D systems. For example, the fraction of Fock exchange (α) in hybrid functionals can be approx- † TJS and FW contributed equally to this work. * yuanping@ucsc.edu imated as the inverse of dielectric constant (ε ∞ ) of the material [17, 18] , but this is problematic for ultrathin 2D materials where ε ∞ decreases to unity in the limit of infinite vacuum sizes (complete separation between periodic images). Therefore, the determination of α in hybrid functionals for 2D materials remains an open question. On the other hand, many body perturbation theory techniques (e.g. GW approximation) give accurate quasiparticle energies such as band gaps and band positions; however, high computational cost and slow convergence with respect to empty states make the screening of many defects in 2D materials impractical with conventional implementations [19] [20] [21] [22] [23] .
In our previous work [24, 25] , we developed an efficient and accurate method that can give reliable charge corrections for total energies and electronic states of charged defects in 2D materials without any supercell extrapolations, and then provided accurate defect CTLs with the DFT+GW scheme [26] [27] [28] [29] . Such implementation is built on top of the WEST-code [30] , Quantum-Espresso [31] and JDFTx [32] packages. In our GW calculations, we avoided explicit inclusion of empty states and inversion of dielectric matrices [30, 33, 34] , while also speeding up vacuum size convergence with a 2D Coulomb truncation [35] . In this letter, we propose to solve two important issues for 2D materials. First, we determine which level of theory and which electron chemical potential reference one should use to calculate a CTL. Second, we show how to define the fraction of Fock exchange in hybrid functionals for accurate band edges and band gaps. In the end, we combine these two findings to obtain accurate Figure 1 . Schematic plot of the two paths (distinguished with blue/red color) that transition from charge state q to q + 1. For each path, there is a corresponding vertical excitation, which can be computed either with EA q+1 or IP q (noted with up/down arrowheads), as discussed in the main text.
defect ionization energies for 2D materials.
A thermodynamic CTL is the value of electron chemical potential ε F at which the stable charge state of the system changes, e.g. from q to q + 1. Therefore, CTLs are calculated through the equivalency of the formation energies q and q + 1, given by Eq. (1) [12] .
Here E f q (R) is the defect formation energy with charge q and geometry R, and R q is the relaxed geometry of the system with charge q. E q (R) is the total energy that relates to E f q (R) and ε F following the definition of Eq. (1) in Ref. 24 . Diagrammatically, Eq. (1) is the energy difference between two potential surface minimua in position space R, as shown in Fig. 1 .
It is well-known that local and semi-local functionals do not give accurate total energy differences between two charge states, where an electron removing (IP)/adding process (EA) is involved. An alternative approach [24] is to separate Eq. (1) into two parts: the vertical excitation energy between two charge states (q and q + 1) at the same geometry (R) (denoted as quasiparticle energies ε QP ) and the geometry relaxation energy at a fixed charge state (denoted with E rlx ). Since DFT is known to provide reliable geometry relaxation energies (if one corrects the fictitious charge interactions between periodic images as we did in Ref. 24) , this separation allows us to accurately calculate the vertical excitation energies with a higher level of theory appropriate for non-neutral excitations, such as the GW approximation.
One can separate Eq. (1) by two possible physical path- Fig. 1 . One pathway (red path) occurs with a vertical excitation at R q (E f q+1 (R q )−E f q (R q )) followed by a geometry relax-
shown in Eq. (2) . The other pathway (blue path) occurs through the geometry relaxation at the charge state q plus a vertical excitation at R q+1 , corresponding to Eq. (3).
Note that all three equations (Eq. (1), (2), (3)) are exactly equivalent theoretically. Yet, in practice they may yield sizable differences, as discussed later. Furthermore, the vertical excitation energies ε QP q+1|q in Eq. (2) and Eq. (3) can be determined from either the ionization potential of the charge state q (IP q ) or the electron affinity of the charge state q+1 (EA q+1 ) , as noted in Fig. 1 with up/down arrowheads. Note that we obtained IP and EA through eigenvalues at different levels of theory based on the Janak's theorem [36] . The difference between IP q and EA q+1 is largely related to the delocalization or localization error at a particular level of theory, and serves as a stringent test for an exchange-correction scheme in electronic structure calculations [37] .
Therefore, we firstly compared the CTL with PBE, PBE0 and G 0 W 0 @PBE for three different defects in monolayer BN as shown in Table I , where ε QP is obtained by taking the average of IP q and EA q+1 as:
Note that we propose to set ε F equal to the vacuum level (determined by the electrostatic potential in the vacuum region of supercells) and use it as a reference for Eq. (1). We found this choice (opposed to band edges) is particularly advantageous for obtaining consistent CTLs among different methods as shown in Table I . (More computational details for G 0 W 0 @PBE can be found in SI, with similar numerical techniques and parameters used in Ref. 24 ). There are several interesting observations from Table I, as follows. First, we found excellent agreement (within 0.1 eV) among Eq. (1), (2) and (3) for each defect at each level of theory. Second, we found the results obtained among PBE, PBE0 and G 0 W 0 @PBE are also strikingly similar (within 0.2 eV) for each defect. This means the CTLs of 2D materials relative to vacuum are not affected by the level of theory one chooses. Note that the difference between IP q and EA q+1 is more than 2 eV for PBE, reduced to 1 eV at PBE0 level (α = 0.25), but less than 0.2 eV at G 0 W 0 @PBE, which indicates the delocalization error present with semi-local DFT has been mostly corrected at G 0 W 0 @PBE [37] . Table I : Charge transition levels (CTLs) relative to vacuum (in eV) of multiple defects in monolayer h-BN. These values are collected via three methods (Eq. (1-3)) at various levels of theory (PBE, PBE0, G 0 W 0 @PBE ). The CTLs relative to vacuum are remarkably similar. The one exception, V N C B (-1/0) at PBE0 (marked with *) incidentally has a band inversion resulting in a defect level within the valence band, breaking the reliability of Eq. (3). We also show IP q (R q )−EA q+1 (R q ) at different levels of theory. Note that at the G 0 W 0 level, this difference is < 0.2 eV.
After we obtained reliable CTLs, in particular relative to vacuum, we focused on how to calculate accurate band edge positions and band gaps of 2D materials in order to determine defect ionization energies. Using the GW approximation, we obtained an accurate quasiparticle band gap (indirect at T→M) 6.01 eV for bulk h-BN (Table  II) , in excellent agreement with the experimental fundamental electronic gap 6.08 ± 0.015 [38] . Nonetheless, GW is still too computationally demanding for materials' screening and computing forces is non-trivial. Therefore, the development of computationally affordable methods such as accurate non-empirical hybrid functionals for 2D materials is strongly desired.
The generalized Koopman's condition has been mostly used to determine the appropriate fraction of Fock exchange (α) for molecules and molecular crystals [39] [40] [41] [42] [43] . One recent work [44] enforced this condition (i.e. EA q+1 = IP q ) on defects in bulk semiconductors to obtain α and in turn predicted accurate electronic structure of the corresponding pristine bulk systems. The fundamental assumption is that the optimized α depends on the long range screening of the system and not on the nature of the probe defects. This condition is also valid for deep defects in 2D materials, where defect wavefunctions are well localized like molecule orbitals in the supercells, and their contribution to dielectric screening is negligible compared to the crystal environment. Another advantage of applying this condition to 2D systems is that both EA q+1 and IP q can be exactly referenced to vacuum. In order to validate the applicability of the generalized Koopman's condition to 2D materials, we used the defect C B as a probe to determine α for h-BN (B C for graphane). This method gives α of 0.409, 0.347, 0.324, 0.225 for monolayer, bilayer, trilayer and bulk h-BN, respectively. Note that the α value 0.225 for bulk h-BN, agrees well with the predicted α from the inverse of high frequency dielectric constant (α = 1/ε ∞ ≈ 0.2) [45] , which supports the assumption that long-range screening determines α. We also investigated other defects C N and V N C B as probes of α (their corresponding electronic structure can be found in SI). Interestingly, we found that IP q and EA q+1 from Kohn-Sham eigenvalues varied linearly with α. Fig. 2 shows this linearity for three defects in monolayer h-BN, and three defects predict very similar α, which justifies the insensitivity of α to the explicit defect. It is also notable that the slopes of IP q and EA q+1 are opposite but nearly equal, explaining how the average of IP q and EA q+1 as ε QP for CTL in Eq. (2) and (3) works well (as
6.08 ± 0.015 Table II : Band gaps for various pristine 2D materials. In general, PBE severely underestimates the gap. Hybrid functionals HSE, B3PW, and PBE0 (α = 0.25) generally enlarge the bulk band gap, but still underestimate the gaps of ultrathin 2D systems compared with experiments and GW approximation. Only PBE0(α) with α satisfying IP q = EA q+1 of localized defects (C B ) yield gaps in good agreement with experiment and G 0 W 0 .
shown in Table I ).
Most commonly, two-dimensional systems are synthesized with a few layers of the material, therefore understanding the effect of increasing thickness is essential to connect with realistic experiments. As such, we have computed the band gaps of monolayer, bilayer, trilayer and bulk h-BN, as well as graphane with several hybrid functionals including HSE, PBE0, B3PW and PBE0(α) (with α predicted earlier), as well as with G 0 W 0 @PBE for a reliable comparison (see Table II ). As anticipated, PBE strongly underestimated monolayer h-BN band gap: 4.71 eV with a direct transition at the K point. With any level of theory beyond PBE, monolayer h-BN is predicted to have a larger, indirect gap from K to Γ. In accordance with quantum confinement, we observed that the band gaps of h-BN obtained at B3PW, PBE0(α), and G 0 W 0 show a sharp increase at ultrathin BN (monolayer to trilayer) compared to bulk BN. However, HSE and PBE0 provide almost the same band gaps between ultrathin and bulk BN. This is because there is a severe change in the dielectric screening from monolayer to bulk, and a different portion of Fock exchange must be instilled.
Using PBE0(α) we obtained results consistent with quantum confinement and in best agreement with our G 0 W 0 calculations with a MAE of 0.14 eV (see SI Fig.  3 ). In addition, the B3PW functional [46, 47] provided a more accurate bulk BN band gap than PBE0 and HSE but still underestimated the band gaps of ultrathin BN. Therefore, the direct/indirect transitions and magnitude of the gaps from bulk to monolayer are provided accurately solely with PBE0(α) and G 0 W 0 . In brief, the results shown in Table II validate our method for determining accurate fundamental band gaps for 2D materials from first-principles. We note that calculated band edge positions relative to vacuum are also similar at PBE0(α) and G 0 W 0 as shown in Fig. 3 and SI.
Finally, CTLs and ionization energies for C B in h-BN computed at PBE, HSE, PBE0(α) and G 0 W 0 levels of theory as a function of number of layers are shown in Fig.  3 . Consistent with the findings in Table I , CTLs changed less than 0.1 eV across different theoretical methods relative to vacuum. Interestingly, no clear trend and only small difference have been found in the band edge positions of h-BN from monolayer to triple layers. These results illustrate that one just needs to correct the band edge positions of pristine 2D materials with PBE0(α) or G 0 W 0 , and use CTLs determined from DFT with semilocal functionals, then the difference of the two yields accurate defect ionization energies in 2D materials. On another note, we found there is a clear monotonic decrease in the ionization energies of defects in BN with increasing number of layers, mostly contributed by CTLs' shift towards vacuum (shown in Fig. 3 ; also see SI Fig.  5 ). This effect can be understood as a result of increased dielectric screening with more layers of h-BN, and is consistent with the effect of dielectric environments on the ionization energies of MoS 2 [48] .
In summary, we established fundamental principles to reliably and efficiently compute ionization energies for defects in 2D materials. Specifically, band edge positions of the pristine systems should be computed with our proposed PBE0(α) hybrid functional or GW approximations, and the defect CTL can be obtained reliably by standard DFT with semi-local functional, if relative to vacuum. We successfully applied the proposed methods for a variety of defects from monolayer to triple layer h-BN, as well as graphane. We also demonstrated that defect ionization energies decreased with increasing number of layers in h-BN, mainly due to enlarged dielectric screening. Our findings in this work suggest efficient and accurate methods to compute defect ionization energies and electronic structures in 2D materials, which can be applied to screening new promising defects for quantum information and optoelectronic applications. SI Table III 
