To understand the properties of a complex system it is often illuminating to perform a comparison with a simpler, even idealised one. A prototypical application of this approach is the calculation of free energies and chemical potentials in liquids, which can be decomposed in the sum of ideal and excess contributions. In the same spirit, in computer simulations it is possible to extract useful information on a given system making use of setups where two models, an accurate one and a simpler one, are concurrently employed and directly coupled. Here, we tackle the issue of coupling atomistic or, more in general, interacting models of a system with the corresponding idealised representations: for a liquid, this is the ideal gas, i.e. a collection of non-interacting particles; for a solid, we employ the ideal Einstein crystal, a construct in which particles are decoupled from one another and restrained by a harmonic, exactly integrable potential. We describe in detail the practical and technical aspects of these simulations, and suggest that the concurrent usage and coupling of realistic and ideal models represents a promising strategy to investigate liquids and solids in silico.
Introduction
Since the dawn of computer-aided research, when electronic calculators were employed to numerically solve analytical expressions, a steadily growing fraction of scientific investigation relies on the help of machines [1] [2] [3] [4] . This is particularly true for the field of soft matter [5] [6] [7] [8] , where computer simulations have enabled researchers to "infuse life" in models of increasing complexity and investigate the behaviour of systems ranging from hard spheres liquids [9] to melts of polymers [10] , novel materials [11] , or biomolecules such as proteins [12] [13] [14] [15] [16] and DNA [17] . The power of the computational approach lies especially in the flexibility and arbitrariness of the model design, where level of resolution, interaction potentials, particlebased or continuum description, thermodynamical conditions and many other features are left to the modeller, who has free hand in creating a world where her/his rules apply.
Computer simulations have thus broken the chains that kept us bound to exact results and simple approx-Contribution to the Topical Issue "Advances in Computational Methods for Soft Matter Systems" edited by Lorenzo Rovigatti, Flavio Romano, John Russo. a e-mail: potestio@mpip-mainz.mpg.de imations of even simpler models, allowing us to study strongly interacting systems with several different types of potentials and large sizes [18] . The determination of free energy differences between states of a given system, for example, does not require the exact calculation of its partition function or some multi-body expansion of the latter; rather it can be (often) performed by means of standard techniques such as thermodynamic integration [19] , umbrella sampling [5, 6] , or any other enhanced sampling algorithm [20] . And yet, the simplicity, exact solvability, or physical intuitiveness of the simplest models exert not only an intellectual attraction on the scientist fascinated by the universality of the concepts and properties that these models entail; on the contrary, they continue to represent a pivotal element in the construction of our picture of reality, in that they serve as bedrock, reference, and gauge for many other, more complex systems. One example for all: the absolute values of fundamental thermodynamical properties, such as free energies and chemical potentials, can almost always be separated in two terms: an ideal part, originating from the exactly solvable ideal contribution, and an excess part, which contains the effect of the interactions present in the "real" system. Remarkable is that these two terms are exactly additive (again, with exceptions) in a non-perturbative fashion [21, 6] . In gen-eral, then, the calculation of important system properties goes through the comparison between the most accurate model one can simulate on a computer and a simpler, more tractable representation much of which is already known. The additivity of the property under investigation does the rest.
In recent years, a peculiar class of computer simulations has emerged as a rich and versatile tool to perform model comparison, that is, adaptive resolution simulations [22] [23] [24] [25] . These are setups in which the same systems, typically a fluid, is represented within the same simulation by means of two different models at different resolution. The simulation domain is subdivided in two parts: a high-resolution region, where the more accurate and computationally expensive model is employed, and a low-resolution region, where the simpler description featuring a lower computational cost is used. Depending on its position in space, a molecule is described by one model or the other; however, an open boundary, geometrically separating these two domains, allows the molecules to diffuse freely and change model, i.e. resolution, on the fly. Within a finite-sized layer located at the interface between the two main subregions, dubbed hybrid or transition region, the molecule smoothly varies its resolution, adapting its representation to one model or the other in a continuous manner.
The motivations behind this setup, in which the position in space dictates a molecule's model, are several. The simplest and most obvious is the computational gain: in the largest fraction of the simulation volume the computationally "cheaper" model is employed, thus reducing the amount of resources necessary to calculate forces and potentials; on the contrary, in a small volume -where the interesting things happen-the system is described with high accuracy, and the smooth coupling with the lower-resolution environment preserves its thermodynamical properties (e.g., density, temperature, particle number fluctuations . . . ).
There is a second strength of adaptive resolution simulations with many farther-reaching consequences and applications: such setups, in fact, enable one to provide, by means of the low-resolution model, a sufficiently accurate description of the long-wavelength properties of the system at the length scale of the whole simulation box, while the short-wavelength features are only locally modelled. Besides the computational gain this approach entails, one gains the opportunity of modulating the global and the local independently and, through this, to investigate their interplay [26] [27] [28] [29] . This strategy offers clear advantages with respect to a simulation limited to the sole high-resolution region, as it also includes the effect of the environment at a reduced computational cost and suppresses finite-size effects.
Another important raison d'être of these methods is the fact that the space-dependent coupling of two different models establishes a thermodynamical relationship between them from which nontrivial information can be obtained. In fact, in adaptive resolution simulations forces emerge, whose origin depends on the specific technique employed, that steer the system towards an equilibrium state where, e.g., the local densities in the two subdomains differ. To attain the same density in all parts of the simulation one has to impose a single-molecule potential that can be traced back to the difference in Gibbs free energy between the two models concurrently employed to represent the same system [30, 31] . Hence, in the process of parametrising the setup so as to have a uniform density profile, one quantifies the liquid's chemical potential difference between the simple and the accurate representation [32] . This procedure is similar in spirit to a thermodynamic integration [19] , however it does not require the time-dependent switch of the Hamiltonian between two models, rather a single run concurrently contains the information about the two end states and all those in between.
It is at this point that the simplest, most fundamental models enter the scene. With a tool at hand that "compares" the chemical potentials of two systems (more precisely: two different representations of the same system) it is natural to think of employing, as a low-resolution model, one that is as inexpensive, simple, understood, and exactly solvable as possible. In the realm of fluids, such a model is the ideal gas, that is, a collection of non-interacting particles (representing atoms as well as molecules) fully described by temperature and density. All relevant thermodynamical properties of the ideal gas are known and can be calculated exactly, and represent the main contribution to those observables, such as free energies, that can be decomposed into the sum of the ideal part, determined indeed by the ideal gas, and the excess part due to the configurational partition function and the interaction potentials within it.
As adaptive resolution simulation methods enable the direct, smooth coupling of a given model to its corresponding ideal representation, the possibility opens to a new class of approaches to extract excess quantities. However, while for dense liquids such as water the coupling with an ideal gas has already been performed [33] , a comparable matching has not been demonstrated in the case of a solid. In this case, the ideal reference model is given by the Einstein crystal, that is, a collection of pointlike, non-interacting particles restrained in specified positions in space by means of harmonic potentials. As the ideal gas, also for this model the partition function (hence the full thermodynamics) can be computed analytically: it thus represents the reference starting point of a nonperturbative computation of free energies and other quantities of interest.
The goal of this paper is to provide a detailed and comprehensive overview of the Hamiltonian adaptive resolution method H-AdResS [30, 31, 25] in the perspective of the coupling between a reference, high-resolution system and its ideal counterpart. Particular attention is given to the technical aspects of these simulations, with thorough descriptions of the computational and algorithmic characteristics. We will review the basics of the method and the satellite algorithms developed to improve its effectiveness, and discuss their application to two significant case studies: one is liquid water, described at the all-atom level, coupled to an ideal gas; the other one is a Lennard-Jones solid coupled to an Einstein crystal. This second application is presented here for the first time, and constitutes the main original contribution of this work.
The manuscript is organised as follows: in sect. 2 we review the specific approach employed here, that is, the Hamiltonian Adaptive Resolution Simulation scheme, or H-AdResS; in sect. 3 we illustrate the significance of the external field required to obtain a uniform density profile, and describe in detail the algorithms developed to efficiently parametrise it; in sect. 4 we present the coupling between an atomistic model of water and an ideal gas, and describe the treatment of the electrostatic interaction within the H-AdResS framework; in sect. 5 we concentrate on the Lennard-Jones crystal and its coupling with the ideal Einstein crystal model; finally, in sect. 6 we summarise our results and provide a brief account of the possible applications of the presented methods.
Theoretical background
The H-AdResS scheme [30, 31] belongs to a family of adaptive resolution simulation methods [34, 22, 23] in which a small portion of the system, usually a fluid described with atomistic resolution (AT), is embedded in a reservoir of particles of the same system, modelled using a coarsegrained (CG) representation; the coupling between the two resolutions takes place in an open boundary region, the so-called hybrid (HY) region. A snapshot of the simulation setup is presented in fig. 1 . The main feature of the H-AdResS method is that the whole system is described in terms of a global Hamiltonian function H of the form
The term K is the atomistic kinetic energy, and V int includes all the intramolecular bonded interactions. The resolution of a particle α is specified by the transition function λ α = λ(R α ), which is computed on the centre-of-mass coordinate R α of the molecule.
Several options are available to define the geometry of the all-atom region, e.g. spherical [26] , cylindrical [35] , or even with a time-dependent shape [36] . Here, without loss of generality, we employ one of the most common choices, namely a rectangular simulation box where the AT is represented by a slab. The resolution of a given molecule is thus determined by the following piecewise function:
with d AT and d HY the sizes of the AT and HY region, respectively. The mid-point of the simulation box is set in the origin of the coordinate system. Concerning nonbonded interactions, a molecule α interacts with its neigh- The periodic box is partitioned into three different regions, namely: ideal gas (IG), hybrid (HY), and atomistic (AT). Upper panel: the switching function F(λ) = λ 7 takes values between 0 (IG) and 1 (AT), thus defining the resolution of a molecule (here water). Lower panel: simulation snapshot explicitly showing the various subdomains. The oxygen and hydrogen atoms of the water molecules are represented by red and blue dots, respectively. Note the different structure attained by the molecules in the different subdomains: a more uniform one in the AT region, and a more irregular one in the IG region. This difference is due to the ordering effect of the interactions among atomistic water molecules, imposing in particular the characteristic tetrahedral arrangement due to hydrogen bonds: this effect is naturally absent in the IG region, where molecules are randomly distributed.
bouring particles through coarse-grained V CG and atomistic V AT potentials, defined as
where the coordinates of an atom -labeled by i, j indices-or a molecule -labeled by α, β indices-are represented by vectors r and R, respectively. The factor 1/2 accounts for the double counting of particles in the sum since the total non-bonded potential of a molecule α is given by a sum of AT and CG contributions weighted by λ α or (1 − λ α ), respectively. Albeit two-body interactions have been employed here, the extension to multibody, short-ranged potentials is straightforward. It is also worth pointing out that in this context the usage of the term coarse grained is referred to the particular type of interaction employed in the low-resolution region, i.e. an effective, simplified one with respect to the atomistic resolution model; the structure of the simulated molecules, on the other hand, is not affected by the change in resolution, i.e. they retain their fully atomistic structure throughout the simulation box. This is not a prerequisite to perform this kind of simulations, however it is a simple and effective manner to deal with the resolution change at the algorithmic and computational level in general, and is instrumen-tal in the construction of a Hamiltonian-based approach in particular [30] .
The total force acting on atom i of molecule α is given by
where F Res αi|β , Res = AT, CG is the force acting on atom i of molecule α due to its (atomistic or coarse-grained) interaction with the whole molecule β. The forces due to intramolecular interactions, F int αi , are not resolution dependent. The second term on the right-hand side is the sum, over all other molecules β in the interaction range, of the pairwise atomistic and coarse-grained forces, weighted by the average resolutions of the two molecules. Each of the terms in the sum is antisymmetric under molecule exchange, and satisfies Newton's Third Law by construction. The last term emerges as a consequence of the non-uniformity of space in the dual-resolution simulation setup, that is, the fact that different interactions are present in different parts of the system. Because of this, translational invariance is broken, and a force emerges in the hybrid region (where ∇λ = 0) and acts on the molecules pushing them in one of the two subdomains, depending on the sign of the prefactor
violates Newton's Third Law and induces a pressure imbalance across the HY region, as it pushes molecules in the subdomain where the Helmholtz free energy is locally lower [30, 31] .
In general, the AT and CG representations of the same physical system follow different equations of state. Once coupled together via an open boundary, the AT and CG regions exchange particles to balance the differences in equilibrium pressure and chemical potential. This results, as it has already been thoroughly investigated [30, 31, 25] , in a non-homogeneous density profile. To overcome these effects and enforce a uniform density profile, it is possible to introduce a new term in the Hamiltonian:
This term acts separately on each molecule in the system and plays two roles: it removes, on average, the drift force, and enforces a uniform density profile by imposing, in each subdomain, the pressure at which each model has, separately, the correct density. In the following we discuss the computational techniques employed to parametrise the term ΔH(λ).
Calculation of the free energy compensations 3.1 Compensation of the drift force
The free energy compensation term ΔH(λ) that neutralises, on average, the effect of the drift force, has to satisfy the relation:
in such a way that the total drift force resulting from the modified Hamiltonian readŝ
and, by construction, F dr α = 0. Thermodynamic integration [19] has been originally proposed to compute the compensation term (6) . This procedure can be justified on the basis that the potential ΔH(λ) bears a strict relationship with the Helmholtz free energy difference between a system with a Hamiltonian H(λ) and a reference system defined by the CG representation at λ = 0 [30, 25] . This procedure, apparently the most straightforward route to compute ΔH(λ), presents two main drawbacks: i) it requires an additional free energy calculation, and ii) the accuracy of the obtained ΔH(λ) can be limited when the system displays strong correlations within the hybrid region.
In a previous paper [37] , some of us have shown that a more effective strategy is to compute and locally balance the drift force and parametrise the compensation on the fly by using an iterative scheme [25] . A given number N b of bins is used to discretise the hybrid region in terms of λ in such a way that the width of the bins is δλ For all molecules in the hybrid region, this procedure is carried out for a time interval of duration Δt and successive n iterations are performed. At the end of the n-th interval, average AT and CG potentials,
with R = AT, CG, are computed. Subsequently, the variables V R i , N R i are emptied and the average procedure continues. These average values calculated at the end of the n-th cycle are used to compute the running average V R i,n , defined by
where initially n = 0 and V R i,0 = 0. This running average, for n > 0, is used to compute the different components of the compensation force. Specifically, for t such that t 0 + nΔt < t ≤ t 0 + (n + 1)Δt, a molecule α in the bin i of the HY region will feel compensation forces of the form
with s = +1 for R = AT and s = −1 for R = CG. At each time step, this force is distributed to the atoms in the molecule α with weights proportional to the atom/molecule mass ratio. The update of the running average continues until the compensation forces converge to a steady value for every bin i. Finally, the update is interrupted and the resulting force compensation is integrated as a time-independent resolution-based force field, and the corresponding energy compensation ΔH(λ) can be easily computed.
The compensation of the drift force ensures that the hydrostatic pressure becomes uniform across the simulation domain [30, 25] . The AT and CG representations equilibrate at this reference pressure according to the equation of state of the model. This equilibration implies that the densities in the two regions might differ, and an additional compensation must be applied to the system to ensure a flat density profile.
Compensation of the density imbalance
The uniform pressure enforced by the application of the compensation of the drift force does not necessarily guarantee a uniform density for the whole system. A density gradient might appear in the HY region as a result of the two models, AT and CG, following different equations of state. There is no general reason to require that the systems features a uniform density profile. Indeed, the only crucial aspect is that the thermodynamical state of the high-resolution region is under control and, specifically, consistent with the desiderata set by the user. Different systems and investigations require different conditions and properties, and a uniform density could be not among them.
In the particular case under examination, however, it is our aim to perform a smooth coupling between systems in the same thermodynamical state point as defined in the NVT (canonical) ensemble. Since not all thermodynamical properties and parameters can be simultaneously equated between the two subregions, the pressure acting on molecules in the AT domain will differ from that in the IG domain. The density, on the other hand, can be set to attain the same value if the compensation ΔH is modified in such a way that in each subregion the corresponding model attains a pressure that gives the same reference density.
This correction can be obtained via an iterative scheme dubbed thermodynamic force calculation [24] , which consist in successively applying to the molecules in the HY region a force proportional to the density gradient:
where the prefactor c has the units of energy and scales the magnitude of the force, ρ * is the reference density, and ρ n is the density profile computed at step n of the iterative procedure. The convergence to a uniform density is guaranteed by the fact that the scheme has a fixed point when ∇ρ = 0. In addition to ensuring the same density in the two subdomains, this method also leads to a flat density profile in the HY region [24, 30, 25] . Usually, the procedure to compute the thermodynamic force consists in an equilibration phase of the simulation setup where no compensation is applied (with the possible exception of the drift force compensation), followed by a production run during which an accurate density profile is computed. The latter has to be sufficiently smooth so to employ its numerical gradient as a force in the following simulation. A new density profile is thus obtained and a new force is calculated. When the density is deemed to be uniform within a pre-established tolerance, the iterations are interrupted, and the compensation force is given by the sum of the terms computed up to that point.
The iterative calculation of the thermodynamic force relies on an accurate estimation of the density profile, which is performed on a very short time interval ΔT = νδt, where δt is the integration time step and ν is an integer number of the order of ∼ 10 2 -10 3 . The advantage of this procedure is that small deviations of the density from the reference value are immediately suppressed. However, it is evident that the density profile obtained from a small time interval ΔT is too noisy to reliably compute its numerical gradient.
To overcome this difficulty, the position of the centre of mass of the molecules is convoluted with a Gaussian function with a half-width σ/2, comparable with the typical excluded volume radius of the molecules. Thus, the density in the bin i, covering the coordinate range [x i , x i+1 ] in a specific simulation frame, is computed aŝ
The parameter l, whose appropriate value is system dependent, controls the range of the Gaussian function. A sensible choice is to set l = 2.5σ.
Water-ideal gas coupling
The reference, analytically solvable model of a liquid is the ideal gas (IG): in a computer simulation, this can be implemented as a collection of particles (with or without internal degrees of freedom) which do not interact. If subject only to the classical equations of motion and in absence of intermolecular potential, these particles would move along rectilinear trajectories with constant orientation and velocity (this is, assuming that the simulation box features periodic boundary conditions and not hard walls). To prevent this, and to be consistent with our goal of simulating a system in the canonical ensemble, a Langevin thermostat acts on the molecules in the ideal gas region, thereby imposing on them a stochastic, diffusive dynamics. On the other hand, the conservative part of the Hamiltonian becomes
where only the AT part of the interaction is present. K is the kinetic energy term and V int is the potential resulting from intramolecular interactions. Note that the resolution function λ has been replaced by a more general function of it, F(λ). In fact, since particles can get extremely close to each other in proximity of the HY/IG interface, a systematic sampling of huge potential energies might result in unphysical ensemble averages V AT needed for the calculation of the compensations. To ensure a satisfactory statistical sampling, we modulate the resolution via F(λ) = λ ν with ν ≥ 1, which also takes values between 0 and 1 (see fig. 1 ). The value ν = 7 is sufficient to smoothen out divergent interactions. Another advantage of using an exponent ν ≥ 1 is that the effective HY/IG interface moves closer to the AT domain. This results in a more stable and controlled thermodynamic force convergence. Furthermore, the AT potential is capped at a distancer to suppress large forces that might result from overlapping molecules. That is
In the case of liquid water at room temperature, the overlapping events are rare (one in 0.5 ns, approximately). Moreover, they do not affect thermodynamic or structural properties of the system, as we have verified in the case of SPC/E water model. Furthermore, they do not contribute significantly to the calculation of the compensations since high-energy contributions, related to substantial overlaps of the molecules, are suppressed by the excluded volume and restricted to the tail of the configurational probability distribution. The total force acting on the atom i of the molecule α (without the free energy compensation term) can be obtained from the Hamiltonian (12) as
Finally, concerning electrostatic interactions, we have used an alternative to the Ewald summation method, i.e. the damped shifted potential (DSF) [38, 39] . In this approach, previously discussed in the context of H-AdResS simulations in [37] , two charges q i and q j separated by a distance r ij follow the electrostatic potential given by
where r ij ≤ r c and 0 is the vacuum permittivity. Only two parameters, the cut-off radius r c and the damping parameter α, need to be specified. erfc(r) is the complementary error function that takes into account the damping proposed in [38] . The gradient of the potential (15) gives the force acting on atom i
This framework is employed to perform MD simulations in the canonical ensemble for 15615 SPC/E [40] [41] [42] water molecules in a simulation box of size 188 × 50 × 50Å. The initial fully atomistic equilibrated configuration has been obtained from a simulation of 100 ps in the NPT ensemble followed by a 0.1 ns equilibration run performed with a time step of δt = 0.001 ps. The temperature and pressure are enforced at T = 298 K and P = 1 bar using the Nosé-Hoover thermostat and barostat with damping coefficient of 0.1 ps and 1 ps, respectively. The parameters for the DSF electrostatic potential, damping coefficient α = 0.2Å −1 and cut-off radius r c = 12Å, were chosen to reproduce the RDFs of reference simulations using the Ewald summation method. The Lennard-Jones and DSF potentials are capped at a radiusr = 0.5Å. Once the initial configuration has been obtained, the system density is set to the final value attained after the NPT equilibration run, and a H-AdResS simulation is performed using the Hamiltonian of eq. (12) without any compensation terms. After 100 ps, the on the fly calculation of the drift force compensation is applied, with updates every 5 ps, during 3000 ps. The resolution interval is divided into 1000 bins of size Δλ = 0.001. The on the fly density balancing method is applied simultaneously to the drift force correction. In this case, the length of the simulation box is uniformly discretised into slabs of size Δx = 1.0Å and the thermodynamic force is updated every 50 ps. We employed values of c = 1 kcal mol −1Å−1 = 4.184 kJ mol −1Å−1 , σ = 3Å and l = 6Å, empirically optimised to maximise the stability of the algorithm, for smoothing and scaling the thermodynamic force. All simulations are performed with the LAMMPS simulation package [43, 37] , where the method is implemented, freely available and ready to use; the same algorithm is currently being implemented in the ESPResSO++ [44] software platform. The results presented in fig. 2 for the compensation terms obtained with this method show a rather smooth behaviour that validates the present approach. The successful coupling between a dense and strongly interacting fluid, such as water modelled at the atomistic level, and the ideal gas reference model has been previously demonstrated [45] : it is our scope, however, to include this verification in order to make the case for a sound and effective concurrent usage of atomistic and ideal models of different systems. The analysis of radial distribution functions (RDFs) and velocity autocorrelation functions (VACF) has been performed to check that the ideal gas reservoir bears no effect on structural, thermodynamical, and dynamical properties of the liquid in the all-atom subdomain. The results obtained in the dual-resolution setup are compared with the same quantities computed in fully atomistic benchmark simulation. In the case of the RDFs, fig. 3 shows a remarkable agreement between the two cases.
The velocity autocorrelation function (VACF) is defined as [5] :
where v i (t) is the velocity of molecule i at time t. To compute the VACF for the t m -th time step the discrete estimator described in ref. [46] was used: with M the total number of time steps and t m = mδt, where δt is the integration time step. N AA is the number of molecules that always remain within a predefined region of the simulation box. In the case of fully atomistic simulations, N AA = N , the total number of molecules. The error in the calculation of the VACF is given by 2t corr /N AA t tot [5] , with t corr the correlation time and t tot the total time of the simulation.
The results are reported in fig. 4 . These show that a perfect consistency exists between the observables computed in the all-atom reference simulations and those obtained from the H-AdResS runs.
Solid-Einstein crystal coupling
The possibility of modulating the resolution of a system as a function of the position in space of its parts can be easily extended from fluids to solids. Indeed, the field of material science has been the cradle of adaptive resolution simulation methods, since these were initially developed to perform in silico studies of e.g. crack propagation [47] [48] [49] [50] [51] [52] .
Here we describe the coupling of two different models of crystal within the framework of the H-AdResS method. Our objective, however, is not (only) to reduce the computational resources necessary to simulate large chunks of a solid of which only a tiny part, such as the expanding crack, is of interest; rather, we aim at two other goals: on the one hand, we want to describe how to practically perform an adaptive resolution simulation of a solid using, as a coarse-grained model, an extremely simple and exactly solvable representation, expanding the atomitstic-to-ideal gas coupling outside of the realm of liquids. On the other hand, we want to demonstrate that a substantial advantage can come from this coupling, namely the possibility to extract important thermodynamical information on the system's free energy.
Arguably, the most idealised particle-based representation of a solid is the ideal Einstein crystal (IEC) where N non-interacting particles are coupled to their lattice sites using harmonic potentials. The system's potential energy has the form
where each particle i fluctuates around its equilibrium position r 0 i with spring constant κ i . To illustrate the method, as high-resolution model we employ a Lennard-Jones (LJ) potential V LJ , whose well depth and excluded volume size σ set the energy and length scale, respectively. The corresponding H-ADResS Hamiltonian has the form
with K being the kinetic energy term and N the total number of particles in the system. This Hamiltonian generates the following total force acting on the atom i:
Since, by construction, the density is uniform throughout the simulation box, the only energy compensation needed is the one required to counteract the drift force, i.e., the Helmholtz free energy difference between the LJ and the IEC models. Therefore, the Hamiltonian in eq. (20) becomes
with dΔH(λ(r i )) dλ(r i ) Analogously to the case of fluids, we can integrate the previous expression and obtain the Helmholtz free energy compensation:
In the upper panel of fig. 5 we provide a schematic representation of the simulation box and the different subregions: real crystal (RC), hybrid (HY), and Einstein crystal (IEC), together with λ(x). The lower panel of the same figure shows a snapshot of the simulation setup. Equation (24) is analogous to the difference in Helmholtz free energy as obtained from the thermodynamic integration (TI) method proposed by Frenkel and Ladd [53] [54] [55] [56] . The free energy of an IEC can be computed analytically, hence it can be used as the reference to calculate the Helmholtz free energy of a target crystal through a regular TI. To perform the latter, in our notation we write a Hamiltonian of the form
where in this case λ is a global coupling constant. The derivative of the free energy F with respect to λ gives (with β −1 = k B T ):
and the free energy of a real crystal F RC is related to the free energy of the Einstein crystal F IEC by
with F (λ = 1) = F RC and F (λ = 0) = F IEC . To compare the results obtained employing the two methods, it is necessary to set the value of the spring constant κ in eq. (19) . A criterion to fix this parameter is to ensure that the mean squared displacement (MSD) of the particles in the fully atomistic simulation equals that of the ideal Einstein crystal, i.e. [53, 54] :
For all cases, a simulation box of size 188.8σ × 49.96σ × 49.96σ is used. Initially, the LJ particles are placed on the fcc lattice structure with number density ρ = 1.28σ −3 and their initial positions are set as the equilibrium positions (see eq. (19)). In H-AdResS, the sizes of the LJ crystal and hybrid regions are set to be 60σ and 50σ respectively (see fig. 5 ). The temperature k B T = 2 is fixed by a Langevin thermostat with damping coefficient of 10τ and the total net force acting on the particles is periodically removed. The particles are thermalised in the hybrid and IEC regions only, yet the temperature is uniform throughout the system (data not shown). In all simulations, the LJ potential is truncated at a cut-off radius R c = 2.7σ and not shifted [56] . The LJ potential is capped at a radiuŝ r = 0.1σ. The time step is δt = 0.001τ . To obtain the drift force, the resolution interval is divided into 20 bins of size Δλ = 0.05, and every 50000 time steps the on the fly calculation of the drift force compensation is performed and then updated. The duration of each simulation run is at least 2 × 10 6 steps. The time evolution of the MSD of the Lennard-Jones crystal is presented in fig. 6 . The curve shows the characteristic behaviour for a solid, where an initial superdiffusive regime is followed by a plateau, which in our case appears after 1 τ . From the asymptote at 0.024 σ 2 we obtain the spring stiffness κ = 125k B T . However in both the H-AdResS and the TI simulations we employed κ = 250k B T , as this value guarantees the potential to be stiff enough to avoid neighbouring particles to collapse, and flexible enough to properly sample the interaction.
To validate the consistency of the method, we computed the two components of the derivative of the per particle Helmholtz free energy, namely V LJ and V IEC , making use of the H-AdResS method and the TI, with and without the fixed centre of mass (CoM) constraint. These data are reported and compared in fig. 7 : the three data sets agree remarkably well, with the only exception of the point λ = 1 for the regular TI. This is expected, because in the TI without restraints the LJ crystal is kept at a fixed position in space only through the coupling with the IEC. When λ → 1 this constraint relaxes, and the LJ crystal gets asymptotically free to diffuse away from the IEC. For this reason, it is customary to include in the TI simulation a constraint to the LJ crystal centre of mass position. Conversely, in the H-AdResS simulation the LJ crystal cannot drift because of the explicit and permanent spatial coupling to the IEC. This is made evident by the excellent agreement for the full range of λ between the H-AdResS and the data obtained from a TI integration with fixed CoM. More generally, we expect the averages obtained in the adaptive resolution simulation to correspond point by point to the ones from TI. This expectation stems from the fact that, for sufficiently large hybrid regions, the system is locally -i.e. for a given value of λ-in a state comparable to that of a TI setup with the same value of the Hamiltonian interpolation parameter [25] . Furthermore, we know from previous work [30, 31, 25] that the free energy compensation corresponds to the Helmholtz free energy difference between the all-atom and the coarse-grained representation; since the difference between the integral of these quantities has to sum up to the same value for both TI-based and H-AdResS-based calculations, and excluding the possibility of exact cancellations between deviations present in different parts of the curves, we conclude that the integrands have to be point-wise identical. Indeed, the LJ crystal excess free energies (F (λ = 1) − F (λ = 0)) computed with respect to the IEC with the two approaches discussed here are in excellent agreement: the reference calculation by means of standard TI with constraints gives −2.63k B T while the H-AdResS-based approach provides a value of −2.64k B T . As for the case of liquid-ideal gas coupling, also here we can monitor the consistency of the equilibrium dynamical properties of the crystal in the high-resolution region of the H-AdResS setup. This is done by calculating the VACF for the fully atomistic and the dual-resolution setup, whose results are presented in fig. 8 . In both cases the VACF shows the same behaviour within error bars, the latter being indicated by the shaded regions around the solid lines. As expected for a solid, the curves fluctuate around zero with amplitudes decreasing with time. These fluctuations result from the incoherent vibrations of the particles at their equilibrium positions. This is a remarkable result, since for an ideal Einstein crystal the VACF exhibits a sinusoidal behaviour: in the dual-resolution simulation, however, the dynamics of the LJ subdomain are not affected by the harmonic character of the IEC.
Conclusions and outlook
Ideal models, in the context of soft matter, are characterised by two elements: absence of interactions (or at least coupling) and exact integrability. This makes them historically pivotal in the comprehension of many physical systems, as they entail a great fraction of the complexity of the latter in spite of a bare-to-the-bones nature. Semiperturbative corrections can take quite far from the initial simplicity and a lot closer to physical reality, as it is the case of van der Waals' equation of state for real liquids. When such a simple modification, which still leaves the integrability of the model substantially intact, is not possible, other routes can open up, such as the decomposition of physical quantities in ideal and excess terms: the problem is now flipped from a perturbative modification of the ideal case to a finite, often substantial yet additive contribution, whose calculation is made possible by analytical or computational tools.
Adaptive resolution simulations methods are the most suitable instruments to take advantage of the comparison between a realistic description of a system and the corresponding ideal models: this is because such comparison is as direct as possible, with the two models coexisting in the same simulation and in direct contact, exchanging particles and energy. To enforce the equality of a given property in both subdomains at different resolution implies to compute the differences that exist between them, often in a simpler and more effective way than by means of well established techniques. In this work we have revised the application of the Hamiltonian adaptive resolution simulation scheme H-AdResS to the coupling of all-atom models of a liquid to an ideal gas, and have demonstrated how an analogous setup can be constructed for a solid. The subdomain where the system is described with an interacting, accurate model does not suffer from the coupling, as it is shown by all structural and dynamical quantities measured there, whose values are in excellent agreement with the fully high-resolution reference. For the solid this is particularly relevant and remarkable, because the particle arrangement is not, as in a liquid, transitional and short-lived, rather remains fixed. Hence, any difference in thermodynamical and equilibrium dynamical properties with respect to the LJ solid could penetrate more strongly into the high-resolution domain, without being averaged out by fluctuations. Nonetheless, the switch from the interacting system to the ideal one, that takes place in the hybrid region, is smooth enough as to decouple the fine details of each model's properties, yet preserving the same thermodynamics throughout the simulation box.
These results provide the conceptual and technical bedrock for applications with important consequences. The computational cost of these simulations, in fact, is reduced to that of the high-resolution domain, as the ideal gas/solid parts require a negligible amount of force calculations. The size of systems that can be treated with these technique can thus be substantially large, so as to minimise finite-size effects and enable the simulation of complex molecules. As a particularly useful perspective application we envisage the calculation of chemical potentials of complex molecular crystals, a topic of increasing relevance for its industrial and pharmaceutical implication, which is the object of ongoing work.
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