Abstract. We study the non-selfadjoint Dirac system on the line having an non-integrable regular singularity in an interior point with additional matching conditions at the singular point. Special fundamental systems of solutions are constructed with prescribed analytic and asymptotic properties. Behavior of the corresponding Stockes multipliers is established. These fundamental systems of solutions will be used for studying direct and inverse problems of spectral analysis.
1. Introduction. Consider the Dirac system on the line with a regular singularity at x = 0 :
where
here µ is a complex number, q j (x) are complex-valued absolutely continuous functions, and q ′ j (x) ∈ L(−∞, +∞).
In this paper special fundamental systems of solutions for system (1) are constructed with prescribed analytic and asymptotic properties. Behavior of the corresponding Stockes multipliers is established. These fundamental systems of solutions will be used for studying direct and inverse problems of spectral analysis by the contour integral method and by the method of spectral mappings [1] - [2] . These systems can be also used for studying boundary value problems on a finite interval and on the half-line.
Differential equations with singularities inside the interval play an important role in various areas of mathematics as well as in applications. Moreover, a wide class of differential equations with turning points can be reduced to equations with singularities. For example, such problems appear in electronics for constructing parameters of heterogeneous electronic lines with desirable technical characteristics [3] [4] [5] . Boundary value problems with discontinuities in an interior point appear in geophysical models for oscillations of the Earth [6] [7] [8] . Furthermore, direct and inverse spectral problems for equations with singularities and turning points are used for studying the blow-up behavior of solutions for some nonlinear integrable evolution equations in mathematical physics (see, for example, [9] ). We also note that in different problems of natural sciences we face different kind of matching conditions in the interior point.
The case when a singular point lies at the endpoint of the interval was investigated fairly completely for various classes of differential equations in [10] [11] [12] [13] [14] and other works. The presence of singularity inside the interval produces essential qualitative modifications in the investigation (see [15] ).
A few words on the structure of the paper. In section 2 we consider a model Dirac operator (see (2) ) with the zero potential Q(x) ≡ 0 and without the spectral parameter. It is important that this system is studied in the complex x -plane. We construct fundamental matrices for the model system. Using analytic continuations and symmetry we calculate directly the Stockes multipliers for the model system. Then we consider the Dirac system on the real x -line with Q(x) ≡ 0 and with the complex spectral parameter (see (12) ), and carry over our construction to this system. For this purpose we use a simple but important property: if Y (x) is a solution of (2), then Y (λx) is a solution of (12) . In section 3 by perturbation theory we construct special fundamental matrices for system (1) with necessary analytic and asymptotic properties.
In section 4 asymptotic properties of the Stockes multipliers for system (1) are established. Using these results we plan to study direct and inverse problems of spectral analysis for system (1) in a separate paper.
2. Model Dirac system in the complex x -plane. Let for definiteness, Re µ > 0, 1/2 − µ / ∈ N (other cases require minor modifications). Consider the model Dirac system without spectral parameter in the complex x -plane:
Let x = re iϕ , r > 0, ϕ ∈ (−π, π], x ξ = exp(ξ(ln r + iϕ)), and Π − be the x -plane with the cut x ≤ 0. Let numbers c 10 , c 20 be such that c 10 c 20 = 1. Then equation (2) has the matrix solution
,
We agree that if a certain symbol denotes a matrix solution of the system, then the same symbol with one index denotes columns of the matrix, and this symbol with two indeces denotes entries, for example,
The functions C k (x), k = 1, 2, are entire in x, and the functions C k (x), k = 1, 2 are regular in Π − . The functions C k (x), k = 1, 2, form the fundamental system of solutions for (2) , and det C(x) ≡ 1.
Denote
Note that the matrix e 0 (x) is a solution of the system BY ′ (x) = Y (x). The matix Jost-type solution e(x) of system (2) is constructed from the following system of integral equations:
where e 0,−1 (t) = (e 0 (t)) −1 . Let us show that if e(x) is a solution of equation (4), then e(x) is a solution of system (2) . Denote
, and consequently,
where g j (x, t) = e 0 (x)e 0,−1 (t)e R j (t−x) , or
Theorem 1. Equations (5) have analytic in Π − solutions, and
where the constant C depends only on x 0 , δ 0 , µ, and x 0 sin δ 0 ≥ 4π|µ| 1 + |µ| .
Proof. In view of (6), the contour in (5) for z 1 (x) must be chosen such that Im(t − x) ≥ 0, and for z 2 (x) such that Im(t − x) ≤ 0. We consider two cases. 1) We choose the contour such that arg t = arg x, |t| ≥ |x|; then Im(t − x) ≥ 0 for Im x ≥ 0, and Im(t − x) ≤ 0 for Im x ≤ 0, i.e. z 1 (x) is considered for Im x ≥ 0, and
We solve (7) by the method of successive approximations:
Therefore, the series in (8) converges uniformly for |x| ≥ µ and Im x ≥ 0, Im x ≤ 0 for z 1 (x) and z 2 (x), respectively, and z 1 (x) is analytic for |x| > |µ|, Im x > 0, and z 2 (x) is analytic for |x| > |µ|, Im x < 0; ; they are continuous in the closure of these domains. This alows one to deform the contour in (5) in the domain of analyticity. Moreover, one gets |z j (x)| ≤ C in the corresponding domain. Taking (7) into account we deduce
J, it follows that
and consequently,
2) In (5) we take the contour t = x + ξ, ξ ≥ 0, then Im(t − x) = 0, and (5) takes the form
We solve (9) by the method of successive approximations:
Let us prove by induction that for (z j ) k (x) from (10) for |x| ≥ |µ| one has
The first step is obvious. Now we assume that the estimates are valid for (z j ) k (x), and prove them for (z j ) k+1 (x).
For |x| ≥ |µ|, we have |A(x)| ≤ 2 and |g j (0, ξ)| ≤ 2; then it follows from (10) that
for Re x ≥ 0, and (11) into account, we obtain our result.
Since Im(x+ξ) = Im x, one has
Using (11), we obtain our result.
Combining the results for Re x ≥ 0 and Re x ≤ 0, we can write
Then the series (10) is majorized by the numerical convergent series. Analogously we get
is a fundamental matrix, and det e(x) = 2i. The following lemma is important for calculating the Stockes multipliers.
is also a solution of (2). We consider integral equations (7) for z 1 (x) and
Multiply the second relation by K :
Since Kz
, we have the relation
The functions z 2 (x) and z 1 (x) satisfy the same equation; This yeilds z 2 (x) ≡ z 1 (x). Taking the relation e j (x) = e R j x z j (x) into account, we obtain the first assertion of the lemma.
This yields (−x)
, and the lemma is proved.
In the domain | arg x| ≤ π − δ 0 we have two fundamental matrices; then e(x) = C(x)γ 0 and C(x) = e(x)β 0 ; the matrices γ 0 , β 0 are called the Stockes multipliers.
Theorem 2. For the Stockes multipliers of system (2) the following relations hold det γ 0 = 2i , γ Proof. The first assertion follows from the relations det e(x) = det C(x) det γ 0 , det e(x) ≡ 2i, det C(x) ≡ 1. In order to prove the second assertion we rewrite e(x) = C(x)γ 0 in the vector form:
. Let x ∈ D + . Substututing −x to the second relation and multiplying on (−K), we get 
Now we consider the sytem
for real x = 0 and complex λ. We will use a simple but important property: if Y (x) is a solution of (2), then Y (λx) is a solution of (12) .
The following theorem is obvious.
2) e(x, λ) is a fundamental matrix for system (12) , det e(x, λ) ≡ 2i, and
, where C 0 depends only on x 0 , µ, δ 0 , and x 0 sin δ 0 ≥ 4π|µ|(1 + |µ|).
3) Let e(x, λ) = C(x, λ)γ 0 (λ) and C(x, λ) = e(x, λ)β
3. Fundamental systems of solutions. Now we consider system (1) and assume that
|Q(x)| dx < ∞ . In this section we construct fundamental matrices for system (1) and establish properties of their Stockes multipliers. The following assertion is proved by the well-known method (see, for example,
Theorem 4. System (1) has a fundamental system of solutions S j (x, λ) = x µ j S j (x, λ), j = 1, 2, where the functions S j (x, λ) are solutions of the integral Volterra equations (13):
The functions S j (x, λ) are entire in λ, and | S j (x, λ)| ≤ C on compacts.
Let us now construct the Birkhoff-type fundamental system of solutions for system (1). For definiteness, we confine ourselves to the case x > 0. In section 2 we constructed the solution e(x, λ) of equation (12) for |xλ| ≥ x 0 , | arg λ| ≤ π − δ 0 , where x 0 > 0, δ 0 > 0 are such that x 0 sin δ 0 ≥ 4π|µ|(1 + |µ|). The Stockes multipliers allow one to extend this solution by e(x, λ) = C(x, λ)γ 0 (λ) on Π − and x = 0. Denote
It is easy to check that |U 0 (x, λ)| ≤ C for x > 0, | arg λ| ≤ π/2. The Birkhoff-type solutions E j (x, λ), j = 1, 2, of system (1) is constructed from the following systems of integral equations: 1) for x ≤ a λ := 2|µ|/|λ|
E 2 (x, λ) = e 2 (x, λ) + e(x, λ)
2) for x ≥ a λ
λ)BQ(t) . (18)
Let us show that if E j (x, λ), j = 12 are solutions of these systems, then they are solutions of (1). Since Be ′ (x, λ) + Q(x, λ)e(x, λ) = 0, it follows from (14)- (15) that for x ≤ a λ ,
Together with B 2 = −I this yields that for x ≤ a λ the functions E j (x, λ) are solutions of system (1) .
For x ≥ a λ , it follows from (16)- (17) that
In view of (18) this yields
Thus, the functions E j (x, λ) satisfy (1) in the points (x, λ) where det(I−
Let us show that for λ sufficiently large, this determinant differs from zero for each x ≥ a λ .
J +λI). Using anticommutativity of the matrices J, K, B, we obtain
Since J 2 = I and JK = −B, it follows that
We estimate the second term. For x ≥ a λ we have |d(x, λ)| ≥ |λ| 2 − |µ/x| 2 ≥ |λ| 2 /2. Since q 1 (x) and q 2 (x) are bounded it follows that
For |λ| ≥ 2C 0 we get det(I − 1 2 BQ −1 (x, λ)Q(x)B) ≥ 1/2. Therefore, for x ≥ a λ and sufficiently large |λ|, the function E j (x, λ) is a solution of system (1).
Let us go on to the solvability of systems (14)-(17). Denote U(x, λ) = (U 1 (x, λ), U 2 (x, λ)) := E(x, λ)F −1 (xλ), where E(x, λ) = (E 1 (x, λ), E 2 (x, λ)). Then for U j (x, λ), j = 1, 2, the following relations hold: 1) for x ≤ a λ ,
2) for x ≥ a λ ,
We note that for x < a λ one has F 1 (xλ) = F 2 (xλ). We rewrite (19)-(22) in the form: 1) for
2) for x < a λ ,
Lemma 3. The following estimates hold: 1) for t ≥ 2a λ :
λ)BQ(t) + Q(t)BQ(t, λ) .
It is easy to check that KBJ = −JBK, and consequently,
Similarly, one gets
Substituting these relations into L(t, λ), we calculate
For t ≥ a λ we have
Since q 1 (x) and q 2 (x) are bounded, it follows that
If Reµ ≥ 1/2, then ν = 1, and our estimate is obtained; if 0 < Reµ < 1/2, then ν = 2Reµ. Since 1/t = t −ν t ν−1 and ν − 1 < 0, it follows that 1/t ≤ t −ν |2µ/λ| ν−1 , and our estimwte is obtained too.
In order to prove the second assertion, we use (23).
Since x > 0 and Imλ ≥ 0, then |e 2iλx | ≤ 1, and |N(x, t, λ)| ≤ |λt|
Since x − t ≥ 0 and Imλ ≥ 0, it follows that |N(x, t, λ)| ≤ 1. The lemma is proved. Now we formulate and prove the main result of this section.
Theorem 5. Systems (24)- (25) and (26)
I. We begin with (25), (27) for U 2 (x, λ). a) Let x ≤ a λ . We construct the solution U 2 (x, λ) by the method of successive approximations:
Using Lemma 3, by induction we get
This means that the series converges uniformly, and consequently, the function U 2 (x, λ) is continuous with respect to x and analytic with respect to λ, and |U 2 (x, λ)| < C. Furthermore,
Using Lemma 3, we obtain for x ≤ a λ :
The solution is also found by the method of successive approximations:
Using results from the case a), Lemma 3 and (28), we obtain the estimates
For sufficiently large |λ| ≥ λ 0 , the series for U 2 (x, λ) converges uniformly, hence U 2 (x, λ) is continuous with respect to x and analytic with respect to λ, and |U 2 (x, λ)| ≤ C. Together with Lemma 3 and (28) this yields
and we arrive at the required estimate.
II. Now we consider the existence of the solution U 1 (x, λ) of system (24), (26). The system for U 1 (x, λ) has the form
We solve this system by the method of successive approximations:
It is easy to check that if for all x the following estimates
Let us obtain the required estimates for the system for U 1 (x, λ).
4) The function D 3 (x, t, λ) has a more complicated structure; it is convenient to consider two cases. a) Let x < a λ . Then
In particular, this yields
Using (28) and (29), we calculate
Taking lemma 3 into account, we deduce
is continuous with respect to x, and analytic with respect to λ, and |U 1 (x, λ)| ≤ M 0 . It follows from (24) and (26) that
The theorem is proved.
Asymptotics of the Stockes multipliers.
Since E(x, λ) and S(x, λ) are fundamental matrices of system (1), it follows that E(x, λ) = S(x, λ)γ(λ) and S(x, λ) = E(x, λ)β(λ) ; the matrices γ(λ) and β(λ) are called the Stockes multipliers.
Theorem 6. The following relations hold:
, where γ 0 ij are the Stockes multipliers from e(x) = C(x)γ 0 . Proof. We rewrite the relations e(x, λ) = C(x, λ)γ 0 (λ) and E(x, λ) = S(x, λ)γ(λ) in the vector form:
We consider the case x < a λ . Then F j (xλ) = (xλ) −µ , and the last relations imply
Subtracting the first equality from the second one and adding γ
For x → +0, we calculate
Using (31) we calculate 
