Machine learning plays an increasing role in intelligent tutoring systems as both the amount of data available and specialization among students grow. Nowadays, these systems are frequently deployed on mobile applications. Users on such mobile education platforms are dynamic, frequently being added, accessing the application with varying levels of focus, and changing while using the service. e education material itself, on the other hand, is o en static and is an exhaustible resource whose use in tasks such as problem recommendation must be optimized. e ability to update user models with respect to educational material in real-time is thus essential; however, existing approaches require time-consuming re-training of user features whenever new data is added. In this paper, we introduce a neural pedagogical agent for real-time user modeling in the task of predicting user response correctness, a central task for mobile education applications. Our model, inspired by work in natural language processing on sequence modeling and machine translation, updates user features in real-time via bidirectional recurrent neural networks with an a ention mechanism over embedded question-response pairs. We experiment on the mobile education application SantaTOEIC, which has 559k users, 66M response data points as well as a set of 10k study problems each expert-annotated with topic tags and gathered since 2016. Our model outperforms existing approaches over several metrics in predicting user response correctness, notably out-performing other methods on new users without large question-response histories. Additionally, our a ention mechanism and annotated tag set allow us to create an interpretable education platform, with a smart review system that addresses the aforementioned issue of varied user a ention and problem exhaustion. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).
Introduction
Arti cial Intelligence (AI) in education can take the form of many applications, from correctness prediction to problem suggestion and score prediction, among others. Early research in intelligent tutoring systems (ITS) focused on user/item modeling using domainspeci c knowledge with the aid of education professionals. In recent years, however, fully data-driven approaches using large data have shown be er results than methods exploiting domain-speci c knowledge [4, 37] , and machine learning (ML) plays a large role in current education applications. As a result, providing personalized learning through the analysis of data has become increasingly popular. With the rise in popularity of ITS, mobile education platforms are signi cantly growing in size, quality, and impact on general education [20, 41] . Mobile education applications deliver an enormous amount of education content in a exible form while simultaneously collecting various forms of education data. e problems we are concerned with fall under the umbrella of test preparation for mobile applications, and we focus on correctness prediction of user responses in a sequence, a task essential for downstream tasks such as predicting a user's score and suggesting the next problem a user sees. e correctness and incorrectness of user responses are denoted 1 and 0. us, user response data can be considered a binary ranked problem; items with the lower predicted probability are subsequently recommended rst because the incorrectness of response implies some information about what the user does not know. While this approach provides a decent heuristic, one downside is that the model score does not necessarily provide an interpretable meaning of the information present in suggested problems, a problem we address later. e most commonly used method for such education systems is Collaborative Filtering (CF) [4, 38] . As the basic purpose in educational platforms is to capture the relation among users and items, CF is a natural choice. However, methods such as CF are not feasible enough for real-time user modeling, as updating the user features requires re-training the model whenever new data is added. e cost of training increases exponentially as users increase. Another byproduct of the structure of educational data is the cost of suggesting problems. Under most se ings, there are a nite number of resources and suggested follow-up questions which can be shown to the user. us, maximizing the historical sequence of problems and e cient modeling of user interactions is key to a successful educational platform, an issue we address in our method below.
In this paper, we introduce a neural pedagogical agent to model dynamic latent factors. is method is deployed on the mobile application SantaTOEIC, an English studying app in Android and iOS mobile devices with 559k users in Korea. From 2016, the service has collected more than 66M user response data as well as over 10k educational problems, as shown in Figure 1 . Each problem has additionally been tagged according to topic by education experts. Regarding the characteristics of education data, we suggest a model where the item features are xed (as shown in the gure, the number of problems has remained almost constant), but the user features are updated from responses in real-time via bidirectional recurrent neural networks [25, 42] . Our model is inspired by work in NLP on learned representations such as word embeddings [12, 29, 33] and machine translation [5] , and also makes sure of an a ention mechanism [11] which o ers an interpretable way to intelligently suggest follow-up questions, which we demonstrate with respect to the tag annotations. We perform experiments with data from SantaTOEIC, although our method can be applied in other frameworks which require a user model. Empirical results demonstrate that our neural pedagogical agent can achieve e cient real-time user modeling while also having be er e ectiveness in accuracy compared to existing methods. In summary, our main contributions are as follows:
• We propose a scalable user model for a real-world education application. • We show improved accuracy compared to existing methods tested on data from SantaTOEIC with 559k users, particularly showing improvement for new users without large question-response histories. • Our model, by embedding questions with a ention-based bidirectional recurrent neural networks, allows us to create an interpretable education platform with a smart review system that addresses the lack of consistent user focus and problem exhaustion for the downstream task of problem recommendation. e paper is organized as follows. Section 2 reviews related work in ITS and NLP. Section 3 introduces the implementation of the service and the characteristics of the gathered data. Section 4 presents the proposed method. Section 5 demonstrates the superiority of our approach in comparison with existing approaches via experimental evaluation. Finally, Section 6 summarizes and concludes the paper.
2 Related work AI in education (AIEd) aims to leverage AI for creating personalized educational technologies [7, 9] . Such systems aim to combine models for the target study domain, pedagogical knowledge and the student into a system which provides real-time feedback to the student. Lee et al. [26] demonstrate that fully data-driven collaborative ltering can achieve be er results than classi cation models that exploit the domain-speci c knowledge of experts. Related to this line of work, some researchers have suggested methods that adopt recommender systems for user performance prediction [32, 38] . Many recommender systems are based on the philosophy of collaborative ltering, where users with similar responses tend to respond similarly in the future. e main techniques of collaborative ltering can be divided into types: neighborhood approaches to compute the relationships between users and items [3, 8] and latent factor models to transform explicit data into low-dimensional user/item latent factors by matrix factorization techniques [22, 31] .
With the increasing presence of data-driven machine learning applications, there has also been a call for interpretable models which both help the user gain trust in the system and improve system understanding [7, 23] , o ering a level of transparency for both the user and the researcher [40] . is call for interpretability extends not only to educational applications but more broadly to machine learning research [13] .
Recent work in deep learning has bene ted from advances in learned representations such as word embeddings [12, 29, 33] . ese embedding representations aim to capture co-occurrence relationships in the embedding space. Additionally, sequence modeling, in particular tasks such as machine translation, have shown great improvements through the adoption of neural sequence-to-sequence models [5] and subsequent introduction of a ention-based models [11] . A ention mechanisms helped address the problem of longterm dependencies inherent in sequence modeling and o er an interpretable model of sub-sequence importance. ese mechanisms build a distribution over a given encoder representation which can be interpreted as the importance of each sub-representation at a given timestep. is has been applied to many tasks such caption generation [43] and predictive modeling for healthcare [6] , and we discuss this in relation to our model below. Much recent work in Natural Language Processing (NLP) has aimed to address the task of multiple-choice question and answer generation [1, 18] and expanded into the science domain [34] . Other work has aimed to automatically determine the quality of questions [21] . While we make use of NLP techniques in modeling our task, we deal with the relationship of questions and answers to the students in the task of predicting whether or not the student will answer a given question correctly based on their history.
AIEd in Action: SantaTOEIC
SantaTOEIC is an o -the-shelf AI tutor service for English education. Speci cally, it aims to prepare students for the TOEIC Listening and Reading Test. is test consists of two timed sections (listening and reading) of 100 questions each, and scores range from 0 to 990, with a score gap of 5. Figure 2 shows the user interface of SantaTOEIC. Users can study English by watching lectures and reading the explanations of questions to which they responded. Currently, SantaTOEIC is available via Android and iOS applications, and over 559k users have signed up for the service. In this section, we introduce three aspects of SantaTOEIC and education data which build an understanding of the motivations in this paper. 
Real-Time User modeling Networks

User Response Correctness Prediction
SantaTOEIC utilizes several AI techniques to optimize the learning process of users. Newcomers to SantaTOEIC start using the platform by taking a short diagnostic test consisting of 6 problems, where each problem is chosen in real-time to maximize the accuracy of the predicted TOEIC score. As there are about 10k problems, two users typically solve di erent sets of problems for the initial diagnosis. A er this diagnosis, our neural pedagogical agent then models user correct response prediction, a backbone of our platform which is used in downstream tasks such as score analytics and problem suggestion. User response correctness allows for dynamic problem suggestion in the following manner: we compute user correctness over all problems, eliminate problems with high probability and select the content based on expert heuristics. Additionally, the attention mechanism we introduce allows us to enhance our platform with a smart review system, which we discuss below. e SantaTOEIC recommender system for problem suggestion naturally extends classical Item Response eory (IRT). IRT is a research eld for the measurement of skills based on user-item response data. Items are selected to measure based on previous results so that the response of this item would result in the most accurate diagnosis [2, 17] . Typically, the chosen item is the one that maximizes Fisher information.
Explainable AI in Education
Explainability, or interpretability is an important aspect of e ective and trusted AI in education [7, 44] . Explainable AI helps students be er understand their comprehension levels and developmental progress over time by showing why certain educational content is recommended. Students can then learn more e ciently by understanding their weaknesses and the reason why they should learn a concept. Connected to the idea of relaying a proper explanation to the user, related research has also shown the e ects of proper visual analytics and virtual agents on metacognition [10, 28] . Despite the fact that explainable AI can give large improvements in education e ciency, explainable AI requires reliable annotation and tags from domain experts. e cost of this process can be large in cases when data is rare or the eld is specialized. However, the education contents in SantaTOEIC, which include about 10k problems and 500 video lectures, were tagged by a team of 20 domain experts for research/service purposes. With these high quality tags, SantaTOEIC o ers explainable AI features such as the smart review systems, weakness analysis, and a virtual agent.
Smart
Review System e smart review system plays an important part in SantaTOEIC's educational platform. A notable characteristic of the education eld is the high cost of education content. Educational material should be designed carefully, inspected by experts and aligned with other resources. However, due to weak concentration and motivation of students inherent in the on-the-go nature of mobile applications, no guarantees exist that a student faithfully consumes educational content in the mobile world. Using the a ention mechanism mentioned above, and which we will describe fully below, helps resolve this problem. By le ing students review the items with high a ention important to the pedagogical agent, the smart review system of SantaTOEIC improves the total e ectiveness of the system. Figure 4 shows two cases of the smart review system that illustrate how the production system uses a ention. In each case, the problem on the right is a problem whose response correctness prediction is very low according to our agent. e problem on the le side is the current most highly-a ended problem that the user answered incorrectly. One can notice that the problem pairs have di erent vocabularies or sentence structures, but also that the problems relate to the same English concept; they both require the user to understand the correct part of speech needed to correctly answer the question. By understanding the relationship between previously-answered problems and possible suggestions, the smart review system of San-taTOEIC can maximize the user of high-cost educational content by correctly choosing the content which will maximize a user's potential.
User Modeling with Bidirectional LSTM and Additive Attention
In this section, we propose a novel model based on bidirectional Long Short-Term Memory Networks (Bi-LSTM) [16, 35] and an additive a ention mechanism [11] . e overall architecture of the proposed model is outlined in Figure 5 . First, we de ne the details of our problem and the representation of the data (Sec. 4 
Using Sequential estions and Responses
Our model is designed to predict the response correctness probability given vectors u i representing user i and q j representing question j which may not have been answered yet. Here, we call the question to be predicted the potential question. Given a user and potential question vector pair u i , q j , in other words, we predict the response correctness probability p i j as: We call the sequence of question-response pairs the exhausted sequence. e user vectors u i are mapped using the exhausted questions q k and the responses r k ∈ {0, 1} to them. e details of the method will be introduced in Section 4.3. To capture the temporal properties of exhausted sequences, we add time indices to the potential questions and the exhausted sequence. us Eq.(1) becomes:
where u i at time t is computed using previous responses only.
where q <t and r <t are the sequence of questions and responses exhausted before time t. 
Data Representation
Typically, words (or other units such as characters, sentences) are embedded in vector spaces of appropriate dimensions, and these vectors are ed to capture linguistic properties such as morphology, syntax and semantics. Similarly, we embed questions and responses respectively to some d-dimensional vector space from the user-item response data.
Once the model is trained, the embedded representations capture the information about the questions such as di culty, type and other details. Work on word embedding has analyzed the resulting embedding structure, leading to the nding that embedding (King) -embedding (Man) + embedding (Woman) ∼ embedding ( een) in [30] . By analyzing the expert-annotated tags, we were able to generate analogous analysis for question pairs. Table 1 shows how the tags of questions whose embeddings have high cosine similarity are closely related. Table 2 shows that subtracting and adding question vectors results in a question semantically similar to the question whose tags are found by applying the analogous set operations.
Modeling User Features from Exhausted Sequences
In our architecture, the user features are captured by exhausted sequences as in Eq. (3). To capture user features, we use Bi-LSTM [35] and an additive a ention mechanism [11] . First we de ne the 
where • is the element-wise multiplication. en, the Bi-LSTM output is de ned as:
Using Bi-LSTM allows our model to track user features such as grade not only in the forward direction but also in the backward Figure 7 visualizes the LSTM output for each direction. e gure shows that the output of the backward LSTM has less variation than that of the forward LSTM. is result implies that tracking users in the backward direction is more robust and suggests that understanding how the user developed in relation to earlier sessions is key to this problem. To get be er results for predicting responses of a potential questions, we construct the user vector as:
en, the user vector u i contains information about the importance of question-response pairs in the exhausted sequence to predict the response correctness of potential questions. ese a ention scores give an indication as to which questions that student should review in the SantaTOEIC smart review system. In Figure 6 , we see that the question's a ention scores are similar to the tag matching ratio calculated by dividing the intersection of exhausted questions tags and potential question tags by the number of potential question tags. Variants of a ention mechanisms such as additive a ention, or dot-product a ention [11, 27] , can also be applied to Eq. (6). Additive a ention gives the highest score in our experiments. We specify Eq. (6) applying additive a ention, as the following:
where W a ∈ R 2d l ×d a , U a ∈ R d ×d a , a ∈ R d a are the weight matrices. d l and d a are the dimension of LSTM and a ention embedding vectors. From this a ention mechanism 4.4 Predicting Correctness e response correctness probability of potential questions are predicted using the embedded vector of potential questions and user features. e details of the method are introduced in the previous section. We concatenate user and potential question vectors to predict correctness probabilities and feed the vectors to four fullyconnected layers. us the nal output is de ned as:
where f is the network composed by fully connected layers and the sigmoid function. 
Experiments
Here we introduce our dataset, training se ings as well as experimental results and analysis.
Dataset
We use the SantaTOEIC dataset, which is a set of user responses of multiple-choice questions collected over the last four years in the SantaTOEIC service (Android and iOS 
Training Details
Our model hyper-parameters are shown in Table 3 . We train the model from scratch, where the weights are initialized using Xavier uniform initialization [14] . We use the Adam optimizer [19] with default parameters (learning rate=0.001, beta1=0.9, beta2=0.999, and epsilon=1e-08). We save the model parameters with the best results on the validation set and then evaluate the performance of the model using the test set.
Experimental Results
We evaluated our model by comparing with the current state-ofthe-art (SOTA) approaches: matrix factorization (MF) [22, 26] , multilayer perceptron (MLP) [45] , NeuMF [15] , recurrent recommender networks (RRN) [42] , AutoRec [36] , and DeepRec [24] . In our experiments, we selected three performance metrics: F1-score, the area under the curve (AUC) of the receiver operating characteristic, and accuracy (ACC). F1-score is the harmonic mean of precision and recall. AUC shows the sensitivity (recall) against 1-speci city. Sensitivity (resp. speci city) indicates the ratio of the number of correct predictions to the total number of responses with an incorrect label (resp. correct label). ACC means the ratio of the number of correct predictions to the total responses. Table 4 presents the overall results of our evaluation. It shows that our model outperforms the others. Also, the performance of our model is the best even when a user consumes fewer questions, which is shown in Table 4 (below). is is one of the most important factors in the user experience aspect, providing users with personalized services as quickly as possible.
To illustrate how model performances improve on each response step, we evaluate models at each step. For example, the F1-score at step 2 is the F1-score at the moment a user responded to the second given question. Figure 8 shows the result. Our model outperforms other models on most time steps and evaluations metrics such as AUC and ACC. Particularly, our model shows an F1-score of 0.7 a er the 44th question is answered, while other methods show similar performance a er at least the 64th question. One interesting result is that the F1-score decreases before the 10th question. is may be explained by the fact that the SantaTOEIC service provides the rst 10 questions to maximize cross-entropy for the initial assessment. A erwards, SantaTOEIC recommends the most e ective question to the user in the education aspect.
Model Analysis
One a ractive feature of our model is interpretability. SantaTOEIC provides explanations for the reason why the questions are recommended. Figure 9 visualizes the a ention trajectory. e a ention score of two questions sampled from the exhausted sequence depends on the potential question. When potential question 3 in gure 9 is predicted, the a ention score of sample question 2 with high tag matching ratio is higher than sample question 1. When potential question 5 is predicted, the order is opposite. Our results clearly show that higher tag matching ratios correspond to higher a ention scores over the corresponding questions. Also, we quantitatively evaluate the performance of a ention for all responses. We select the top-N questions from the exhausted sequence based on a ention scores and compute tag matching ratios between potential questions and the top k questions. Table 5 shows that our learned a ention model is consistent with domain experts. 
Ablation Study
We present an ablation study to illustrate the e ect of Bi-LSTM and a ention model choices. First, Table 6 shows that the Bi-LSTM performs be er than a vanilla LSTM and a fully-connected (FC) layer. For a fair comparison, the number of parameters of the FClayer, LSTM, and Bi-LSTM are similarly set as: 2,142,210, 2,520,450, and 2,356,610. Second, Table 7 shows dot-product and additive a entions show similar performance. 
Conclusion
In this paper, we introduce a neural pedagogical agent for real-time user modeling of response correctness. We demonstrate improved and more e cient performance over existing methods and integrate our method into a smart review system which addresses characteristic problems of mobile education platform users. For future work, we plan to experiment with additional network architectures such as Transformers [39] as well as apply the principles from this paper to related downstream tasks. 
