This paper studies a linear regression model, whose errors are functional coefficient autoregressive processes. Firstly, the quasi-maximum likelihood QML estimators of some unknown parameters are given. Secondly, under general conditions, the asymptotic properties existence, consistency, and asymptotic distributions of the QML estimators are investigated. These results extend those of Maller 2003 , White 1959 , Brockwell and Davis 1987 , and so on. Lastly, the validity and feasibility of the method are illuminated by a simulation example and a real example.
Introduction
Consider the following linear regression model: where η t 's are independent and identically distributed random errors with zero mean and finite variance σ 2 , θ is a one-dimensional unknown parameter and f t θ is a real valued function defined on a compact set Θ which contains the true value θ 0 as an inner point and is a subset of R 1 . The values of θ 0 and σ 2 are unknown. 
2.3
Thus e t is measurable with respect to the σ-field H generated by η 1 , η 2 , . . . , η t , and 
2.4
Assume at first that the η t 's are i.i.d. N 0, σ 2 . Using similar arguments to those of Fuller 14 or Maller 12 , we get the log-likelihood of y 2 , y 3 , . . . , y n conditional on y 1 : 
which is dependent of t.
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For ease of exposition, we will introduce the following notations which will be used later in the paper.
Define d 1 -vector ϕ β, θ , and
By 2.7 and 2.8 , we get
where, for each n 1, 2, . . . , A > 0 and A n ∈ 0, σ 2 0 ; define neighborhoods
A n . 
3.3

Theorem 3.2. Suppose that conditions (A1)-(A3) hold. Then
where
3.6
Remark 3.7. These estimators are the same as the least squares estimators see White 16 . For |θ| > 1, {ε t } are explosive processes. In the case, the corollary is the same as the results of White 17 . While |θ| < 1, notice that σ
, and by Corollary 3.6 we obtain
The result was discussed by many authors, such as 
3.9
Corollary 3.9. Let f t θ a t . If condition (A1) holds, then
we easily obtain asymptotic normality of the quasi-maximum likelihood or least squares estimator in ordinary linear regression models from the corollary.
Some Lemmas
To prove Theorems 3.1 and 3.2, we first introduce the following lemmas. Proof. It is easy to show that the matrix D n is positive definite for large enough n. By 2.8 , we have
4.1
Note that e t−1 and η t are independent of each other; thus by 2.7 and Eη t 0, we have 
for unit vectors u. Thus by 2.24 , there are some δ ∈ max{0, 1 − 1
By 4.10 , we have
4.11
By the study of Rao in 47, page 60 and 2.23 , we have
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Lemma 4.3 see 48 . Let W n be a symmetric random matrix with eigenvalues λ j n ,
and also
Proof. Let X n θ 0 X 1/2 n θ 0 X T/2 n θ 0 be a square root decomposition of X n θ 0 . Then
n .
4.19
Let ϕ ∈ N n A . Then
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4.21
Let
In the first step, we will show that, for each A > 0,
4.24
In fact, note that
where 
4.27
Here θ aθ 1 − a θ 0 for some 0 ≤ a ≤ 1. Similar to the proof of T 1 , we easily obtain that
By Cauchy-Schwartz inequality, Lemma 4.2, condition A3 , and noting that N θ n A , we have that
4.29
Hence, 4.24 follows from 4.25 -4.29 .
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In the second step, we will show that 
4.32
f t θ f t θ 0 − f t θ e t−1 x t−1 .
4.33
For β ∈ N β n A and each A > 0, we have 
Using Cauchy-Schwartz inequality, condition A3 , and 4.35 , we obtain
4.36
Then from Lemma 4.2, 
4.39
Thus by Chebychev inequality and 4.39 ,
Using the similar argument as T 1 , we obtain that
Using the similar argument as T 2 , we obtain that
By Cauchy-Schwartz inequality, 4.35 , and 4.27 , we get Hence, by Markov inequality,
Using the similar argument as 4.40 , we easily obtain that
By Markov inequality and noting that
we have that
Using the similar argument as 4.6 , we easily obtain that 
This follows immediately from 2.27 and Markov inequality. 
This implies 4.17 . 
Proof of Theorems
Proof of Theorem 3.1
Take A > 0, let
be the boundary of N n A , and let ϕ ∈ M n A . Using 2.27 and Taylor expansion, for each σ 2 > 0, we have
where ϕ aϕ 1 − a ϕ 0 for some 0 ≤ a ≤ 1.
Take c > 0 and ϕ ∈ M n A , and by 5.2 we obtain that
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By Lemma 4.1 and Chebychev inequality, we obtain
5.4
Let A → ∞, then c ↓ 0, and using 4.17 , we have
By 5.3 -5.5 , we have
By Lemma 4.3, λ min X n θ 0 → ∞ as n → ∞. Hence λ min D n → ∞. Moreover, from 4.17 , we have
This implies that Ψ n ϕ, σ 2 is concave on N n A . Noting this fact and 5.6 , we get
5.8
On the event in the brackets, the continuous function Ψ n ϕ, σ 2 has a unique maximum in ϕ over the compact neighborhood N n A . Hence lim A → ∞ lim inf n → ∞ P S n ϕ n A 0 for a unique ϕ n A ∈ N n A 1.
5.9
Moreover, there is a sequence A n → ∞ such that ϕ n ϕ A n satisfies lim inf n → ∞ P S n ϕ n 0 and ϕ n maximizes Ψ n ϕ, σ 2 uniquely in N n A 1.
5.10
Thus the ϕ n β n , θ n is a QML estimator for ϕ 0 . It is clearly consistent, and lim A → ∞ lim inf n → ∞ P ϕ n ∈ N n A 1.
5.11
Since ϕ n β n , θ n is a QML estimator for ϕ 0 , σ 2 n is a QML estimator for σ 2 0 from 2.9 .
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To complete the proof, we will show that σ
Proof of Theorem 3.2
It is easy to know that S n ϕ n 0 and F n ϕ n is nonsingular from Theorem 3.1. By Taylor's expansion, we have 0 S n ϕ n S n ϕ 0 − F n ϕ n ϕ n − ϕ 0 .
5.26
Since ϕ n ∈ N n A , also ϕ n ∈ N n A . By 4.15 , we have 
5.29
Here A n → p 0. By 5.28 , 5.29 , and noting that σ 
