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Efficient solution of anisotropic lattice equations by the recovery
method
Abstract
In a recent paper, the authors introduced the recovery method (local energy matching principle) for
solving large systems of lattice equations. The idea is to construct a partial differential equation along
with a finite element discretization such that the arising system of linear equations has equivalent energy
as the original system of lattice equations. Since a vast variety of efficient solvers is available for
solving large systems of finite element discretizations of elliptic PDEs, these solvers may serve as
preconditioners for the system of lattice equations. In this paper, we will focus on both the theoretical
and the numerical dependence of the method on various mesh-dependent parameters, which can be
easily computed and monitored during the solution process. Systematic parameter tests have been
performed which underline (a) the robustness and the efficiency of the recovery method and (b) the
reliability of the control parameters, which are computed in a preprocessing step to predict the
performance of the preconditioner based on the recovery method.
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EFFICIENT SOLUTION OF ANISOTROPIC LATTICE EQUATIONS
BY THE RECOVERY METHOD∗
I. BABUSˇKA† AND S. A. SAUTER‡
Abstract. In a recent paper, the authors introduced the recovery method (local energy matching
principle) for solving large systems of lattice equations. The idea is to construct a partial diﬀerential
equation along with a ﬁnite element discretization such that the arising system of linear equations has
equivalent energy as the original system of lattice equations. Since a vast variety of eﬃcient solvers
is available for solving large systems of ﬁnite element discretizations of elliptic PDEs, these solvers
may serve as preconditioners for the system of lattice equations. In this paper, we will focus on both
the theoretical and the numerical dependence of the method on various mesh-dependent parameters,
which can be easily computed and monitored during the solution process. Systematic parameter tests
have been performed which underline (a) the robustness and the eﬃciency of the recovery method
and (b) the reliability of the control parameters, which are computed in a preprocessing step to
predict the performance of the preconditioner based on the recovery method.
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1. Introduction. Lattice models are used in many applications such as models
of heterogeneous materials [23], [11], fracture models [24], porous media [9], [8], bio-
physics [15], and chip design. For a survey of some applications, we refer to [23, 25].
Lattices are becoming more and more interesting for industrial production because
these materials are light and cheap and can be designed to prescribed stiﬀness re-
quirements. From the viewpoint of numerical modeling, such problems are challeng-
ing because the geometry of the lattice, typically, is very complicated and consists
of a huge number of rods or beams. Hence, the eﬃcient numerical solution of the
arising systems of linear equations is nontrivial because eﬃcient solvers such as, e.g.,
multigrid methods, cannot be applied in a straightforward way. The reason is that the
equations are not formulated on an Euclidean domain or a hyperplane, and, hence, a
grid hierarchy is not available.
We emphasize that our approach is by no means related to a period setting but can
be applied to general lattices. During the computation, some constants are determined
which will serve as indicators for the eﬃciency of our method and guarantee that the
algorithm does not fail in an unpredictable way. In this paper, which can be regarded
as part II of [3], we will focus on the algorithmic formulation of the recovery method
and systematic numerical parameter tests.
The main results of this paper are (a) the algorithm is very robust and works also
for complex applications such as the electrostatic problem in a routing channel. This
problem has an engineering importance and leads to a highly anisotropic lattice of
a very extreme character. (b) The theoretical indicators for the performance of the
method predicts very well the true performance which was observed numerically. This
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was especially addressed in the case of the routing channel. Also here, the theoretical
indicators well predicted the need of a larger number of iterations for solving the
arising system of linear equations.
A related paper, where the preconditioning of elastic problems on periodic struc-
tures has been investigated, is [31]. Another class of eﬃcient solvers for such problems
are algebraic multigrid methods (AMGs). Standard references to AMGs are [19], [6],
[26], [35], [4], and some standard references to multigrid methods are [13], [5], [32],
[34]. Preconditioners for anisotropic equations and problems on degenerate geometries
are presented, e.g., in [17], [18], [2], [20], [22], [33], [21], [28]. An essential conceptual
diﬀerence of our approach and AMGs is that, during the assembly of our precondi-
tioner, some control parameters are computed which allows to predict a priorily the
convergence of the iterative solver. Therefore, the possible failure of the solver can be
caught and handled in a computer program, e.g., by switching in such a situation to
a more robust (but possibly less eﬃcient) solver. We emphasize that the goal of the
recovery method is to transfer—in a reliable way—the lattice equations to the more
standard (recovered) problem of an elliptic PDE in an Euclidean domain. This paper
does not address the question how the ﬁnite element discretization of the recovered
problem is solved eﬃciently because a vast of methods such as, e.g., geometric or alge-
braic multigrid methods or domain decomposition techniques exist in the literature,
and it would go too far to discuss the convergence assumptions for these diﬀerent
methods. In contrast we focus here on the recovery method and assume in this light
that the recovered problem is solved exactly.
The numerical examples which are reported in section 6 illustrate three features
of the recovery method: (a) The method works well for quite general unstructured
lattices (and not only for graphs which are formed by the edges of ﬁnite element
meshes). (b) The parameters which predict a priorily a possible failure of the method
are reliable. (c) For certain lattices which contain extreme anistropies as, e.g., the
routing channel, the recovery method requires a large number of iterations, while this
behavior is predicted by our control parameters in a reliable way. However, future
research will be concerned with a modiﬁcation of our method for anisotropies of this
type, i.e., for highly anisotropic but structured lattices in the sense that they form a
Manhattan power grid (which is typical in VLSI design).
Our computer implementation at the moment is two-dimensional, and three-
dimensional lattices can be handled by projecting them to a plane. However, this
projection may cause some artiﬁcial anistropies. The three-dimensional implementa-
tion of the method is planned for the future, and we expect that the performance of
the method is improved in certain situations.
2. Model problem.
2.1. Setting. Let Θ := {x1, x2, . . . , xN} ⊂ Rd denote the set of nodal points,
and let E ⊂ Θ×Θ be a symmetric set of edges; i.e., e = (x, y) ∈ E implies (y, x) ∈ E .
The set of nodal points together with the set of edges E form the graph G of the
lattice.
From the physical point of view, we shall deal with equations on the lattice G
which are of the same (abstract) form as the equations of linear electrostatics on
complicated electric circuits, i.e., are described by scalar discrete potential equations
of second order. First, we will consider the case that no essential constraints at the
nodes are described. The case of essential constraints will be treated in section 5.
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The electric conductivity through an edge (x, y) ∈ E is described by a symmetric,
positive mapping a = (ae)e∈E with
a(x,y) = a(y,x)
a(x,y) > 0
}
∀ (x, y) ∈ E .
Let S denote the space of (unconstrained) grid functions
(2.1) S := RΘ := {u | u : Θ → R} .
On S, we introduce the bilinear form
(2.2) B (u,v) :=
1
2
∑
e=(x,y)∈E
ae
he
(uy − ux) (vy − vx) ,
where he := ‖x − y‖. We introduce the quotient space V := S/R, where the equiv-
alence classes are formed by functions which diﬀer only by a constant grid function.
We consider the following Poisson-type problem.
Let F ∈ V ′ be given. Find u = (ux)x∈Θ ∈ V so that
(2.3) B(u,v) = F (v) ∀v = (vx)x∈Θ ∈ V.
This equation has a unique solution as can be seen from the following well known
theorem.
Theorem 2.1. Let the lattice be connected. Then
(a) B(·, ·) : V × V → R is a scalar product and B(u,u)1/2 a norm on V ;
(b) the variational problem (2.3) has a unique solution u ∈ V for any right-hand
side F ∈ V ′.
The variational problem (2.3) can be interpreted as a system of ﬁnite diﬀerence
equations: We are testing (2.3) for all z ∈ Θ with the unit vectors ez = (ez,x)x∈Θ ∈ S,
where
ez,x :=
{
1 x = z,
0 x ∈ Θ\ {z} .
For z ∈ Θ, we obtain the relation
1
2
∑
e=(x,y)∈E
ae
he
(uy − ux) (ez,y − ez,x) =
∑
x∈Θ:
e=(z,x)∈E
ae
he
(uz − ux) .
By setting Fz := F (ez) and
Axy :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑
z∈Θ:
e=(x,z)∈E
ae/he if x = y,
−ae/he if e = (x, y) ∈ E ,
0 otherwise,
we obtain the ﬁnite diﬀerence equations∑
y∈Θ
Axyuy = Fx ∀x ∈ Θ
and use the short notation Au = F. To get an equivalent system to the variational
formulation (2.3), we have to restrict the right-hand side and the solution in (2.4) to
appropriate quotient spaces: For given F ∈ V ′, ﬁnd u ∈ V such that
(2.4) Au = F.
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3. The recovery method. The recovery method for transferring given lattice
equations into a continuous partial diﬀerential equation for which eﬃcient solvers are
available has been introduced in [3]. These eﬃcient solvers then may serve, via the
recovery method, as a preconditioner for the given lattice equation. In this paper, we
present an improved recovery strategy which allows us to treat lattice equations with
strong anisotropies in the coeﬃcients in a robust way.
As in the previous method, the construction consists of the deﬁnition of a domain
Ω ⊂ Rd for the continuous problem and the deﬁnition of the coeﬃcient function in
the partial diﬀerential equation.
We begin with the deﬁnition of the domain Ω. For a subset M ⊂ Rd, we write
int(M) for the interior of M .
Theorem 3.1. Let Θ ⊂ Rd, d ∈ {2, 3}, denote a discrete set of points with
cardΘ ≥ d + 1. Then the Vorono¨ı method deﬁnes a simplicial mesh GFE of d-
dimensional, disjoint simplices where the set of mesh points ΘFE satisﬁes ΘFE = Θ.
For nonidentical elements τ, t ∈ GFE, the intersection τ ∩ t is either empty, a common
point, a common edge, or—for d = 3—a common face.
The mesh GFE covers the set
Ω := int
⋃
τ∈GFE
τ .
Remark 3.2. An algorithm for assembling a triangulation (Delaunay triangula-
tion) as in Theorem 3.1 is described, e.g., in [10], [29], [30], [7].
Assumption 3.3. The set Ω ⊂ Rd is a polygonal (polyhedral for d = 3) Lipschitz
domain.
The existence of the triangulation GFE does not ensure that the parameters which
are measuring the quality of the triangles, e.g., the maximal/minimal angle or the
maximal ratio of diameters of neighboring elements, are moderately bounded (in fact,
if all nodal points lie, e.g., on a straight line, all triangles in GFE are degenerate to
a line). In this light, we will introduce some mesh-dependent parameters which may
serve as indicators for the performance of the recovery method.
Definition 3.4. The shape regularity of the mesh GFE is characterized by
(3.1) Csr := max
τ∈GFE
hτ
ρτ
,
where hτ := diam τ and ρτ is the radius of the largest inscribed ball in τ .
We make an assumption on the “compatibility” of the meshes and introduce some
notation.
Let the edges in GFE be denoted by EFE. To distinguish in the notation the edges
in EFE from edges in the given lattice E , we will use a tilde superscript for edges in
EFE. For e˜ = (x, y) ∈ EFE, we have x, y ∈ Θ, and we may associate with e˜ a path
π(e˜) = (e1, e2, . . . , eq(e˜)) ⊂ E such that
x0 = x, xq(e˜) = y, and ei = (xi−1, xi) , 1 ≤ i ≤ q (e˜) ,
connecting x and y. In an analogous way, we associate such a connecting path
πFE(e) ⊂ EFE for each e ∈ E . In general, the paths πFE(e) and π(e˜) are not uniquely
determined. In section 3.1, we will derive a selection criterion for a proper choice of
these paths. A minimal requirement is that, in the case e ∈ EFE ∩ E , we choose
πFE (e) = π (e) = (e) .
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Assumption 3.5. The lattice G and the mesh GFE are connected.
Remark 3.6. The connectivity of the lattice G and the connectivity of the mesh
GFE imply that π(e˜) 
= ∅ for every e˜ ∈ EFE and πFE(e) 
= ∅ for every e ∈ E .
Our goal is to replace the lattice equations (2.3) by a ﬁnite element discretization
of a Poisson equation on the mesh GFE. This is done in two steps.
(a) Deﬁne a system of lattice equations on the edges EFE of GFE which has equiv-
alent energy.
(b) Replace the lattice equations on EFE by an averaged (possibly anisotropic)
Poisson problem on Ω.
3.1. Deﬁnition of a system of lattice equations on EFE with equivalent
energy. In this section, we will introduce a system of lattice equations on the set
of ﬁnite element edges which has equivalent energy as the original equations. Our
approach is based on a suitable local average of the conductivity coeﬃcients (ae)e∈E
along the paths π(e˜). In this light, we will introduce some notation.
Notation 3.7. For e˜ = (x, y) ∈ EFE, let
(3.2) aFEe˜ := he˜
/⎛⎝ ∑
e∈π(e˜)
he
ae
⎞⎠ .
For an edge e ∈ E, we deﬁne
(3.3) δe :=
∑
e˜∈πFE(e)
ae
he
/
aFEe˜
he˜
and δmax := max
e˜∈EFE
∑
e∈E:e˜∈πFE(e)
δe.
We introduce the bilinear form
(3.4) BFE (u,v) :=
1
2
∑
(x,y)∈EFE
aFE(x,y)
(uy − ux) (vy − vx)
‖x− y‖ .
Theorem 3.8. Let Assumptions 3.5 be satisﬁed. Then the estimate
(3.5) B (u,u) ≤ δmaxBFE (u,u) ∀u ∈ RΘ
holds with δmax as in (3.3).
Proof. For e = (x, y) ∈ E , we get
ae
he
(ux − uy)2 =
⎛⎝ ∑
e˜=(z1,z2)∈πFE(e)
√
ae
he
/
aFEe˜
he˜
√
aFEe˜
he˜
(uz2 − uz1)
⎞⎠2
≤ δe
∑
e˜=(z1,z2)∈πFE(e)
aFEe˜
he˜
(uz2 − uz1)2
and, hence,
B (u,u) =
1
2
∑
e=(x,y)∈E
ae
he
(uy − ux)2 ≤ 1
2
∑
e∈E
δe
∑
e˜=(z1,z2)∈πFE(e)
aFEe˜
he˜
(uz2 − uz1)2
(3.6)
=
1
2
∑
e˜=(x,y)∈EFE
aFEe˜
he˜
(ux − uy)2
∑
e∈E:e˜∈π(e)
δe(3.7)
≤ δmaxBFE (u,u) .
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
EFFICIENT SOLUTION OF LATTICE EQUATION 2391
The recovery method for the lattice equations will employ two-sided estimates in
the energy bilinear forms B and BFE. In this light, we will consider next the opposite
estimate.
Theorem 3.9. Let Assumptions 3.5 be satisﬁed. The bilinear forms BFE and B
satisfy
1
δmax
B (u,u) ≤ BFE (u,u) ≤ nB (u,u) ∀u ∈ RΘ,
with
n := max
e∈E
card {e˜ ∈ EFE : e ∈ π (e˜)} .
Proof. The left inequality is (3.5), and, hence, we consider here only the right
one.
Note that the deﬁnition of the averaged coeﬃcients aFEe˜ in (3.2) implies that∑
e∈π(e˜)
aFEe˜
he˜
/
ae
he
= 1.
Hence, for e˜ = (x, y) ∈ EFE, we get
aFEe˜
he˜
(ux − uy)2 =
⎛⎝ ∑
e=(z1,z2)∈π(e˜)
√
aFEe˜
he˜
/
ae
he
√
ae
he
(uz2 − uz1)
⎞⎠2
≤
∑
e=(z1,z2)∈π(e˜)
ae
he
(uz2 − uz1)2 .
Thus,
BFE (u,u) =
1
2
∑
e˜=(x,y)∈EFE
ae˜
he˜
(uy − ux)2 ≤ 1
2
∑
e˜∈EFE
∑
e=(z1,z2)∈π(e˜)
ae
he
(uz2 − uz1)2
=
1
2
∑
e=(x,y)∈E
ae
he
(ux − uy)2 card {e˜ ∈ EFE : e ∈ π (e˜)}
≤ nB (u,u) .
Remark 3.10. (a) In the special case EFE = E , we choose π(e) = πFE(e) = e.
Hence, the bilinear forms BFE and B coincide (cf. (3.2) and (3.3)).
(b) Note that the constants δe in (3.5) are moderately bounded also for conduc-
tivity coeﬃcients with large global ratio maxe∈E ae/mine∈E ae as long as the local
variations (measured by maxe˜∈EFE:e∈π(e˜)
ae
he
/
aFEe˜
he˜
) are moderately bounded.
(c) If the lattice equation arises from a ﬁnite element discretization of a Poisson-
type problem on a triangulation of the domain, we may choose the mesh GFE as the
original ﬁnite element mesh and the constants in the energy estimate equal 1. This
is independent of possibly large jumps in the coeﬃcients of the original problem.
In an ideal situation, the paths π(e˜) and πFE(e) should be chosen such that δmax
is minimal. Since this (global) optimization would be too time-consuming we propose
to select the paths such that the quantities δe are small. We have
max
e∈E
δe = max
e∈E
∑
e˜∈πFE(e)
ae
he
he˜
aFEe˜
.
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Since the coeﬃcients aFEe˜ depend on the selection of the paths π(e) (cf. (3.2)) we
obtain
max
e∈E
δe = max
e∈E
ae
he
∑
e˜∈πFE(e)
∑
e′∈π(e˜)
he′
ae′
.
This leads to the strategy: First, choose the paths π(e˜) such that
γe˜ :=
∑
e′∈π(e˜) he
′/ae′
is small, and then choose the paths πFE(e) such that δe is small.
Algorithm 3.11 (selection of π(e) and πFE(e)).
1. For any e˜ ∈ EFE, determine π(e˜) via the condition
(3.8) γe˜ =
∑
e∈π(e˜)
he/ae = min
π∈P(e˜)
∑
e∈π
he/ae,
where P(e˜) denotes the set of all paths in E connecting the end points of e˜.
2. For any e ∈ E, determine πFE(e) via the condition
(3.9)
∑
e˜∈πFE(e)
γe˜ = min
πFE∈PFE(e)
∑
e˜∈πFE
γe˜.
The minimization in Algorithm 3.11 can be done locally, by using a standard
breadth-ﬁrst search. In order to keep the minimization process in Algorithm 3.11
local, we recommend to locally search for minimal paths in recursively deﬁned layers
of edges about the given edge e˜ in 3.8, (resp., e in (3.9)). We skip the detailed
formulation of this recursive procedure.
3.2. Recovery of the continuous variational form. In this step, we will
deﬁne, for the given system of lattice equations, a bilinear form on the continuous
level along with a transfer mapping, which has equivalent energy. For the continuous
problem, we employ as an ansatz an anisotropic Poisson problem of the form
a (u, v) :=
∑
τ∈GFE
∫
τ
〈∇v,Aτ∇u〉 ,
where the diﬀusion matrix Aτ is constant on each simplex τ
Aτ =
(
aijτ
)d
i,j=1
, with aijτ = a
ji
τ ∀1 ≤ i, j ≤ d.
For the construction of Aτ , we start with some preliminaries on local ﬁnite el-
ement matrices and associated ﬁnite diﬀerence operators. Consider a simplex τ =
conv{x1, . . . ,xd+1} ∈ GFE, and denote by bi, 1 ≤ i ≤ d + 1, the corresponding local
aﬃne Lagrange basis (“hat functions”) on τ . The local ﬁnite element stiﬀness matrix
Lτ = (Li,j)
d+1
i,j=1 for the bilinear form a(·, ·) is deﬁned by
Li,j :=
∫
τ
〈∇bi,Aτ∇bj〉 dx, 1 ≤ i, j ≤ d+ 1.
Let u = (ui)
d+1
i=1 ∈ Rd+1 be a grid function with values ui at xi, 1 ≤ i ≤ d + 1. For
simplicity, we set xd+2 := x1 and x0 := xd+1 and use this convention also for u and
v. The set of edges for a simplex τ is denoted by Eτ and the set of vertices by Vτ . Let
(3.10) ei := (ei1, ei2)
ᵀ
:= xi+1 − xi−1, |τ | := volume (τ) .
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For the remaining part of this section, we restrict to the case d = 2. The formulas
for the higher-dimensional case d > 2 can be derived in the same fashion.
For each edge e˜ ∈ EFE we deﬁne the number of adjacent triangles by
te := card {τ ∈ GFE : e˜ ⊂ τ} ,
and for ei ∈ Eτ we write short ti for tei .
Lemma 3.12. Let d = 2, and let the coeﬃcients α̂11τ , α̂
12
τ = α̂
21
τ , α̂
22
τ in the
symmetric 2× 2 matrix Âτ be deﬁned by (cf. (3.10))
(3.11)
⎛⎝ α̂11τα̂12τ
α̂22τ
⎞⎠ := 1|τ |
⎡⎣ e221 2e21e31 e231e21e22 e21e32 + e22e31 e31e32
e222 2e22e32 e
2
32
⎤⎦⎛⎝ α2h2 + α1h1α1
h1
α3
h3
+ α1h1
⎞⎠ .
Then
(3.12) uᵀLτu =
∑
e=(x,y)∈Eτ
αe
he
(ui+1 − ui−1)2 .
Proof. Let τ ∈ GFE, and choose a counterclockwise numbering of the vertices of
τ . For v ∈ R2, let v⊥ := (v2,−v1)ᵀ. By using (3.10) we obtain the representations
∇bi = e
⊥
i
2 |τ | and Lτ =
1
4 |τ |
[(〈
e⊥i , Âτe
⊥
j
〉)3
i,j=1
]
.
Hence,
uᵀLτv =
3∑
i=1
ui
3∑
j=1
〈
e⊥i , Âτe
⊥
j
〉
4 |τ | vj =
1
4 |τ |
〈
3∑
i=1
uie
⊥
i , Âτ
3∑
j=1
vje
⊥
j
〉
=
1
4 |τ |
〈
(u3 − u1) e⊥3 + (u2 − u1) e⊥2 , Âτ
(
(v3 − v1) e⊥3 + (v2 − v1) e⊥2
)〉
=
1
4 |τ |
(
u1 − u3
u2 − u1
)ᵀ ⎡⎢⎣
〈
e⊥3 , Âτe
⊥
3
〉
−
〈
e⊥3 , Âτe
⊥
2
〉
−
〈
e⊥3 , Âτe
⊥
2
〉 〈
e⊥2 , Âτe
⊥
2
〉
⎤⎥⎦( v1 − v3v2 − v1
)
.
On the other hand, we obtain∑
e=(x,y)∈Eτ
αe
he
(ui+1 − ui−1)2 = α1
h1
(u2 − u3)2 + α2
h2
(u3 − u1)2 + α3
h3
(u1 − u2)2
=
(
u1 − u3
u2 − u1
)ᵀ [ α2
h2
+ α1h1
α1
h1
α1
h1
α3
h3
+ α1h1
](
u1 − u3
u2 − u1
)ᵀ
.
Hence, we have to choose the coeﬃcients α̂11τ , α̂
12
τ , and α̂
22
τ in Âτ such that
1
4 |τ |
〈
e⊥3 , Âτe
⊥
3
〉
=
α2
h2
+
α1
h1
,
1
4 |τ |
〈
e⊥2 , Âτe
⊥
2
〉
=
α3
h3
+
α1
h1
,
− 1
4 |τ |
〈
e⊥3 , Âτe
⊥
2
〉
=
α1
h1
.
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This linear system can be solved explicitly yielding the representation (3.11) for the
coeﬃcients in Âτ .
With these notations at hand, we can deﬁne the diﬀusion matrix by the following
algorithm.
Algorithm 3.13 (computation of the element diﬀusion matrices for d = 2). For
all τ ∈ GFE do begin
compute
(3.13)
⎛⎜⎝ α
11
τ
α12τ
α22τ
⎞⎟⎠ := 1|τ |
⎡⎢⎣ e
2
21 2e21e31 e
2
31
e21e22 e21e32 + e22e31 e31e32
e222 2e22e32 e
2
32
⎤⎥⎦
⎛⎜⎝
α2
2h2t2
+ α12h1t1
α1
2h1t1
α3
2h3t3
+ α12h1t1
⎞⎟⎠
assign
(3.14) Aτ :=
[
α11τ α
12
τ
α12τ α
22
τ
]
;
end;
The diﬀusion matrix Aτ allows us to deﬁne the local bilinear form
Lτ (u, v) :=
∫
τ
〈∇u,Aτ∇v〉 dx ∀u, v ∈ P1.
(Note that the scaling by 1/2 in the right-hand side of (3.13) stems from the factor
1/2 in (2.2).)
By summing over all local bilinear forms Lτ we derive the global variational
formulation as follows.
Deﬁne the coeﬃcient function A : Ω → R2×2 by
(3.15) A|τ := Aτ .
The space of continuous piecewise linear functions on GFE is denoted by
(3.16) SFE :=
{
u ∈ C0 (Ω) | ∀τ ∈ GFE : u|τ ∈ P1} .
The standard local nodal basis is denoted by (bx)x∈Θ. The ﬁnite element interpolation
operator on GFE is denoted by by IintFE : RΘ → SFE:(
IintFEu
)
(x) =
∑
y∈Θ
uyby (x) .
For u, v ∈ SFE, the global bilinear form which is associated to the lattice equations
(3.4) is deﬁned by
(3.17) BFE (u, v) :=
∫
Ω
〈∇u,A∇v〉 dx.
We will prove that this bilinear form has the same energy as the lattice equations on
EFE.
Theorem 3.14. Let Assumptions 3.3 and 3.5 be satisﬁed. For all u ∈ RΘ and
u := IintFEu we have
BFE (u, u) = BFE (u,u) .
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Proof. The result follows directly from Lemma 3.12 by summing over all tri-
angles.
Theorem 3.15. Let Assumptions 3.3 and 3.5 be satisﬁed. For all u ∈ RΘ and
u := IintFEu we have
1
δmax
B (u,u) ≤ BFE (u, u) ≤ nB (u,u) .
Proof. Combine Theorem 3.9 with Theorem 3.14.
4. A ﬁnite element preconditioner based on the recovery method. In
the previous section, we have introduced the recovery method, which associates a
variational formulation on the continuous level to the given lattice equations along a
transfer mapping between discrete grid functions and ﬁnite element functions.
In this section, we will show that the stiﬀness matrix AFE, which corresponds
to the ﬁnite element discretization of BFE(·, ·) on the mesh GFE, is a quasi-optimal
preconditioner of the system of lattice equations (2.4).
The preconditioned system takes the form
A−1FEAu = A
−1
FEF.
Recall that the (restricted) matrix A : V → V ′ (cf. (2.2)) is regular and that we
understand A−1FE as a mapping A
−1
FE : V
′ → V .
For the solution of this linear system, we propose the preconditioned conjugate
gradient (pcg) method which constructs a sequence (ui)i∈N of grid functions ui ∈ V
that converges to the exact solution of (2.4) (cf. [16] and, e.g., [14]). It is well known
that the convergence of the pcg algorithm with respect to the “energy norm” ‖u‖A :=
〈u,Au〉1/2 can be estimated by
(4.1) ‖ui − u‖A ≤
(√
κ− 1√
κ+ 1
)i
‖u0 − u‖A,
where κ is related to the spectrum σ(A−1FEA) by
σ(A−1FEA) ⊆ [a, b], κ := b/a ≥ 1 .
Remark 4.1. For the recovery method, the convergence rate can be estimated by
√
κ− 1√
κ+ 1
≤
√
δmaxn− 1√
δmaxn+ 1
.
Note that in every iteration step a system of linear equations of the form
AFEv = g
has to be solved. In contrast to the original equation the matrix AFE stems from
a ﬁnite element discretization of a continuous Poisson-type PDE. Hence, eﬃcient
multigrid solvers are available to solve this system in linear complexity (cf., e.g., [1],
[12], [27], [19], [6], [26], [4], [35]). This leads to a nested iteration, where the outer
iteration is given by the pcg method, while the application of the preconditioner
A−1FE is replaced by a multigrid solver. We do not describe the multigrid method for
elliptic PDEs for problems with discontinuous coeﬃcients in detail here but refer to
the literature instead (cf., e.g., [27]).
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5. Dirichlet-type constraints. In this section, we will consider the problem
where the values of the solution have a prescribed value zero on a subset ΘD, with
∅ 
= ΘD  Θ.
Definition 5.1. For a prescribed subset ω ⊂ Θ the space S(ω) is
S (ω) :=
{
u ∈ RΘ | ∀x ∈ ω : u (x) = 0} .
Hence, for the prescribed subset ΘD the space of grid functions is given by S(ΘD).
The recovery method for the derivation of the bilinear form BFE is applied ver-
batim as for the unconstrained problem (2.3), and the deﬁnition (3.15) and (3.17) is
used without changes. However, the ﬁnite element space SFE (cf. (3.16)) has to take
into account the essential constraints, and we set
(5.1) SFED :=
{
u ∈ SFE | ∀x ∈ ΘD : u (x) = 0
}
.
Remark 5.2. (a) Note that the evaluation of functions u ∈ H1(Ω) at discrete
points x ∈ Ω is not deﬁned in general since H1(Ω) 
⊂ C0(Ω). However, for ﬁnite
element functions u ∈ SFE, the point evaluation is well deﬁned.
(b) The recovery method can be interpreted as the inverse of the transfer “bound-
ary value problem and basis of the ﬁnite element space→stiﬀness matrix” in the fol-
lowing sense. Consider the special case G = GFE, where GFE is a triangulation of a
domain Ω with boundary Γ. Assume that the lattice equations originates from the
ﬁnite element discretization of the continuous Laplace problem with homogeneous
Dirichlet boundary conditions at Γ on the mesh GFE. Then the usual ﬁnite element
space on GFE for the Dirichlet problem coincides with the recovered space SFED as in
(5.1).
The proof that the bilinear form for the lattice equation and the bilinear form on
the continuous level have equivalent energies is a repetition of the proof of Theorem
3.14. The constants of equivalency are the same as in Theorem 3.14.
Similarly, the iterates of the pcg algorithm for the problem with Dirichlet con-
straints obey the same convergence estimates as described in (4.1).
6. Numerical experiments. The following constants enter the convergence
estimates of the pcg method (cf. Remark 4.1):
• the maximal “overlap” of the paths
n := max
{
max
e∈E
card {e˜ ∈ EFE : e ∈ π (e˜)} ,(6.1)
max
e˜∈EFE
card {e ∈ E : e˜ ∈ πFE (e)}
}
;
• the maximal weighted sum of coeﬃcients along the paths, i.e., δmax as in (3.3).
Note that δmax is the average of various parameters, and we will investigate
the dependence on these parameters separately:
– the maximal ratio of the lengths of segments in paths πFE(e) compared
to the length of e and vice versa:
(6.2) η := max
{
max
e∈E
max
e˜∈πFE(e)
he/he˜,max
e∈E
max
e˜∈πFE(e)
he˜/he
}
;
– the length of the paths
(6.3) q := max
{
max
e∈E
cardπFE (e) , max
e˜∈EFE
cardπ (e˜)
}
;
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– the magnitude and the variations of the conductivity coeﬃcients (ae)e∈E
along the paths π(e˜) and πFE(e).
The goal of the numerical experiments is to investigate the performance of the
recovery method and the sharpness of the convergence estimates by performing the
following experiments. The right-hand side for problem (2.4) is chosen by
Fx := sin (x1) + e
x2 − c ∀x = (x1, x2) ∈ Θ,
where c is the constant such that
∑
x∈Θ Fx = 0. For this problem, the pcg algorithm
is chosen as the linear solver with stopping criterion ε = 10−8. We emphasize that
the performance of the idealized pcg method is investigated where the application
of the preconditioner is realized by an exact solve of AFEs
i+1 = ri+1. In practical
applications this step has to be replaced by a fast PDE solver such as multigrid. Since
we are interested in the systematic study of the eﬀect of using A−1FE as a preconditioner
for A, we preferred to use the matrix A−1FE instead of its approximation via a multigrid
solver.
From the numerical experiments averaged convergence rates λ˜ are derived as
follows. Assume that the pcg method needs m iterations to terminate. Then we set
λ˜ := ε1/m.
This number expresses the averaged reduction factor of the Euclidean norm of the
residuals in each iteration step. This number will be compared with the ratio λ :=
(
√
κ−1)/(√κ+1), which is the averaged reduction of the energy norm of the iteration
error as predicted by (4.1).
6.1. Dependence of the convergence rates on the problem size (Exam-
ples 1 and 2). In this subsection, we will investigate the dependence of convergence
rate on the size of the problem, i.e., on dimV . In order to study this behavior in-
dependently of the other mesh constants, we have, in a ﬁrst experiment, speciﬁed a
lattice on a reference cell and then deﬁned a sequence of increasingly ﬁner meshes by
shrinking and periodically copying the reference cell to a larger mesh. In this case,
the constants characterizing the mesh remain constant, and we can investigate the
eﬀect of increasing dimensions of the problem isolatedly. We have considered two test
cases: For the ﬁrst one (ﬁrst row in Figure 1), the structure in the master cell is very
simple, while the lattice in the second master cell (second row in Figure 1) is more
unstructured. The conductivity coeﬃcient ae was chosen to be 1 for all edges. The
conﬁgurations in the master cells are depicted and the reﬁned meshes at reﬁnement
level  = 5. Relevant constants for these two meshes are listed below.
Csr n η q δmax
Example 1 5.2 2 1 2 1.1
Example 2 7.3 3 5.2 4 1.8
The averaged convergence rates and the number of iterations are depicted in the
following table.
Ref. level 0 1 2 3 4 5 6 7 8 9 10
Ex. 1
λ˜ 0.03 0.24 0.29 0.29 0.29 0.29 0.29 0.29 0.32 0.32 0.32
Card of it. 5 13 15 15 15 15 15 16 16 16 16
Ex. 2
λ˜ 0.03 0.27 0.38 0.43 0.46 0.46 0.46 0.48 0.48 0.48 0.48
Card of it. 5 14 19 22 24 24 24 25 25 25 26
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Fig. 1. First row: Master cell for Example 1 and periodic reﬁnement. Second row: Master cell
for Example 2 and periodic reﬁnement.
The main observation is that the averaged convergence rates λ˜ stay bounded
properly away from 1 with increasing dimension and range between 0.24 and 0.5.
The diﬀerence in the convergence rates for the two examples can be explained
because the ratio η (cf. (6.2)) equals 1 for Example 1, while it is 5.15 for Example 2.
The parameter η is deﬁned as the maximum over local length ratios (cf. 6.2). The
experiments show that, if the length ratios which characterize the maximum in η are
distributed “uniformly” over the domain as is the case for Examples 1 and 2, the
predicted qualitative dependence of the convergence rates on this quantity is visible
also in the numerical experiments.
However, in both cases the convergence rates are properly bounded away from 1,
and the numbers of iterations to reach the stopping criterion are quite moderate.
Note that lattices which arise by periodically copying lattice conﬁguration on ref-
erence cells are well suited for systematic testing the sensitivity of the algorithm for
larger dimensions, while in practical applications periodic lattices are rather excep-
tional. More typical are applications such as the “routing channel” (cf. Figure 2),
where the dimension of the linear system is large while the geometry contains no sys-
tematic periodicity. We will address the performance of the recovery for this example
in subsection 6.5.
6.2. Dependence on the path lengths (Example 3). In this subsection we
will investigate systematically the dependence of the recovery method on the maximal
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Fig. 2. Picture of the routing channel.
lengths of the paths, i.e., on the quantity q as deﬁned in (6.3). The lattice topology
is as for Example 1 with the exception that an additional edge e is inserted which
connects the left bottom corner node with the right top corner (cf. Figure 3). With
increasing reﬁnement level  the path length πFE(e) for this exceptional edge becomes
increasingly large. The relevant constants are listed below.
Csr n η q δmax
 = 0 5.2 4 1 3 1.8
 = 1 5.2 8 1 3 1.3
 = 2 5.2 12 1 3 1.2
 = 3 5.2 16 1 4 1.1
 = 4 5.2 20 1 4 1.1
 = 5 5.2 24 1 4 1.1
The numerical results are depicted in the following table.
Ref. level 0 1 2 3 4 5
λ˜ 0.03 0.24 0.27 0.29 0.29 0.32
Card of it. 5 13 14 15 15 16
We see that the dependence on the parameters n and q is harmless for this example
and behaves better as predicted by theory. The reason is that the length of only one
path in the lattice (connecting the left bottom nodal point with the right top nodal
point) is increased. However, we expect that for “pathological” examples where all
paths are very long the theoretical estimates are sharp, while for meshes with only
few long paths the performance of the method is not signiﬁcantly inﬂuenced.
6.3. Dependence on the maximal “overlap” of the paths, the lengths
of the paths, and the shape-regularity constant (Example 4). In this sub-
section, we will investigate the dependence of the recovery method on a geometry
where the mesh constants systematically become degenerate. We have depicted the
lattice geometry for the reﬁnement levels  = 0 and  = 5 in Figure 4. The mini-
mal angles of the triangles at the top of the rectangle (down to the horizontal line
in the middle) tend to zero with increasing reﬁnement level. The length of the path
in the Delaunay mesh connecting the points (1, 0) and (0.2, 0.3) also increases with
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Fig. 3. Master cell for Example 3 and periodic reﬁnement.
Fig. 4. Master cell and periodic reﬁnement for Example 4.
increasing reﬁnement level.
Csr n η q δmax
 = 2 11.1 2 1.0 2 1.0
 = 4 15.3 2 1.3 3 1.0
 = 6 19.7 4 1.1 5 1.0
 = 8 25.1 5 1.1 6 1.0
 = 10 30.7 6 1.0 7 1.0
 = 12 36.4 7 1.0 8 1.0
 = 14 42.0 7 1.6 8 1.0
 = 16 50.5 9 1.0 10 1.0
 = 18 53.4 10 1.0 11 1.0
 = 20 59.1 10 1.7 11 1.0
The convergence rates and the number of iterations are listed below.
Ref. level 2 4 6 8 10 12 14 16 18 20
λ˜ 0.0 0.01 0.05 0.07 0.10 0.10 0.10 0.13 0.13 0.13
card of it. 1 4 6 7 8 8 8 9 9 9
We see that the dependence of the recovery method on these parameters is very
moderate and much better as predicted by theory. The reason is that the number
of edges which lead to the large overlap constant is small compared to the number
of edges with a small number of overlapping paths. Again, we expect that there are
“pathological” lattices where the estimates in our theory become sharp, while for
practical problems we expect that this dependence will not have a big inﬂuence.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
EFFICIENT SOLUTION OF LATTICE EQUATION 2401
6.4. Dependence on the magnitude and variations of the conductivity
coeﬃcients (Examples 5–8). In this subsection, we investigate the dependence of
the recovery method on the size and the variations of the conductivity coeﬃcients on
the given mesh. As test problems we have again speciﬁed a lattice conﬁguration on
a reference cell and obtained the ﬁnal lattice by shrinking the cell and periodically
copying the reference cell.
The diﬀerent geometries (including also some degenerate ones) on the reference
cell and the ﬁnal lattice are depicted in Figure 5. We have considered the following
conﬁgurations for the conductivity coeﬃcient (ae)e∈E .
Conﬁguration 0 (Reference conﬁguration) All coeﬃcients are set to 1.
Conﬁguration 1a Values 1 and 100 are distributed on the edges in an alternating way.
Conﬁguration 1b Values 1 and 1
100
are distributed on the edges in an alternating way.
Conﬁguration 2a Values 1 and 106 are distributed on the edges in an alternating way.
Conﬁguration 2b Values 1 and 10−6 are distributed on the edges in an alternating way.
Conﬁguration 3 The edge marked by “a” in the picture is set to 106 and the others to 1.
The relevant constants are listed below.
Csr n η q δmax Csr n η q δmax
Ex. 5 Ex. 6
Conﬁg. 0 17.6 2 1.4 3 1.0 Conﬁg. 0 16.6 4 1.0 4 1.0
Conﬁg. 1a 17.6 2 1.4 3 1.0 Conﬁg. 1a 16.6 4 1.0 4 1.0
Conﬁg. 1b 17.6 2 1.6 2 1.0 Conﬁg. 1b 16.6 4 1.0 4 2.1
Conﬁg. 2a 17.6 2 1.4 3 1.0 Conﬁg. 2a 16.6 4 1.0 4 1.0
Conﬁg. 2b 17.6 2 1.6 2 1.0 Conﬁg. 2b 16.6 4 1.0 4 11158.5
Conﬁg. 3 17.6 2 1.4 3 1.0 Conﬁg. 3 16.6 4 1.0 4 86764.1
Ex. 7 Ex. 8
Conﬁg. 0 66.6 3 2.7 4 1.1 Conﬁg. 0 8.5 2 1.1 2 1.0
Conﬁg. 1a 66.6 3 2.7 4 14.2 Conﬁg. 1a 8.5 2 1.1 2 1.0
Conﬁg. 1b 66.6 3 2.7 3 6.9 Conﬁg. 1b 8.5 3 2.7 3 4.7
Conﬁg. 2a 66.6 3 2.7 4 132600.8 Conﬁg. 2a 8.5 2 1.1 2 1.0
Conﬁg. 2b 66.6 3 2.7 3 60496.3 Conﬁg. 2b 8.5 2 1.1 2 37268.8
Conﬁg. 3 66.6 3 2.7 4 54807.7 Conﬁg. 3 8.5 2 1.1 2 149073.1
The corresponding convergence rates and numbers of iterations are listed in the fol-
lowing table.
λ˜ card of it. λ˜ card of it.
Ex. 5 Ex. 6
Conﬁg. 0 0.05 6 Conﬁg. 0 0.1 8
Conﬁg. 1a 0.05 6 Conﬁg. 1a 0.05 6
Conﬁg. 1b 0.01 6 Conﬁg. 1b 0.03 5
Conﬁg. 2a 0.01 4 Conﬁg. 2a 0.01 4
Conﬁg. 2b 0.01 4 Conﬁg. 2b 0.002 3
Conﬁg. 3 0.03 5 Conﬁg. 3 0.16 10
Ex. 7 Ex. 8
Conﬁg. 0 0.13 9 Conﬁg. 0 0.002 3
Conﬁg. 1a 0.13 9 Conﬁg. 1a 0.002 3
Conﬁg. 1b 0.1 8 Conﬁg. 1b 0.1 8
Conﬁg. 2a 0.16 10 Conﬁg. 2a 0.0001 2
Conﬁg. 2b 0.07 7 Conﬁg. 2b 0.27 14
Conﬁg. 3 0.21 12 Conﬁg. 3 0.01 4
From these tables, it is clearly visible that the theoretically predicted (negative) in-
ﬂuence of jumping coeﬃcients on the convergence rates is very moderate. In most
test cases the convergence rates are even improved compared to the case of a constant
coeﬃcient.
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Fig. 5. Top left: Example 5. Top right: Example 6. Bottom left: Example 7. Bottom right:
Example 8.
Fig. 6. Graph of the routing channel.
6.5. Application to routing channel. In this subsection, we will report the
numerical results for the real-life problem of a routing channel and relate these results
to the systematic parameter studies as in the previous sections. The graph is depicted
in Figure 6. This graph is unstructured and strongly anisotropic (with respect to the
lengths of edges in the graph). The lengths of the edges vary by four orders of
magnitude. This is illustrated in Figure 7, where two subgraphs in this lattice are
depicted.
The lattice contains 14042 nodes and 20366 edges. In view of the strong aniso-
tropies it is clear that the Delaunay triangulation for this set of mesh points contains
triangles with very small angles. The Delaunay mesh is depicted in Figure 8. The
quality constants of the mesh are as follows.
Csr n η q δmax
266.7 4578 2745.3 137 3.51× 107
Hence, from our theory we expect that the eﬃciency of the pcg algorithm is sig-
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Fig. 7. Two subgraphs in the routing channel.
Fig. 8. Delaunay mesh for the routing channel.
niﬁcantly reduced. This is underpinned by the numerical experiment where 4753
iterations are needed in order to reduce the residual below 10−8. Future research will
be directed towards a reﬁnement of this algorithm to handle strongly anisotropic edge
lengths in the lattice.
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