Abstract. A homomorphic signature scheme for a class of functions C allows a client to sign and upload elements of some data set D on a server. At any later point, the server can derive a (publicly verifiable) signature that certifies that some y is the result computing some f ∈ C on the basic data set D. This primitive has been formalized by Boneh and Freeman (Eurocrypt 2011) who also proposed the only known construction for the class of multivariate polynomials of fixed degree d ≥ 1. In this paper we construct new homomorphic signature schemes for such functions. Our schemes provide the first alternatives to the one of BonehFreeman, and improve over their solution in three main aspects. First, our schemes do not rely on random oracles. Second, we obtain security in a stronger fully-adaptive model: while the solution of Boneh-Freeman requires the adversary to query messages in a given data set all at once, our schemes can tolerate adversaries that query one message at a time, in a fully-adaptive way. Third, signature verification is more efficient (in an amortized sense) than computing the function from scratch. The latter property opens the way to using homomorphic signatures for publiclyverifiable computation on outsourced data. Our schemes rely on a new assumption on leveled graded encodings which we show to hold in a generic model.
Introduction
Cryptographic mechanisms for building trust are essential for the shift towards a world where weak clients leverage access to all-powerful servers to remotely store and compute on data. Trust issues include availability of storage, privacy of data, authenticity of delegated computation, etc. which in turn take a multitude of forms. For example, privacy concerns range from simply ensuring the secrecy of stored data, to additionally allowing for search over outsourced data and/or optimizing storage space. This paper contributes to the area of verifiable computation, and specifically to the setting in which a client delegates the computation of one or more functions F 1 , F 2 , . . . , F n on one or more of its data sets D 1 , D 2 , . . . , D m . The crucial requirement here is that the answer y returned by the server, purportedly the result of F i (D j ), can be efficiently verified. Efficiency has multiple dimensions, but two are needed to avoid trivial solutions: the client should not have to store all data D j on which the server computes and/or verification should be faster than simply computing F i on D j .
In addition to the different forms of efficiency one may require, the problem of verifiable computation also comes in several different scenarios. For example, the function computed by the server may be fixed or changing, the data stored may be fixed or incrementally updated, the client may have access to multiple (non-communicating) servers, the verification of the result may be interactive, etc. In this work we focus on the scenario where the client has access to a single server, he can incrementally add data on the server, the functions to be computed are not known in advance, and the verification of the result is non-interactive and can be done publicly.
To place our contribution in the landscape of solutions for verifiable computation and to facilitate the comparison with existent solutions, we note that previously proposed protocols for verifiable computation use one of two techniques. The first type of solutions (which for brevity we call proof-based) build on foundations going back to Micali's computationally sound proofs [26] . The idea is for the server to provide (or to prove knowledge of) a certificate for the NP statement: y = F (D). The earlier work used probabilistically checkable proofs (PCPs) [26] , whereas recent results rely on succinct arguments (SNARGs) or succinct arguments of knowledge (SNARKs) [7, 22] where the dependency between the length of the statement and the proof is greatly reduced. Other protocols where proofs are not explicitly mentioned can be thought of as instantiations where the proofs are encrypted information-theoretic secure MAC [21, 27] .
The second type of solutions use homomorphic authenticators; we refer to these constructions as authenticator-based. In these constructions, one attaches to every input data an unforgeable authenticator. The main property is that any operation (gate) used in the computation which takes as input correctly authenticated data, produces a result together with a valid authenticator. Solutions exist in both the symmetric and the public-key setting. Depending on how the authenticator is verified, we distinguish between homomorphic message authentication codes [24, 10, 4] and homomorphic signatures [9] . Clearly, the difficulty of the problem increases with the class of functions one considers. For example, there are numerous signature schemes homomorphic with respect to linear functions over vector spaces [1, 8, 23, 2, 13, 14, 19, 3, 12] . In contrast, there has been little progress on signature schemes homomorphic with respect to non-linear polynomials. The only known construction is provided by Boneh and Freeman [9] who construct a homomorphic signature scheme for multivariate polynomials of constant degree.
Summary of our contribution and relation to previous work. In this paper we provide the first alternative to the homomorphic signature scheme of Boneh and Freeman (henceforth BF), which is the work closest to ours. Our result improves over the BF solution in three main aspects. First, we solve a problem left open in [9] , as unlike the BF scheme, our construction does not rely on the random oracle assumption. Second, our scheme is proven secure in a stronger adaptive model: in the BF scheme the adversary is restricted to query signatures on messages belonging to a given data set all at once; in contrast, our construction is proven secure against adversaries that can query one message at a time in a fully adaptive way. Finally, our construction enjoys efficient verification in that verifying a signature against a function f can be done faster than computing f (and in particular does not require storing the input data). More accurately, this property holds in an amortized sense: after a single (local) pre-computation of f , one can verify the evaluation of f on any dataset more efficiently. This property has been recently identified, defined and realized for homomorphic MACs in [4] . Our construction is the first to achieve efficient verification for homomorphic signatures, and therefore it opens the way to using homomorphic signatures for verifiable computation.
We remark that other constructions of homomorphic authenticators are either in the symmetric key setting [24, 10, 4] , or are for the restricted class of linear functions [1, 8, 23, 2, 13, 14, 19, 3, 12] . Below we discuss the benefits that our solution brings to the broader field of verifiable computation. We start with general remarks on the benefits that authenticator-based solutions hold over proof-based ones.
Incremental, compositional verifiable computation. Homomorphic authenticators naturally give rise to incremental/composable verifiable computation: the output of some computation on authenticated data is already authenticated so it can be fed as input for follow-up computation. This property is of particular interest to parallelize computations (e.g., MapReduce). Emulating this composition within the proof-based frameworks is possible [7] but it leads to complex statements and less natural realizations. For an extensive discussion of this issue see [24] .
Flexible scenarios. Furthermore, homomorphic authenticators are applicable to a broader range of scenarios as neither the data to be computed on, nor the function to be applied need to be known in advance. For example the data can be incrementally updated (by authenticating and uploading new pieces of data), and the function to be applied can be selected at any point by the server (without having to wait for some parameters generated by the client). In contrast, in (most) proof-based solutions the function needs to be known at the moment when data is uploaded, or a copy of the data needs to be kept locally by the client [21, 15, 6, 18, 27, 7, 22] . Perhaps the biggest advantage of verifiable computation based on authenticators is that verification does not need the input data; indeed we only need to check that the result comes with a valid authenticator. Just like for incremental computation, an analogous result can be obtained with proof-based constructions through theoretically beautiful but practically cumbersome solutions. For example, one can fix the computation performed by the server to be some universal circuit and then see the actual function to be computed as part of the data that is uploaded. While the dependency between data and functions is broken, verification would still need the whole data (and function description) as input.
Improving flexibility is also addressed by the notions of memory delegation and streaming delegation [16] in which a client can outsource a large memory to a server, keeps a small local state, and can later delegate and verify computations on the outsourced memory. This setting is very general and is close to the one achieved by using homomorphic authenticators. As mentioned in [24] , a difference between memory delegation and homomorphic authenticators is that the former considers a single user who outsources the data all at once and keeps a state associated with the data. In contrast, by using homomorphic authenticators various users may independently upload several data items without sharing any state (beyond the fixed signing key).
Complexity assumptions. In terms of the usual trade-off between efficiency and the underlying assumptions our scheme fares well. Most proof-based constructions rely on proofs (SNARGs, SNARKs) for which instantiations either rely on the random oracle model [26] or employ non-falsifiable assumptions. Our scheme is in the standard model and is based on problems in the groups underlying a multi-linear map. Our scheme can be instantiated with any of the existing graded encoding schemes [20, 17] and hence it will increase in efficiency with any progress on the implementation of the latter primitive [25] .
High level idea of our construction. Our scheme signs messages in Z p and is homomorphic with respect to polynomial functions on Z n p (where n is the size of the data set); the degree of the polynomial is d (which is bounded).
To realize our construction we proceed in three main stages. First we construct an homomorphic scheme (with the same domain, and homomorphic with respect to the same class of functions) secure in a weaker sense: in an attack, the adversary asks all of the messages to be signed non-adaptively before the scheme is initialized. This is the technically most difficult part of the paper. Then we provide a generic transformation that strengthens any weakly-secure homomorphic signature for degree-d polynomials to an adaptive-secure one, i.e. one that withstands adaptive chosen-message attacks. The third step is to optimize the resulting construction when instantiated with the weakly-secure scheme that we develop. Below we provide an overview of these steps, starting with the generic transformation. Then we describe the main ideas that go into the construction of our weakly-secure scheme. To conclude, we discuss the efficiency of the scheme that we obtain from our weakly-secure scheme via both the generic and the optimized transformation.
In both schemes we encode a message in Z p as the free term of a polynomial of degree at most d. Messages in the data set are encoded in polynomials of degree one, whereas the results of computations will be encoded by higher degree polynomials. Start with a weakly secure homomorphic signature scheme Π. The signing key for the scheme we construct consists of d+1 different signing keys for Π, say sk 1 , sk 2 , . . . , sk d+1 . If message m is encoded by some polynomial t, then a signature on m is of the form (σ 1 , σ 2 , . . . , σ d+1 ), where σ i is a signature using the weakly secure scheme on t(i) using sk i . Since we only work with polynomials of degree at most d, the d+1 points that are signed uniquely determine the polynomial t, hence the message m. Homomorphicity of the scheme that we construct follows from that of the underlying scheme. Given signatures (σ ). Without going into the details, a key idea of using the encoding of messages into polynomials is that a simulator can adaptively sign arbitrary messages, while having access only to signatures (of Π) on a set of random messages.
Our construction of the weakly-secure signature scheme is based on graded encodings [20] . The overview here uses the (more idealized) leveled multilinear maps setting. The basic idea is that a signature on a data set message m i is a level-1 element of the form Λ = g (ri−mix)b , where g ri is some public information, b is the secret key and g, g
x , g b are in the public key 4 . Given signatures on messages m 1 and m 2 one obtains a signature on the sum by simply computing Λ 1 · Λ 2 . To obtain a signature on the multiplication m 1 · m 2 , we apply the graded map to g (r1−m1x)b and g (r2−m2x)b and obtain something of the form
where g 2 is a generator of G 2 . The main issue with the resulting signature is verification: here, one should either know the original messages m 1 , m 2 (which is what we want to avoid) or keep track in the signature of the middle term in the exponent (which we also want to avoid since this term grows with successive multiplications). We solve this problem with two main ideas: (1) we publish a randomized version g abx of the secret value g bx , and (2) we create a twin version of every signature which has the form Γ = g (r−mx)ab . This way, a signature on the multiplication of m 1 · m 2 is obtained by applying the graded map to Λ 1 = g (r1−m1x)b and Γ 2 = g (r2−m2x)ab , which produces something of the form g
. Then, by using g abx , the latter value can now be "cleaned up" (by multiplying appropriately computed values) to obtain g
. More generally, we show how to clean the multiplication of arbitrary signatures to always produce a signature of the form g
, where i is the degree of polynomial f , g i is the generator in G i , m is the vector of original messages, and r is the vector of r i ' in the publicly known g r1 , g r2 , . . .. Related issues that we solve include enabling verification of these signatures, and ensuring that the cleaning information does not enable the creation of forgeries. Also, while the simplified description above works for signatures in a single dataset, our full realization provides a way to deal with multiple datasets. The construction sketched above is homomorphic for polynomials of degree-d, if instantiated with 2d-linear maps, and is proven weakly-secure under a new, constant-size, assumption that we prove hard in the generic multilinear group model. As a final note, we observe that this construction enjoys efficient verification, which (intuitively) follows from that one can precompute f (r) and reuse it to verify all signatures for the same f . In terms of efficiency, in this weakly-secure construction every signature consists of the message m and two group elements-Λ, Γ -and is in principle of constant size. When instantiated with currently known graded encoding schemes, each of these group elements (aka encodings) is of size O(d 2 + d log n) (ignoring the security parameter), if we want to support n-variate polynomials of degree d.
By applying our generic transformation we obtain an adaptive-secure homomorphic signature in which signatures have size O(d), which turns into O(d 3 + d 2 log n) when instantiated with known graded encoding schemes [20, 17, 25] . We also show a more optimized transformation tailored to our weakly-secure scheme, which yields a more efficient adaptive-secure homomorphic signature where, for instance, the size of the public and the secret key does not grow by a factor of d. Furthermore, we show that our weakly-secure scheme can be also proven adaptive-secure, though by assuming a stronger, interactive, assumption.
Preliminaries

Leveled Multilinear Maps and Graded Encodings
In this section we recall the definition of leveled multilinear maps and the computational assumptions used in our scheme. Candidate implementations of this abstraction have been recently proposed [20, 17, 25] in the form of graded encodings, a concept similar to generic, leveled multilinear maps.
In generic, symmetric, leveled multilinear maps we assume the existence of an algorithm G(1 λ , k) that, on input the security parameter and an integer k indicating the number of levels (i.e., the number of allowed pairing operations), generates the description pp of leveled multilinear groups (G 1 , . . . , G k ), each of large prime order p > 2 λ . We let g i be a canonical generator of G i ; we assume that pp includes g 1 ∈ G 1 . The groups are such that there exists a set of bilinear maps {e i,j :
When obvious from the context we drop the indices i, j from e i,j . We work with symmetric bilinear maps and we let the canonical generators g i ∈ G i be obtained by repeatedly applying the map to g 1 , i.e. we let g i = e(g 1 , g i−1 ).
Hardness Assumption. Below we define the computational assumption that underlies the security of our scheme. In the full version we justify the assumption by proving it holds in a generic model for level multilinear maps. The assumption can also be tested using recently proposed automated techniques [5] . Informally, the assumption says that given the level-1 encodings g
with a, b, x ∈ Z p random, it must be hard to compute a level-k encoding of a k−1 (bx)
Definition 1 (k-Augmented-Power Multilinear Diffie-Hellman). Let pp be the description of a set of multilinear groups and g 1 ∈ G 1 be a random generator. Let a, b, x $ ← Z p be chosen at random. We define the advantage of an adversary A in solving the k-APMDH problem as Adv
, and we say that the k-APMDH assumption holds for G if for every PPT A, Adv
Graded Encodings. Informally speaking, a k-graded encoding system for a ring R includes a system of sets {S
contains the level-i encodings of α ∈ R. As a first requirement, the system needs an algorithm to obtain an encoding a i ∈ S (α) i of some ring element α (notice that such encoding can be randomized). Additionally, the encoding system is homomorphic in a graded sense. Namely, let us abuse notation and assume that every set S (α) i is a ring where +, · are the usual addition/multiplication operations. Then, for any a i ∈ S (α) i
Finally, the encoding system has an algorithm to test if a given a is an encoding of 0 in the last level k, i.e., if a ∈ S (0) k . We refer to [20] or the full version of our work for a more precise description of graded encodings.
Homomorphic Signatures for Multi-Labeled Programs
In this section we provide the definition of homomorphic signatures. Our definition is essentially the same as the one proposed by Freeman in [19] except that we adapt it to work in the model of multi-labeled programs introduced in [4] as an extension to labeled programs [24, 10] .
Multi-Labeled Programs. A labeled program P consists of a tuple (f, τ 1 , . . . , τ n ) such that f : M n → M is a function on n variables (e.g., a circuit), and
* is the label of the i-th variable input of f . Labeled programs can be composed in the following way. Given P 1 , . . . , P t and a function g : M t → M, the composed program P * is the one obtained by evaluating g on the outputs of P 1 , . . . , P t , and is compactly denoted as P * = g(P 1 , . . . , P t ). The labeled inputs of P * are all distinct labeled inputs of P 1 , . . . , P t , i.e., all inputs with the same label are grouped together in a single input of the new program. Let f id : M → M be the canonical identity function and τ ∈ {0, 1} * be a label. Then I τ = (f id , τ ) is the identity program for input label τ . Using this notation, observe that any program P = (f, τ 1 , . . . , τ n ) can be expressed as the composition of n identity programs P = f (I τ1 , . . . , I τn ).
A multi-labeled program P ∆ is a pair (P, ∆) in which P = (f, τ 1 , . . . , τ n ) is a labeled program and ∆ ∈ {0, 1} * is a binary string called the data set identifier. Multi-labeled programs allow for composition within the same data set in the most natural way, i.e., given multi-labeled programs (P 1 , ∆), . . . , (P t , ∆) sharing the same data set identifier ∆, and given a function g : M t → M, the composed multi-labeled program P * ∆ is the pair (P * , ∆) where P * is the composed program g(P 1 , . . . , P t ), and ∆ is the data set identifier shared by all the P i . Similarly to the labeled case, we define a multi-labeled identity program as I (∆,τ ) = ((f id , τ, ), ∆).
Definition 2 (Homomorphic Signatures). A homomorphic signature scheme
HomSig is a tuple of probabilistic, polynomial-time algorithms (KeyGen, Sign, Ver, Eval) satisfying four properties: authentication correctness, evaluation correctness, succinctness, and security. More precisely:
KeyGen(1 λ , L) takes a security parameter λ, the description of the label space L (possibly fixing a maximum data set size N ), and outputs a public key vk and a secret key sk. The public key vk defines implicitly a message space M and a set F of admissible functions. Sign(sk, ∆, τ, m) takes a secret key sk, a data set identifier ∆, a label τ ∈ L, a message m ∈ M, and it outputs a signature σ. Ver(vk, P ∆ , m, σ) takes a public key vk, a multi-labeled program P ∆ = ((f, τ 1 ,  . . . , τ n ), ∆) with f ∈ F, a message m ∈ M, and a signature σ. It outputs either 0 (reject) or 1 (accept).
Eval(vk, f, σ) takes a public key vk, a function f ∈ F and a tuple of signatures
(assuming that f takes n inputs). It outputs a new signature σ. Authentication Correctness. Intuitively, a homomorphic signature satisfies authentication correctness if the signatures generated by Sign(sk, ∆, τ, m) verify correctly for m as the output of the identity program I (∆,τ ) . Formally, HomSig has authentication correctness if for a given label space L, all key pairs (sk, vk) Evaluation Correctness. Informally, this property says that running the evaluation algorithm on signatures (σ 1 , . . . , σ n ) such that σ i verifies for m i as the output of a multi-labeled program (P i , ∆), produces a signature σ which verifies for f (m 1 , . . . , m n ) as the output of the composed program (f (P 1 , . . . , P n ), ∆). More formally, fix a key pair (sk, vk)
. . , P t ), and σ * = Eval(vk, g, (σ 1 , . . . , σ t )), then Ver(vk, P * , m * , σ * ) = 1 holds with all but negligible probability.
Succinctness.
A homomorphic signature scheme is succinct if, for a fixed security parameter λ, the size of the signatures depends at most logarithmically on the data set size N . is the first query with data set identifier ∆, then the challenger initializes an empty list T ∆ = ∅ for ∆. If T ∆ does not already contain a tuple (τ, ·) (i.e., the adversary never asked for a query (∆, τ, ·)), the challenger computes σ $ ← Sign(sk, ∆, τ, m), returns σ to A and updates the list T ∆ ←T ∆ ∪ (τ, m). If (τ, m) ∈ T ∆ (i.e., the adversary had already queried the tuple (∆, τ, m) ), then the challenger replies with the same signature generated before. If T ∆ contains a tuple (τ, m ) for some message m = m, then the challenger ignores the query. Forgery The previous stage is repeated a polynomial number of times until the adversary outputs a tuple (P * ∆ * , m * , σ * ).
Finally, the experiment outputs 1 if the tuple returned by the adversary is a forgery, and 0 otherwise. However, to do this we need to provide a way for characterizing forgeries in this model. To this end, we recall the notion of welldefined program w.r.t. a list T ∆ [19] . A labeled program P * = (f * , τ * 1 , . . . , τ * n ) is well-defined with respect to T ∆ * if one of the following two cases holds:
-there exist messages m 1 , . . . , m n such that the list T ∆ * contains all tuples (τ * 1 , m 1 ), . . . , (τ * n , m n ). Intuitively, this means that the challenger has generated signatures for the entire input space of f for data set ∆ * . -there exist indices i ∈ {1, . . . , n} such that (τ * i , ·) / ∈ T ∆ * (i.e., A never asked signing queries of the form (∆ * , τ * i , ·)), and the function f * ({m j } (τj ,mj )∈T ∆ * ∪ {m j } (τj ,·) / ∈T ∆ * ) outputs the same value for all possible choices ofm j ∈ M. Intuitively, this case means that the inputs that were not signed in the experiment never contribute to the computation of f .
The experiment HomUF-CMA outputs 1 if and only if Ver(vk, P * ∆ * , m * , σ * ) = 1 and one of the following conditions holds:
-Type 1 Forgery: no list T ∆ * was created during the game, i.e., during the experiment no message m has ever been signed with respect to a data set identifier ∆ * . -Type 2 Forgery: P * is well-defined w.r.t. T ∆ * and m * = f * ({m j } (τj ,mj )∈T ∆ * ), i.e., m * is not the correct output of the labeled program P * when executed on previously signed messages (m 1 , . . . , m n ).
-Type 3 Forgery: P * is not well-defined w.r.t. T ∆ * .
As pointed out by Freeman [19] , for a general class of functions it may not be possible for the challenger to efficiently decide whether a given program is well-defined or not. Freeman shows that for the case of linearly-homomorphic signatures this is not an issue. More precisely he shows that any adversary who outputs a Type-3 forgery can be converted into one that outputs a Type-2 forgery. Below, we show two simple propositions that allow to overcome this issue for the case of homomorphic signatures whose class of supported functions are arithmetic circuits of degree d, over a finite field of order p such that d/p < 1/2. The first proposition is taken from [11] and provides a way to probabilistically test whether a program is well-defined.
Proposition 1 ([11]
). Let λ, n ∈ N and let F be the class of arithmetic circuits f : F n → F over a finite field F of order p and such that the degree of f is at most d, for
Then, there exists a probabilistic polynomial-time algorithm that for any given f ∈ F, decides if there exists y ∈ F such that f (u) = y, ∀u ∈ F n (i.e., if f is constant) and is correct with probability at least 1 − 2 −λ .
The second proposition below is the analogue of the one proven by Freeman, which shows that any adversary who outputs a Type-3 forgery can be converted into one that outputs a Type-2 forgery. This result has been proven for homomorphic MACs in [11] . Here we extend it to homomorphic signatures. For lack of space, its proof appears in the full version. Proposition 2. Let λ ∈ N be the security parameter, and let F be the class of arithmetic circuits f : F n → F over a finite field F of order p and such that the degree of f is at most d, for Weakly-Secure Homomorphic Signatures. In our work we also consider a weaker notion of unforgeability for homomorphic signatures. We define experiment Weak-HomUF-CMA A,HomSig which is a variant of HomUF-CMA A,HomSig . The difference is that before key generation A declares all the signing queries that it will make (i.e., messages), but without necessarily specifying the data set names, i.e., A outputs {m τ,j } τ ∈L , for j = 1 to Q, where Q is the number of different queried datasets. Once applying the above change, in the signing query phase, A will only specify a data set ∆ j and will receive signatures on {(∆ j , τ, m τ,j )} τ ∈L . Also, notice that with this change, there are no Type-3 forgeries as the data sets are always full. While this security notion may look rather weak, in Section 3 we show a generic way to convert any weakly-secure homomorphic signature for arithmetic circuits of degree d to an adaptively secure one (for the same class of functions.)
Homomorphic Signatures with Efficient Verification
We propose the notion of homomorphic signatures with efficient verification, which naturally extends to the public-key setting the analogous notion introduced for homomorphic MACs in [4] . Roughly speaking, this property says that the verification algorithm can be split in two phases. In an offline phase, given the verification key vk and a labeled program P, one precomputes a concise key vk P . The latter key can then be used to verify signatures (in the online phase) w.r.t. P and any dataset ∆. Crucially, vk P can be reused an unbounded number of times, and the verification cost of the online phase is much less than running P. As in [4] , this efficiency property is defined in an amortized sense, so that verification is more efficient when the same program P is executed on different data sets. This property enables the use of homomorphic signatures for publicly-verifiable delegation of computation on outsourced data.
The formal definition follows. Definition 3. Let HomSig = (KeyGen, Sign, Ver, Eval) be a homomorphic signature scheme for multi-labeled programs. HomSig satisfies efficient verification if there exist two additional algorithms (VerPrep, EffVer) such that:
VerPrep(vk, P): on input the verification key vk and a labeled program P = (f, τ 1 , . . . , τ n ), this algorithm generates a concise verification key vk P . We stress that this verification key does not depend on any data set identifier ∆. EffVer(vk P , ∆, m, σ): given a verification key vk P , a data set identifier ∆, a message m ∈ M and a signature σ, the efficient verification algorithm outputs 0 (reject) or 1 (accept).
The above algorithms are required to satisfy the following two properties:
Correctness. Let (sk, vk) $ ← KeyGen(1 λ ) be honestly generated keys, and (P ∆ , m, σ) be any program/message/signature tuple with P ∆ = (P, ∆) such that Ver(vk, P ∆ , m, σ) = 1. Then, for every vk P $ ← VerPrep(vk, P), EffVer(vk P , ∆, m, σ) = 1 holds with all but negligible probability.
Amortized Efficiency. Let P ∆ = (P, ∆) be a program, let (m 1 , . . . , m n ) ∈ M n be any vector of inputs, and let t(n) be the time required to compute P(m 1 , . . . , m n ). If vk P ←VerPrep(vk, P), then the time required for EffVer(vk P , ∆, m, τ ) is t = o(t(n)).
Notice that in our efficiency requirement, we do not include the time needed to compute vk P . This is justified by the fact that, being vk P independent of ∆, the same vk P can be re-used in many verifications involving the same labeled program P but many different ∆. Namely, the cost of computing vk P is amortized over many verifications of the same function on different data sets.
From Weakly-Secure to Adaptive-Secure Homomorphic Signatures
In this section we show how to convert a weakly-secure homomorphic signature that works for arithmetic circuits of degree k, into an adaptive-secure one supporting the same class of functionalities. The only restriction is that the message space is expected to be some finite field, e.g., Z p for a prime p, that does not depend on the secret key. In the full version we show how to extend these ideas to the case where the messages and the polynomials supported by the homomorphic signature scheme are defined over the integers. The basic idea behind the conversion is to interpret the message one wants to sign as the free term of a random degree-1 (univariate) polynomial t(z) defined over a finite field. Next, rather than signing m, one signs (k + 1) points of this polynomial, e.g., t(1), . . . , t(k + 1), by using (k + 1) different secret keys. To homomorphically evaluate a function over such signatures, one executes the Eval algorithm in a point-wise fashion. Interestingly, the homomorphic properties of the underlying signature scheme remains preserved because of analogous properties of polynomials. The formal description of the scheme follows.
Let HomSig = (KeyGen, Sign, Eval, Ver) be a weakly-secure scheme with message space Z p , our (adaptive-secure) homomorphic signature HomSig * = (KeyGen * , Sign * , Eval * , Ver * ) works as follows.
. Let λ be the security parameter, k ∈ N + be a constant denoting the bound on the degree of the supported polynomials, and L ⊂ {0, 1} * be a set of admissible labels L = {τ 1 , . . . , τ N }, for some N = poly(λ). The algorithms runs (k + 1) times KeyGen(1 λ , k, L). Denoting by (vk i , sk i ) the public key/secret key pair obtained from the i-th execution of KeyGen, the algorithm outputs sk = (sk 1 , . . . , sk k+1 ), vk = (vk 1 , . . . , vk k+1 ). The message space M is Z p Sign * (sk, ∆, τ, m). The signing algorithm takes as input the secret key sk = (sk 1 , . . . , sk k+1 ), a data set identifier ∆ ∈ {0, 1} * , a label τ ∈ L and a message m ∈ Z p . The signing procedure consists of two main steps. First it generates a random degree-1 (univariate) polynomial t(z) such that t(0) = m ∈ Z p .
Second, for i = 1, . . . , k + 1, it signs t(i) using σ i $ ← Sign(sk i , ∆, τ, t(i)). In other words, each t(i) is signed with respect to a different signing key sk i . The signing algorithm returns σ = ((σ 1 , t(1)), . . . , (σ k+1 , t(k + 1) ). Eval * (vk, f, σ). The public evaluation algorithm takes as input the public key vk, an arithmetic circuit f : Z n p → Z p and a vector σ of n signatures
* computes a signature σ = ((σ 1 , t(1) ), . . . , (σ k+1 , t(k +1))), by com- 1 , t(1)), . . . , (σ k+1 , t(k + 1) ). First of all, Ver * checks that the signatures on all the values t(i) are correct. To do so, it runs
* proceeds to the next step, otherwise it stops and returns 0. So, if the values t(i) in the signature are valid, Ver * uses these values to interpolate a polynomial t(z) of degree (at most) k. More precisely, this is done as follows: if the degree of the arithmetic circuit f is k, t(z) is interpolated using all the t(i)'s; if, on the other hand, f is of degree d < k, the algorithm first interpolates t(z) using t(1), . . . , t(d + 1) and then checks that t(z) is correct with respect to t(d + 2), . . . , t(k + 1).
5 Finally, Ver * checks whether t(0) = m or not. Again, if any of the above tests fail the algorithm outputs 0, otherwise it outputs 1.
To complete the description of HomSig * we give the algorithms for efficient verification:
VerPrep * (vk, P). Let P = (f, τ ) be a labeled program for an arithmetic circuit f ∈ Z n p → Z p with labels τ = (τ 1 , . . . , τ n ). For i = 1 to (k + 1) the algorithm runs vk (i) P = VerPrep(vk i , P) and returns the efficient verification key vk P = (vk
). For i = 1 to (k + 1), the online verification algorithm runs b i ←EffVer(vk In the following theorem (its proof is in the full version), we show that if HomSig is a weakly-secure scheme, our transformation yields an adaptive-secure homomorphic signature. Theorem 1. If HomSig is a weakly-secure homomorphic signature scheme for arithmetic circuits of degree d ≤ k then HomSig * is an adaptive-secure homomorphic signature scheme for the same class of circuits.
In this section we describe our construction of homomorphic signatures with efficient verification from leveled multilinear maps. When working with 2k-linear maps, our scheme can support the evaluation of arithmetic circuits of degree k. The scheme presented in this section is proven weakly-secure under the AP-MDH assumption (Definition 1). This construction can then be turned into an adaptive-secure scheme by either applying our generic transformation of Section 3, or by tailoring our generic technique to this scheme.
Here we describe the scheme using the abstraction of leveled multilinear maps. A discussion about implementing the scheme with graded encodings is given later in this section and more details appear in the full version.
Without loss of generality our scheme works with arithmetic circuits in which addition gates take inputs of the same degree. Notice that any arithmetic circuit f : F n → F of degree d can be converted into another circuitf : F n+1 → F of the same degree d such thatf can compute the same function of f . The idea of the transformation is very simple: one first adds tof (say at the end) one additional input wire, labeled by u; then, whenever there is an addition gate taking inputs x 1 , x 2 such that deg(x 1 ) < deg(x 2 ), one multiplies x 1 by u as many times as needed to obtain a wire x 1 such that deg(x 1 ) = deg(x 2 ). Finally, by assigning 1 to the input labeled by u, it is easy to see thatf (m 1 , . . . , m n , 1) = f (m 1 , . . . , m n ). From now on we assume that the circuits used in our scheme have this form.
In what follows we provide a full-detailed description of our construction, which is rather intricate. We refer the reader to the introduction for a more intuitive explanation of our ideas.
To build our scheme we use a regular signature scheme Σ = (KeyGen , Sign , Ver ), a pseudorandom function F : K × {0, 1} * → Z 2 p with key space K, and an implementation of leveled multilinear groups whose description is generated by G. Our homomorphic signature scheme HomSig = (KeyGen, Sign, Eval, Ver) works as follows.
. Let λ be the security parameter, k ∈ N + be a constant denoting the bound on the degree of the supported polynomials, and L ⊂ {0, 1} * be a set of admissible labels L = {u} ∪ {τ 1 , . . . , τ N }, for some N = poly(λ). Here "u" (which stands for "unity") is a special additional label that is used for the modified arithmetic circuits in which addition gates always take in homogenous monomials. The set of labels is implicitly defining the maximum data set size N supported by the scheme. The key generation algorithm works as follows.
-Generate a key pair (sk , vk )
to generate the description of (2k)-linear groups G 1 , . . . , G 2k of order p, where p is a prime number of roughly λ bits. In the scheme, we use group elements with subscripts to denote the group they live in. Also, for an h 1 ∈ G 1 , we denote by h i ∈ G 1 the i-fold graded multiplication of h 1 . Analogous notation is used for other group elements.
-Choose random elements g 1 , h 1
Finally, output sk = (sk , K), vk = (vk , g 1 , h 1 , {R τ } τ ∈L ), and let the message space M be Z p . Sign(sk, ∆, τ, m) . The signing algorithm takes as input the secret key sk = (sk , K), a data set identifier ∆ ∈ {0, 1} * , a label τ ∈ L and a message m ∈ Z p . The signing procedure consists of two main steps. First, it uses the pseudorandom function to (re-)derive some common parameters for the dataset ∆ and signs the public part of these parameters using the regular signature scheme. Second, it uses the secret part of the parameters for ∆ to create the homomorphic component of the signature which is the one strictly bound to (∆, τ, m) . The latter procedure is the core of our technique. We describe it below as a separate subroutine.
-HomSign(vk, a, b, τ, m): this algorithm simply computes
, and returns ν = (m, Λ 1 , Γ 1 ). The full signing algorithm proceeds as follows.
1. Derive two integers (a, b)←F K (∆) using the pseudorandom function, and compute
Run the routine HomSign(vk, a, b, u, 1) described above, to compute a triple
The tuple ν ∆,u is essentially the homomorphic component of a signature of "1" with respect to the special label "u" and for the dataset ∆. This signature ν ∆,u is needed to perform the homomorphic evaluations on the modified circuits. 3. Let pp ∆ = (∆, A 1 , B 1 , C 1 , T 1 , U 1 , ν ∆,u ) be the public parameters of dataset ∆. Then sign pp ∆ using the regular signature scheme, i.e., compute σ ∆ ←Sign (sk , pp ∆ ). 4. Run HomSign(vk, a, b, τ, m) to generate a tuple ν = (m,
. Finally, the signing algorithm returns the signature σ = (pp ∆ , σ ∆ , ν). Observe that when generating many signatures for the same dataset ∆ the steps 1-3 can be executed only once. Eval(vk, f, σ). The public evaluation algorithm takes as input the public key vk, an arithmetic circuit f : Z n p → Z p and a vector σ of n signatures
∆ . Namely, we take the common parameters of the first signature in the vector. Observe that our notion of evaluation correctness works for signatures in the same data set, i.e., all these signatures are supposed to share the same parameters. In the second stage, Eval computes the homomorphic component ν by homomorphically evaluating the circuit f over the values {ν i } n i=1 . To do so, it proceeds over f gate by gate. At every gate f g , given two values ν 1 , ν 2 (or a value ν 1 and a constant c ∈ Z p ), Eval runs the algorithm ν←GateEval(vk, pp ∆ , f g , ν 1 , ν 2 ) described below that returns a new value ν, which is in turn passed on as input to the next gate in the circuit. When the computation reaches the last gate of the circuit f , Eval outputs the value ν obtained by running GateEval on such last gate. On input
c , and
j ), and
Ver (vk , pp ∆ , σ ∆ ) to check that σ ∆ is a valid signature on pp ∆ for the same ∆ taken as input by the verification algorithm. If σ ∆ is valid, then proceed as follows. Otherwise, stop and return 0 (reject). Use the graded maps to evaluate the circuit f on the values (R τ1 , . . . , R τn ). Namely, replace additions in f (for inputs of degree i) by the group operation in G i , whereas a multiplication in f , with inputs of degree i and j respectively, is replaced by evaluating the graded map e i,j . We compactly denote this operation as R = f (R τ1 , . . . , R τn ) ∈ G d . Next, output 1 only if the following two equations are satisfied:
Finally, to complete the description of HomSig we give the algorithms for efficient verification:
VerPrep(vk, P). Let P = (f, τ ) be a labeled program for an arithmetic circuit have been already computed in the off-line phase and are now part of the online algorithm's input. Notice that the computational complexity of the online verification depends only on the complexity of computing the group operations and the bilinear maps in equations (1), (2) . Using current graded encoding schemes, the cost essentially becomes poly(k, log N ) which is much less than the cost of evaluating an N -variate polynomial of degree k.
It is easy to see that running the combination of VerPrep and EffVer produces the same result as running Ver.
Very intuitively, the correctness of the scheme follows by that, for any operation +, ×, GateEval preserves the form of the signatures, i.e., Λ i = (Rh In the following theorem we prove that HomSig is a weakly-secure homomorphic signature scheme. For lack of space, the proof of security and a formal proof of correctness appear in the full version.
Theorem 2. If Σ is an unforgeable signature scheme, F is a pseudorandom function, and G is the generator of 2k-linear groups such that the 2k-APMDH assumption holds for G, then HomSig is a weakly-secure homomorphic signature scheme for arithmetic circuits of degree k.
Achieving Adaptive Security. In order to achieve adaptive security for the scheme described above, we discuss three different approaches. The first one is to apply our generic transformation of Section 3. In the transformed scheme, both public/secret keys and the signatures are longer by a factor of d, that for the class of functions considered in this work is assumed to be independent of n. As a second possibility, we exploit the specific structure of our weakly-secure scheme, and show a more optimized transformation which avoids increasing the size of public and secret keys, i.e., they remain of the same size as in HomSig. Finally, as a third possibility, we show that, under a stronger, interactive variant of the APMDH assumption, the scheme HomSig is by itself adaptive-secure. The optimized transformation and the adaptive security of HomSig appear in the full version of our work.
Instantiating the Scheme with Graded Encodings. In the full version of our paper we show how to translate the scheme presented above to the setting of graded encodings [20, 17] . Here we discuss the changes incurred by our scheme to accommodate the differences between multilinear maps and (known) graded encoding schemes. Recall that graded encodings can be randomized. In addition: (1) the ring R in which the encoded values live is not public, i.e., the order p of the encoding sets S i may not be publicly known (although a lower bound on p is public); (2) one cannot (publicly) encode arbitrary elements "in the exponent"; (3) in order for the zero-test to work properly, one can support only a bounded number of operations over the encodings. To address the first difference, our scheme signs messages that are integers within a certain bound B, and as the class of admissible functions we consider N -variate polynomials of constant degree k over the integers. We can then bound the size of all reachable outputs (obtained by applying an admissible f on integers in Z B ) -say it is B * -and finally we instantiate the parameters of the graded encoding scheme accordingly so that the order p of the ring is such that p > B * . For the second difference, we note that graded encodings allow one to encode arbitrary elements with the knowledge of a trapdoor which, in our case, can be made available to the signer. In the key generation we let the signer use this procedure to publish level-1 encodings of the log B * powers of 2 (i.e., the equivalent of h 1 , h i−1 )). This operation can be done by "consuming the noise" of at most log B * additions. To address the third difference, we note that the solutions to (1) and (2) already provide a bound on the maximum number of operations (additions and multiplications) that will be performed over the encodings when running the homomorphic evaluation algorithm. Using such bounds it is then possible to take appropriately large parameters of the graded encodings that can accommodate this number of operations.
