This work is focused on the local eigenvalue statistics for the Anderson tight binding model with non-rank-one perturbations over the canopy tree, at large disorder. On the Hilbert space ℓ 2 (C), where C is the canopy tree, the random operator we consider is ∆ C + y∈J ω y P y , where ∆ C is the adjacency operator over the tree, {ω y } y∈J are i.i.d real random variables following some absolutely continuous distribution having a bounded density with compact support, and P y are projections on ℓ 2 ({x ∈ C : d(y, x) < m 0 & y ≺ x}). For this operator, we show that, the eigenvalue-counting point process converges to compound Poisson process.
Introduction
In the theory of disordered systems, Anderson tight binding model is well studied for its spectral and dynamical properties. The spectral theory for the Anderson tight binding Hamiltonian over Bethe lattice has a rich structure and is one of the models where the existence of both the absolute continuous [3, 12, 18] as well as the pure point [1, 2, 13] spectrum are proven. Naturally, the next question is about the local structure of the spectrum, and so the eigenvalue statistics is an important question to study. But, the eigenvalue statistics as defined by Minami [21] does not provide the eigenvalue statistics over the Bethe lattice, but over the canopy tree (as explained by Aizenman-Warzel [4] ). The main focus of this manuscript is to study the local eigenvalue statistics for the Anderson tight binding model over the canopy tree when single site potential affects a collection of vertices of the tree. Although, to define the point process we look at the cut-off operator on the Bethe lattice. To describe our main result we need to set up a few notations first. Let B = (V B , E B ) denote the infinite rooted tree with the root 0 ∈ V B ; all the vertices has K +1 neighbours (in the figure, K is 2). On the Hilbert space ℓ 2 (B), we have the graph Laplacian ∆ defined by (∆ψ)(x) = d(x,y)=1 ψ(y), ∀x ∈ V B , ψ ∈ ℓ 2 (B).
Here, d(x, y) is the usual distance on the graphs, which is the length (i.e., the number of edges) of the shortest path between the vertices x and y. The higher ranked Anderson type operator on the Bethe lattice B is defined as where λ > 0 is the disorder parameter, {ω y } y∈J are independent identically distributed real random variables following absolutely continuous distribution ρ(x)dx where ρ ∈ L ∞ (R) and supp(ρ) compact. The projections P y are defined to be (P y ψ)(x) = ψ(x), d(y, x) ≤ m 0 & y ≺ x, 0, other wise, (1.2) for y ∈ J. Note that, rank(P y ) = lies between 0 and x (equivalently, x is forward to y). Finally, the indexing set J is defined by J = {x ∈ V B : d(0, x) ∈ (m 0 + 1)N ∪ {0}}.
(1.3)
Since our main concern is to study the eigenvalue process, we will work with the cut-off operator
, where Λ L (x) = {y ∈ V B : d(x, y) ≤ L}, and the projection χ U , for U ⊆ V B , is defined as (χ U ψ)(x) = ψ(x), x ∈ U, 0, other wise, ∀ψ ∈ ℓ 2 (B).
But from now onwards, for convenience, we will denote Λ L (0) by Λ L .
To study the local eigenvalue statistics at E 0 ∈ R, we will look at the limit of random point processes {µ
where C c (R) is the set of all continuous functions with compact support on R.
As stated earlier, this method of defining the point process does not provide local eigenvalue statistics over the Bethe lattice, but on the canopy tree. The canopy tree C = (V C , E C ) is defined recursively, layer by layer, starting from the boundary vertices, C 0 = ∂C (a countable set of vertices). Each layer C n (a countable collection of vertices) is partitioned into sets of K vertices, which are joined to a single unique vertex in the layer C n+1 . Notice that, in the graph defined through this process, for any x ∈ C n , we have, d(x, ∂C) = n. [See figure [1] ]. On the canopy graph we have the random operator
Figure 1: First few recursion steps for the canopy tree for K = 2.
where P y := χΛ m 0 (y) for y ∈ J C , λ > 0, is the disorder parameter, and {ω y } y∈J C are i.i.d real random variables following the distribution ρ(x)dx. Here,
Note that, removing the root of Λ L of the Bethe lattice we are left with a collection of K + 1 sub-trees each of which can be identified with a sub-treẽ Λ L−1 (y) of the canopy tree, for some y such that d(y, ∂C) = L − 1. Intuitively, from the perspective of the root of the sub-tree Λ L , as L → ∞ it describes the Bethe lattice; but, from the perspective of the vertices near the boundary (in other words, the canopy) of Λ L , it describes the canopy tree.
With these definitions in place we have:
Then, for any 0 < s < 1, E 0 ∈ R, and γ > 0, there exist λ γ,s > 0 and C > 0 such that,
for all λ > λ γ,s and L large enough so that x, y ∈ Λ L .
The above theorem describes the exponential decay of the Green's function. But, what is more important is the fact that any rate of decay is achievable by changing the disorder parameter. The next theorem is about the regularity of the density of states for the model. 
It should be noted that the operators H The eigenvalue statistics in one dimension was studied by Molchanov [22] , and later for higher dimensions by Minami [21] . In the region of fractional localization (where (1.7) holds), they showed that the statistics is Poisson. Subsequently, the Poisson statistics was shown for the trees by AizenmanWarzel [4] , and by Geisinger [14] for regular graphs. In some recent results, Germinet-Klopp [15] extended the results of Killipp-Nakano [17] . These works are focused on eigenfunction statistics in the regime of pure point spectrum. An analogue of Minami's [21] work was done by Dolai-Krishna [11] , with α-Hölder continuous single site distribution. There are also works in the region of absolutely continuous spectrum, like Kotani-Nakano [19] , Avila-Last-Simon [5] , and Dolai-Mallick [20] . There are a few results for spectral statistics for non-rank one case, for example, Hislop-Krishna [16] and Combes-Germinet-Klein [8] .
This work is inclined towards the works of Aizenman-Warzel [4] and HislopKrishna [16] . In the work [4] , the authors concluded simple Poisson point process as the eigenvalue statistics for the Anderson tight binding model over the canopy tree. One of the important points they raised is the fact that infinite divisibility of the eigenvalue process cannot be taken similar to
does not converges to zero as L → ∞. But, because of the exponential nature of the growth of the surface area, and the fact that we can achieve any rate of decay in Theorem 1.1, we can get the infinite divisibility needed for Poisson process by dividing the trees into sub-trees of height ≈ αL (for α > 0 small enough). Usually, this would fail to produce the correct decay needed to establish the infinite divisibility; but in this case, this is enough.
Preliminaries
In this section, some important results are established which are essential for proving the main results. Before that, a few notations are needed. For y ∈ Λ L , we will denote
for l ∈ N. Therefore, for any p ∈ J, the projections
we have,
(p), we can also show that,
Using the fact that there is a unique path from x to y, (in the sense that if we remove any edge within this path, then x and y will lie in different components) say, x = x 1 , . . . , x n = y, and taking n 1 < n so that
where Γ a,b is
Repeating this procedure inductively, we have, 6) with x = x 1 , . . . , x n = y the shortest path between x and y, and
with the property that for each i there exists p i ∈ J such that
n 0 = 0, and n m+1 = n. Finally,
is multiplication operator over the boundary of the sub-tree Λ 
which is the set of neighbours of the vertex y, which lie outside Λ ′ m 0 (p) . We have,
and the independence ofH ω L on each of the subtree implies the independence of
With these notations, we are ready to establish the Wegner and the Minami estimates. Notice that, rank(P p ), (which we have called as M 0 ) is same as |Λ ′ m 0 (p)|. Even though there are multiple proofs of the Wegner estimate, for example [7, 9, 10] , those proofs are in more general settings, and use more sophisticated techniques. In the case of projection valued perturbations, the proof can be done using rank one case as the basis, as done here. 
Proof. The proof follows similar steps as in the rank one case. Using Stone's formula [23, Theorem VII.13], we have,
(here, I cls and I int are the closure and interior of I, respectively) and since
−1 is non-negative definite, we can use Tonelli's theorem [6, Theorem 3.7.7] to get
So, to get (2.8) and (2.9), we need to estimate
independent of E and ǫ. We can re-write (2.3),as
where we have collected all the terms occurring in (2.3) other than ω p into A ω (z). We can see that
is also a matrix valued Herglotz function, and so all the eigenvalues have positive imaginary part. Hence,
Using the above estimate we get,
Since, the model we are concerned with involves higher rank perturbations, it is possible that operators in our model might have eigenvalues of multiplicity greater than one. Therefore, in general we might not be able to get a proper Minami estimate. Below, we prove an extended version of the Minami estimate.
Lemma 2.2. (Extended Minami Estimate)
For any bounded interval I ⊂ R, we have,
12)
where M 0 is the common rank of the perturbing projections.
Proof. With out loss of generality assume supp(ρ) ⊆ [a, b]. Following the notations from the previous lemma, for any y ∈ J, we have,
and in particular,
So, we can use the above and get,
So, taking {λ y } y∈J to be i.i.d random variables following the distribution ρ(x + a)dx, independent of {ω y } y∈J , we can use the Wegner estimate (2.9), to get (2.12).
Results

Proof of Theorem 1.1
To prove the theorem we will use the expression (2.6). Notice that, in that expression, Γ x n i +1 ,xn i+1 is independent of the random variables {ω p j } i−1 j=1 . So we have,
Therefore, all we need to do is to estimate Eω p i |Γ x n i +1 ,xn i+1 | s independent of
, counted with multiplicity, denote the eigenval-ues of
Then, by the definition of Γ (see (2.7)), we have,
Hence,
Therefore, for large enough λ, C
we get the estimate (1.7), proving the theorem.
Proof of Theorem 1.2
To show (1.8), it is enough to show
for f ∈ C 0 (R). (For us it is enough to show the above result for functions in C c (R); but since C c (R) is contained in C 0 (R), clearly this suffices.) Notice that
which can be written as 1
that is, the sum is done over the set of vertices which are at a distance r from the boundary. Notice that |C
where x r ∈ V C is such that d(x r , ∂C) = r. Since ℑ(· − z) −1 for z ∈ C + are dense in C 0 (R), to prove the above expression, it is enough to show
Then, using the resolvent identity with H ω λ,L and
where
Next, using the estimate
Now, observe that, the graphs Λ L,y are isomorphic toΛ L 0 +r−1 (ỹ), for anỹ y ∈ C such that d(∂C,ỹ) = L 0 + r − 1. So, using the independence of H 
which follows through the first ergodic theorem, which gives almost sure convergence. Finally, using the symmetry of the treeΛ L 0 +r−1 (ỹ), we conclude that
for some x r ∈Λ L 0 +r−1 (ỹ) such that d(∂C, x r ) = r. Using this in (3.2), and using (1.7), we have,
Next, using the resolvent identity between H ω C,λ and χΛ
at x r and using (1.7), we have
Combining the above results, and letting
This completes the proof of the theorem.
Infinite divisibility and Compound Poisson Variables
To show the infinite divisibility of the sequence of measures {µ
The following lemma says that the processes µ
have the same set of limit points in the topology of distributional convergence. We have used the Fourier transform charactarization of the distributional convergence.
Proof. Using the decomposition f = f 1 − f 2 + ι(f 3 − f 4 ) where f i ∈ C c (R) and positive, it is enough to show (3.4) for non-negetive functions. Therefore, we will assume f is a non-negetive function. Next, using the inequality |e ιx − 1| ≤ |x|, (pulling out one of the terms inside the modulus leaves us with an expression of the form |e ix − 1|) we only have to show
Finally, since the functions
Using (2.11) for the first and the second sums, we get
For the third term, we use the resolvent equation, and get (P x denotes the neighboring vertex such that d(0, x) = d(0, P x) + 1; i.e., the vertex previous to x.)
where we used the fact that
, and the last expression comes from the proof of Theorem 1.1 (see (3.1)). For
observe that (3.6) goes to zero as L → ∞. This completes the proof of (3.5), and hence the lemma.
Before attempting to prove the main result, we need to establish some results on the limit of the process. Lemma 3.2. Let L n = m 0 n for n ∈ N. Then, for any bounded interval I,
Given any bounded interval I, there exists sub-sequence
Here l L is the sequence defined in Lemma 3.1.
Proof. Using the Wegner estimate (equation (2.9)) on (1.5), we have,
for any bounded interval I. So, the measure associated to the linear functional 8) where x n ∈ Λ L is a vertex such that d(x n , ∂Λ L ) = n (for any n, there are multiple such vertex). Using (2.8) on (3.8) for n > L 0 where L 0 = ⌊αL⌋ for some 0 < α < 1.
Therefore, to obtain the limit (3.7), we only need to compute the limit of the RHS above, as L → ∞. Using the denseness of ℑ(· − z) −1 for z ∈ C + in C 0 (R), we only have to find the limit of
This can be done because, the expectation is bounded, which follows from the proof of Lemma 2.1. Now, we continue as in the proof of Theorem 1.2. Definẽ
Using the resolvent equation, for any
where A x is the unique vertex satisfying d(0,
Embedding the graph Λ L,Ax into C and using the resolvent identity, we get
which can be used on (3.12) to give
Using the exponential decay estimate (3.1), the second and third terms give
But the RHS converges to Kn C,λ (E 0 ), where n C,λ (E 0 ) is the density of the measure n C,λ (which is the density of state measure; see Theorem 1.2 for the definition), at E 0 .
For the second assertion of the lemma, using Lemmas 3.1 and (3.7), we have
we can find a subsequence {L m } m of {nm 0 } n∈N , such that
converges and the limit lies in the interval [0,
Proof of Theorem 1.3
To prove the theorem all we need to do is to compute
where χ I is the characteristic function of a bounded interval I ⊂ R. Notice that, for χ I , the random variables µ
Using the Lemma 3.1, we have, This completes the proof of the theorem.
