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Abstract
In stochastic biological systems, it is difficult to predict how the state of the system will
evolve in response to a dynamic environment. Various attempts have been proposed in
different literature. Some papers contain extreme simplicity in the system or suggest a
potentially misleading method. In this study, we propose methodology to infer properties
of the environment in which an observed system may have evolved: “reverse ecology”. Here,
the system can be a cell, and the environment can be everything else other than the cell. We
aim to understand the success of a given system compared to all other possible systems in
the given environment. From this, we infer the environment that is the most likely one for
the system to have arisen in. This Bayesian approach is applied as an inference method that
is different from the existing methods. Two different model systems, Poisson distributions
and negative binomial distributions, are applied to infer the evolutionary environment from
an observed system.
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Chapter 1
Introduction
1.1 Motivation
The life of biological systems is stochastic. For stochastic systems, it is difficult to predict
how the state of the system will evolve in response to a dynamic environment. Various
attempts have been proposed in different literature to find systems that are evolutionarily
optimized in response to a dynamic environment. Bowsher, et al. [1] propose an optimized
inference method by updating the results from a single input/output measurement. Also,
Tkacik et al. [2] used a single gene responding to a transcription factor to track information
transmission from the Bicoid/Hunchback system. In addition, Tkacik et al [3] predicted
inference from dynamic system response to a dynamic environment using a simplified model.
Most of these studies applied an extremely simple model. Often this is beneficial for
computational cost and obtaining the result quickly. Nevertheless, empirically we know
that multiple organisms compete with one another to thrive in their given environment. In
order to quantify the success of a biological system, one should also account for the other
possible competitors it might face. The success of an organism is not determined by the
absolute standard of how good it is. Instead, the success should be defined by the relative
comparisons that it does better than other organisms.
In this paper, investigation of the methodology has been proposed to improve the in-
ference method in reverse ecology using mutual information. We aim to understand how
successful a given system would be compared to all other possible systems in the given
environment. From this, we infer which environment is the most likely one for the system
to have arisen in.
The mutual information is used here to understand the success of the system in a given
environment. Mutual information quantifies the reduction in uncertainty of one variable
by observing another variable. Therefore, calculating the mutual information between the
system and several environments helps to understand the environment for which a given
system is particularly well suited.
1
1.2 Background
1.2.1 Distributions of average number of proteins
Protein synthesis is one example of a stochastic system. Due to stochasticity, it is difficult to
predict the exact quantity of a protein at a given time. Instead, we represent the number of
proteins in a cell, the result of protein synthesis and degradation dynamics, by a probability
distribution. Here, we describe two different model distributions of protein copy number,
both simple and more complex models which closely approximate biological systems. Fig. 1.1
provides a schematic of the protein production process.
b0
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Figure 1.1: [A] Protein synthesis scheme leading to a Poisson distribution, with the dy-
namical parameters b0 for protein production and g0 for protein degradation. [B] Protein
synthesis scheme leading to a negative binomial distribution, with the dynamical parame-
ters v0 for mRNA production, v1 for protein production, d0 for mRNA degradation, and d1
for protein degradation.
Poisson distribution
Simple protein regulation describes the birth and death process. In this model, the only
explicitly modeled events are protein synthesis and degradation. As denoted in Fig. 1.1[A],
we let b0 be the production (birth) rate and g0 the degradation (death) rate. Suppose Np
is the number of proteins. The kinetic model summarized in Fig. 1.1[A] is described by the
dynamical equation:
d〈Np〉
dt
= b0 − g0〈Np〉 . (1.1)
2
By considering its steady-state solution, the mean protein copy number is computed as
〈N ssp 〉 = b0g0 . At steady state the distribution is Poisson and denoted as [4]:
Poiss
(
b0
g0
)
=
(
b0
g0
)s
s! e
−
(
b0
g0
)
. (1.2)
Negative binomial distribution
The Poisson distribution results from a simple birth-death model of protein synthesis and
degradation. To more explicitly model gene expression requires an intermediate step in the
production of protein, namely the production and degradation of mRNA. We denote v0 for
mRNA production, v1 for protein production, d0 for mRNA degradation, and d1 for protein
degradation. The gene expression described in Fig. 1.1[B] has equations:
d〈Nm〉
dt
= v0 − d0〈Nm〉 (1.3a)
d〈Np〉
dt
= v1〈Nm〉 − d1〈Np〉 (1.3b)
Examining the expressions for steady state, the mean mRNA is computed as 〈N ssm 〉 = v0d0
and the mean protein is 〈N ssp 〉 = v1Nmd1 . The steady-state distribution resulting from this
kinetic scheme is the negative binomial distribution:
P
(
n; a, b1 + b
)
= Γ(a+ n)Γ(n+ 1)Γ(a)
(
b
1 + b
)n (
1− b1 + b
)a
. (1.4)
Here, a ≡ v0d1 is the typical number of mRNAs synthesized during a single protein lifetime,
and b ≡ v1d0 is the burst size (or burstiness), the average number of proteins synthesized
from a single mRNA transcript. If b is large, a single mRNA molecule is typically translated
several times before that mRNA is degraded. If b = 1, each mRNA molecule is typically
translated only once. To understand more intuitively, when the typical number of mRNA
a = 1 and the probability of r new proteins being produced is equal to the probability of
an mRNA being translated r times, this distribution is described as the burst/geometrical
distribution [5]:
p
(
r; 1, b1 + b
)
=
(
b
1 + b
)r (
1− b1 + b
)
. (1.5)
1.2.2 Mutual information
In information theory, Shannon introduced the entropy as a measure of uncertainty. We
define the concept of average uncertainty about random variable X that takes values x.
The formula for the average uncertainty about X’s value is its entropy,
H(X) = −
∑
x
p(x) log2 p(x) (1.6)
3
Depending on the base of the given logarithm, entropy can have units of bits (base
2), nats (base e), or dats (base 10) and the most common unit is bits with base 2. This
definition is straightforwardly extended to two random variables X and Y .
The quantity called mutual information is:
I(X;Y ) =H(X)−H(X|Y ) (1.7)
=H(Y )−H(Y |X) (1.8)
=H(X) +H(Y )−H(X,Y ) . (1.9)
Here,
H(Y |X) ≡
∑
x
p(x)
∑
y
p(y|x) log2 p(y|x) (1.10)
is the conditional entropy and
H(X,Y ) ≡
∑
x,y
p(x, y) log2 p(x, y) . (1.11)
is the joint entropy.
The mutual information between two variables X and Y can be understood as the gener-
alized correlation between these variables. More intuitively, it is the reduction in uncertainty
about one variable provided by knowing another variable [6]. Considering two random vari-
ables X and Y with a joint probability mass function p(x, y) and marginal probability mass
functions p(x) and p(y), the mutual information I(X;Y ) is the relative entropy between
the joint distribution p(x, y) and the product distribution p(x)p(y). Rewriting the mutual
information in terms of the joint distribution of X and Y :
I(X;Y ) =
∑
x,y
p(x, y) log2
p(x, y)
p(x)p(y) . (1.12)
Comparing the joint probability p(x, y) and the product p(x)p(y) of the marginal probabil-
ities p(x) and p(y), if X and Y are independent, these two distributions become equivalent.
4
Chapter 2
Method
The cell doesn’t have direct access to the external environment, and so can be thought of
as inferring the environmental state from observations of its own internal state, which we
quantify by the intracellular number of the (signaling) protein. Here we derive expressions for
the mutual information between environment and system, for the two system distributions.
2.1 Environment and system model setup
We start with the simplest model to calculate mutual information between the environment
and the system. The environment is binary (high or low, or 1 or 2), and the system response
to a given environmental level is represented by a Poisson distribution or a negative binomial
distribution. The relationship between the environment and the system is
Environmental Distribution P (E) =
p E = High(1− p) E = Low
System Response P (S|E) =
Poiss(µH) E = HighPoiss(µL) E = Low
or
System Response P (S|E) =
P (n;
µH
b ,
b
1+b) E = High
P (n; µLb ,
b
1+b) E = Low
Using the relationship between the environment and the system, mutual information is
calculated in the next section.
5
2.2 Mutual Information between the Environment and Sys-
tem
2.2.1 General equation for mutual information
As introduced in Sec. 1.2.2, the mutual information formula is
I(S;E) =
∑
E=1,2
∞∑
S=0
P (S,E) log2
P (E,S)
P (E)P (S) (2.1)
=
∑
E=1,2
∞∑
S=0
P (S|E)P (E) log2
P (S|E)
P (S) (2.2)
=
∑
E=1,2
∞∑
S=0
P (S|E)P (E) log2
P (S|E)∑
E P (S|E)P (E)
(2.3)
2.2.2 Mutual information for a system distribution according Poisson-
distributed system
As described in Sec. 1.2.1, the Poisson distribution is
Poiss(µ) = µ
s
s! e
−µ . (2.4)
The Poisson distribution (2.4) is substituted into the system response for each environmental
state, P (S|E = 1) and P (S|E = 2), in the mutual information (2.3) to give
I(S;E) =
∞∑
S=0
P (S|E = 1)P (E = 1) log2
P (S|E = 1)∑
E P (S|E)P (E)
+
∞∑
S=0
P (S|E = 2)P (E = 2) log2
P (S|E = 2)∑
E P (S|E)P (E)
(2.5)
=
∞∑
S=0
p
µs1
s! e
−µ1 log2
µs1
s! e
−µ1
p
µs1
s! e
−µ1 + (1− p) µs2s! e−µ2
+
∞∑
S=0
(1− p) µ
s
2
s! e
−µ2 log2
µs2
s! e
−µ2
p
µs1
s! e
−µ1 + (1− p) µs2s! e−µ2
(2.6)
=
∞∑
S=0
p
µs1
s! e
−µ1
(
− log2 p+ (1− p)
(
µ2
µ1
)s
e−(µ2−µ1)
)
+
∞∑
S=0
(1− p)µ
s
2
s! e
−µ2
(
− log2(1− p) + p
(
µ1
µ2
)s
e−(µ1µ2)
)
(2.7)
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2.2.3 Mutual information for a system distribution according to the neg-
ative binomial
As described in Sec. 1.2.1, the negative binomial distribution is
P (n; a, p) = Γ(a+ n)Γ(n+ 1)Γ(a) (p)
n (1− p)a (2.8)
P
(
n; µ
b
,
b
1 + b
)
=
Γ(µb + n)
Γ(n+ 1)Γ(µb )
(
b
1 + b
)n (
1− b1 + b
)µ
b
(2.9)
We substitute the negative binomial distribution (2.9) into the system response P (S|E)
in the mutual information (2.3) and simplify:
I(S;E) =
∞∑
S=0
P (S|E = 1)P (E = 1) log2
P (S|E = 1)∑
E P (S|E)P (E)
+
∞∑
S=0
P (S|E = 2)P (E = 2) log2
P (S|E = 2)∑
E P (S|E)P (E)
(2.10)
=
∞∑
S=0
p
Γ(µ1b1 + n)
Γ(n+ 1)Γ(µ1b1 )
(
b1
1 + b1
)n (
1− b11 + b1
)µ1
b1 ×
log2
Γ(µ1
b1
+n)
Γ(n+1)Γ(µ1
b1
)
(
b1
1+b1
)n (
1− b11+b1
)µ1
b1
p
Γ(µ1
b1
+n)
Γ(n+1)Γ(µ1
b1
)
(
b1
1+b1
)n (
1− b11+b1
)µ1
b1 + (1− p) Γ(
µ2
b2
+n)
Γ(n+1)Γ(µ2
b2
)
(
b2
1+b2
)n (
1− b21+b2
)µ2
b2
+
∞∑
S=0
(1− p) Γ(
µ2
b2
+ n)
Γ(n+ 1)Γ(µ2b2 )
(
b2
1 + b2
)n (
1− b21 + b2
)µ2
b2 ×
log2
Γ(µ2
b2
+n)
Γ(n+1)Γ(µ2
b2
)
(
b2
1+b2
)n (
1− b21+b2
)µ2
b2
p
Γ(µ1
b1
+n)
Γ(n+1)Γ(µ1
b1
)
(
b1
1+b1
)n (
1− b11+b1
)µ1
b1 + (1− p) Γ(
µ2
b2
+n)
Γ(n+1)Γ(µ2
b2
)
(
b2
1+b2
)n (
1− b21+b2
)µ2
b2
(2.11)
2.2.4 Bayesian inference
To identify the optimal environment, we calculate the mutual information between the envi-
ronment and many (1 million) different randomly selected systems. For each random system,
the system means under each of the two environmental states are randomly sampled from
the exponential distribution with (hyper-)mean λ. This probability distribution of systems
then generates a probability distribution of mutual information between that environment
and randomly sampled systems.
Using the probability distribution of mutual information, we can then quantify the suc-
cess of a given system in that environment by what percentage of randomly selected systems
have worse mutual information with the environment. We do this for many environments
7
(parameterized by the probability of the high state) and ask for which environment the
system outperforms the most (randomly sampled) systems. This approach allows us to find
the environment in which the observed system would be most competitive.
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Chapter 3
Optimizing mutual information of
environment with observed system
Before making inferences, it is necessary to examine the mutual information between the
system response and environment to understand behaviour. As introduced in Sec. 1.2, two
protein distributions are used to model the system: the Poisson distribution and the nega-
tive binomial distribution. After analysis of each distribution, we demonstrate that in the
appropriate limit, the negative binomial asymptotes to a Poisson distribution.
3.1 Poisson distribution
Figure 3.1 shows numerical calculation of the mutual information (2.5) from Sec. 1.2, for
Poisson system distributions with differences ∆µ = [2, 4, 8, 16] between the system averages
in the two environmental states. We find three basic trends.
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Figure 3.1: Mutual information of Poisson-distributed system with environment, as a func-
tion of probability Penv of high environmental state. The system mean under one environ-
mental state is µ = 1, with the other mean differing by ∆µ = [2, 4, 8, 16] in [A] to [D].
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Three properties of mutual information for the Poisson distribution
First, the greater the difference between the means of the two pairs, the greater the mutual
information. As the difference between means increases, the system distributions under
different environmental states grow more distinct. This greater separation increases the
ability to infer the environmental state from a given observation of the system state, and
thus increases mutual information.
Another essential characteristic is that mutual information is a concave function, with
the maximum value of mutual information occurring around environmental probability
Penv = 0.5. Also, it is minimized around Penv = 0.1 or 0.9. This is true because, when
Penv =0 or 1, the environment is not random, and uncertainty does not exist, leading to
zero mutual information. Therefore, the mutual information minimizes around Penv=0.1
or 0.9, and mutual information maximizes when the uncertainty between the two states
maximize, corresponding to environmental probability around Penv=0.5.
Finally, the mutual information is symmetric after exchanging the order of the system
distributions for the two environmental states. From Fig. 3.1, flipping the blue plot of the
mutual information around the y-axis at Penv = 0.5, gives the orange mutual information
plot. This has the same effect as changing the order between environmental state 1 and
state 2 because the environmental probability is associated with p and 1 − p in each state
so that it is symmetrical.
Therefore, for the Poisson distribution model, the larger the ∆µ, the greater the mutual
information. In addition, the mutual information maximized (the system is most informa-
tive) at environmental probability Penv = 0.5. Finally, the mutual information is symmetric
with respect to exchanging the order of the two means. These three features play an im-
portant role in understanding the trends in the mutual information.
3.2 Negative binomial distribution
The main difference between Poisson and negative binomial distributions is that in the
negative binomial distribution, the model includes an additional description of the role of
mRNA in the protein production process. As a result, the negative binomial distribution
introduces an additional parameter b defining the ‘burstiness’. We vary b to change the
mutual information.
Change of mutual information
Figure 3.2 shows mutual information as a function of environmental probability, for fixed
mean values and varying burst parameter b. As the burst parameter increases, the mutual
information generally decreases. This decreasing mutual information can be explained by
the variance in the negative binomial distribution, which increases linearly with increasing
burst parameters. The larger the variance, the wider the distribution and hence the larger
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the overlap between the two different distributions. This overlapping region indicates that
the two distributions are relatively indistinguishable for those system values. So when the
distributions more closely overlap, each observation has more similar probabilities in the
two different distributions with different means, so each observation provides less informa-
tion about which distribution it came from. Therefore, increased burstiness increases the
uncertainty about the environmental state given a particular system observation.
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Figure 3.2: Mutual information between system and environment, as a function of environ-
mental probability Penv, for burstiness parameter b = 5, 10, 20, 40 ([A] to [D]).
Symmetry change in mutual information
In addition to changes in mutual information, the symmetry of the mutual information
changes as the means switch ordering for the same burstiness. In Fig. 3.2[A] to [D], the
burstiness parameter increases, and within each subplot, the two curves have swapped
ordering of means and as a result swapped orderings of mutual information. As an example,
within each individual subplot Fig. 3.2, the mutual information for µ1 = 1 and µ2 = 17
(blue curve) has opposite ordering of mutual information compared to µ1 = 17 and µ2 = 1.
In other words, the environmental probability that maximizes mutual information shifts to
below or above Penv=0.5.
To understand the shift of information-maximizing environmental probability across
Penv = 0.5, we closely examine mutual information for particular ranges of observations.
This separation of outcomes helps to understand where information is acquired and why
the mutual information is maximized at a particular environmental probability Pmax. In
Fig. 3.3, we separate the system outcomes into two ranges, s = 0 and s = [1,∞), also
comparing with the full mutual information over the entire range of outcomes, s = [0,∞).
Table 3.1 tabulates these environmental probabilities that maximize mutual information.
When b = 5 or 10, the environmental probability that maximizes mutual information
remains the same for both the first and last rows (s = 0 and full-s range). This indicates
adding extra information gained from s = [1,∞) observations (Fig. 3.3[B]) does not change
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Figure 3.3: Mutual information as a function of environmental probability Penv, computed
across different system variable ranges and different burstiness parameters b = [5, 10, 20, 40]
varying across columns. The system is distributed according to a negative binomial with
mean µ=1 or µ=17 depending on the environmental state. [A] Mutual information for
observation s = 0; [B] range s = [1,∞); [C] entire system variable range s = [0,∞).
Bursty parameter b Pmax for s = 0 Pmax for s = [1,∞) Pmax for s = [0,∞)
5,10 Pmax < 0.5 Pmax > 0.5 Pmax < 0.5
20 Pmax < 0.5 Pmax > 0.5 Pmax = 0.5
40 Pmax < 0.5 Pmax > 0.5 Pmax > 0.5
Table 3.1: Pmax for distinct ranges of system variables, for various burstiness parameters b,
for µ1=1 and µ2=17.
Pmax. When comparing s = 0 and entire s, Pmax remains in the same direction, so the
mutual information maintains the same symmetry.
b = 20 gives different results from b = 5 or 10. In Fig. 3.3[A], the mutual information is
maximized at the left side of Penv = 0.5 for blue curve and when extra information is added
from s = [1,∞), the mutual information is maximized at Penv = 0.5 in Fig. 3.3[C]. It follows
that, when the mutual information is maximizes at Penv = 0.5, the discrepancy between
the mutual information on two conjugate pairs of the mean (discrepancy between blue and
orange curve) reduces to zero. This explains that the mutual informations are identical even
after exchanging the system means for the two environmental states. Therefore, when the
mutual information maximizes at Penv = 0.5, it is symmetric around Penv = 0.5.
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Finally, when b = 40, adding the information from the range s = [1,∞) causes Pmax
to cross over Penv = 0.5: Pmax is on one side of 0.5 for s = 0 and the other side for
s = [0,∞). The discrepancy between the mutual information on conjugate pair between
the mean (difference between blue and orange curve) at s = 0 is relatively small compared
to s = [1,∞). Notice that the maximum mutual information (Pmax) at s = 0 is located
on different position than s = [1,∞). Adding extra information gained from s = [1,∞)
changes the position of the maximum mutual information (Pmax) for the entire range of
the system. This shows that the Pmax is strongly influenced by the mutual information for
s = 0. We conclude that the system outcome s = 0 is the governing case determining the
symmetry-breaking of mutual information.
The following claims can be further validated through more observations from Fig. 3.3:
the discrepancy between the mutual informations for mean-swapped systems (blue and
orange curves) is larger for s = 0 (Fig. 3.3[A]) than for s = [1,∞). The disparity in mutual
information for s = [1,∞) remains relatively similar throughout the different burstiness
parameters explored, whereas the disparity for s = 0 changes meaningfully with burstiness
parameter. Therefore, we confirm that the system range s = 0 determines the symmetry-
breaking of mutual information.
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Figure 3.4: Negative binomial distributions representing bursty protein production. The x-
axis represents the system variable range, and the y-axis represents the probability for that
number of proteins. [A] Fixed mean µ = 1, for varying burstiness parameter b. [B] Fixed
mean µ = 17, for varying burstiness parameter b.
The statement is confirmed through direct inspection of the negative binomial distribu-
tion (Fig. 3.4): when the burstiness parameter increases at fixed average, the distribution
clusters more around s = 0 (higher probability systems variable s = 0). Thus at high
burstiness, the system outcome is most likely zero. Since most of the distribution in each
environmental state is focused on zero, this reduces mutual information for s = 0 in the
high-burstiness limit (Fig. 3.3).
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In conclusion, for the negative binomial distribution, the symmetry of the mutual infor-
mation changes by varying the burstiness parameter. Here, we found that the most decisive
role in determining the symmetry of the mutual information is the s = 0 outcome.
3.3 Limit of negative binomial distribution converging to
Poisson distribution
The Poisson distribution is a simple limit of the negative binomial distribution: the negative
binomial distribution includes the Poisson distribution as a special case. The proof is intro-
duced in Casella and Berger [7]. They use the characteristics of the Poisson distribution with
the same mean (µ) and variance (σ). In the negative binomial distribution, the relationship
between the mean (µ) and the variance (σ) approaching the same limit corresponds to:
E(X) = a p(1− p) = ab→ µ (3.1)
Var(X) = a p(1− p)2 = ab (1 + b)→ µ (3.2)
The statement follows, if a → ∞ and p → 0 such that a p = µ, (0 < µ < ∞), then
the negative binomial distribution converges to the Poisson distribution as a limiting case.
Here, p = b1+b which p → 0, therefore it follows that b → 0. This is demonstrated in
the Fig. 3.5, which compares the mutual information of Poisson distribution and negative
binomial distributions with different b parameters.
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Figure 3.5: Mutual information of a system with negative binomial distribution converges at
low burstiness parameter b to that of a system with Poisson distribution and same means.
Figure 3.5 shows that as b → 0, the negative binomial distribution closely approaches
the Poisson distribution. Also, we know that when b→ 0 then a→∞ since the mean value
(µ = a b) is fixed. Therefore, Fig. 3.5 confirms that for b→ 0 with fixed µ (and hence with
a→∞), the negative binomial converges to the corresponding Poisson distribution.
14
Chapter 4
Comparing observed system to
randomly sampled systems
The Bayesian approach is another way of thinking about statistical inference. Bayesian
analysis allows us to infer an unknown environment by updating our beliefs about ran-
dom variables. In the previous sections, we have investigated the behaviours of mutual
information on different example distributions for responsive systems. In this section, we
randomly sample systems to make comparisons with the observed system and understand
its competitiveness. Through comparison in several different environments, we can infer the
environment in which the observed system would be most competitive.
4.1 Poisson distribution
Assuming that proteins are Poisson distributed (which is a simple one-parameter distri-
bution, but also the steady-state distribution for a simple birth-death model), we draw a
random sampling from exponential distributions to generate a distribution of mutual infor-
mation.
4.1.1 Mutual Information distributions
In Chap. 3, we numerically computed the mutual information between a single system
and an environment. Following the same procedure, we generate a distribution of mutual
information by calculating the mutual information between the environment and each of a
set of randomly sampled systems. In the system distribution, λ represents the hyper-mean,
the mean of the exponential distribution from which the system mean is drawn. By changing
λ, different probability distributions are generated. In this example, we focus on analysis for
λ = 5 and λ = 100. Choosing a larger λ shifts the system distribution to a higher mean and
results in a larger mean difference between the two pairs of states. This leads to a change
in the mutual information distribution observed in Fig. 4.1.
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Figure 4.1: Probability distribution of mutual information, for varying environmental prob-
abilities Penv = 0.1 to Penv = 0.9, for system hyper-mean λ = 5 [A] and λ = 100 [B].
When the hyper-mean of the response system is small (λ = 5), the system distribu-
tion is relatively densely concentrated at low mutual information values. In contrast, if the
hyper-mean of the response system is large (λ = 100), the system distribution peaks near
the maximum mutual information for each environmental probability. The reason follows
directly from a single mutual information pair from Sec. 3.1. When the hyper-mean of the
reaction system is small (λ = 5), the randomly chosen pair of means is also small, so most
system states are ambiguous as to the environmental state. Therefore, the average mutual
information is significantly reduced. Conversely, when the hyper-mean of the response sys-
tem is large (λ = 100), the mutual information between the system and the environment
becomes large.
4.1.2 Comparison on outperformance rate
From the distribution of mutual information (Fig.4.1), we quantify the outperformance of
the observed system in a given environment as the proportion of randomly sampled systems
that produce lower mutual information than the observed system does. Figure 4.2 shows
this outperformance proportion as a function of environmental probability.
Both Fig. 4.2 [A] and [B] show that when µ2 > µ1, the system outperformance monoton-
ically increases with environmental probability. In contrast, both Fig. 4.2 [C] and [D] show
that when µ1 > µ2, system outperformance monotonically decreases with environmental
probability.
The monotonic increase and monotonic decrease occur due to the symmetry of the mu-
tual information as a function of environmental probability. The distribution of mutual
information for randomly sampled systems shows symmetry, i.e., is invariant to a change
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Figure 4.2: Outperformance proportion of the selected system as a function of environmental
probability. [A] and [B] share the same legend at fixed µ1 = 1 with change in µ2. [C] and
[D] share the same legend at fixed µ2 = 1 with change in µ1.
of environmental probability from (Penv) to (1 − Penv). However, Sec. 3.1 showed that a
given system (with µ1 6= µ2) has mutual information asymmetric around Penv = 0.5. The
asymmetric mutual information of a given system and the symmetric mutual information
for the distribution of systems correspond to monotonically increasing or decreasing out-
performance: outperformance monotonically increases with environmental probability when
the selected system has µ2 > µ1 and monotonically decreases when µ1 > µ2.
The analysis shows that the optimal environment for a given system is extreme (Popt =
0.1 or Popt = 0.9), depending on the ordering of the means µ1 and µ2. Therefore, a Poisson
distributed system is most competitive (is most likely to outcompete competing systems
and survive) in an extreme environment.
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4.2 Negative binomial distribution
Incorporating further complexity to our model of the system, we examine how the optimal
environment changes when the system has bursty protein production. As in the Poisson
distribution, the average number of proteins is fixed, but there is now an additional model
parameter, the burstiness b. The inference method follows the same procedure as the Poisson
distribution.
4.2.1 Mutual information distributions
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Figure 4.3: Mean (blue curves) and median (orange curves) of the distribution of mutual
information, for system hyper-mean λ = 5. Burstiness parameter b = [5, 10, 20, 40] for
[A]-[D].
Figure 4.3 shows that the symmetry around Popt = 0.5 of the mutual information dis-
tribution (at least as quantified by mean and median) is maintained for different burstiness
parameters b. In the mean sampling distribution, the discrepancy between conjugate pairs
on environmental probabilities (Penv and (1−Penv) ) cancelled out, and it forms symmetric
mutual information distribution. This indicates that the sampling distribution of the system
is equally beneficial between the symmetrical pairs of environmental probability.
Figure 4.3 also shows that the mean and median decrease for greater burstiness. In-
tuitively, when burstiness is large, the system is more likely to produce a larger number
of proteins. Therefore, when proteins are produced with high burstiness at a fixed average
number, the system outcome is likely to be zero. Thus, regardless of the environmental state,
the system outcome is likely to be the same, which simultaneously decreases the mean and
the median of the mutual information distribution.
4.2.2 Outperformance comparison
Figure 4.4 analyzes two important properties regarding different choices of a particular mean
pair and different system burstiness. Figure 4.4[A] shows that, for fixed averages µ1 = 1
and µ2 = 3 (and hence small mean difference ∆µ), changing the burstiness parameter does
not greatly affect the curvature of the outperformance: outperformance still monotonically
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Figure 4.4: Outperformance proportion as a function of environmental probability. [A] µ1 =
1 and µ2 = 3; [B] µ1 = 1 and µ2 = 5; [C] µ1 = 1 and µ2 = 9; [D] µ1 = 1 and µ2 = 17
respectively. Random sampling hyper-mean is λ = 5.
increases with environmental probability. Conversely, Fig. 4.4[D] shows that for large mean
difference ∆µ, the curvature of outperformance as a function of environmental probability
is strongly affected by burstiness.
This demonstrates an effect of burstiness: when the burstiness parameter is large, the
outperformance is robust, maintaining the trend of increasing with Penv. In contrast, when
the burstiness is small, the outperformance is less robust, shifting its curvature and thereby
changing the optimal environmental probability.
Changes in outperformance occur for the same reasons as for the Poisson distribution.
Notice the symmetry of the mutual information probability distribution for systems dis-
tributed according to the negative binomial (Fig. 4.3). In contrast, Sec. 3.2 showed that the
mutual information between a given system and the environment was asymmetric in Penv,
where the optimal environmental probability Pmax shifted with changing burstiness. The
change in outperformance is explained by comparing the asymmetric mutual information of
the given system to the symmetric mutual information distribution across randomly sam-
pled systems. Therefore, the curvature of the outperformance trend follows the behaviour
of the asymmetrical single mutual information.
As a result, Fig.4.4 shows that if the mean difference (∆µ) of the given pair is small,
then the burstiness has less effect on outperformance: for large burstiness parameter, the
curvature of the outperformance remains steady. Both observations were supported by a
comparison between the asymmetric mutual information for a given system and the sym-
metry of the mutual information distribution.
Furthermore, to find a more generalized description of the optimal environmental prob-
abilities, Fig.4.4 can be further extended by comparing more observed systems. Using the
same mutual information distribution, we compare selected systems with different means:
µ1 = [1, 2, 4, 8, 16, 32] and difference ∆µ = [1, 2, 4, 8, 16, 32]( Fig. 4.5).
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Figure 4.5: Outperformance proportion of selected systems, as a function of environmental
probability. Burstiness parameter varies across b = [5, 10, 20, 40] in different-colored curves.
The boxed subplots represents Fig. 4.4.
4.2.3 Inference of optimal environmental probability
In the previous Sec. 4.2.2, we observed the change in optimal environmental probability with
the mean difference ∆µ and burstiness b. Figure 4.5 shows the outperformance proportion
for 36 different selected systems for various burstiness parameters. Figure 4.6 shows the
optimal environmental probability Popt that maximizes the outperformance in Fig. 4.5 for
a given burstiness, µ1, and ∆µ.
Within each individual subplot of Fig 4.6, the mean pair changes at fixed burstiness.
Moving from subplot [A] to [D] changes the burstiness.
In individual subplots, the burst is fixed, and the selected average pair changes. When
a small mean is paired with a small mean difference, the system is most competitive at
Popt = 0.9. Also, changing the mean difference (moving along the x-axis within a given
subplot) shifts Popt from 0.9 to 0.1 more easily than changing µ1 (moving along the y-axis).
For each subplot changing from [A] to [D], the burstiness increases. When the burstiness is
small, the system is most competitive at Popt = 0.1. On the other hand, if the burstiness is
large, the system is most competitive at Popt = 0.9.
The explanation follows from the symmetry argument developed for the Poisson distri-
bution. We compare the symmetric mutual information distribution for randomly sampled
systems to the asymmetric mutual information for a single system. Depending on the choice
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Figure 4.6: Heat map of optimal environmental probability for the various selected sys-
tems distributed according to negative binomial. Burstiness parameter ranges across b =
[5, 10, 20, 40] from [A] to [D].
of selected mean pairs and burstiness parameter, the single mutual information is maximized
for either Pmax > 0.5 or Pmax < 0.5. When the maximum of single mutual information hap-
pens at Pmax > 0.5 and the peak value is compared with the symmetrical distribution of
mutual information (Pmax = 0.5), the outperformance increases with Penv. Therefore the
optimal environment is found to be Popt = 0.9.
In conclusion, in Fig. 4.6, when burstiness is fixed, and small mean difference ∆µ is paired
with small fixed mean µ1 (top left corner), the system is most competitive for Popt = 0.9. In
contrast, when the average pair is fixed, for small burstiness the system is most competitive
for Popt = 0.1.
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Chapter 5
Conclusion and future works
5.1 Conclusion
In this study, a new methodology was investigated to infer the past environment from a
given system by applying two different distributions for the system, Poisson and negative
binomial. The Bayesian approach was applied as an inference method, which is different
from the existing methods.
Bayesian approach compared to existing method
Our Bayesian inference method produced a different result from the existing method (out-
lined in Chapter 3), which ignored the informativeness of other competing systems in a
given environment. The method inferred that the optimal environmental probability is in-
termediate, Pmax = 0.5, for which there is most prior uncertainty about the environment.
However, our new inference method found that an optimal environment generally is an
extreme one, with Popt = 0.1 or Popt = 0.9.
Systems in Poisson distribution and negative binomial distribution
The Bayesian inference method showed that the optimal environmental probability is ex-
treme. Particularly, in Poisson-distributed system, µ2 > µ1 always preferred Popt = 0.9,
and µ1 > µ2 favoured Popt = 0.1. In contrast, systems distributed according to the negative
binomial distribution, preferred Popt = 0.9 when small burstiness system is associated with
small mean difference and small fixed mean. Also, Popt = 0.1 were favourable, when large
burstiness system is associated with large mean difference and large fixed mean. Therefore,
we conclude that systems favour both extreme environments Popt = 0.9 and Popt = 0.1.
5.2 Future works
Our Bayesian approach suggests a better formulation of the optimization problem, but the
system and environment are still simplified models (i.e., steady-state system distribution
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and binary environmental model). The research can be further extended in various directions
to address these limitations. Instead of a binary environment, a 3-state environment could
be modeled to incorporate greater complexity when computing mutual information. Mu-
tual information of three-state environments would allow us to understand more broadly
about evolutionarily optimal environments. In addition, other steady-state distributions
such as the Poisson-beta distribution [9, 8] can be applied to model various aspects of pro-
tein production and degradation. Moreover, we only compared the first generation of the
evolutionary environment, in which we used steady-state distribution to find an optimized
environment. However, if we allow the environment to change dynamically in time and the
system to also dynamically change in response, this will approximate closer to the actual
biological evolutionary environment. Lastly, the cost of calculating the distribution of mu-
tual information was expensive due to the large sampling size but can be further reduced
by analytical calculations of mutual information where they are tractable. All these study
directions will further help us to accurately estimate and expand our understanding of the
evolutionary environment from a given observed system.
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Appendix A
Derivative of the mutual
information
From Sec.3.2, the maximum value of mutual information(Pmax) played an important role in
determining the symmetry of the mutual information. To find the location of the maximum
mutual information value (Pmax), we can understand Pmax accurately by calculating the
derivative of the mutual information with respect to environmental probability (Pmax).
A.1 Derivative of the Mutual information with respect to
environmental probability derivation
A.1.1 Mutual information derivative with respect to P (E)
dI(S;E)
dP (E) =
d
dP (E)
( ∑
E=0,1
∞∑
S=0
P (S|E)P (E) log2
(P (S|E)
P (S)
))
(A.1)
= d
dP (E)
( ∑
E=0,1
∞∑
S=0
P (S|E)P (E) log2
( P (S|E)∑
E P (S|E)P (E)
))
(A.2)
=
∑
E=0,1
∞∑
S=0
(
P (S|E)P ′(E) log2
(P (S|E)
P (S)
)
+ P (S|E)P (E)−
∑
E P (S|E)P ′(E)
P (S) ln 2
)
(A.3)
=
∑
E=0,1
∞∑
S=0
P (S|E)
(
P ′(E) log2
(P (S|E)
P (S)
)
+ P (E)−
∑
E P (S|E)P ′(E)
P (S) ln 2
)
(A.4)
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A.1.2 Mutual information derivative with respect to p
dI(S;E)
dp
= d
dp
( ∑
E=0,1
∞∑
S=0
P (S|E)P (E) log2
(P (S|E)
P (S)
))
(A.5)
= d
dp
( ∞∑
S=0
P (S|E = 0)P (E = 0) log2
( P (S|E = 0)
P (S|E = 0)P (E = 0) + P (S|E = 1)P (E = 1)
)
+
∞∑
S=0
P (S|E = 1)P (E = 1) log2
( P (S|E = 1)
P (S|E = 0)P (E = 0) + P (S|E = 1)P (E = 1)
))
(A.6)
= d
dp
( ∞∑
S=0
P (S|E = 0)p log2
( P (S|E = 0)
P (S|E)p+ P (S|E)(1− p)
)
+
∞∑
S=0
P (S|E = 1)(1− p) log2
( P (S|E = 1)
P (S|E = 0)p+ P (S|E = 1)(1− p)
))
(A.7)
=
∞∑
S=0
((
P (S|E = 0) log2
(P (S|E = 0)
P (S)
)
+ P (S|E = 0) p −P (S|E = 0) + P (S|E = 1)ln(2)P (S)
)
+
(
− P (S|E = 1) log2
(P (S|E = 1)
P (S)
)
+ P (S|E = 1)(1− p)−P (S|E = 0) + P (S|E = 1)ln(2)P (S)
))
(A.8)
=
∞∑
S=0
((
P (S|E = 0)
(
log2
(P (S|E = 0)
P (S)
)
− p
(
P (S|E = 0)− P (S|E = 1))
ln(2)P (S)
))
− P (S|E = 1)
(
log2
(P (S|E = 1)
P (S)
)
+ (1− p)
(
P (S|E = 0)− P (S|E = 1))
ln(2)P (S)
)))
(A.9)
Here P (S) = ∑E P (S|E)P (E) = pP (S|E = 0) + (1− p)P (S|E = 1)
A.1.3 Mutual information derivative evaluated at p=0.5.
dI(S;E)
dp
∣∣∣∣
p=0.5
=
∞∑
S=0
((
P (S|E = 0)
(
log2
( P (S|E = 0)
1
2
(
P (S|E = 0) + P (S|E = 1))
)
−
(
P (S|E = 0)− P (S|E = 1))
2 ln(2)12
(
P (S|E = 0) + P (S|E = 1))
))
− P (S|E = 1)
(
log2
( P (S|E = 1)
1
2
(
P (S|E = 0) + P (S|E = 1))
)
+
(
P (S|E = 0)− P (S|E = 1))
2 ln(2)12
(
P (S|E = 0) + P (S|E = 1))
)))
(A.10)
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For simplicity, take the inner product of the summation and let x = P (S|E = 0) and
y = P (S|E = 1)
(
P (S|E = 0)
(
log2
( P (S|E = 0)
1
2
(
P (S|E = 0) + P (S|E = 1))
)
−
(
P (S|E = 0)− P (S|E = 1))
2 ln(2)12
(
P (S|E = 0) + P (S|E = 1))
))
− P (S|E = 1)
(
log2
( P (S|E = 1)
1
2
(
P (S|E = 0) + P (S|E = 1))
)
+
(
P (S|E = 0)− P (S|E = 1))
2 ln(2)12
(
P (S|E = 0) + P (S|E = 1))
))
(A.11)
= x (log2
2x
(x+ y) −
x− y
ln(2)(x+ y))− y (log2
2 y
(x+ y) +
x− y
ln(2)(x+ y)) (A.12)
= x (log2 2 + log2 x− log2(x+ y))−
(x2 − xy)
ln(2)(x+ y) − y (log2 2 + log2 y − log2(x+ y))−
(xy − y2)
ln(2)(x+ y)
(A.13)
= (x− y)− (x− y) log2(x+ y) + x log2 x− y log2 y −
(x2 − y2)
ln(2)(x+ y) (A.14)
= −(x− y) log2(x+ y) + x log2 x− y log2 y + (x− y)−
(x− y)
ln(2) (A.15)
= −(x− y) log2(x+ y) + x log2 x− y log2 y +
(
1− 1ln(2)
)
(x− y) (A.16)
Substituting back into product summation and re-writing in the terms of P (S|E = 0)
and P (S|E = 1). The eq. A.17 represents simplified version of derivative of the mutual
information evaluated at p =0.5.
dI(S;E)
dp
∣∣∣∣
p=0.5
=
∞∑
S=0
(
−
(
P (S|E = 0)− P (S|E = 1)
)
log2
(
P (S|E = 0) + P (S|E = 1))
+ P (S|E = 0) log2
(
P (S|E = 0))− P (S|E = 1) log2 (P (S|E = 1))
+
(
1− 1ln(2)
)(
P (S|E = 0)− P (S|E = 1))) (A.17)
A.2 Derivative of the Mutual information with respect to
environmental probability plots
A.2.1 Negative binomial distribution
Using the eq. A.17 the results are generated with a particular pair of means, in Fig. A.1
and Fig. A.2. Both illustrate the derivative of the mutual information with maximum value
Pmax around the environment at Penv = 0.5.
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Figure A.1: Derivative of mutual information applied to negative binomial distribution as a
function of environmental probability. [A] Derivative evaluated with mean of pair of µ1 =1
, µ2 =17. [B] Derivative evaluated with mean of pair of µ1 =17, µ2 =1. Different bursty
parameter b evaluated for derivative of mutual information.
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Figure A.2: Derivative of mutual information applied to negative binomial distribution
evaluated at p=0.5 as a function of as a function of bursty parameter for single pair of
mean values.
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