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1. Introduccio´n
Es cierto que inicialmente, los modelos phase-field ayudaron a resolver mo-
delos de solidificacio´n. Pero, ra´pidamente, se amplio´ el espectro de problemas
que se pod´ıan tratar en ciencia de materiales con estos modelos. Pronto, se con-
virtieron pra´cticamente en la herramienta preferida para simular gran cantidad
de modelos de cambio de fase de primer orden, aunque no modelen un cambio
de estado. Es el caso por ejemplo del cambio de la austenita a la martensita en
el acero. Hoy en d´ıa, se ha extendido adema´s su uso a problemas de otras ramas
de la ciencia. Tal es el caso de la hidrolog´ıa e incluso de la biolog´ıa. Por ejemplo,
se emplean este tipo de modelos en simulaciones de membranas celulares.
La resolucio´n de problemas de contorno donde las interfases son infinitesi-
males (“sharp boundary problems”) es muy complicada, por ello se utilizan los
modelos phase field, ma´s sencillos de resolver. En estos modelos, se define un
para´metro de orden (“order parameter”), esto es en un sistema de dos fases, un
campo escalar que toma un valor definido en cada fase, por ejemplo 1 en una
fase, 0 en la otra y valores intermedios en la interfase. De esta forma, se pueden
recuperar los problemas del tipo “sharp boundary problem”, imponiendo en el
modelo phase-field que el espesor de la interfase tienda a 0 .
Por otra parte, siempre que se emplean ecuaciones de este tipo para mode-
lizar un feno´meno f´ısico , es importante que por lo menos la termodina´mica del
proceso sea correcta. En el art´ıculo [12], Penrose y Fife presentaron unas reglas
que garantizan la construccio´n de modelos phase-field donde las dos leyes de la
termodina´mica se conservan. En esta formulacio´n, la entrop´ıa se comporta como
una funcio´n de Lyapunov, siendo la responsable de la cine´tica de los sistemas
multifase.
El objetivo de este trabajo fin de ma´ster es doble. Por una parte, quere-
mos extender las aplicaciones de la novedosa metodolog´ıa introducida en los
trabajos [13, 14, 15], a sistemas acoplados que no sean meca´nicos. Este nuevo
marco teo´rico, supone una gu´ıa para encontrar discretizaciones termodina´mica-
mente consistentes de determinado tipo de problemas. Nosotros hemos decidido
estudiar un modelo de solidificacio´n, que acopla un campo de fase con la tem-
peratura.
Por otra parte, buscamos desarrollar el co´digo necesario para simular un
modelo concreto de solidificacio´n. El modelo que hemos escogido es el descrito
en 2.4.
Las ideas en las que nos hemos basado para desarrollar esta discretizacio´n se
encuentran en los art´ıculos [13, 14, 15]. Adema´s de proponer una metodolog´ıa
general para la formulacio´n de discretizaciones termodina´micamente consisten-
tes de problemas de evolucio´n, se demuestra tambie´n que los me´todos nume´ricos
que preservan la estructura termodina´mica de los sistemas de ecuaciones, son
muy estables (entendiendo por estabilidad que pueden ser integrados con pa-
sos de tiempo grandes) y generan soluciones con mayor sentido f´ısico que las
obtenidas con me´todos esta´ndar.
A la hora de simular el sistema de ecuaciones, la f´ısica de la solidificacio´n
nos obliga a trabajar con mallas espaciales extremadamente finas. Por lo tanto,
hemos desarrollado un co´digo capaz de correr en sistemas paralelos, minimizando
as´ı el tiempo de ejecucio´n.
En primer lugar, vamos a explicar en que´ consisten los modelos phase-field y
vamos a deducir sus ecuaciones de evolucio´n a partir de los primeros principios
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de la termodina´mica. A continuacio´n, en el apartado 2.4, vamos a explicar las
funciones de estado consideradas en el trabajo de Wang et al. [17]. En la siguiente
seccio´n, presentaremos un me´todo nume´rico termodina´micamente consistente
para resolver el modelo. Finalmente, en la seccio´n 4, comentaremos algunas
simulaciones del modelo obtenidas con nuestro programa.
2. Modelo phase-field de la solidificacio´n
Como se ha explicado en la introduccio´n, los modelos de tipo phase-field se
utilizan para resolver sistemas de EDPs3 con una condicio´n de contorno algo
particular. En este tipo de modelos, la condicio´n de contorno esta´ impuesta sobre
una interfase que se mueve, a su vez, con una velocidad funcio´n del gradiente
de una variable de estado. Los modelos phase-field pueden verse precisamente
como una herramienta matema´tica que transforma un problema con frontera
mo´vil en un sistema de EDPs, ma´s sencillo de resolver nume´ricamente.
Phase 1 Phase 2
Phase 1 Phase 2Inter-phase
Φ
Φ
X
X
Figura 1: Ejemplo del comportamiento de un campo de fase.
La idea detra´s de los modelos phase-field consiste en crear un nuevo campo
φ, llamado campo de fase (“phase field”), continuo en el espacio pero que toma
un valor constante distinto en cada fase. En la figura 1 se ha representado
la evolucio´n del nuevo campo de fase en el modelo phase-field (derecha) y la
evolucio´n que tendr´ıa en el problema inicial, que corresponde al modelo phase-
field cuando el espesor de la interfase tiende a 0. La interfase se situ´a en la
regio´n donde φ toma un valor comprendido entre las constantes que representa
cada una de las fases. En [4] se puede encontrar una introduccio´n a los modelos
phase-field.
Nuestro objetivo es resolver un sistema de ecuaciones termodina´micamente
consistentes que alberguen cierto sentido f´ısico. Histo´ricamente, los phase-field
empezaron a aplicarse al estudio de la solidificacio´n. Entre los muchos modelos
3Ecuaciones en Derivadas Parciales.
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de solidificacio´n que componen la literatura cient´ıfica, hemos trabajado con el
propuesto por Wang et al. en el art´ıculo [17] porque, como vamos a compro-
bar a continuacio´n, sus ecuaciones se deducen directamente de las leyes de la
termodina´mica. Aunque en este art´ıculo Wang presenta dos modelos para la so-
lidificacio´n de sustancias puras, nosotros hemos utilizado u´nicamente el modelo
I.
En esta seccio´n vamos a partir de los principios fundamentales de la termo-
dina´mica para extraer las ecuaciones del modelo de tipo phase-field que hemos
resuelto y simulado nume´ricamente.
2.1. Conservacio´n de la energ´ıa
Consideremos un cuerpo que ocupa un volumen V y compuesto por dos fases:
una so´lida y otra l´ıquida. Para determinar que´ parte del cuerpo se encuentra
en fase l´ıquida y cua´l so´lida a lo largo del tiempo, vamos a introducir un nuevo
campo de fase φ, tal que φ = 0 en el so´lido y φ = 1 en el l´ıquido. El campo de
fase es una nueva variable de estado, por lo tanto la energ´ıa y la entrop´ıa del
sistema dependen de ella.
Vamos a suponer que la energ´ıa total E del sistema se puede expresar a
trave´s de su densidad e y que, el sistema, so´lo puede intercambiar calor con el
entorno, a trave´s de su frontera ∂V . El primer principio de la termodina´mica
garantiza que:
E˙ +
∫
∂V
q · nda = 0 , (1)
donde q es el flujo de calor a trave´s de la frontera, n es su vector normal
unitario hacia fuera y donde hemos recurrido a la notacio´n (˙) = ∂∂t . Aplicando
el argumento cla´sico de localidad en ana´lisis funcional, podemos afirmar que si
la ecuacio´n: ∫
∂V
(e+ q · n) da = 0 , (2)
se satisface para cualquier ∂V , entonces tambie´n se cumple:
e˙ = −∇ · q . (3)
Si adema´s suponemos que el flujo de calor q puede escribirse como:
q =MT∇
(
1
T
)
, (4)
siendo T la temperatura y MT una constante positiva, la expresio´n (3) queda:
e˙ = −∇ ·
[
MT∇
(
1
T
)]
. (5)
Esta u´ltima ecuacio´n va a ser la primera ecuacio´n de evolucio´n de nuestro
sistema.
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2.2. Produccio´n entro´pica positiva
A partir de la conservacio´n de la energ´ıa hemos encontrado una primera
ecuacio´n de evolucio´n. Pero no hace intervenir el campo de fase, que es una
variable de estado del problema. En los modelos phase-field, es habitual definir
una energ´ıa libre dependiente del campo de fase. Penrose y Fife establecieron en
[12] una serie de reglas para generar expresiones de energ´ıas libres consistentes
con las leyes de la termodina´mica. Ma´s concretamente, defendieron el uso de
la entrop´ıa como energ´ıa libre dependiente del campo de fase y propusieron la
siguiente expresio´n:
S =
∫
V
(
s− 
2
2
|∇φ|2
)
dv , (6)
donde  es una constante y s es la densidad entro´pica que tendr´ıa el sistema
si fuera monofa´sico. En la ecuacio´n (6), tanto cada una de las fases como la
interfase contribuyen a la entrop´ıa del sistema.
La entrop´ıa generada en un proceso se obtiene diferenciando la entrop´ıa total
con respecto al tiempo. Como es pra´ctica comu´n en termodina´mica, supongamos
que la densidad de entrop´ıa se puede escribir en funcio´n de la energ´ıa y del campo
de fase, i.e., s = s˜(φ, e). Entonces,
S˙ =
∫
V
(
˙˜s− 2∇φ˙ · ∇φ
)
dv
=
∫
V
(
∂s˜
∂e
e˙+
(
∂s˜
∂φ
+ 24φ
)
φ˙− 2∇ ·
(
φ˙∇φ
))
dv . (7)
Sustituyendo la expresio´n de e˙ obtenida en (5) en la ecuacio´n anterior tenemos:
S˙ =
∫
V
(
1
T
∇ · q +
(
∂s˜
∂φ
+ 24φ
)
φ˙
)
dv −
∫
∂V
(
2φ˙∇φ · n
)
da
=
∫
V
(
q · ∇
(
1
T
)
+
(
∂s˜
∂φ
+ 24φ
)
φ˙
)
dv −
∫
∂V
( q
T
+ 2φ˙∇φ
)
· nda .
(8)
La expresio´n de la produccio´n entro´pica es igual a la primera de las dos integrales
que aparecen en la ecuacio´n anterior. Efectivamente, se puede dividir la entrop´ıa
en dos te´rminos, la produccio´n entro´pica (primer sumando) y el flujo entro´pico
a trave´s de la frontera ∂V (segundo sumando). El segundo principio exige que
la produccio´n entro´pica sea positiva, condicio´n que se traduce por:∫
V
(
q · ∇
(
1
T
)
+
(
∂s˜
∂φ
+ 24φ
)
φ˙
)
dv ≥ 0 . (9)
Podemos utilizar la ecuacio´n anterior para definir la ley de evolucio´n del
campo de fase:
τ φ˙ =
∂s˜
∂φ
+ 24φ , con τ > 0 , (10)
de esta forma, cuando la combinamos con la ecuacio´n (4), encontramos una
produccio´n entro´pica de la forma:∫
V
(
MT
∣∣∇T−1∣∣2 + τ φ˙2) dv , (11)
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que es no negativa.
La fo´rmula (10) representa la evolucio´n del campo de fase y es por lo tanto la
ecuacio´n que, junto a la expresio´n (5), determinan el comportamiento de nuestro
sistema.
2.3. Ecuaciones del modelo phase-field
Las ecuaciones de evolucio´n (5) y (10) son implicaciones matema´ticas que
hemos deducido de los dos principios fundamentales de la termodina´mica. So-
lamente hemos supuesto dos hipo´tesis: el flujo de calor deb´ıa seguir una ley de
Fourier generalizada, la ecuacio´n (4), y la entrop´ıa total quedaba determinada
por el funcional cla´sico propuesto por Penrose y Fife [12] muy utilizado en los
problemas phase-field. Por lo dema´s, las ecuaciones de evolucio´n son comple-
tamente generales y va´lidas para modelizar multitud de sistemas. Pero para
caracterizar el sistema concreto que nosotros vamos a estudiar nos hace enton-
ces falta ma´s informacio´n. Debemos encontrar un modelo de las densidades de
energ´ıa y de entrop´ıa. Utilizando los desarrollos descritos en [17], vamos a conse-
guir todo lo que necesitamos para completar la formulacio´n de nuestro problema
de valores iniciales.
En primer lugar, concentre´monos en la densidad de energ´ıa. Vamos a suponer
que puede expresarse como:
e = eˆ(φ, T ) = eL(T ) + [p(φ)− 1]L(T ) , (12)
donde eL es la densidad de energ´ıa interna del l´ıquido, p(φ) es un polinomio que
satisface p(0) = 0 y p(1) = 1 y L(T ) = eL(T ) − eS(T ) es la variacio´n entre las
densidades de energ´ıa del l´ıquido y del so´lido. Adema´s, la energ´ıa interna en el
l´ıquido eL es de la forma
eL(T ) = eL(TM ) + c(T − TM ) , (13)
en donde c es la capacidad calor´ıfica por unidad de volumen del l´ıquido y TM
es la temperatura de solidificacio´n.
Las dos nuevas ecuaciones que acabamos de introducir, (12) y (13), nos han
permitido encontrar la densidad de energ´ıa interna. Pero au´n tenemos que hallar
una expresio´n correcta para la entrop´ıa. Vamos a trabajar con la densidad de
energ´ıa libre de Helmholtz, definida como la transformacio´n de Legendre de la
energ´ıa interna e que sustituye la entrop´ıa por la temperatura como variable
independiente.
f = f(φ, T ) = e(φ, s)− Ts
⇒ df = ∂f
∂T
dT +
∂f
∂φ
dφ .
(14)
Dividiendo f por T ,
∂ (f/T )
∂φ
= − e
T 2
, (15)
que tras integracio´n a φ constante se convierte en:
f(φ, T ) = T
(∫ TM
T
e(φ, ψ)
ψ2
dψ +
1
4a
g(φ)
)
, (16)
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donde a es una constante y g(φ) un potencial de doble pozo con dos mı´nimos,
uno en 0 y otro en 1. Por su simplicidad, vamos a escoger como potencial:
g(φ) = φ2(1− φ)2 . (17)
Adema´s, podemos expresar la energ´ıa libre de Helmholtz (14) en funcio´n de eL
en lugar de e apoya´ndonos en la ecuacio´n (12):
f(φ, T ) = T
(
−
∫ T
TM
eL(ψ, φ)
ψ2
dψ − [p(φ)− 1]Q(T ) + 1
4a
g(φ)
)
, (18)
con Q definido por
Q(T ) =
∫ T
TM
L(ψ)
ψ2
dψ . (19)
La primera integral puede calcularse a partir de (13):∫ T
TM
eL(ψ, φ)
ψ2
dψ =
∫ T
TM
eL(TM )− cTM
ψ2
dψ +
∫ T
TM
cψ
ψ2
dψ
= − [eL(TM )− cTM ]
(
1
T
− 1
TM
)
+ c ln
(
T
TM
)
.
(20)
Con las ecuaciones (18), (19) y (20) la energ´ıa libre de Helmholtz queda
totalmente determinada. Ahora que disponemos de una expresio´n de f y de
e, podemos deducir la forma que tiene la densidad de entrop´ıa simplemente
recordando la definicio´n de f (14):
s(φ, T ) =
e− f(φ, T )
T
. (21)
2.4. Modelo I para la solidificacio´n de Wang
La meta que persegu´ıamos, en el subapartado anterior, era determinar por
completo el comportamiento f´ısico del sistema que vamos a estudiar. Por ello,
hemos introducido algunas restricciones sobre la energ´ıa y la entrop´ıa. Aunque
ya casi lo hemos logrado, au´n nos quedan dos para´metros por determinar: L(T ) y
p(φ). En [17], Wang propone dos modelos y cada uno de ellos otorga expresiones
distintas a L(T ) y p(φ). Nosotros hemos implementado el modelo I.
En este modelo en concreto L(T ) es una constante llamada calor latente de
fusio´n.
L(T ) = L(TM ) = L0 (22)
y el polinomio p(φ) tiene la forma:
p(φ) = φ3
(
10− 15φ+ 6φ2) (23)
Al empezar el subapartado anterior, impusimos que la energ´ıa interna tuvie-
se la forma (12), donde p ten´ıa dos restricciones: p(0) = 0 y p(1) = 1. Podemos
comprobar fa´cilmente que la expresio´n (23) efectivamente satisface sendas res-
tricciones.
Las ecuaciones (5) y (10) rigen la solidificacio´n de sustancias puras y garan-
tizan tanto el crecimiento de la entrop´ıa, como la conservacio´n de la energ´ıa.
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Sin embargo, necesitan ser completadas con una expresio´n de las densidades de
energ´ıa interna y de entrop´ıa. Por una parte, la ecuacio´n (12) junto con la (13)
caracterizan la densidad de la energ´ıa interna. Por otra parte, las ecuaciones
(18), (19), (20) y (21) constituyen un modelo satisfactorio de la entrop´ıa junto
con las ecuaciones del modelo I de Wang (22) y (23).
En el siguiente apartado, vamos a discretizar las ecuaciones de evolucio´n (5)
y (10) en el tiempo y en el espacio de tal forma que, en cada paso de tiempo,
se conserven el primer y segundo principio de la termodina´mica.
3. Discretizacio´n
En este apartado explicamos una discretizacio´n de las ecuaciones (5) y (10)
que gobiernan el modelo phase-field, propuesto para modelizar la solidificacio´n
en la seccio´n (2). La propiedad ma´s importante que va a poseer esta discreti-
zacio´n es la satisfaccio´n de los dos principios de la termodina´mica. Antes de
presentar este nuevo me´todo nume´rico, vamos a explicar en que´ consiste la dis-
cretizacio´n esta´ndar mediante el me´todo de los elementos finitos en el espacio y
la regla del punto medio en el tiempo. Nos apoyaremos en este me´todo esta´ndar
para construir nuestra propia discretizacio´n y como comparacio´n.
3.1. Discretizacio´n mediante la regla del punto medio y el
me´todo de los elementos finitos
Antes de discretizar el sistema de ecuaciones, vamos a explicar brevemente
en que´ consisten el me´todo de los elementos finitos y la regla del punto medio.
3.1.1. Me´todo de los elementos finitos
El me´todo de los elementos finitos es un algoritmo, ampliamente empleado
en ingenier´ıa, para resolver nume´ricamente sistemas de ecuaciones en derivadas
parciales, transformando el sistema de ecuaciones diferenciales en un sistema
algebraico.
La resolucio´n por el me´todo de elementos finitos suele dividirse en cuatro
etapas:
Formulacio´n del sistema de EDPs en forma variacional.
Divisio´n del dominio espacial de las variables de estado en subdominos
llamados elementos finitos. Esto se consigue con un mallado y se crea un
espacio vectorial de dimensio´n finita. La solucio´n final sera´ una combina-
cio´n lineal de vectores de una base de ese nuevo espacio vectorial.
Proyeccio´n del problema variacional sobre el espacio vectorial de los ele-
mentos finitos. De esta forma obtenemos un sistema lineal de dimensio´n
finita.
Resolucio´n del sistema de ecuaciones mediante te´cnicas de a´lgebra lineal.
Vamos a ilustrar cada uno de estos pasos a trave´s de un ejemplo, la resolucio´n
de la ecuacio´n de Poisson con condiciones de contorno de tipo Neumann y
Dirichlet. Buscamos el campo u, perteneciente a un espacio de Banach y definido
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sobre un abierto Ω ⊂ Rn con una frontera suave a trozos. Adema´s, u satisface
la ecuacio´n de Poisson:
4u+ f = 0, en Ω
u = g, sobre Γg
∇u · n = h, sobre Γh,
(24)
donde Γh y Γg son abiertos de Γ, la frontera de Ω. Ahora necesitamos definir
el espacio de funciones de prueba S y el espacio V, subespacios del espacio de
Hilbert H14 tales que:
S = {u|u ∈ H1 y u = g en Γg} (25)
V = {w|w ∈ H1 y w = 0 en Γh}. (26)
Formulacio´n de´bil La formulacio´n de´bil (o formulacio´n variacional) de un
sistema de ecuaciones diferenciales consiste en transformar el sistema en otro de
ecuaciones integrales, de tal forma que se puede resolver mediante las te´cnicas
del a´lgebra lineal sobre espacios funcionales. Con la notacio´n introducida en el
pa´rrafo anterior, podemos reescribir el problema de Poisson (24):∫
Ω
∇u · ∇w dΩ =
∫
Ω
wf dΩ +
∫
Γh
whdΓh, con u ∈ S y w ∈ V. (27)
Es sencillo deducir la forma de´bil a partir del problema inicial (24) (llamado
forma fuerte):
0 = 4u+ f , en Ω
=
∫
Ω
w (4u+ f) , integrando por partes
= −
∫
Ω
∇u · ∇w dΩ +
∫
Γ
w∇u · ndΓ +
∫
Ω
wf dΩ,
imponiendo w = 0 en Γh y ∇u · n = h, en Γh:
0 = −
∫
Ω
∇u · ∇w dΩ +
∫
Γh
whdΓh +
∫
Ω
wf dΩ∫
Ω
∇u · ∇w dΩ =
∫
Ω
wf dΩ +
∫
Γh
whdΓh, con u ∈ S y w ∈ V.
La demostracio´n de la implicacio´n inversa, esto es, la forma de´bil es condicio´n
suficiente para que la forma fuerte se cumpla, se puede encontrar en [6]. Vamos
a introducir la siguiente notacio´n que utilizaremos de ahora en adelante:
〈∇w,∇u〉 =
∫
Ω
∇u · ∇w dΩ
〈w, f〉 =
∫
Ω
wf dΩ
〈w, h〉h =
∫
Γh
whdΓh.
Con esta nueva notacio´n la forma de´bil se puede reescribir de forma mucho
ma´s reducida:
〈∇w,∇u〉 = 〈w, f〉+ 〈w, h〉h (28)
4H1 es el espacio de funciones de cuadrado integrable cuya derivada tambie´n es de cuadrado
integrable. El espacio de funciones de cuadrado integrable se denota L2
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Formulacio´n de Galerkin Hasta ahora hemos transformado una EDP en
una ecuacio´n integral. En lugar de resolver esos sistemas directamente, vamos
a aproximarlos por un sistema lineal de ecuaciones.
En primer lugar, vamos a particionar el conjunto Ω, sobre el que esta´ definido
el campo u que buscamos, en n subdominios {Ω(e)}ne=1. La interseccio´n de dos
subdominios cualesquiera debe ser nula y la unio´n de todos los subdominios
debe formar Ω. Se llama elemento a cada Ω(h). En definitiva, hemos mallado Ω
y obtenido una malla formada por los elementos Ω(h) y m nodos de coordenadas
xA en cada elemento.
A continuacio´n se definen dos espacios funcionales Sh y Vh de dimensio´n
finita, sobre cada elemento. Estos espacios son aproximaciones de dimensio´n fi-
nita de S y V. Asumimos que cada miembro de Sh puede representarse mediante
la relacio´n:
uh = vh + gh, donde vh ∈ Vh y gh = uh en Γg
A partir de la forma de´bil del problema de Poisson podemos estudiar lo que
se conoce como formulacio´n de Galerkin:〈∇wh,∇uh〉 = 〈wh, f〉+ 〈wh, hh〉
h
− 〈∇wh,∇gh〉
g
. (29)
Necesitamos construir una base para cada espacio Vh. A los elementos de
dicha base se les llama funciones de forma. Como base, se elige la familia de po-
linomios de grado inferior o igual am. Cada elemento wh ∈ Vh puede expresarse
entonces como:
wh =
m∑
A=1
NA(x)wh(xA) ,
donde NA son las funciones de forma. Adema´s:
wh =
m∑
A=1
NA(x)wh(xA)
vh =
m∑
A=1
NA(x)vh(xA)
gh =
mg∑
A=1
NA(x)gh(xA)
Las funciones de forma se escogen de tal forma que NA(xB) = 0 cuando xB es la
posicio´n de un nodo diferente de A, mientras que NA(xA) = 1. Las funciones de
forma son por lo tanto funciones de interpolacio´n polino´mica. Con esta notacio´n,
la formulacio´n de Galerkin queda:
n∑
B=1
〈∇NA,∇NB〉dB = 〈NA, f〉+ 〈NA, h〉h −
ng∑
B=1
〈∇NA,∇NB〉 (30)
para cualquier nodo A y llamando dB a vh(xB). La ecuacio´n anterior esconde
en realidad un sistema lineal de ecuaciones que puede ser reformulado en forma
matricial. Si llamamos:
FA = 〈NA, f〉+ 〈NA, h〉h −
ng∑
B=1
〈∇NA,∇NB〉
KAB = 〈∇NA,∇NB〉,
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podemos construir la matriz K ensamblando los te´rminos KAB : K(i, j) = Kij .
De manera similar, construimos los vectores d y F: d(i) = di, F(i) = Fi.
Finalmente, la ecuacio´n (30) se expresa en forma matricial como:
Kd = F. (31)
3.1.2. Regla del punto medio
Al hacer uso del me´todo de los elementos finitos para discretizar en el espacio
las ecuaciones de evolucio´n, podemos resolver para un instante dado el modelo
phase-field. Sin embargo, en las ecuaciones aparecen derivadas con respecto al
tiempo que debemos discretizar. Vamos a crear un nuevo me´todo basado en la
regla del punto medio. Repasemos por lo tanto ra´pidamente las propiedades ma´s
importantes del me´todo de derivacio´n nume´rica del punto medio.
Un forma de encontrar fo´rmulas de derivadas con cualquier orden de preci-
sio´n consiste en recurrir a la interpolacio´n de Lagrange. Si {x0, x1, .., xn} son
n+1 puntos distintos de Ω y f ∈ Cn+1(Ω), entonces la fo´rmula de interpolacio´n
polino´mica de Lagrange establece la igualdad:
f(x) =
n∑
k=0
f(xk)lk(x) +
n∏
k=0
(x− xk)
(n+ 1)!
f (n+1)(ξ(x)) (32)
donde lk es el k-e´simo polinomio de Lagrange de f en x0, x1, ..., xn.
Diferenciando la expresio´n anterior llegamos a:
f ′(x) =
n∑
k=0
f(xk)l′k(x)+
d
∏n
k=0
(x−xk)
(n+1)!
dx
f (n+1)(ξ(x))+
n∏
k=0
(x− xk)
(n+ 1)!
df (n+1)(ξ(x))
dx
(33)
y evaluando la derivada en el punto xj :
f ′(xj) =
n∑
k=0
f(xk)l′k(xj) +
n∏
k=0
(xj − xk)f
(n+1)(ξ(xj))
(n+ 1)!
(34)
Si ahora consideramos solamente tres puntos: x0−h, x0 y x0+h, la formula
anterior queda:
f ′(x0) =
1
2h
(f(x0 + h)− f(x0 − h))− h
2
6
f (3)(ξ(x0))
=
1
2h
(f(x0 + h)− f(x0 − h)) + o(h2)
(35)
La ecuacio´n (35) nos da la fo´rmula que vamos a utilizar para aproximar
nume´ricamente la derivada en funcio´n del tiempo en el me´todo esta´ndar. Com-
probamos que la aproximacio´n es de segundo orden
3.1.3. Discretizacio´n esta´ndar
En el modelo presentado en el apartado (2) hay dos campos independientes
φ y T . En lugar de utilizar la temperatura, vamos a trabajar con su inverso
ω = T−1 por simplicidad de ca´lculo. Todas las dema´s magnitudes que hemos
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introducido hasta ahora en este trabajo pueden expresarse en funcio´n de esas dos
variables φ y ω. En particular las densidades de energ´ıa interna y de entrop´ıa:
e = eˆ(φ, ω) , s = sˆ(φ, ω) . (36)
En termodina´mica suele considerarse la energ´ıa interna o la entrop´ıa como
variable de estado, por lo que tambie´n podemos expresar la entrop´ıa en funcio´n
de la energ´ıa interna:
s = s˜(φ, e) . (37)
Debemos tener especial cuidado cuando manipulemos la entrop´ıa, porque he-
mos definido dos expresiones funcionales distintas de la misma magnitud f´ısica.
A pesar de que sˆ(φ, ω) y s˜(φ, e) representan ambas a la entrop´ıa y su espa-
cio imagen es el mismo, dependen de variables distintas y, por lo tanto, esta´n
definidas en espacios diferentes. As´ı:
∂sˆ
∂φ
6= ∂s˜
∂φ
,
∂sˆ
∂e
= 0 ,
∂s˜
∂ω
= 0 .
En primer lugar, vamos a obtener la forma de´bil de las ecuaciones (5) y (10).
Si φ y ω pertenecen al espacio de Hilbert H1(V ),5 entonces para cualesquiera
ψ y µ tambie´n en H1(V ), se deben satisfacer las siguientes ecuaciones variacio-
nales: 〈
∂eˆ
∂φ
φ˙+
∂eˆ
∂ω
ω˙, ψ
〉
= 〈MT∇ω,∇ψ〉 ,〈
τ φ˙, µ
〉
=
〈
∂sˆ
∂φ
, µ
〉
− 〈2∇φ,∇µ〉 . (38)
Para formular la discretizacio´n de las ecuaciones anteriores, empezamos de-
finiendo una particio´n del intervalo de tiempo [0, T ) en N intervalos disjuntos
[tn, tn+1) con 0 ≤ n ≤ N y 0 = to < t1 < . . . < tN = T .
Para discretizar en el espacio, vamos a considerar una triangulacio´n del
volumen V en elementos Ve conectados a Nnd nodos de coordenadas xa, a =
1, . . . , Nnd. Utilizando las funciones de forma esta´ndar de los elementos finitos
Na : V → R, definimos un subconjunto de H1(V ) de dimensio´n finita:
Vh =
{
uh ∈ H1(V ), uh =
Nnd∑
a=1
Na(x)ua
}
. (39)
La discretizacio´n esta´ndar que esta´bamos buscando aplicando la regla del
punto medio en el tiempo y elementos finitos en el espacio es el par (φhn+1, ω
h
n+1) ∈
Vh × Vh, que, dados (φhn, ωhn) satisface:〈
∂eˆ
∂φ
φhn+1 − φhn
∆t
+
∂eˆ
∂ω
ωhn+1 − ωhn
∆t
, ψh
〉
=
〈
MT∇ωhn+ 12 ,∇ψ
h
〉
,〈
τ
φnn+1 − φhn
∆t
, µh
〉
=
〈
∂sˆ
∂φ
, µh
〉
−
〈
2∇φhn+ 12 ,∇µ
h
〉
.
(40)
5H1(V ) es el conjunto de funciones de cuadrado integrable cuyas derivadas parciales son
tambie´n de cuadrado integrable.
3 DISCRETIZACIO´N 14
para cualesquiera (ψh, µh) ∈ Vh×Vh. Todas la derivadas parciales de la energ´ıa
interna y de la entrop´ıa presentes en el ecuacio´n anterior deben evaluarse en el
punto medio: (φh
n+ 12
, ωh
n+ 12
) = 12
[
(φhn, ω
h
n) + (φ
h
n+1, ω
h
n+1)
]
.
3.2. Me´todo termodina´micamente consistente
El me´todo (40) tiene una precisio´n de segundo orden en el tiempo pero
genera soluciones discretas {(φhn, ωhn)}Nn=0 cuya energ´ıa puede no conservarse y
cuya entrop´ıa puede decrecer entre instantes de tiempo distintos. El objetivo
principal de este trabajo es modificar este me´todo nume´rico para remediar esas
inconsistencias con las leyes f´ısicas.
Para ello vamos a utilizar una derivada nume´rica diferente a la del punto
medio. Adema´s vamos a modificar las variables del me´todo nume´rico que vamos
a ir calculando en cada paso de tiempo.
3.2.1. La derivada discreta
El concepto de derivada discreta (o gradiente discreto) es utilizado habitual-
mente en la formulacio´n de me´todos conservativos (ver, por ejemplo, [3, 11, 13]).
La idea, que se remonta por lo menos a [8, 9, 5, 7], consiste en definir una cons-
truccio´n expl´ıcita, con el fin de obtener una aproximacio´n de segundo orden
de funciones gradiente generales que satisfagan la condicio´n de direccionalidad
(42), explicada ma´s abajo.
Se puede construir la derivada discreta de funciones reales definidas en la
recta real, en campos de vectores o incluso en campos de tensores. En este
trabajo, so´lo vamos a necesitar el caso ma´s sencillo, pero vamos a explicar esta
derivada con los mismos conceptos desarrollados en el marco ma´s general.
Dada una funcio´n diferenciable f : R→ R y a, b ∈ R, su funcio´n derivada f ′
evaluada en a+b2 puede ser aproximada por una derivada discreta Df : R×R→ R
definida por:
Df(a, b) =
f(b)− f(a)
b− a . (41)
Esta funcio´n es una aproximacio´n de f ′(a+b2 ) de tercer orden que satisface la
condicio´n de direccionalidad:
Df(a, b) · (b− a) = f(b)− f(a) , (42)
y posee un l´ımite definido
l´ım
b→a
Df(a, b) = f ′(a) . (43)
Consideremos ahora el caso que ma´s nos interesa a nosotros, el de una funcio´n
diferenciable de dos variables g : R2 → R. Dados dos puntos (x1, y1), (x2, y2) ∈
R2, las derivadas parciales discretas de g con respecto a cada uno de sus argu-
mentos son las funciones:
D1g : R2 × R2 → R , D2g : R2 × R2 → R , (44)
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definidas por:
D1g(x1, y1, x2, y2) =
g(x2, y1)− g(x1, y1) + g(x2, y2)− g(x1, y2)
2(x2 − x1) ,
D2g(x1, y1, x2, y2) =
g(x1, y2)− g(x1, y1) + g(x2, y2)− g(x2, y1)
2(y2 − y1) .
(45)
Estas dos funciones son aproximaciones de tercer orden de las correspondientes
derivadas parciales en (x1+x22 ,
y1+y2
2 ) y satisfacen la condicio´n de direccionali-
dad:
D1g(x1, y1, x2, y2)(x2−x1)+D2g(x1, y1, x2, y2)(y2− y1) = g(x2, y2)− g(x1, y1) .
(46)
Adema´s, esta´n definidas en los l´ımites,
l´ım
x2→x1
D1g(x1, y1, x2, y2) =
1
2
(
∂g
∂x
(x1, y1) +
∂g
∂x
(x1, y2)
)
,
l´ım
y2→y1
D2g(x1, y1, x2, y2) =
1
2
(
∂g
∂y
(x1, y1) +
∂g
∂y
(x2, y1)
)
.
(47)
3.2.2. Variables del me´todo nume´rico
Apoya´ndonos en esta construccio´n de la derivada discreta, vamos a an˜adir
dos nuevas variables a nuestra discretizacio´n. Ma´s tarde entenderemos por que´ las
necesitamos. Vamos a crear una nueva densidad de energ´ıa ehn ∈ Vh y una nueva
inversa de la temperatura ωh∗ ∈ Vh. Debemos recordar que la temperatura se
define en termodina´mica como una derivada de la entrop´ıa:
∂sˆ
∂e
=
1
T
= ω (48)
Definimos entonces la nueva variable ehn como la proyeccio´n L2 de la densidad
de energ´ıa y la variable ωh∗ como la proyeccio´n L2 de la derivada discreta Desˆ
sobre el espacio de elementos finitos:〈
ehn, ν
h
〉
=
〈
eˆ(φhn, ω
h
n), ν
h
〉
,〈
ωh∗ , η
h
〉
=
〈
Des˜(φhn, e
h
n, φ
h
n+1, e
h
n+1), η
h
〉
,
(49)
para cualesquiera funciones de forma νh y ηh en Vh.
En definitiva, en vez de contar con dos variables de estado, trabajaremos con
cuatro. La discretizacio´n de las ecuaciones de evolucio´n (38) que proponemos
es: 〈
ehn+1 − ehn
∆t
, ψh
〉
=
〈
MT∇ωh∗ ,∇ψh
〉
,〈
τ
φhn+1 − φhn
∆t
, µh
〉
=
〈
Dφs˜(φhn, e
h
n, φ
h
n+1, e
h
n+1), µ
h
〉− 〈2∇φhn+ 12 ,∇µh〉 .
(50)
Definimos la energ´ıa y la entrop´ıa totales en el instante tn de una solucio´n
discreta (φn, ωn) respectivamente como sugiere la definicio´n (6):
En =
∫
V
eˆ(φhn, ω
h
n) dv , Sn =
∫
V
(
sˆ(φhn, ω
h
n)−
2
2
|∇φhn|2
)
dv . (51)
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En el siguiente teorema encontramos la razo´n que nos ha empujado a introducir
dos nuevas variables en nuestro me´todo nume´rico.
Teorema 1. La discretizacio´n espacio-temporal caracterizada por las ecuacio-
nes (49) y (49) es una aproximacio´n de segundo orden en el tiempo cuya solucio´n
preserva las dos leyes de la termodina´mica, esto es,
En+1 = En , Sn+1 ≥ Sn . (52)
Demostracio´n. La precisio´n del me´todo se deduce directamente del orden de
precisio´n del operador diferencial discreto utilizado.
Para demostrar la conservacio´n de la energ´ıa, basta con elegir ψh como
funcio´n constante en la ecuacio´n (50)1. En efecto, como dicha ecuacio´n debe
cumplirse sea cual sea ψh, si la sustituimos por una constante, el te´rmino derecho
de la ecuacio´n variacional se anula, por lo que la parte izquierda debe ser nula
y la energ´ıa constante.
A continuacio´n, para demostrar la validez del segundo principio, escogemos
µh = φhn+1 − φhn en (50)2 y obtenemos:
τ
‖φhn+1 − φhn‖2
∆t
=
〈
Dφsˆ, φ
h
n+1 − φhn
〉−〈2
2
(∇φhn+1 +∇φhn) ,∇φhn+1 −∇φhn〉
=
〈
Dφsˆ, φ
h
n+1 − φhn
〉− 2
2
(‖∇φhn+1‖2 − ‖∇φhn‖2)
+
〈
Des˜, e
h
n+1 − ehn
〉− 〈Des˜, ehn+1 − ehn〉
=Sn+1 − Sn −
〈
Des˜, e
h
n+1 − ehn
〉
.
(53)
El u´ltimo te´rmino de la parte derecha puede ser evaluado utilizando la pro-
yeccio´n (49)2 y la ecuacio´n de evolucio´n (50)1:〈
Desˆ, e
h
n+1 − ehn
〉
=
〈
ωh∗ , e
h
n+1 − ehn
〉
= ∆t
〈∇ωh∗ ,MT∇ωh∗ 〉 , (54)
resultado siempre no negativo. Por lo tanto, (54) nos permite concluir:
Sn+1 − Sn = τ
‖φhn+1 − φhn‖2
∆t
+∆t
〈∇ωh∗ ,MT∇ωh∗ 〉 ≥ 0 , (55)
que es lo que intenta´bamos demostrar.
Al principio hemos recordado el me´todo esta´ndar para discretizar el sistema
de ecuaciones de evolucio´n formado por (5) y (10) cuya precisio´n es de segundo
orden. Sin embargo esa discretizacio´n no garantiza que la entrop´ıa crezca y que
la energ´ıa total se conserve en cada paso de tiempo. En lugar de utilizar la regla
del punto medio esta´ndar en el tiempo, la hemos modificado introduciendo la
derivada discreta definida en [3]. Adema´s, a las dos variables de estado ωhn+1 y
φhn+1, hemos an˜adido ω
h
∗(n+1) y e
h
n+1 como variables. Proyectando la derivada
discreta de la entrop´ıa en el espacio de elementos finitos, definimos ωh∗(n+1) y
proyectando de la misma manera la energ´ıa interna hallamos ehn+1.
Aunque pueda parecer que esta discretizacio´n va a necesitar tiempos de
ca´lculo el doble de grandes que la discretizacio´n esta´ndar porque pasamos de
resolver un sistema de dos ecuaciones a otro con cuatro ecuaciones, esto no es
correcto. Porque trabajamos con dos ecuaciones de proyeccio´n que son suma-
mente simples.
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4. Implementacio´n y simulaciones nume´ricas
El primer apartado nos ha permitido demostrar que las ecuaciones de evolu-
cio´n (5) y (10) cumplen el primer y el segundo principios de la termodina´mica.
Despue´s hemos presentado una discretizacio´n de las ecuaciones de evolucio´n
y hemos demostrado que en cada paso de tiempo satisface los dos primeros
principios de la termodina´mica. A continuacio´n, vamos a simular el sistema de
ecuaciones. En primer lugar, comentaremos el programa que hemos utilizado
para las simulaciones y las librer´ıas que hemos elegido para que el programa
corra en paralelo. A continuacio´n, terminaremos mostrando una simulacio´n y
comprobando que mientras la discretizacio´n esta´ndar no cumple las leyes ter-
modina´micas, nuestra discretizacio´n s´ı lo hace.
4.1. Implementacio´n
4.1.1. IRIS, un co´digo de elementos finitos
El co´digo IRIS para investigacio´n de elementos finitos, desarrollado y man-
tenido por el profesor Ignacio Romero [16], nos ha permitido simular el sistema.
Es un co´digo de elementos finitos de propo´sito general escrito en C++. Esta´ bas-
tante compartimentado, pensado para facilitar la creacio´n de nuevos mo´dulos,
ya sean integradores, me´todos algebraicos de resolucio´n de sistemas de ecuacio-
nes, elementos o materiales. El co´digo puede resolver tanto problemas lineales
como no lineales y contiene:
Integradores dina´micos y cuasi-esta´ticos,
Elementos so´lidos tanto para pequen˜as deformaciones como para defor-
maciones finitas,
Elementos fluidos para las ecuaciones de Stokes y de Navier-Stokes, junto
a elementos estabilizadores,
Elementos te´rmicos para la ecuacio´n de Fourier,
Elementos acu´sticos para la ecuacio´n de Helmholtz,
Modelos de materiales lineales y no lineales ela´sticos, elastopla´sticos, te´rmi-
cos y fluidos.
Utiliza las siguientes librer´ıas externas:
La librer´ıa SuperLU para la solucio´n de sistemas de ecuaciones grandes,
dispersos y no sime´tricos,
El proyecto LAPACK para la multiplicacio´n, la descomposicio´n espectral
y el ca´lculo de normas de matrices entre otros,
El paqueta ARPACK para el ca´lculo de autovalores y autovectores,
La librer´ıa Sparskit para manipular grandes matrices dispersas.
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IRIS esta´ tambie´n programado para utilizar hilos y sacar provecho de la
programacio´n paralela en ma´quinas con procesadores de varios nu´cleos.
Concretamente, para simular el sistema que hemos descrito en el aparta-
do 2 y poder comparar la discretizacio´n que hemos propuesto en este trabajo
con respecto a la esta´ndar, hemos programado dos nuevos elementos y dos nue-
vos materiales. El primer elemento es de tipo phase-field y contiene no so´lo las
ecuaciones de evolucio´n (5) y (10) y las de proyeccio´n (49), adema´s alberga
toda la informacio´n de la matriz tangente. El otro elemento que hemos imple-
mentado esta´ representado u´nicamente por las dos ecuaciones de evolucio´n (5)
y (10) y nos ha permitido comparar los resultados. Junto a esos elementos, he-
mos programado dos materiales. Ambos recopilan todas las constantes f´ısicas
que caracterizan el comportamiento del material concreto que hemos simulado,
as´ı como las ecuaciones que caracterizan la expresio´n de la energ´ıa interna (las
ecuaciones (12) y (13)) y de la entrop´ıa (las ecuaciones (21), (18), (19), (22)
y (23)). Sin embargo, el primer material adema´s calcula las derivadas discre-
tas parciales de la energ´ıa y la entrop´ıa, mientras que el segundo calcula sus
derivadas parciales anal´ıticas.
4.1.2. Paralelizacio´n del co´digo
Como ya hemos explicado anteriormente, la discretizacio´n espacial de las
ecuaciones que queremos simular se ha llevado a cabo con elementos finitos. El
me´todo de los elementos finitos se divide en tres partes:
El pre-proceso, etapa durante la cual se crea el material, se malla el objeto
que se estudia, se crean los elementos y se ensamblan,
LLa resolucio´n del sistema lineal de ecuaciones,
El post-proceso, fase durante la cual se representan los resultados.
Ciertamente cuando se ejecutan dos simulaciones donde la u´nica diferencia es
el taman˜o de la malla, el tiempo de pre-proceso no es el mismo. No obstante, esa
es una etapa que se ejecuta una sola vez a lo largo del programa. Por el contrario,
en cada paso de tiempo tenemos que resolver el sistema de ecuaciones. Dicho
sistema tiene una dimensio´n aproximadamente proporcional al cubo del nu´mero
de nodos que ha generado la malla. Se comprueba fa´cilmente, que si la malla
de una de las simulaciones es mucho ma´s fina que la otra, el tiempo que va a
invertir el programa en la etapa de proceso va a ser considerablemente mayor.
En otras palabras, en sistemas suficientemente grandes, el proceso es la etapa
que ma´s tiempo tarda y cuanto mayor es el taman˜o de malla, ma´s tiempo dura
la fase de proceso.
En el estudio de la solidificacio´n, feno´meno f´ısico que estamos estudiando,
es importante que el taman˜o de la interfase sea muy pequen˜o con respecto al
volumen que se simula. Esto significa que para simular adecuadamente la solidi-
ficacio´n necesitamos una malla extremadamente fina. En definitiva, si queremos
ser capaces de simular un volumen de taman˜o f´ısicamente razonable, en un
tiempo asumible, debemos recurrir a centros de computacio´n paralela.
En esta seccio´n, vamos a describir las librer´ıas y modificaciones que hemos
introducido en IRIS para poder correr simulaciones en entornos distribuidos.
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PETSc PETSc es una librer´ıa de resolucio´n de grandes sistemas de ecua-
ciones. Incluye toda serie de me´todos para resolver EDPs, como me´todos de
subespacios de Krylov, precondicionadores, integradores, solvers, funciones pa-
ra manipular matrices dispersas e incluso matrices y vectores distribuidos. Esta
librer´ıa integra ya la posibilidad de ser ejecutada en paralelo con el esta´ndar
MPI. Adema´s de implementar varios me´todos de resolucio´n de sistemas de ecua-
ciones tanto lineales como no-lineales, puede ser utilizada como interfaz de otras
librer´ıas de resolucio´n de sistemas de ecuaciones tales como MUMPS, SPOO-
LES, SuperLU y SuperLU distribuida.
IRIS ya ofrec´ıa la opcio´n de utilizar sus propios me´todos de resolucio´n de
sistemas de ecuaciones adema´s de algunos otros que posee PETSc. Esencial-
mente, hemos tenido que programar una nueva clase ensamblador, una interfaz
con los solvers paralelos de PETSc y una nueva interfaz con la clase de matriz
distribuida que propone PETSc.
Recordemos que el me´todo de los elementos finitos aproxima un sistema
de ecuaciones diferenciales en otro de ecuaciones lineales que podemos escribir
matricialmente de la forma:
Kd = f (56)
donde el vector d es el vector cuyo valor queremos encontrar, llamado vector
de desplazamientos, K es conocida por matriz de rigidez y el vector f se llama
vector de fuerzas. Se suele tambie´n definir el residuo R y su matriz tangente T ,
esto es su derivada:
R = Kd− f
T = DdR
(57)
El ensamblador se encarga de ensamblar la matrices de masas, de rigidez y
tangente. Como en la implementacio´n paralela, cada proceso almacena y calcula
una parte del vector de desplazamientos, del vector de fuerzas y de las matrices
anteriores, es necesario que el ensamblador sepa que´ ha sido ensamblado, que´ no
y por que´ proceso, antes de formar las matrices y los vectores globales del
sistema.
Adema´s de escribir un nuevo ensamblador, hemos programado una nueva
clase de matrices que sirve de interfaz entre las matrices distribuidas de PETSc
y las matrices propias que posee IRIS.
Por u´ltimo, hemos implementado una interfaz con varios solvers de ca´lcu-
lo paralelo, algunos implementados en PETSc y otros externos, pero todos se
pueden utilizar a trave´s de la propia PETSc.
En estos momentos somos capaces de recurrir a los siguientes solvers para
la resolucio´n de sistemas dispersos de ecuaciones lineales mediante computacio´n
distribuida: MUMPS, SPOOLES y SuperLU distribuida. Adema´s, podemos uti-
lizar los solvers propios a PETSc.
En los ca´lculos preliminares, hemos lanzado varias simulaciones pequen˜as con
uno y hasta con diecise´is procesos. Hemos observado que la librer´ıa MUMPS es
la ma´s ra´pida.
Validacio´n de IRIS distribuido A la hora de validar cualquier modificacio´n
introducida en IRIS, disponemos de un a´rbol de benchmarks que comprueba
sistema´ticamente el correcto funcionamiento de las principales funciones del
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programa. Para comprobar que efectivamente el modo distribuido funcionaba,
tuvimos que crear nuevos benchmarks.
En primer lugar, se lanzan los mismos benchmarks que verifican el funcio-
namiento correcto de IRIS en modo serie, a continuacio´n se repiten otra vez
algunos de esos benchmarks, pero esta vez en modo distribuido con un so´lo pro-
ceso. Por u´ltimo se lanzan los benchmarks propios del modo distribuido. Estos
consisten en varias simulaciones de casos meca´nicos utilizando los distintos sol-
vers que hemos mencionado antes (MUMPS, SPOOLES y SuperLU distribuida)
y distinto nu´mero de procesos (1, 2 y 7). Al final se comparan los resultados y
las fuerzas obtenidos en unos nodos concretos con respecto a una solucio´n de
referencia.
En la figura 2, se ha representado el tiempo total de ejecucio´n de un ben-
chmark en funcio´n del nu´mero de procesos. Se resuelve un problema esta´tico y
lineal de meca´nica del so´lido sencillo de resolver. Se observa que al aumentar
el nu´mero de procesos el tiempo de ejecucio´n disminuye, como era de esperar.
Cuando alcanza cierto nu´mero de procesos, el tiempo no disminuye pudiendo
incluso aumentar. Este feno´meno es debido a la gestio´n de cada proceso que el
sistema operativo debe mantener.
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Figura 2: Tiempo de ejecucio´n en funcio´n del nu´mero de procesos.
4.2. Simulaciones y resultados
Hemos realizado simulaciones muy parecidas a las presentadas en [18]. En
dicho art´ıculo comentan distintas simulaciones del modelo I de Wang, el mismo
que hemos descrito en este trabajo. Ese trabajo nos ha permitido contrastar
nuestros resultados y comprobar que eran razonables.
4.2.1. Procesos de subenfriamiento
Hemos simulado la solidificacio´n de un cuadrado (2D) de n´ıquel con una fase
so´lida y otra l´ıquida subenfriada. La fase so´lida se encuentra a la temperatu-
ra de solidificacio´n TM y la l´ıquida se encuentra a una temperatura ma´s fr´ıa
T0 = TM − 210. Este caso puede parecer extran˜o a primera vista, pero tiene su
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importancia. La termodina´mica de los cambios de fase demuestra que cuando
se produce una solidificacio´n, tanto el l´ıquido como el so´lido deben permanecer
ambos a la temperatura TM , mientras coexistan las dos fases. En la figura 3,
se ha representado un diagrama de enfriamiento. Se muestra la evolucio´n de
la temperatura de un cuerpo durante su enfriamiento a lo largo del tiempo.
Inicialmente, el cuerpo se encuentra completamente en estado l´ıquido a una
temperatura elevada, es decir, superior a la de solidificacio´n. Se deja enfriar y
cuando alcanza la temperatura de solidificacio´n Tm, el cambio de fase comienza.
El l´ıquido empieza a transformarse en l´ıquido y mientras coexisten las dos fases
la temperatura es constante e igual a Tm. Cuando el cuerpo es totalmente so´lido,
sigue enfria´ndose hasta temperatura ambiente.
Tm
Temperature
Time
Solidification
Figura 3: Evolucio´n de la temepratura durante un enfriamiento lento y en equi-
librio.
No obstante, la termodina´mica estudia los estados de equilibrio, por lo que no
significa que sea imposible encontrar el so´lido a una temperatura distinta a la del
l´ıquido durante el cambio de fase. De hecho, la teor´ıa de la solidificacio´n estable
sen˜ala que el l´ıquido solidifica formando una esfera, que se va agrandando a lo
largo del tiempo. El aumento de volumen de la esfera no es ma´s que la conversio´n
del l´ıquido en so´lido.
Sin embargo, cuando se obtienen fundiciones o aceros por el proceso indus-
trial del temple, se observan en algunas ocasiones estructuras dendr´ıticas en
las piezas. La importancia de estas estructuras reside en las propiedades que
confieren, distintas a las propiedades de las piezas sin dendritas. En la figura
4, podemos apreciar una estructura no homoge´nea en la pieza. Se observan dis-
tintas ramas que siguen todas una direccio´n. Esta estructura es t´ıpica de un
proceso de no equilibrio.
Durante muchos procesos industriales, se enfr´ıa el l´ıquido ra´pidamente por
debajo de su temperatura de solidificacio´n. En la figura 5 se puede ver un diagra-
ma de subenfriamiento. Se representa la evolucio´n de la temperatura en funcio´n
del tiempo. Como se ha enfriado el l´ıquido muy ra´pidamente, se sigue enfriando
sin que empiece el cambio de fase por debajo de Tm. Cuando el so´lido empieza
a formarse, se desprende calor y la mezcla se calienta hasta que vuelve a alcan-
zar la temperatura de cambio de fase Tm. En ese momento el cambio de fase
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Figura 4: Ejemplo de una pieza con una cristalizacio´n dendr´ıtica. Fuente [1]
prosigue a temperatura constante hasta que la transformacio´n se completa. De
nuevo, cuando ya todo el cuerpo es so´lido, su enfriamiento normal prosigue.
Tm
Temperature
Time
Solidification
∆T
Figura 5: Proceso de subenfriamiento.
Queremos simular precisamente este tipo de transformaciones de no equi-
librio, por lo que esperamos encontrar en nuestras simulaciones estructuras
dendr´ıticas.
4.2.2. Simulaciones
Las propiedades f´ısicas del n´ıquel que hemos utilizado son las mismas que en
[18]. La situacio´n inicial en la que se encuentra el cuadrado de n´ıquel que hemos
simulado aparece reflejada en las figuras 6 y 7. Inicialmente, la gran parte del
n´ıquel esta´ en estado l´ıquido (en rojo en la figura 6). So´lo una pequen˜a zona
en forma de elipse se encuentra en estado so´lido. Podemos apreciar que hemos
regularizado la transicio´n de fase. En lugar de tener una transicio´n abrupta en
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la que un nodo y su vecino se encuentren en fases distintas, hemos impues-
to una transicio´n progresiva. En la figura 7, vemos que el so´lido se encuentra
inicialmente a la temperatura T0 (en rojo), mientras que el so´lido esta´ a la tem-
peratura de cristalizacio´n (en azul). La temperatura tambie´n esta´ regularizada
y hay una pequen˜a transicio´n entre la temperatura del so´lido y la del l´ıquido.
La malla que hemos considerado en todas las simulaciones ha sido 200 × 200.
Esta malla nos ha parecido conveniente porque, por un lado, no ha necesitado
tiempos de ca´lculo desorbitados y por otro, ha representado un taman˜o de la
interfase suficientemente fino.
Figura 6: Estado inicial del campo de fase.
En las figuras 8 y 9, se representan el campo de fase y la variable ω en un
instante intermedio. Si se comparan con las figuras anteriores, 6 y 7, se observa
que el so´lido se ha extendido en la direccio´n (Oy), y adema´s han aparecido unas
pequen˜as ramificaciones en direccio´n perpendicular (Ox).
Si dejamos evolucionar un poco el sistema y nos fijamos en un instante
posterior (figuras 10 y 11), apreciamos el aumento del nu´mero de ramificaciones
con respecto a la situacio´n anterior. Adema´s, las ramificaciones anteriores se
han extendido y parecen ya aute´nticas dendritas.
Por u´ltimo, en las figuras 12 y 13, encontramos el estado del campo de fase
y de w, al final de la simulacio´n, al cabo de t = 2 unidades de tiempo con
respecto al inicio. Se ha formado una estructura dendr´ıtica sin ningu´n ge´nero
de dudas. En lugar de obtener un eje principal (eje dendr´ıtico) y dendritas
ma´s pequen˜as perpendiculares, hemos acabado con un eje dendr´ıtico, dendritas
perpendiculares a e´l y otras dendrits que nacen a lo largo de las anteriores. En el
art´ıculo [18], mencionan que, para determinados valores de los para´metros de la
simulacio´n, las propias dendritas se ramifican a su vez. Concluimos que nuestro
resultado no contradice los resultados de las simulaciones en [18], sino todo lo
contrario.
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Figura 7: Estado inicial del inverso de la temperatura ω
Figura 8: Estado del campo de fase en el instante t = 0,031.
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Figura 9: Estado del del inverso de la temperatura ω en el instante t = 0,031
Figura 10: Estado del campo de fase en el instante t = 0,06.
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Figura 11: Estado del del inverso de la temperatura ω en el instante t = 0,06
Figura 12: Evolucio´n del campo de fase de un cuadrado de n´ıquel subenfriado
en el instante t = 0,2
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Figura 13: Evolucio´n del inverso de la temperatura w de un cuadrado de n´ıquel
subenfriado en el instante t = 0,2
Por u´ltimo, debemos verificar que nuestra simulacio´n recoge la consistencia
termodina´mica de la discretizacio´n que hemos propuesto. Por ello, tambie´n he-
mos simulado el sistema anterior con la discretizacio´n esta´ndar, esto es, elemen-
tos finitos en el espacio y la fo´rmula del punto medio en el tiempo. Visualmente
no se aprecian diferencias ni en la evolucio´n del campo de fase, ni en la evolucio´n
de w entre la simulacio´n con nuestra discretizacio´n y la esta´ndar.
Tambie´n hemos representado la evolucio´n de la energ´ıa (figuras 15 y 14) y
de la entrop´ıa (figuras 17 y 16) totales de ambos sistemas. El teorema 1, pa´gina
16 garantiza que nuestra discretizacio´n satisface el primer principio, es decir, la
energ´ıa total es constante, y el segundo, esto es, la entrop´ıa es no decreciente.
En la figura 14 comprobamos que efectivamente la energ´ıa del sistema con la
discretizacio´n propuesta posee la misma energ´ıa total en todos los instantes de
tiempo. En la figura 16 tambie´n se verifica que la entrop´ıa del sistema no decrece
cuando el tiempo avanza.
Por el contrario, si nos fijamos ahora en las figuras 15 y 17, apreciamos que a
pesar de que la entrop´ıa parece no decrecer en la simulacio´n de la discretizacio´n
esta´ndar, la energ´ıa no permanece constante.
El me´todo presentado e ilustrado en los trabajos [13, 14, 15], permite generar
discretizaciones termodina´micamente consistentes de problemas que se puedan
formular de una determinada manera. En este trabajo, quer´ıamos aplicar ese
me´todo a un nuevo sistema que no fuera meca´nico. Elegimos la solidificacio´n
porque acopla un campo de fase con la temperatura. En los apartados anteriores
ya extra´ımos las ecuaciones de evolucio´n que rigen la solidificacio´n y desarro-
llamos una discretizacio´n que satisfac´ıa las leyes de la termodina´mica. Adema´s,
desea´bamos simular el sistema. El programa de investigacio´n de elementos fini-
tos, IRIS, fue el punto de partida. Programamos nuevos materiales y elementos
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Figura 14: Evolucio´n de la energ´ıa con la discretizacio´n TC
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Figura 15: Evolucio´n de la energ´ıa con la regla del punto medio
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Figura 16: Evolucio´n de la entrop´ıa con la discretizacio´n TC
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Figura 17: Evolucio´n de la entrop´ıa con la regla del punto medio
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que contuvieran toda la informacio´n f´ısica y las ecuaciones del sistema. Como
la f´ısica de la solidificacio´n nos obligaba a trabajar con mallas muy finas, im-
plementamos en IRIS la posibilidad de correr simulaciones en paralelo, a trave´s
de la librer´ıa PETSc. Esta librer´ıa empleea MPI como paradigma de programa-
cio´n distribuida. Tuvimos que programar una nueva clase ensamblador y varias
interfaces para sacar provecho a las posibilidades que ofrece PETSc. Por u´lti-
mo, creamos diversos benchmarks que nos permitieron validar los resultados
obtenidos con la versio´n distribuida de IRIS.
Una vez el programa a punto, simulamos un cuadrado de Nı´quel con una
pequen˜a regio´n el´ıptica de so´lido a temperatura de cristalizacio´n y una gran
cantidad de l´ıquido subenfriado. Obtuvimos unos resultados que ya fueron re-
cogidos por otros autores en [18]. Finalmente, comprobamos que, mientras la
energ´ıa interna de la discretizacio´n esta´ndar no permanec´ıa constante en el
proceso, la novedosa discretizacio´n que desarrollamos s´ı mostraba una energ´ıa
interna constante y una entrop´ıa no decreciente, a lo largo de todo el proceso
de solidificacio´n simulado.
5. Conclusio´n
A la hora de modelizar transiciones de fase, los me´todos de tipo phase-field
han demostrado ser una alternativa convincente a los me´todos ”sharp interfase”.
Sin embargo, es importante que las transiciones de fase respeten las leyes de la
termodina´mica. Hasta ahora, los me´todos nume´ricos que se han utilizado pa-
ra simular estos sistemas no garantizan la consistencia termodina´mica en cada
punto de integracio´n. En este trabajo hemos presentado un me´todo nume´rico
basado en el marco GENERIC que asegura la satisfaccio´n de las leyes termo-
dina´micas.
Primero, dedujimos las ecuaciones de evolucio´n que rigen la solidificacio´n de
sustancias puras, a partir de los dos principios termodina´micos y unas pocas
hipo´tesis. A continuacio´n, las discretizamos con la fo´rmula del punto medio en
el tiempo y elementos finitos en el espacio. No obstante, las ecuaciones discre-
tizadas no conservan la energ´ıa interna y nada impide el decrecimiento de la
entrop´ıa del sistema que modelan. Para solucionar esta circunstancia, an˜adimos
dos nuevas variables a las variables de estado, modificamos la fo´rmula del punto
medio sustituyendo las derivadas parciales por derivadas discretas, obtuvimos la
forma de´bil discretizada del sistema de ecuaciones y demostramos la consistencia
termodina´mica de la discretizacio´n final.
Adema´s, tomamos como base el programa de investigacio´n de elementos
finitos IRIS, desarrollado en C++ por el catedra´tico Ignacio Romero, al que
an˜adimos algunas clases nuevas. Estas clases conten´ıan toda la informacio´n no
so´lo del sistema de ecuaciones de evolucio´n, sino tambie´n de las propiedades
f´ısicas del material que simulamos. Utilizamos por otra parte la librer´ıa PETSc
para resolver el sistema de ecuaciones en paralelo. Estas modificaciones nos per-
mitieron correr simulaciones donde la energ´ıa se conserva y la entrop´ıa crece en
el caso de nuestra discretizacio´n propuesta. Por el contrario, cuando simulamos
el mismo sistema, pero esta vez discretizado con la regla del punto medio, la
energ´ıa interna no se conservo´, contradiciendo entonces el primer principio de
la termodina´mica.
Este trabajo aplica el formalismo presentado en [13, 14, 15] a un sistema
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phase-field. De esta manera, mostramos el gran abanico de problemas donde
esta me´todolog´ıa puede ser utilizada.
En breve, vamos a emplear Magerit, el superordenador de la UPM, para
simular la discretizacio´n propuesta. Esperamos poder simular problemas 3D
con un taman˜o de malla suficientemente fino para captar la f´ısica del proceso
de solidificacio´n. Debemos mencionar no obstante, que gran parte del algoritmo
es secuencial. En efecto, en primer se debe resolver un gran sistema matricial
construido mediante elementos finitos a cada paso de tiempo. Y la integracio´n
en el tiempo so´lo se puede ejecutar de forma secuencial, pues para un paso
de tiempo determinado necesitamos disponer de los valores de las variables
nodales en el paso de tiempo anterior. Por lo tanto, la paralelizacio´n contribuye
u´nicamente en la disminucio´n del tiempo de ca´lculo del sistema matricial, que
debe resolverse en cada paso de tiempo.
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