Extraction of events and understanding related temporal expression among them is a major challenge in natural language processing. In longer texts, processing on sentence-by-sentence or expression-byexpression basis often fails, in part due to the disregard for the consistency of the processed data. We present an ensemble method, which reconciles the output of multiple classifiers for temporal expressions, subject to consistency constraints across the whole text. The use of integer programming to enforce the consistency constraints globally improves upon the best published results from the TempEval-3 Challenge considerably.
Introduction
Extraction of information from texts, such as the extraction and analysis of events and related temporal expression, is an increasingly important challenge in Natural Language Processing (NLP). Applications range from machine reading in military intelligence to compiling situational awareness reports in disaster management. A series of NLP competitions, Temporal information extraction challenge (TempEval) and Semantic Evaluation (SemEval), have helped to focus much of the research within event and temporal relation processing, not least by standardising data formats and performance measures.
TempEval Task C focuses on the detection and classification of temporal relations between events in newsfeed documents (UzZaman et al., 2013) . The 2013 TempEval Challenge was the first challenge to include all fourteen temporal relations of the TimeML temporal information standard markup language (UzZaman, 2012) , which are, in turn, based on Allen's intervals algebras (Allen, 1983) . While leading classifiers (Chambers, 2013; Bethard, 2013; Laokulrat et al., 2013) can detect the patterns required to predict the most likely relation between any two events, they do not check for global consistency.
This paper presents an Integer Programming (IP) ensemble, which reconciles the results of multiple temporal classifiers, subject to the full set of consistency constraints across Allen relations in each news-feed document. The application of the global rules of a relation algebra on the full set of relations provides a necessary and sufficient condition for consistency across the relations in a news-feed document (Ladkin, 1990) .
For an illustration of the potential benefits of an ensemble, consider the three event-relationship graphs (ERGs) in Figures 1-3 . (See Glavaš andŠnajder (2014) for a survey of event-relationship graphs.) In Figure 1 , there is the hand-annotated BBC news-feed document. Figures 2  and 3 show the diversity in annotation between two of the machine-learning classifiers for the same feed. Especially in Figure 2 , it is clear that the references to an "origin" often prevail. As has been observed (Florian et al., 2002) , this diversity can generally be exploited by combining the classifiers to improve overall temporal awareness.
Related Work
There is a rich history of calculi for temporal reasoning, which underlies more recent work on processing temporal expressions in computational linguistics. Our work is based on the approach of Allen (1983), which defines the transitive composition on the set of relations. For example, for the transitive triangle formed by the events A; B; and C in an acyclic event-graph, if the event A is BE-FORE the event B and the event B is BEFORE the event C then the composite relation between A and C must be BEFORE. Allen further defines the concept of temporal path consistency or temporal closure on event graphs. Ladkin (1990) defines that for path consistency to hold, the relation on any edge in the graph must be contained in the composition along any path beginning at the tail and ending at the head. In more recent work, TimeML has been adopted as the ISO standard markup language for temporal information. It captures temporal relations with Temporal Links (TLINKs), (Saurí et al., 2009) . A TLINK can be represented as an arc on an event graph. A TLINK either anchors an Event (EVENT-ID) to a Time Expression (TIMEX) or orders the relationship between two Events (EVENT-IDs). TLINKs are based on the Allen mutually exclusive relations between two discrete event or time intervals, (Allen, 1983) .
The most recent TempEval challenge included the full set of fourteen TimeML relations (UzZaman et al., 2013) . Eleven participant classifiers used a variety of machinelearning techniques including support vector machines and methods inspired by maximum-entropy, yielding very different results. Naturally, one may want to combine the results of multiple classifiers in order to improve the performance, e.g., in terms of F1 score. A generic ensemble of classifiers that make predictions on pairwise relations from a set of fourteen possible relations can result in contradictory predictions of relations. One can, however, also reconcile them while enforcing transitivity rules of the underlying relation algebra.
In integer linear programming (IP), a linear function is optimised over an intersection of linear inequalities and equalities (polyhedron) and integrality constraints (integral grid). Although a polynomial in the number of variables and the number of constraints does not bound the run-time, unless P = NP, the computational performance turns out to be very good, in practice. The branch and bound and cut methods, implemented in modern IP solvers, significantly reduce the number of relaxations required to solve the IP problem. Hence, IP has been applied to a wide range of problems in logic, combinatorics, and most recently, computational linguistics. Examples include text summarisation, (Woodsend and Lapata, 2011 ), semantic role labelling, Punyakanok et al., 2004) , global reconciliation on temporal labels, (Chambers and Jurafsky, 2008) , coupling of local event-event and event-time classifiers, (Do et al., 2012) . In these cases, the IP formulation makes it possible to enforce global constraints over subgraphs of intervals only, for example UzZaman et al. (2013) enforces global constraints over three intervals. In our case, the rules of interval algebra were applied over the whole instance.
The Ensemble Method
The ensemble method takes as its input the output for each annotated TLINKs from each classifier. We use A to denote the set of annotated TLINKS, {1..15} to denote the fourteen reltypes plus NONE (no relation), and C * for the set of relationships that can be inferred from a • b and c ∈ C * ⊂ {1..14}. The binary indicator decision variable is:
The integer program can be seen as a weighted assignment problem with additional constraints:
s.t.
∀pq, qr, pr ∈ A, a, b ∈ {1..15}.
In the objective (1), α i,j is a weight, which throughout this paper is the sum of F1 scores of classifiers suggesting the class. Notice that the weights are calculated in the data preparation step, which allows for a wealth of nonlinear functions to be explored. Contraint (2) expresses mutual exclusivity, which guarantees that only one relation type can be assigned to each arc or TLINK. Constraint (3) performs a transitive composition consistency check on each triplet of events, where TLINK pq links events p and q, pr links events p, r, and qr links events q, r.
The Results
In our empirical experiments, we used an environment based on the TempEval-3 challenge (UzZaman et al., 2013) . There, participants trained their classifiers on a training data set and tested them on the so called "Platinum" dataset. The Platinum dataset consists of twenty newsfeeds, which were manually annotated by experts with respect to the events, time expressions, and their temporal relations. The participants kindly provided their classifications for the the Platinum dataset to us. Table 1 summarises their precision, recall, and F1 score on the Platinum dataset, as computed using temporal evaluation.py of (UzZaman, 2012). Henceforth, we denote the participants' classifiers as "individual classifiers", to distinguish them from our ensemble classifiers. Notice that the TempEval-3 dataset has been split into two parts, rather than three, which complicates the evaluation of ensemble methods. Specifically, the individual classifiers were trained on the training set, and evaluated on the Platinum set. One can also train the ensembles on the Platinum set, but there are no other data, on which to test the ensembles. Further, it is customary to report the F1 score on the whole of the Platinum set, as used in the challenge. We hence propose two procedures for the evaluation of the ensembles, which circumvent the difficulties in two different ways.
In the first of the two procedures, the individual classifiers were trained on the training set and tested on the Platinum set to obtain their F1 scores. In Table 3 , we summarise the training F1 score, precision, and recall of several variant ensembles on the Platinum set of 20 newsfeeds. Clearly, an ensemble (C2, C4, U4+5, N1+2) using 6 of the 11 individual classifiers (ClearTK-2, ClearTK-4, UTTime-4, UTTime-5, and Navytime-1 and Navytime-2), results in the best performance with F1 of 0.3899 and recall of 0.5. These training scores are considerably better than the test performance of the individual classifiers, as summarised in Table 1 , but we do note that this comparison is not quite fair.
In the second of the two procedures, we split the Platinum dataset into two subsets, S1 and S2, of ten newsfeeds each. The individual classifiers, which were trained on the original training set, were evaluated on S1, as detailed in Table 2 . We used the F1 score of the individual classifiers on S1, the first subset, as weights in the ensembles, which were tested on S2, the second subset. Table 4 details the test F1 score, precision, and recall of several ensembles, as tested on the 10 newsfeeds of S2. These test scores on S2 are considerably better than the test performance of the individual classifiers on S2, as presented in Table 2 . Notice that the F1 score of each individual classifier is worse on S2 than on S1∪S2, as per Tables 1-2 , which may suggest why results of the ensembles often worse on S2 than on S1 ∪ S2, as per Tables 3-4 . Overall, the results of the ensembles on S2 in Table 4 provide convincing evidence of the impact of the ensemble method.
Throughout the two procedures, the initial ensemble was composed of three classifiers, ClearTK-2, UTTime-4, and Navytime-1, one from each of the classifier groups. This ensemble is labelled C2, U4, N1, using the IDs introduced in Table 1 . Subsequently, classifiers were added one at a time, in a complete enumeration of the combinations. Notice that the ensemble C2, U4, N1, which is diverse, outperforms C1, C2, C3, C4, where the classifiers provide similar results, albeit with higher F1 scores to start with. This has been the outcome in both procedures, supporting the assertion that diversity matters.
Both procedures were implemented in Python. The use of Pyomo, the Python-based mathematical modelling tool (Hart et al., 2012) , allowed us to switch between cbc, the open-source integer programming solver (Forrest and Lougee-Heimer, 2005) , and IBM ILOG CPLEX 12.4, the state-of-the-art commercial solver. Using CPLEX running on an Intel Xeon E7458 processor clocked at 2.4GHz, we were able to solve even the largest instances in seconds, as detailed in Table 5 . This should not be surprising, considering the largest instance (WSJ 20130322 159) for 11 individual classifiers had dimension of the decision variable as low as 7365, but suggests the scalability of such an approach.
Conclusions
Building an ensemble of classifiers can provide a significant improvement in precision and recall over the individual classifiers. The improvement in recall is understandable, considering the ensemble uses the union of classifiers' results. We have demonstrated that enforcing consistency constraints over the results of even a small number of individual classifiers improves precision in this particular case. Further, this overall consistency is required in order to make practical use of the inferred temporal relations between events in real-world applications. Promising directions for future research include exploring alternative weights such as precision, means of combining the individual classifiers, c.f. Kittler et al. (1998) , the use of soft constraints, c.f. Burke et al. (2012) , and applications to spatial expressions, where a similar algebra can be developed. 
