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Abstract
Current state-of-the-art in 3D human pose and shape re-
covery relies on deep neural networks and statistical mor-
phable body models, such as the Skinned Multi-Person Lin-
ear model (SMPL). However, regardless of the advantages
of having both body pose and shape, SMPL-based solu-
tions have shown difficulties to predict 3D bodies accu-
rately. This is mainly due to the unconstrained nature of
SMPL, which may generate unrealistic body meshes. Be-
cause of this, regression of SMPL parameters is a difficult
task, often addressed with complex regularization terms. In
this paper we propose to embed SMPL within a deep model
to accurately estimate 3D pose and shape from a still RGB
image. We use CNN-based 3D joint predictions as an in-
termediate representation to regress SMPL pose and shape
parameters. Later, 3D joints are reconstructed again in the
SMPL output. This module can be seen as an autoencoder
where the encoder is a deep neural network and the decoder
is SMPL model. We refer to this as SMPL reverse (SMPLR).
By implementing SMPLR as an encoder-decoder we avoid
the need of complex constraints on pose and shape. Fur-
thermore, given that in-the-wild datasets usually lack accu-
rate 3D annotations, it is desirable to lift 2D joints to 3D
without pairing 3D annotations with RGB images. There-
fore, we also propose a denoising autoencoder (DAE) mod-
ule between CNN and SMPLR, able to lift 2D joints to 3D
and partially recover from structured error. We evaluate our
method on SURREAL and Human3.6M datasets, showing
improvement over SMPL-based state-of-the-art alternatives
by about 4 and 25 millimeters, respectively.
1. Introduction
3D human pose estimation from still RGB images is a
challenging task due to changes in lighting conditions, clut-
tered background, occlusions, inter and intra subject pose
variability, as well as ill-posed depth ambiguity. Moreover,
due to its nature, accurate annotation of captured data is not
a trivial task and most available datasets are captured under
controlled environments [7, 23, 14].
One case of human pose representation is 3D joint lo-
Figure 1: Illustration of the proposed model output. Given
1) an input RGB image, 2) an initial estimation of 3D
joint locations is applied based on a given CNN (volumet-
ric stacked hourglass (SHN) [16] in this case). Green line
shows ground truth and red line shows 3D estimated joints.
3) Our denoising autoencoder model is able to recover pose
from structured error. Finally, 4) body mesh is rendered by
SMPL based on the proposed SMPL reverse strategy.
cations. However, 3D joints do not implicitly show the
morphology of the body. Being able to estimate body
shape or mesh along with joints allows a wide method ap-
plicability, including movie editing, body soft-biometrics
measurements or cloth retexturing, among others. Be-
sides, such a dense body representation may help to achieve
more accurate estimations of 3D joints. Available body
models range from simple geometrical objects, like com-
positions of cylinders and spheres, to complex paramet-
ric statistical models such as SCAPE [1] and SMPL [11].
SMPL [2, 10, 20, 9, 18] generates realistic body meshes
based on PCA shape components along with relative axis-
angle rotations of joints. Rotations form body pose in a
defined kinematic tree and are computed for joints with re-
spect to their parent’s nodes. The goal is to estimate SMPL
parameters from an RGB image such that generated body
mesh describes and fits as much as possible to the visible
human in the image. This can be done by fitting genera-
tive models [22, 8, 5, 2, 10] or training discriminative deep
models [20, 9, 18, 31]. On the one hand, regular generative
optimization solutions are shown to be sensitive to noise and
need a careful and complex design of objective functions.
On the other hand, while deep models have shown superior
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performance over the former solutions, they are data-hungry
approaches. In both cases, a direct regression of SMPL pa-
rameters is a complex task because: 1) SMPL is a many-
to-one complex function1 which is sensitive to data noise
(i.e. optimizing SMPL parameters may converge to invalid
values), and 2) accurate image annotation with SMPL pose
and shape parameters in large in-the-wild datasets is infeasi-
ble. Therefore, researchers developed their solutions based
on available 2D joints by applying intermediate representa-
tions [20, 18] or adversarial training [9] for 3D inference.
However, it is known that estimation of 3D data from 2D is
ill-posed and can lead to sub-optimal solutions.
In this paper, given an RGB image, we first estimate 3D
joints and a sparse set of landmarks placed along body sur-
face. Then, we use them to regress SMPL pose and shape
parameters. The output is a detailed body mesh. We call this
procedure SMPL reverse (SMPLR). One can imagine SM-
PLR as an autoencoder where latent embeddings are pose
and shape components. We define encoder as a number of
Multi-layer Perceptron (MLP) networks while decoder is
SMPL. By first estimating 3D joints and landmarks, as an
intermediate representation, 1) we avoid a direct regression
of SMPL parameters, which easily yields non-realistic body
meshes, 2) we can safely train SMPLR, even end-to-end, in
a simple way without explicit constraints on SMPL, and 3)
we provide flexibility to the design, i.e. SMPLR can be
trained independently using millions of generated mocap-
like data, thus allowing cross-dataset generalization.
When 3D ground truth data is available for RGB im-
ages, any state-of-the-art CNN can be used to estimate 3D
joints and landmarks. However, such ground truth data is
not available for in-the-wild datasets. Besides, estimated
3D joints can have structured error due to depth ambiguity
or occlusions. To handle these cases we design a denoising
autoencoder (DAE) network [33] as an extra module be-
tween CNN and SMPLR able to lift 2D joints to 3D and/or
recover from structured error. We show the proposed model
output in Fig. 1.
In summary, our main contributions are as follows:
• We build a denoising autoencoder that learns to re-
cover input data from structured error. The model
transforms 2D/3D joints to a more human-consistent
3D joint predictions, enforcing symmetry and propor-
tions on bone lengths.
• We design a two-branch MLP network to regress
SMPL parameters from 3D joints and landmarks
given by DAE. We refer to the combination of
DAE+MLP+SMPL as SMPLR. This allows the infer-
ence of human body mesh from a sparse point repre-
sentation. Finally, we gain an improvement over cho-
sen CNN by end-to-end training with SMPLR.
1SMPL details are given in the section 3.1
• Throughout our experiments, we demonstrate that it
is possible to obtain an accurate human body model
from a set of joint and landmark predictions. We obtain
state-of-the-art results for SMPL-like architectures on
Human3.6M [7] and SURREAL [32] datasets.
2. Related work
In this section, we review state-of-the-art works on 3D
human pose estimation from still RGB images.
Lifting 2D to 3D. Depth regression from 2D is an ill-
posed problem where several 3D poses can be projected to
the same 2D joints. Chen and Ramanan [4] show that copy-
ing depth from 3D mocap data can provide a fair estimation
when a nearest 2D matching is given. However, Moreno
[15] shows that distance of random pairs of poses has more
ambiguity in Cartesian space than Euclidean distance ma-
trix. Recent works show that directly using simple [13] or
cascade [6] MLP networks can be more accurate. Addition-
ally, 2D joints can be wrongly estimated, making previous
solutions sub-optimal. Yang et al. [34] use adversarial train-
ing and benefit from available 3D data along with 2D data
to infer depth information. In our case, the proposed de-
noising autoencoder is used to lift 2D pose to 3D in the lack
of paired image and 3D ground truth data.
Direct regression refers to regressing 3D pose directly
from an RGB image. Due to the nonlinear nature of the hu-
man pose, 3D pose regression without modeling correlation
of joints is not a trivial task. Brau and Jiang [3] estimate
3D joints and camera parameters without direct supervision
on them. Instead, they use several loss functions for pro-
jected 2D joints, bone sizes and independent Fisher priors.
Sun et al. [26] propose a compositional loss function based
on relative joints with respect to a defined kinematic tree.
They separate 2D joints and depth estimation in the loss.
We avoid relying on such complex losses by using 3D joints
and landmarks as intermediate representation.
Probability maps are joints likelihood computed for
each pixel/volume. From 2D joint heatmaps different so-
lutions are applied to infer the third dimension. Tome et al.
[29] iteratively minimize a function based on 2D belief map
and a learnt 3D model to find the most likely 3D pose. Since
probability maps are dense predictions, fully convolutional
networks are usually applied. Luo et al. [12] extend stacked
hourglass (SHN) [16] to estimate 2D joint heatmaps along
with limb orientation map in each stack. Pavlakos et al.
[19] extend SHN to output 3D volumetric data by a coarse-
to-fine architecture where at each stack the third dimension
is linearly increased with 2D heatmaps. Nibali et al. [17]
propose marginal heatmaps from different axis viewpoints.
Pose and shape estimation. In order to compute a
detailed body model, it is common to estimate body vol-
ume or mesh along with 3D pose. Early proposals were
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Figure 2: System pipeline. A CNN estimates volumetric heatmaps. Soft argmax converts heatmaps to joints locations and
feeds them to denoising autoencoder module. Soft argmax is differentiable, thus, gradients can be backpropagated. Finally,
we compute normalized relative distancesB (eq. 3) and normalized relative jointsN (eq. 1) which are fed to two independent
networks designed to regress SMPL parameters. At the end SMPL is responsible to render a realistic body mesh. ⇢ shows
where the loss is applied.
mainly based on the combination of simple geometric ob-
jects [25, 24], while recent approaches are PCA-based para-
metric models like SMPL [11]. Bogo et al. [2] were the first
to apply SMPL for body pose and shape recovery. Their
method was based on regular optimization procedures given
an objective function with several constraints, minimizing
projected joints and pre-estimated 2D joints. Such a com-
plex function design is critical for the success of optimiza-
tion procedures, since SMPL is a many-to-one function and
sensitive to noise. Lassner et al. [10] extended the pre-
vious work by including a bi-directional distance between
projected mesh and body silhouette. Recent works em-
bed SMPL within deep models. Tung et al. [30] regressed
SMPL pose and shape along with camera parameters. They
trained the model with supervision on synthetic data and
fine-tuned without supervision at inference time using 2D
joints, silhouette and motion losses. Similarly, Kanazawa et
al. [9] regressed as well SMPL and camera parameters, but
in addition, they applied adversarial training. Predictions
are fed to a discriminator network which classifies them as
real/fake with respect to real body scans. Similar to our
work, [20, 18, 35] estimate pose and shape parameters from
intermediate information, like body segments [18], 2D joint
heatmaps and body mask [20] or 3D joints [35]. They in-
clude SMPL to obtain 3D joints and mesh which are used
to compute the loss either in 2D (back-projected from 3D)
or 3D. However, this process is ill-posed and sub-optimal
because of the loss of depth information (in the case of
[20, 18]) or the ambiguity in joint orientations and shape
parameters (in the case of [35]). We show 3D joints and
surface landmarks can better deal with this problem outper-
forming aforementioned solutions. Recently, Varol et al.
[31] proposed a multi-tasking approach to estimate body
2D/3D pose, pixel segments and volumetric shape. They
use SMPL to generate ground truth body volumes and do
not embed SMPL function within the network.
In this paper, we propose an approach to estimate 3D
body pose and shape by the use of intermediate information
and SMPL model. We can benefit from end-to-end training.
Besides, our method can be adapted to 2D-to-3D solutions
when just 2D ground truth data is available.
3. Methodology
We estimate 3D joints J = {j}K1 and surface vertices
T = {t}C1 from a single RGB image I , where j, t ∈ R3, and
K and C are the number of body joints and surface points,
respectively. We define L ⊂ T as a set of sparse surface
landmarks and JL as a concatenation of the two matrices.
In order to compute a detailed mesh, we use SMPL model
[11]. Our goal is to estimate SMPL parameters from im-
age I using deep learning without directly regressing them.
This way, we avoid possible artifacts while keeping the ar-
chitecture flexible in the lack or presence of 3D ground truth
data. Our network contains three main modules shown in
Fig. 2. First, joint and landmark locations are estimated by
any chosen CNN (JLCNN ). Afterwards, DAE filters struc-
tured error or lifts 2D to 3D (JLDAE). Finally, SMPLR
recovers pose and shape from the predictions of the previ-
ous module and reconstructs a detailed body mesh and 3D
joints. Next, we explain DAE and SMPLR in detail.
3.1. SMPL review
SMPL is a statistical parametric function M (β, θ; Φ)
which maps shape parameters β and axis-angle pose param-
eters θ into vertices T, given learnt model parameters Φ.
Given a template average body mesh with vertices T∗ and
a dataset of scanned bodies, two sets of principal compo-
nents S = [S1, ...,S∣β∣] ∈ R3C×∣β∣ and P = [P1, ...,P9K] ∈
R3C×9K are learnt to form model parameters Φ (where∣β∣ = 10, C = 6890 and K = 24). Then, template shape ver-
ticesT∗ can be morphed toT∗s by vec−13,C(S×β)+T∗ where
vec−1(.) is a reshaping operator. Bases Pi are responsible
for small pose-based displacements due to body soft-tissue
behavior and have small contribution in the shape deforma-
tion. Given a kinematic tree (i.e. Fig. 3) a set of relative
rotation matrices R = [R1, ...,RK] ∈ R3×3 are computed
for each joint with respect to their parents. Each Ri is a
function of θi ∈ R3 and is computed based on Rodrigues
formulation. These rotation matrices are mainly used be-
cause of two reasons: i) to pose the mesh by rotating body
parts relatively in the kinematic tree, and ii) to update the
template shape in rest pose θ∗ by basis Pi. Rotations are
applied based on joints. Nevertheless, joints are a function
of body shape, therefore they need to be computed before
posing the model. This is done by a regressor matrix J
(as part of parameters Φ) from updated vertices T∗s . Please
read [11] for more detailed explanations of the SMPL.
SMPL model has several characteristics. First, it is dif-
ferentiable, which yields the possibility to be used along
with deep networks. Secondly, it does not constrain in-
valid pose and shape values and, thus, it is a many-to-one
function. This means that given an RGB image, end-to-end
training of a CNN from scratch with SMPL attached on top
may converge to a non-optimal solution. One of the main
reasons of this is the usage of Rodrigues formulation and
axis-angle pose parameters, as it is known not to be unique
(periodicity of θ). A possible solution is to directly use ro-
tation matrices as proposed in [10, 18]. Finally, SMPL is
a generative model which allows us to generate mocap-like
data for free. Also, it can be used to generate synthetic re-
alistic images [32].
3.2. SMPL reverse
A natural way of embedding SMPL in a deep network is
to estimate β and θ given image I and feed them to SMPL.
However, this is a challenging task because of the afore-
mentioned many-to-one property, plus the noise sensitivity
of the model. Besides, direct regression of SMPL parame-
ters may generate artifacts [9, 28]. Instead, researchers use
intermediate representations like 2D joints and body silhou-
ette [20] or body segments [18] to regress SMPL parame-
ters. Although such data is easier to annotate from RGB
images than SMPL data, they provide sub-optimal mapping
to SMPL parameters, because 1) estimating 3D from 2D
is an ill-posed problem, and 2) the loss is computed from
noisy back-projected 2D estimations. In this paper, we in-
stead propose an autoencoder-like scheme, i.e. the input 3D
data is recovered in the output, while pose and shape are
obtained in the encoder and SMPL is taken as decoder. We
refer to this model as SMPL reverse (SMPLR, see Fig. 2).
This design has several benefits: SMPLR can be trained
1) without the need of constraints on SMPL, 2) indepen-
dent to RGB data using millions of generated 3D mocap-
like data, and 3) end-to-end with a CNN. All of these pro-
vide simplicity and flexibility in the design and training
of the entire network. In the results section we show that
SMPLR formulation can generate more accurate estima-
tions than state-of-the-art SMPL-based alternatives. Fur-
Figure 3: Landmarks and assigned kinematic tree in red
(blue is original SMPL kinematic tree). Pelvis is set as root.
thermore, SMPLR acts as a strong regularization on CNN
model when trained end-to-end and it enhances the internal
coherence among joints for CNN predictions. In sec. 4.5
we propose an effective incremental training for this task.
We model SMPLR encoder with deep MLP networks.
We design two independent networks R = Ω(N;φp) and
β = Ψ(B;φs) with the same architecture (see Fig. 2 for
details) for pose and shape estimation, respectively, where
φ. corresponds to network parameters,N is a vector of nor-
malized relative joints and B is a vector of normalized rel-
ative distances. A reason for the choice of two networks is
that R and β are independent variables. Besides, we want
the encoder to be cross-dataset applicable and explainable
w.r.t. the pose and shape parameters. In available datasets,
while pose parameters have a high variability, there is no
much variability in shape parameters. For instance, Hu-
man3.6M dataset [7] only consists of 11 subjects and train-
ing Ψ is not feasible by relying just on this dataset. In the
results section we show the contribution of each network to
the final joint estimates.
Since we define SMPLR as an autoencoder, its input
must be J and T. However, T is a high dimensional vec-
tor and all vertices do not necessarily contribute equally in
the computation of pose and shape parameters, wasting net-
work capacity if all of them are considered. To cope with
this issue, we empirically select a subset of points as land-
marks L ⊂ T, which represent body shape and complement
J. Without landmarks, network converges to the average
body fatness and the problem still remains ill-posed due
to the ambiguity of joints orientation. Landmarks help to
cope with these two problems. Besides, it is cheaper to
gather landmarks in mocap datasets rather than scanning
the whole body. We show the 18 selected landmarks and
their assigned kinematic tree in Fig. 3. Next, we explain
networks details.
J and L are concatenated to form JL which has been es-
timated beforehand by DAE (i.e. JLDAE). For the easiness
of the reading we omit the subscript .DAE from JLDAE in
the next formulations. Given a kinematic tree κ ∈ R42, we
defineN as:
Ni = JLi − JLκ(i)∥JLi − JLκ(i)∥2 , for i ∈ [2..42], (1)
where κ(i) defines parenthood indices. The reason for this
normalization is that, in order to compute relative joint ro-
tation R, we do not need to know relative distances. This
frees network capacity from unnecessary data variability.
Such relative distances are embedded in the computation of
shape parameters. Thus, given relative distances B∗ com-
puted from template joints and landmarks JL∗, we define
B as:
B∗i = ∥JL∗i − JL∗κ(i)∥2, for i ∈ [2..42], (2)
Bi = ∥JLi − JLκ(i)∥2 −B∗i , for i ∈ [2..42]. (3)
SMPL originally provides two different models for male
and female. Selecting a proper gender model for each sam-
ple has a crucial impact on the accuracy at inference time.
Therefore, we also include gender as an extra term on the
shape parameters β. We assign gender a value from the set{−1,+1} and learn it as a regression problem along with
other shape parameters.
Loss function. L2 loss has been commonly applied in
recent regression problems [28, 20]. However, we foundL2 loss to have problems in convergence and generalization
in case of noisy inputs. Instead we use L1 loss onR and β,
called LR and Lβ , to supervise Ω and Ψ networks. Firstly,
this is done isolated from SMPL, which means no back-
propagation is applied through SMPL. This is important for
a stable training and fast convergence. Then, for perfor-
mance gains, we fine-tune the networks adding L1 loss on
SMPL output, called LSMPL. SMPL output contains J and
T. However, to have SMPLR architecture resembling an
autoencoder, we compute LSMPL on landmarks rather than
the whole T. The final SMPLR loss is LR +Lβ +LSMPL.
3.3. Denoising autoencoder
Estimated joints by any CNN may have structured noise.
For instance, in the case of occluded joints the error is
higher due to their ambiguity and the lack of visual evi-
dence. Visible joint predictions have as well structured er-
ror, following a Gaussian distribution. Such structured or
Gaussian noise can be detected and learnt explicitly, help-
ing to further improve initial estimation of JLCNN to be
fed into SMPLR module. Denoising autoencoder networks
[33] are useful tools for such scenario, being able to learn
structured patterns of the input better than ordinal autoen-
coders.
In this paper, we propose a DAE network as a bridge be-
tween CNN backbone and SMPLR. With the proposed DAE
we are able to denoise 3D joints and landmarks. This pro-
cedure can be critical for error-prone CNNs, such as shal-
low networks. Moreover, it can be detached from CNN
and trained independently given a large amount of mocap
or synthetic SMPL-generated data. However, DAE may not
generalize well to the noisy test data if it is trained with
noise-free ground truth data. Therefore, it is important to
train DAE with adversarial noise in this scenario for gener-
alization purposes. In the section 4.4.2 we show it is pos-
sible to train DAE with constrained uniform or Gaussian
noise mimicking structured error without loss of general-
ization. It is also possible that only 2D joints are annotated
in a given dataset. In sections 4.4.2 and 4.6 we also show
DAE can lift 2D estimations to 3D. This could also be done
by the use of mocap or synthetic 3D data projected to 2D
and adversarial noise. The architecture of DAE is shown
in Fig. 2. We apply two dropouts, one right after the in-
put and the other after last encoder layer. By applying skip
connections between encoder and decoder layers we force
the network to learn noise structure in a fast and stable way.
The input to DAE is the initial estimation of JLCNN and
the output is denoised JLDAE . We apply L1 loss (so called
LDAE) on JLDAE to train this network. In order to force
the awareness of adjacent joints correlations, we applied anL1 loss on the relative joints (B in Eq. 3) as well. However,
we observed no significant impact on the results.
4. Experiments
This section describes training details, datasets, and eval-
uation protocol. Then, we perform an ablation study of the
different model components and compare it against state-
of-the-art alternatives.
4.1. Training details
We build our backbone CNN based on the well-known
stacked hourglass network (SHN) [16] using 5 stacks. We
extend final layers of each stack to volumetric heatmaps,
i.e. including an extra dimension to discretize depth of the
joints into 16 bins. The output of each stack is a tensor of
size 64 × 64 × 16 × 41, where 64 is the size of X-Y axis
and 41(= 23 + 18) is the number of joints and landmarks.
We train this network with softmax cross entropy loss. All
models and experiments were implemented on TensorFlow
and trained on a GTX 1080 Ti. We used Adam optimizer in
all the experiments with a learning rate of 0.01 for SHN and
0.001 for DAE, Ω and Ψ networks. All networks are trained
from scratch using a Xavier initializer. SHN converged in
150-250 epochs with batch size 6-10 samples. The rest of
networks in the ablation analysis were trained with batch
size 256. We used a keeping probability 0.8 for dropout
layer in DAE.
Preprocessing. Images are cropped to a square. To
do so, we assume camera focal length and object distance
to camera is available beforehand. First, the corners of a
2.5 × 2.5m grid, centered at average joint location and per-
pendicular to camera axis, are projected to image plane and
define the cropping area. Then, cropped images are scaled
Model Hd Ts Sr Ew Wt Hp Kn Ft Avg. Avg. Avg.
Jt Lm Bn
C
N
N
Alexnet 100.0 41.6 99.0 179.9 246.9 34.6 138.5 217.3 133.0 - 31.9
SHNnL 47.5 23.0 44.2 77.2 112.0 16.3 61.9 102.7 62.8 - 10.4
SHN 46.2 23.0 43.0 75.5 110.2 15.3 61.2 102.2 59.9 61.5 9.3
SHNe2e 45.1 22.2 43.3 74.4 108.2 16.0 57.9 94.2 57.8 59.6 9.0
SHNfinal 40.8 20.9 38.0 66.8 93.4 14.3 55.7 92.9 53.0 54.3 9.7
D
A
E DAEAlexnet 89.3 37.1 87.2 160.8 230.8 29.6 131.7 205.9 121.5 - 22.7
DAESHN 45.8 22.2 42.2 75.4 108.5 14.4 61.8 103.2 59.2 61.1 9.5
DAE2dSHN 51.4 23.1 46.2 83.7 121.7 15.1 66.6 115.4 65.2 66.1 11.8
SM
PL
R Ψ 16.5 9.1 13.8 17.3 19.9 5.8 11.7 21.3 14.4 11.5 6.6
Ω 55.1 22.3 48.8 85.8 127.1 13.4 68.6 122.3 67.8 - -
Ωsmpl 50.1 20.1 44.9 83.6 123.6 12.4 63.9 111.9 63.8 - -
A
L
L ALL 57.9 24.0 52.8 92.7 140.4 15.8 67.8 115.0 70.8 73.8 8.4
ALLProc 53.7 26.1 49.7 86.2 129.9 21.6 67.0 109.2 67.8 70.6 7.7
Table 1: Ablation study of model components. Error in mm. Hd:Head, Ts:Torso, Sr:Shoulder, Ew:Elbow, Wt:Wrist, Hp:Hip,
Kn:Knee, Ft:Foot, Jt:Joints, Lm:Landmarks and Bn:Bone length, {.}nL: training without landmarks, {.}final: training with
limb heatmaps and data augmentation, {.}Alexnet: Alexnet estimations as input, {.}SHN : SHN estimations as input, {.}2d:
input depth is set to 0, {.}smpl: training with LR + LSMPL loss, {.}e2e: model after end-to-end training, {.}Proc: results
after Procrustes mapping. Best results are bolded.
to network input size (256 × 256). This enforces a propor-
tionality among pixel and real world sizes, larger people
will appear bigger in image space as well. In those cases
where the crops land outside the frame, a random image
from VOC Pascal dataset is used for padding. Following
[31] we use ground truth focal length and object distance to
the camera in all experiments, both in training and inference
time. However, to study the impact of scale ambiguity on
the 3D joint prediction, we also estimate the cropping area
in Human3.6M [7] dataset and show the results (see section
4.6).
End-to-end training. We applied incremental training.
First, all networks (i.e. SHN, DAE, Ω and Ψ) were trained
independently and then the whole network was fine-tuned
end-to-end. In the ablation study we analyze the effect of
different combinations of modules in the training.
4.2. Datasets
UP-3D [10]. This dataset was designed by fitting a
gender neutral SMPL model into images from LSP, LSP-
extended and MPII-HumanPose datasets, keeping samples
with better estimates. This yields a total of 8515 labeled
images in the wild, splitted into 5703 for training, 1423 for
validation and 1389 for test. Every sample is provided with
2D joints annotations and SMPL parameters.
SURREAL [32]. Synthetic dataset of humans generated
with SMPL model, containing exact annotations. It is com-
posed of 68K videos containing SMPL generated humans
moving on top of random backgrounds. For sampling, we
skip a frame if the average joint distance is lower than 5cm
w.r.t. to last sampled frame. This results in 2.8M training,
27K validation and 665K test samples.
Human3.6M [7]. Human3.6M is a large dataset offer-
ing high precision 3D data thanks to MoCap sensors and
calibrated cameras. It is composed of RGB videos of 11
subjects performing 15 actions twice while being recorded
from 4 different viewpoints. It contains around 3.6 million
frames. We sampled 1 of every 5 frames, ending with 312K
training and 110K validation samples. Following state-of-
the-art works, we use subjects S1, S5, S6, S7 and S8 for
training, and S9 and S11 for testing. We generated ground
truth SMPL parameters from the 3D data and body scans
available in the dataset. Body scans allow an accurate esti-
mation of shape parameters, computed only once per sub-
ject (shape does not change in short periods of time). Af-
terwards, we empirically defined a correspondence between
SMPL joints and available 3D MoCap data. This matching
is not perfect for some joints, which are weighted between[0.25,0.75] empirically to provide good estimations. This
matching allows optimization of pose through an L2 loss.
Finally, correspondence of back joints is not accurate, so
instead, we use a loss that penalizes unrealistic back bends,
by correcting back’s pose parameters that land outside an
empirically defined symmetrical range centered at 0.
4.3. Evaluation protocol
We evaluate the models by mean per joint position er-
ror (MPJPE) in millimeters (mm). The same metric is ex-
tended to surface points to report error of the generated
body meshes. Following related works we apply two proto-
cols: Protocol 1 where all joints/points are subtracted from
the root joint and, Protocol 2 where estimated joints are
aligned with ground truth through Procrustes analysis. We
also report mean Intersection over Union (IoU) on body sil-
houette after mesh projection to the image plane.
4.4. Ablation study
In this section, we study different components of the pro-
posed model on SURREAL validation set. For this task we
subsample the training dataset into 89K frames such that ev-
ery pair of samples has at least one joint displaced 150mm
w.r.t. to each other, thus enforcing a uniform distribution
over the whole dataset. We use the setup in Sec. 4.1 to train
each component. We explored several combination strate-
gies during training to see the impact of each on the valida-
tion set. Except end-to-end training, all building blocks are
trained isolated from the rest. We show results and descrip-
tion of each module in Tab. 1.
4.4.1 CNN backbone
We first evaluate the performance of the CNN backbones.
The results are shown in Tab. 1 under CNN row. We first
train a baseline Alexnet to regress 3D joints (without land-
marks) using L2 loss, Adam optimizer, learning rate 0.01
and batch size 32. We chose Alexnet for two reasons: 1)
to compare the results with the proposed volumetric SHN,
and 2) it is a shallow network and prone to have structured
error so that we can study DAE impact as well. As ex-
pected Alexnet is not performing well to directly regress
3D joints. We then train volumetric SHN to predict JL and
J (so-called SHN and SHNnL, respectively). As a re-
sult, landmarks help SHN to gain 3mm improvement over
SHNnL. Next we explain our contributions to the default
volumetric SHN.
Final volumetric heatmap model. To evaluate our
method against state-of-the-art we extend default volumet-
ric SHN to include limb heatmaps in the output and train
the model using data augmentation. Limb heatmaps are
4 additional volumetric heatmaps in the outputs of SHN .
These heatmaps correspond to limb representations, created
by composing segments from joint to joint (see Fig. 4). By
fitting these heatmaps we expect to enforce the model to
learn spatial relationships among joints to improve general-
ization.
Besides regular data augmentation (including random
color noise, flipping and rotation), two extra methods are
applied: random background and artificial occlusion. By
using binary masks for subjects provided at each frame, we
remove the default background and replace it with a random
image from VOC Pascal dataset. Similarly, we place ran-
dom objects from VOC Pascal on random locations of the
image to artificially create occlusions [21]. In both cases we
do not use images containing humans. We call this model
SHNfinal. The results displayed in the Tab. 1 show how
these simple strategies indeed enhance the performance of
default SHN by about 7mm on average joint error.
Figure 4: Sample volumetric heatmap of joints (middle) and
limbs (right), each limb coded with a different color.
4.4.2 Denoising autoencoder
We also evaluate DAE trained with different inputs in sev-
eral scenarios. Results are shown in Tab. 1 under DAE row.
Could we train DAE independent to SHN? Since DAE
sequentially appears after SHN, it receives estimations from
SHN. To answer this question we train DAE, as input, with
i) 3D ground truth joints plus uniform noise with adapted
bounds for each joint and ii) 3D joints estimated by SHN
(so-called DAEnoise and DAESHN ). We then evaluate
both models with SHN estimations as input at test time.
As a result, DAEnoise has an average error of 61.7mm
(not shown in the table) which is similar to DAESHN
(61.9mm). This shows the generalization ability of DAE.
Is DAE able to recover from structured noise? Other
than DAESHN , we also train and test DAE with Alexnet
estimations (called DAEAlexnet). For Alexnet predici-
tons, DAE improves the error by 11mm, while on SHN
the improvement is 0.7mm. This shows the ability of DAE
to learn structured error.
Is DAE able to lift 2D joints to 3D? To answer this
question, we train and test DAE, following [13], with SHN
estimations while depth is set to 0 (called DAE2dSHN ). In
fact, we want to test how DAE performs in the lack of 3D
ground truth data. As a result, the average error is slightly
higher than 65mm. Although the average error is 3mm
higher than SHN , it shows DAE can lift 2D pose to 3D
with successful results. We note that training DAE2dSHN
converges way slower than DAESHN .
4.4.3 SMPLR
In this section, we evaluate different components of SMPLR
using SHN estimations as input in both training and test.
The results are shown in Tab. 1 under SMPLR row. We first
evaluate the impact of shape and pose estimations isolated
from each other within SMPLR. In test time, shape and pose
estimations are fed into SMPL to evaluate final joints error.
Shape estimation. We train Ψ network with Lβ loss.
During test we feed estimated β along with ground truth R
to SMPL. The results are shown as Ψ in Tab. 1. As one can
see shape estimation has a low impact on final error (around
Prot. 1 Prot. 2 Prot. 1 Prot. 2
Bogo [2] - 82.3 Tome [29] 88.4 70.7
Lassner [10] - 80.7 Pavlakos [19] 71.9 51.9
Tung [30]∗ 98.4 - Zhou [36] 64.9 -
Pavlakos [20] - 75.9 Martinez [13] 62.9 47.7
Omran [18] - 59.9 Sun [26] 59.1 48.3
Kanazawa [9] 87.9 56.8 Sun [27]∗∗ 64.1 -
Errors when cropping image is estimated
ALL 68.7 52.5 SHNfinal 62.2 50.6
ALLProc 63.5 52.5 SHN
final
e2e 57.4 46.8
Errors with ground truth cropping image
ALL 67.9 52.2 SHNfinal 61.3 50.1
ALLProc 62.6 52.2 SHNfinale2e 56.5 46.3
Table 2: MPJPE error in mm. on Human3.6M for both
protocols. Best results are bolded. Left columns: SMPL-
based methods comparison. Right columns: state-of-the-
art 3D pose comparison. SMPLR outperforms all SMPL-
based methods, and the simple proposed SHN updates show
state-of-the-art-results after end-to-end training without us-
ing any extra data. SMPL surface errors on this dataset are
88.2 and 81.3mm for ALL and ALLProc, respectively. *
Tung et al. [30] use 32 joints. ** Sun et al. [27] report the
results with and without extra data in the training. For a fair
comparison we take this number from where no extra data
has been used.
14mm avg. joints error).
Pose estimation. We train Ω network first with LR loss
and then fine-tune it with LR+LSMPL loss. The results are
shown as Ω and Ωsmpl in Tab. 1, respectively. During test
we feed estimated R along with ground truth β to SMPL.
As a result we gain 4mm improvement in pose estimation
by applyingLR+LSMPL loss. In general, the higher source
of errors in SMPLR is in pose parameters rather than shape.
Impact of landmarks. Landmarks provide more visual
evidence to the CNN when they are available in the dataset.
Comparing SHN to SHNnL in Tab. 1, one can see land-
marks improve head, arms and hip estimations. We also
train Ψ network with and without landmarks. Some quali-
tative results are shown in Fig. 5(a).
Gender. We evaluate the accuracy of gender estimation
in Ψ and achieve 89.5% accuracy. Such a high accuracy
is critical for SMPL rendering. This means a given vector
of shape parameters is interpreted differently by each gen-
der model, i.e. a correctly estimated shape parameter but
wrong gender estimation produces a wrong mesh genera-
tion, introducing a high error in SMPL mesh.
4.5. End-to-end training
Here, we describe how the end-to-end training was per-
formed. Thanks to soft-argmax, the model is differentiable
and trainable end-to-end. We first explore a regular end-
SMPL surface 3D joints
Tung [30] 74.5 64.4
Varol (independent) [31] 74.5 46.1∗
Varol (multi-task) [31] 65.8 40.8∗
SHNfinal - 42.8∗
SHNfinale2e - 40.8
∗
ALL 66.0 50.6
ALLProc 62.3 48.2
Table 3: Errors (mm) on SURREAL dataset (protocol 1).
Best results are bolded. .∗ are intermediate estimated 3D
joints used to predict SMPL surface.
SURREAL Human3.6M UP-3D
Varol (multi-task) [31] - - 0.73
ALLProc 0.75 0.71 0.77
Table 4: Silhouette IoU on three datasets.
2D SHN Vol. SHN DAE SMPLR
Train 6 / 2.8 6 / 16.8 256 / 0.054 256 / 2.5
Test 6 / 0.35 6 / 3.1 256 / 0.011 256 / 0.87
Test 1 / 0.32 1 / 0.36 1 / 0.007 1 / 0.32
Table 5: Processing time (batch size/time in sec.) of 1 step
with 41 heatmaps/points. 2D SHN is the default stack hour-
glass network for 2D joints estimation. Both 2D and vol.
SHN have 5 stacks. Vol. SHN has 16 depth bins. SMPLR
includes SMPL on top.
to-end training by stacking already trained models SHN ,
DAESHN , Ψ and Ωsmpl along with SMPL on top. The
loss is a summation of all intermediate losses. The order of
magnitude of SHN loss is several times lower than the other
losses. Therefore, without a proper balancing, the weights
of the SHN vanish after few training steps. We empirically
set this balance to be around 1e-5. Fine-tuning is performed
with a low learning rate, empirically set to 1e-4, to ensure
learning stability. We observed this model does not show
improvements. Therefore, we propose the next procedure
for end-to-end training.
We first train DAE, Ψ and Ωsmpl with ground truth
3D joints until they overfit on training data. Once trained,
they are frozen and appended to SHN . Fine-tuning is per-
formed with the same loss balancing and learning rate as be-
fore. The network shows improvement after the first train-
ing epoch, and after an additional epoch it fully converges.
To ensure that this improvement is the result of the pro-
posed end-to-end training, we trained SHN alone for more
than 10 additional epochs without showing any improve-
ment. The results of SHN after end-to-end training in Tab.
1 (called SHNe2e) shows more than 2mm improvement.
Some qualitative results are shown in Fig. 5(b).
Recover SMPLR error. We stack all trained models
(a) (b) (c)
Figure 5: Qualitative results of the ablation analysis. a) Visualization of the improvement on shape estimation due to land-
marks. Left: image. Middle: estimation without landmarks. Right: estimation with landmarks. b) Prediction improvement
due to end-to-end training. Left: image. Middle: prediction before end-to-end training. Right: prediction after end-to-end
training. Green and red skeletons correspond to ground truth and predictions, respectively. c) Random samples with mistaken
gender or viewpoint. Left: image. Middle: SMPL mesh. Right: SMPL mesh after Procrustes.
Figure 6: Qualitative results. Top: SURREAL. Bottom: Human3.6M. Last sample of each row shows a failure case due to
inaccurate pose estimation produced mainly by occlusion and/or background confusion.
Figure 7: UP-3D results. Based on estimated 2D joints (middle) we compute 3D joints and render mesh (right).
to report final SMPL predictions (row ALL in Tab. 1).
SMPLR naturally has a generalization error. Wrongly es-
timated gender is a source of error in SMPLR. Not only
gender, but also global rotation error embedded in Ω can
degrade the results. Fortunately, the mesh can be partially
corrected by an affine transformation as a post-processing.
To do so we apply Procrustes mapping from SMPLR out-
put to its input JL and update the mesh accordingly. The
results in Tab. 1 shows 4mm error recovery ofALLProc vs.
ALL. Some qualitative examples are shown in Fig. 5(c).
Note that for this post-processing step, no ground truth in-
formation is required, as we align SMPLR output with SHN
output (both model predictions), knowing that SHN is more
accurate. This is different from protocol 2, where final pre-
dictions are aligned with ground truth.
4.6. State-of-the-art comparison
Human3.6M. We compare our results to state-of-the-art
on Human3.6M in Tab. 2, split in two sets: SMPL-based
solutions vs. only 3D pose recovery. In the former, we out-
perform state-of-the-art for both evaluation protocols, espe-
cially in protocol 1 improving [9] over 25mm. We note that
we use Ψ network trained on SURREAL dataset to estimate
shape parameters, since Human3.6M contains just 5 sub-
jects in the training set (therefore, only 5 shapes). The re-
sults in the second set show that our simple modifications to
SHN achieve state-of-the-art results after end-to-end train-
ing (SHNfinale2e ). Compared to [19], a fixed small depth
resolution of 16 bins in the volumetric heatmap works bet-
ter than a coarse-to-fine setup. As we mentioned earlier, we
also want to study the results when image cropping is not
based on ground truth data. Therefore, we estimate cam-
era focal length and object distance to camera following
[21] and use them to compute the cropping. The error on
cropped image is less than 5px on each corner. To be ro-
bust against this error we fine-tune SHNfinal with an ad-
ditional random scaling image augmentation. As a result,
the 3D joints error is increased less than 1mm in average
which is quite marginal on this dataset. Fig. 6 shows some
qualitative results.
SURREAL. The competitors on this dataset are [31] and
[30]. Note that [31] relies on all ground truth data in a multi-
task setup to generate volumetric body shape which limits
applicability. That is, volumetric body shape is a coarse
representation and not parametric. The results in Tab. 3
show we outperform [31] by 3.5mm for SMPL surface er-
ror. Interestingly, our SHNfinale2e achieves same 3D joints
estimation error (40.8 mm) than [31] without performing
multi-task learning. We show some qualitative results in
Fig. 6.
UP-3D. We use this dataset to show results in a in-the-
wild scenario lifting 2D joints to 3D. To do so, we fine-tune
SHNfinale2e pre-trained on SURREAL. Note that we do not
train this model end-to-end on UP-3D dataset. Since this
dataset is of small size, we include a subset of 18K images
from SURREAL for training. During training the input to
DAE is ground truth joints plus uniform noise and depth
is set to 0. During testing, SHN estimations (with depth
set to 0) are fed to DAE. The inputs to SMPLR are DAE
estimations. The SMPL errors in test set before and after
Procrustes mapping are around 91mm and 87mm, respec-
tively, being below the 100.5mm error reported in [20]. Fig.
7 shows some qualitative results.
Silhouette IoU. To check the quality of rendered body,
we also compute silhouette IoU of the estimated mesh after
projection to image plane. The results can be seen in Tab.
4. We achieve a high IoU (more than 0.7) on all datasets
without explicitly training the network for this task.
F
4.7. Time complexity
We show the processing time of each module of the pro-
posed network in Tab. 5. Experiments were conducted on a
GTX1080TI. We compare a default 2D SHN with our pro-
posed volumetric SHN (both SHNs have 5 stacks). As ex-
pected, volumetric SHN is 6 times slower than 2D SHN in
the training for a batch size of 6. However, there is not much
difference between them at inference time for a batch size
of 1. We must note that 2D SHN can be fit in GPU mem-
ory for a batch size of 12 while volumetric SHN can have at
most a batch size of 6. Our SMPLR implementation can be
run in 3 FPS for a batch size of 1 at inference time.
5. Conclusions
We proposed a deep-based framework to recover 3D
pose and shape from a still RGB image. Our model is com-
posed of a SHN backbone followed by a DAE and a net-
work capable of reversing SMPL from sparse data. Such
model, capable of end-to-end training, is able to accurately
reconstruct human body mesh. We experimentally found
that processing SHN output joints with DAE removes struc-
tured error. We have also shown that SMPL model can be
reversed and used to recover 3D pose and shape. Finally, we
exploit SMPLR capabilities in the training of deep learning
networks by backpropagating SMPL related errors through
the SHN. We evaluated our proposal on SURREAL and
Human3.6M datasets and improved SMPL-based state-of-
the-art alternatives by 3.5 and 25 mm, respectively on each
dataset.
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