Introduction
The theory of Morrey-Campanato spaces plays an important role in harmonic analysis and partial differential equations; see, for example, [1, 27, 28, 29, 25, 19, 17, 18, 5] and their references. It is well-known that the dual space of the Hardy space H p (R d ) with p ∈ (0, 1) is the Morrey-Campanato space E 1/p−1, 1 (R d ). Notice that Morrey-Campanato spaces on R d are essentially related to the Laplacian ∆, where ∆ ≡
On the other hand, there exists an increasing interest on the study of Schrödinger operators on R d and the sub-Laplace Schrödinger operators on connected and simply connected nilpotent Lie groups with nonnegative potentials satisfying the reverse Hölder inequality; see, for example, [10, 34, 24, 20, 6, 9, 21, 33, 16] . Let L ≡ −∆ + V be the Schrödinger operator on R d , where the potential V is a nonnegative locally integrable function. Denote by B q (R d ) the class of functions satisfying the reverse Hölder inequality of order q. For V ∈ B d/2 (R d ) with d ≥ 3, Dziubański et al [6, 7, 9] 
. Moreover, they obtained the boundedness on these spaces of the variants of several classical operators, including the radial maximal function and the Littlewood-Paley g-function associated to L. Recently, Huang and Liu [16] further proved that the dual space of H p L (R d ) is certain Morrey-Campanato space. Let X be an RD-space in [12] , which means that X is a space of homogeneous type in the sense of Coifman and Weiss [3, 4] with the additional property that a reverse doubling condition holds. Let ρ be a given admissible function modeled on the known auxiliary function determined by V ∈ B d/2 (R d ) (see [33] or (2.3) below). Then the localized Hardy space H 1 ρ (X ), the BMO-type space BMO ρ (X ) and the BLO-type space BLO ρ (X ) were introduced and studied by the authors of this paper in [33, 32] . Moreover, the boundedness from BMO ρ (X ) to BLO ρ (X ) of several maximal operators and the Littlewood-Paley g-function, which are defined via kernels modeled on the semigroup generated by the Schrödinger operator, was obtained in [32] .
The first purpose of this paper is to investigate behaviors of these operators on localized Morrey-Campanato spaces on metric measure spaces. To be precise, let X be a space of homogeneous type, which is not necessary to be an RD-space, and D be a collection of balls in X . In Section 2 of this paper, we first introduce the localized atomic Hardy space H (X ) (see Theorem 2.1 below). Let ρ be a given admissible function. Modeled on the semigroup generated by the Schrödinger operator, in Sections 3 and 4 of this paper, we introduced the radial maximal operators T + and P + and Littlewood-Paley g-function g(·). Then we establish the boundedness of T + and P + from E α, p ρ (X ) to E α, p ρ (X ) (see Theorems 3.1 and 3.2 below). Here, for the set D determined by ρ, we denote E α, p
, where C is a positive constant independent of f (see Theorem 4.1 below).
As a simple corollary of this, we obtain the boundedness of g(·) from E α, p ρ (X ) to E α, p ρ (X ).
Notice that E 0, p ρ (X ) = BMO ρ (X ) and E 0, p ρ (X ) = BLO ρ (X ) when p ∈ [1, ∞). Thus, the results in this section when α = 0 and X is an RD-space were already obtained in [32] .
Finally, as the second purpose of this paper, in Section 5 of this paper, we apply results obtained in Sections 3 and 4 of this paper, respectively, to the Schrödinger operator or the degenerate Schrödinger operator on R d , the sub-Laplace Schrödinger operator on Heisenberg groups or on connected and simply connected nilpotent Lie groups (see Propositions 5.1 through 5.5 below). The nonnegative potentials of these Schrödinger operators are assumed to satisfy the reverse Hölder inequality.
We now make some conventions. Throughout this paper, we always use C to denote a positive constant that is independent of the main parameters involved but whose value may differ from line to line. Constants with subscripts, such as C 1 and A 1 , do not change in different occurrences. If f ≤ Cg, we then write f g or g f ; and if f g f , we then write f ∼ g. For any given "normed" spaces A and B, the symbol A ⊂ B means that for all f ∈ A, then f ∈ B and f B f A . We also use B to denote a ball of X , and for λ > 0, λB denotes the ball with the same center as B, but radius λ times the radius of B. Moreover, set B ∁ ≡ X \ B. Also, for any set E ⊂ X , χ E denotes its characteristic function. For all f ∈ L 1 loc (X ) and balls B, we always set
Localized Morrey-Campanato and Hardy spaces
This section is divided into two subsections. In Subsection 2.1, we introduce the localized spaces E α, p D (X ) and E α, p D (X ) with α ∈ R and p ∈ (0, ∞), we then establish the relations of these localized spaces with their corresponding global versions and prove that for all α ∈ [0, ∞) and
Localized Morrey-Campanato spaces
We first recall the notion of spaces of homogeneous type in [3, 4] . Definition 2.1 Let (X , d) be a metric space endowed with a regular Borel measure µ such that all balls defined by d have finite and positive measure. For any x ∈ X and r ∈ (0, ∞), set the ball B(x, r) ≡ {y ∈ X : d(x, y) < r}. The triple (X , d, µ) is called a space of homogeneous type if there exists a constant A 1 ∈ [1, ∞) such that for all x ∈ X and r ∈ (0, ∞),
From (2.1), it is not difficult to see that there exists positive constants A 2 and n such that for all x ∈ X , r ∈ (0, ∞) and λ ∈ [1, ∞),
In what follows, we always set V r (x) ≡ µ(B(x, r)) and V (x, y) ≡ µ(B(x, d(x, y))) for all x, y ∈ X and r ∈ (0, ∞).
Definition 2.2 ([33])
A positive function ρ on X is said to be admissible if there exist positive constants C 0 and k 0 such that for all x, y ∈ X ,
Obviously, if ρ is a constant function, then ρ is admissible. Moreover, let x 0 ∈ X be fixed. The function ρ(y) ≡ (1 + d(x 0 , y)) s for all y ∈ X with s ∈ (−∞, 1) also satisfies Definition 2.2 with k 0 = s/(1− s) when s ∈ [0, 1) and k 0 = −s when s ∈ (−∞, 0). Another non-trivial class of admissible functions is given by the well-known reverse Hölder class B q (X , d, µ), which is written as B q (X ) for simplicity. Recall that a nonnegative potential V is said to be in B q (X ) with q ∈ (1, ∞] if there exists a positive constant C such that for all balls B of X ,
with the usual modification made when q = ∞. It is known that if V ∈ B q (X ) for certain q ∈ (1, ∞], then V is an A ∞ (X ) weight in the sense of Muckenhoupt, and also V ∈ B q+ǫ (X ) for some ǫ ∈ (0, ∞); see, for example, [25] and [26] . Thus B q (X ) = ∪ q 1 >q B q 1 (X ). For all V ∈ B q (X ) with certain q ∈ (1, ∞] and all x ∈ X , set
see, for example, [24] and also [33] . It was also proved in [33] that ρ in (2.3) is an admissible function if n ≥ 1, q > max{1, n/2} and V ∈ B q (X ). We now recall the notion of Morrey-Campanato spaces and introduce the definitions of Morrey-Campanato-BLO space and their localized versions. Definition 2.3 Let α ∈ R and p ∈ (0, ∞).
where the supremum is taken over all balls B ⊂ X and
where the supremum is taken over all balls B ⊂ X . (iii) Let α ∈ (0, ∞). A function f on X is said to be in the Lipschitz space Lip(α; X ) if there exists a nonnegative constant C such that for all x, y ∈ X and balls B containing x and y,
The minimal nonnegative constant C as above is called the norm of f in Lip(α; X ) and denoted by f Lip(α; X ) .
Remark 2.1 (i)
The space E α, p (X ) was first introduced by Campanato in [1] when X is a bounded subset of R d and µ is the d-dimensional Lebesgue measure. When α = 0, E 0, p (X ) is just the space BMO p (X ) (the space of functions of bounded mean oscillation), and E 0, p (X ) with p ∈ [1, ∞) coincides with BMO 1 (X ); see [4] . For simplicity, we denote BMO 1 (X ) by BMO(X ). (ii) The space E 0, p (X ) is just the space BLO p (X ) (the space of functions of bounded lower oscillation). By (i) of this remark and the fact that BLO 1 (X ) ⊂ BMO(X ), it is easy to see that E 0, p (X ) with p ∈ [1, ∞) coincides with BLO 1 (X ). For simplicity, we denote BLO 1 (X ) by BLO(X ). Recall that BLO(X ) and E α, p (X ) are not linear spaces. The space BLO(R d ) was first introduced by Coifman and Rochberg [2] and E α, p (R d ) was introduced in [14] .
(iii) When α ∈ R and p ∈ [1, ∞), E α, p (X ) ⊂ E α, p (X ). Moreover, when α ∈ (0, ∞) and p ∈ [1, ∞), we have E α, p (X ) = E α, p (X ) = Lip(α; X ) with equivalent norms. In fact, Macías and Segovia [22] proved that when α ∈ (0, ∞) and p ∈ [1, ∞), E α, p (X ) = Lip(α; X ). On the other hand, for all f ∈ E α, p (X ) and balls B, 
(iii) Let α ∈ (0, ∞). A function f on X is said to be in the localized Lipschitz space Lip D (α; X ) if there exists a nonnegative constant C such that for all x, y ∈ X and balls B containing x and y with B / ∈ D, 
The localized BLO space was first introduced in [15] in the setting of R d endowed with a nondoubling measure.
(ii) If X is the Euclidean space R d and D ≡ {B(x, r) : r ≥ 1, x ∈ R d }, then BMO D (X ) is just the localized BMO space of Goldberg [11] , and Lip D (α; X ) with α ∈ (0, 1) is just the inhomogeneous Lipschitz space (see also [11] ).
(iii) For all α ∈ R and p ∈ (0, ∞), E α, p
(iv) Let ρ be an admissible function and D ρ ≡ {B(x, r) : x ∈ X , r ≥ ρ(x)}. In this case, we denote E α, p
and BLO ρ (X ). In [32] , the spaces BMO ρ (X ) and BLO ρ (X ) when X is an RD-space were introduced.
The following results follow from Definitions 2.3 and 2.4.
Proof. We first prove (i). If f ∈ E α, p (X ) and sup B∈D |f B |[µ(B)] −α < ∞, from Definitions 2.3 and 2.4, it follows that
, then by the Hölder inequality, we have
which together with (2.4) gives (i) . The proofs of (ii) and (iii) are similar. We omit the details, which completes the proof of Lemma 2.1.
Proof. To prove (i), we first assume that f ∈ BMO p D (X ). Then by the Hölder inequality, we have f ∈ BMO D (X ) and
then from Lemma 2.1 (i) with α = 0, Remark 2.1 (i) and Remark 2.2 (iii), it follows that
is similar and we omit the details.
To prove (ii), by Lemma 2.1 and Remark 2.1 (iii), we obtain
which implies (ii). This finishes the proof of Lemma 2.2.
The space X is said to have the reverse doubling property if there exist constants κ ∈ (0, n] and
If (X , d, µ) satisfies the conditions (2.1) and (2.5), then (X , d, µ) is called an RD-space (see [12] ).
Lemma 2.3 Let X be an RD-space, ρ an admissible function on X and
Proof. An application of the Hölder inequality leads to that (2.5 ) and the Hölder inequality, it follows that
which completes the proof of Lemma 2.3.
ρ (X ) with α ∈ (−1/p, 0) coincides with the socalled Morrey space (see, for example, [27, 29] for the case X = R d ).
(
In fact, by Remark 2.2 (iii), we only need to show that for all
. By Lemma 2.3, the fact that α < 0 and f ≥ 0, we see that for all balls B / ∈ D,
, which implies the claim.
(iii) If X is not an RD-space, it is not clear if Lemma 2.3 still holds.
We also have the following conclusions which are used in Sections 3 and 4.
(ii) for all x ∈ X and 0 < r 1 < r 2 ,
Proof. If (ii) holds, then by the Hölder inequality, we see that for all f ∈ E α, p ρ (X ) and
Then (i) follows from this fact together with (2.1), r < ρ(x 0 ) (because B / ∈ D ρ ) and (ii). To prove (ii), let j 0 be the smallest integer such that 2 j 0 r 1 ≥ r 2 . Another application of (2.1) leads to that
Similarly, we see that for all j ∈ N ∪ {0},
Then we have
If α ∈ (−∞, 0], from the choice of j 0 , we deduce that
if α ∈ (0, ∞), by (2.1), we obtain that
This finishes the proof of Lemma 2.4.
Localized Hardy spaces
We begin with the notion of atoms.
is said to be in the Hardy space
where the infimum is taken over all the above decompositions of f . Remark 2.5 Coifman and Weiss [4] proved that H p, q (X ) and H p, ∞ (X ) coincide with equivalent norms for all p ∈ (0, 1] and q ∈ [1, ∞) ∩ (p, ∞). Thus, for all p, q in this range, we denote H p, q (X ) simply by H p (X ). We remark that Coifman and Weiss [4] also proved that the dual space of H p (X ) is BMO(X ) when p = 1 or Lip(1/p − 1; X ) when p ∈ (0, 1).
where the infimum is taken over all the above decompositions of f .
Using Remark 2.6, we have the following conclusion. 
Then it follows from Definition 2.5 that there exists a positive constant
which converges in L 1 (X ) when p = 1 or in ( Lip D (1/p − 1; X )) * when p ∈ (0, 1). By Remark 2.4 (ii) and (2.6), we see that j∈N λ j a j + 2 k∈N ν k c k also converges in L 1 (X ) when p = 1 or in ( Lip(1/p − 1; X )) * when p ∈ (0, 1). Let g ≡ j∈N λ j a j + 2 k∈N ν k c k . Then Definition 2.6 together with Remark 2.5 implies that g ∈ H p, q (X ) = H p, ∞ (X ). Form this, Remark 2.6 and (2.6), we deduce that
This finishes the proof of Lemma 2.5. 
Theorem 2.1 Let D be a collection of balls in X and p ∈ (0, 1]. Then E
Proof. We first prove E
(X ) and g ≡ max{f, h}, we have that g = (f + h + |f − h|)/2 and
Similarly, for all B / ∈ D, f , h ∈ E 1/p−1, 1 D (X ) and g ≡ min{f, h}, we have
If h ≡ N or h ≡ −N , then h E 1/p−1, 1 (X ) = 0. By these facts and the definition of f N , we have that for all B / ∈ D,
which converges in L 1 (X ) when p = 1 or in ( Lip D (1/p − 1; X )) * when p ∈ (0, 1), and (2.8)
.
from which together with (2.7), (2.8) and Remark 2.4 (ii), it follows that
By this and the Lebesgue dominated theorem, we have
which together with the density of
. Thus,
X ) (see Remark 2.5 and Remark 2.1 (i) and (iii)). Hence there exists f ∈ E 1/p−1, 2 (X ) such that for all constants C and g ∈ L 2 (X ) satisfying that X g(x) dµ(x) = 0 and supp (g) is bounded,
and
Observe that for all constants C, f + C ∈ E 1/p−1, 2 (X ). Then by Lemma 2.1 (i), to show f ∈ E
To this end, for any
is a (p, 2) D -atom supported in B and
. By this together with the Riesz representation theorem, there exists a function f B ∈ L 2 (B) such that for all g ∈ L 2 (B),
Moreover, from this fact and (2.10), we deduce that for all g ∈ L 2 0 (B), S are multiplies of (p, 2) D -atoms. Therefore, from the fact that f B −C B = f = f S − C S and (2.10), it follows that
which implies that C B = C S . Denote the constant as above by C and define f ≡ f + C. Then by this, (2.12) and the Hölder inequality, we have that for all B ∈ D,
This implies (2.11), from which and Lemma 2.1 (i), we further deduce that f ∈ E
(X ), which together with Lemma 2.2 and (2.9) then completes the proof of Theorem 2.1.
Boundedness of the radial and the Poisson maximal functions
This section is devoted to the boundedness of the radial and the Poisson maximal functions from E α, p ρ (X ) to E α, p ρ (X ). We start with the notion of the radial maximal function.
Definition 3.1 Let ρ be an admissible function on X and {T t } t>0 a family of linear integral operators on L 2 (X ). Moreover, assume that there exist positive constants C, γ, δ 1 , δ 2 , β satisfying that for all t ∈ (0, ∞) and x, x ′ , y ∈ X with d(x, x ′ ) ≤ t/2,
Let {T t } t>0 be as in Definition 3.1. For all f ∈ L 1 loc (X ), the radial maximal function T + is defined by
Then we have the following result.
Theorem 3.1 Let α ∈ (−∞, γ/n) ∩ (−∞, min{β/(2n), δ 1 /n, δ 2 /(2n)}], p ∈ (1, ∞) and ρ be an admissible function. If {T t } t>0 satisfies (3.1) through (3.3), then there exists a positive constant C such that for all f ∈ E α, p ρ (X ), T + (f ) ∈ E α, p ρ (X ) and
Proof. We only consider the case that α ∈ (0, γ/n) ∩ (0, min{β/(2n), δ 1 /n, δ 2 /(2n)}], the proof for α ∈ (−∞, 0] is similar but easier. By the homogeneity of · E α, p ρ (X ) and
, we assume that f ∈ E Recall that HL is bounded on L p (X ) for p ∈ (1, ∞]. Therefore T + is bounded on L p (X ) for all p ∈ (1, ∞]. By this fact together with (2.1), we see that
If t ∈ (0, r), then by (3.1), (2.1), the Hölder inequality and γ > αn, we have
Let t ∈ [r, ∞). By (2.2), we see that for all a ∈ (0, ∞), there exists a constant C a ∈ [1, ∞) such that for all x, y ∈ X with d(x, y) ≤ aρ(x),
Recall that B ∈ D ρ , which is equivalent to that r ≥ ρ(x 0 ). These facts imply that for all x ∈ B, ρ(x) r. By this together with (3.1), (2.1), the Hölder inequality and the facts that γ > αn and δ 1 ≥ αn, we have that for all t ∈ [r, ∞) and x ∈ B,
Combining this and (3.5) yields that for all t ∈ (0, ∞),
which together with (3.4) gives us that
This also implies that T + (f )(x) < ∞ for µ-a. e. x ∈ X . It remains to show that for all B ≡ B(
By the Hölder inequality, L p (X )-boundedness of T + and (2.1), we have
On the other hand, using (3.1), (2.1), the Hölder inequality, Lemma 2.4 (ii) and γ > αn, we have that for all t ∈ (0, 4r) and x ∈ B,
This implies that E
Similarly, by applying (3.1), (2.1) and γ > αn, we have that for all x ∈ B,
From Lemma 2.4 (i), (3.3), δ 2 ≥ αn and t < 4r ρ(x 0 ), it follows that for all x ∈ B,
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This together with (3.7) implies that
To estimate E 4 , we first observe that for all x, y ∈ B, ρ(x) ∼ ρ(x 0 ) ∼ ρ(y) (see (3.6) ). By this and (3.2), we have that for all x, y ∈ B and t ∈ [4r, ∞),
On the other hand, it follows from Lemma 2.4 (i) and (2.1) that
Then by these facts and αn ≤ min{
2 }, we obtain that for all t ∈ [4r, ∞),
On the other hand, by (3.2), (2.1), the Hölder inequality, Lemma 2.4 (ii), γ > αn and β ≥ αn, we see that for all x, y ∈ B and t ∈ [4r, ∞),
These inequalities above lead to that
which completes the proof of Theorem 3.1.
Now we consider the boundedness of the Poisson semigroup maximal operator. Let {T t } t>0 be a family of linear integral operators on L 2 (X ). We always set
For all f ∈ L 1 loc (X ), define the Poisson semigroup maximal operator P + by
Lemma 3.1 Assume that {T t } t>0 satisfies (3.1) through (3.3) with the same constants δ 1 , δ 2 , β, γ as there. Then {P t } t>0 also satisfies (3.1) through (3.3) with the constants
Proof. For all a, s, t ∈ (0, ∞), from the fact that t + a ≤ (1 + s)(t/s + a), it follows that
On the other hand, from (2.1), we deduce that for all x, y ∈ X and s, t ∈ (0, ∞),
By (3.1), (3.8) and (3.9), we see that for all x, y ∈ X ,
Now we prove that for all t ∈ (0, ∞) and x, x ′ , y ∈ X with d(x, x ′ ) ≤ t/2,
Observe that in this case, t + d(x, y) ∼ t + d(x ′ , y) and d(x, x ′ ) ≤ t/(2s) if and only if s ≤ t/[2d(x, x ′ )]. Then (3.1) and (3.2) together with (3.8) and (3.9) yield that
which implies (3.10).
On the other hand, by (3.3) and (3.8), we see that for all x ∈ X and t ∈ (0, ∞),
This finishes the proof of Lemma 3.1. Theorem 3.2 Let ρ be an admissible function and {T t } t>0 satisfy (3.1) through (3.3) with the same constants β, γ, δ 1 , δ 2 as there and δ ′ 2 , β ′ and γ ′ be positive constants such
Then there exists a positive constant C such that for all f ∈ E α, p ρ (X ), P + (f ) ∈ E α, p ρ (X ) and
Proof. Notice that our assumption on {T t } t>0 and Lemma 3.1 imply that {P t } t>0 satisfies (3.1) through (3.3) with constants δ 1 , δ ′ 2 , γ ′ and β ′ . By this and an argument similar to the proof of Theorem 3.1, we can prove Theorem 3.2. We omit the details by the similarity. This finishes the proof of Theorem 3.2. (ii) Let X be an RD-space and ρ an admissible function. Assume that there exist constants C ∈ (0, ∞), ǫ 1 ∈ (0, 1], ǫ 2 ∈ (0, ∞), δ ∈ (0, 1] and γ ∈ (0, ∞), and an (ǫ 1 , ǫ 2 )-AOTI { T t } t>0 (see, for example, [12, 32] for the definition of AOTI) with kernels { T t (x, y)} t>0 such that for all t ∈ (0, ∞) and x, y ∈ X , (3.11)
If α = 0 and (3.1) through (3.3) were replaced by (3.11), Theorems 3.1 and 3.2 were obtained in [32] . We remark that since for all x ∈ X , T t (1)(x) = 1 (see [32] ), (3.11) implies (3.3) with δ 2 = δ.
Boundedness of the Littlewood-Paley g-function
In this section, we consider the boundedness of certain variant of the Littlewood-Paley g-function from E α, p ρ (X ) to E α, p ρ (X ). The boundedness from BMO ρ (X ) to BLO ρ (X ) where X is an RD-space of this operator was obtained in [32] .
Let ρ be an admissible function on X and {Q t } t>0 a family of operators bounded on L 2 (X ) with integral kernels {Q t (x, y)} t>0 satisfying that there exist constants C ∈ (0, ∞), δ 1 ∈ (0, ∞), δ 2 ∈ (0, 1), β ∈ (0, 1] and γ ∈ (0, ∞) such that for all t ∈ (0, ∞) and
For all f ∈ L 1 loc (X ) and x ∈ X , define the Littlewood-Paley g-function by
Lemma 4.1 Let α ∈ (−∞, min{γ/n, δ 2 /n}), p ∈ (1, ∞) and ρ be an admissible function on X . Then there exists a positive constant C such that for all f ∈ E α, p ρ (X ), (i) for all x ∈ X and t > 0,
(ii) for all x, y ∈ X and t ≥ 2d(x, y),
Proof. By the homogeneity of · E α, p ρ (X ) , we may assume that f ∈ E α, p ρ (X ) and f E α, p ρ (X ) = 1. By (Q) i , (4.2), (2.1), γ > αn and the Hölder inequality, we have that for all x ∈ X and t ≥ ρ(x),
Let x ∈ X and t < ρ(x). In this case, t + ρ(x) ∼ ρ(x). Using γ > αn, (Q) i , (2.1), Lemma 2.4 (ii) and the Hölder inequality, we have
On the other hand, from (Q) iii , Lemma 2.4 (i), t < ρ(x), and the fact δ 2 > αn, we deduce that
This gives (i).
To show (ii), by (Q) ii , we see that for all x, y ∈ X and t ≥ 2d(x, y),
Now we consider the following two cases. Case (i) α ∈ (0, ∞). In this case, if t ≥ ρ(x), by γ > αn, the Hölder inequality, (4.3) and (2.1), we have
Assume that t < ρ(x). Let N 1 ∈ N such that 2 N 1 −1 t < ρ(x) ≤ 2 N 1 t. From the Hölder inequality and (2.1), it follows that
By the Hölder inequality, (2.1) and Lemma 2.4 (i), we see that for all j ∈ {0, 1, · · · , N 1 −1},
This together with γ > αn gives us that
Combining this, (4.3) through (4.5) leads to that for all x, y ∈ X and t ≥ 2d(x, y),
Let t < ρ(x) and N 1 be the integer as in Case (i) . Then by (4.3), (2.1), Lemma 2.4 (i) and the Hölder inequality, we have
which implies (ii) and then completes the proof of Lemma 4.1.
Theorem 4.1 Let p ∈ (1, ∞), ρ be an admissible function on X , g as in (4.1) and
If g(·) is bounded on L p (X ), then there exists a positive constant C such that for all
Proof. By similarity, we only prove the case when α > 0. Let f ∈ E 
For all x ∈ X , write
By the L p (X )-boundedness of g and (2.1), we have
By (Q) i , γ > αn, (2.1) and the Hölder inequality, we have that for all x ∈ B and t < 8r,
From this, it follows that (4.8)
Combining (4.7) and (4.8) leads to that (4.9)
Applying Lemma 2.1 (ii) and (iii) in [33] , we have that for all x, y ∈ X ,
, where k 0 is as in Definition 2.2. By this fact, we obtain that for all x ∈ B and t ≥ 8r,
. From this, Lemma 4.1 (i) and (2.1), we deduce that for all x ∈ B,
which together with the assumption that δ 1 > αn implies that
This together with (4.9) gives (4.6). Moreover, it follows from (4.6) that g(f )(x) < ∞ for a. e. x ∈ X . Now we assume that B ≡ B(x 0 , r) / ∈ D ρ . We need to prove that (4.10)
To this end, write
By the L p (X )-boundedness of g(·) and (2.1), we have
Using (Q) i , (2.1), the Hölder inequality, Lemma 2.4 (ii) and γ > αn, we obtain that for all x ∈ B,
from which it follows that (4.12)
Recall that for all x ∈ B, ρ(x) ∼ ρ(x 0 ) (see (3.6)). By this, (Q) iii and Lemma 2.4 (i), we have that for all x ∈ B,
This together with δ 2 > 3αn and r < ρ(x 0 ) implies that
Combining this, (4.11) and (4.12) yields I 1 [µ(B)] 1+αp . Since γ > αn, by Lemma 4.1, (2.1) and ρ(x 0 ) ∼ ρ(x) for all x ∈ B, we have that for all x, y ∈ B and t ∈ [8ρ(x 0 ), ∞),
By these inequalities and β ≥ 3αn, we see that for all x, y ∈ B, the corresponding heat (Gauss) semigroup {e t∆ } t>0 by { T t } t>0 . Let V be a nonnegative locally integrable function on R d , L ≡ −∆ + V the Schrödinger operator and {T t } t>0 the corresponding semigroup with kernels {T t (x, y)} t>0 . Moreover, for all t > 0 and x, y ∈ R d , set
and ρ be as in (2.3). Then we have the following estimates; see [8, 7, 9] .
Then there exist positive constants C and C, where C is independent of N , such that for all t ∈ (0, ∞) and x, x ′ , y ∈ X with d(x, x ′ ) ≤ √ t/2, Let q 1 , q 2 ∈ (d/2, ∞] with q 1 < q 2 . Observe that B q 2 (R d ) ⊂ B q 1 (R d ). Therefore, Proposition 5.1 holds for all q ∈ (d/2, ∞]. On the other hand, recall that { T t 2 } t>0 satisfies that for all t ∈ (0, ∞), T t 2 (1) = 1 (see [8, 7] ). Thus {T t 2 } t>0 satisfies the assumptions (3.1) through (3.3). Moreover, the L 2 (R d )-boundedness of g-function g(·) was obtained in [8] . Using this, (iv) and (v) of Proposition 5.1 and the vector-valued Calderón-Zygmund theory (see, for example, [25] ), we obtain the L p (R d )-boundedness of g(·) for p ∈ (1, ∞). Then by applying this fact and Proposition 5.1, Theorems 3.1, 3.2, 4.1 and Corollary 4.1, we have the following result. Then the degenerate elliptic operator L 0 is defined by
where x ∈ R d . Denote by { T t } t>0 ≡ {e −tL 0 } t>0 the semigroup generated by L 0 . Let V be a nonnegative locally integrable function on w(x) dx. Define the degenerate Schrödinger operator by L ≡ L 0 + V. Then L generates a semigroup {T t } t>0 ≡ {e −tL } t>0 with kernels {T t (x, y)} t>0 . Moreover, for all t ∈ (0, ∞) and x, y ∈ R d , set Q t (x, y) ≡ t 2 dT s (x, y) ds In fact, the corresponding Proposition 5.1 (i) and (iii) here were given in [8] . The proof of the corresponding Proposition 5.1 (ii) here is similar to that of Proposition 5.1; see [7] . The proofs of the corresponding Proposition 5.1 (iv), (v) and (vi) here are similar to that of Proposition 4 of [9] . We omit the details here.
Recall that { T t 2 } t>0 satisfies that for all t ∈ (0, ∞), T t 2 (1) = 1; see, for example, [13] . Thus {T t 2 } t>0 satisfies the assumptions (3.1) through (3.3). Moreover, the L 2 (R d )-boundedness of g(·) can be obtained by the same argument as in Lemma 3 of [8] . Using this, (iv) and (v) of Proposition 5.1 and the vector-valued Calderón-Zygmund theory, we obtain the L p (R d )-boundedness of g(·) for p ∈ (1, ∞). Then by applying these facts and Theorems 3.1, 3.2, 4.1 and Corollary 4.1, we have the following result. 
