Abstract. We consider a stochastic search model with resetting for an unknown stationary target a ∈ R with known distribution µ. The searcher begins at the origin and performs Brownian motion with diffusion constant D. The searcher is also armed with an exponential clock with spatially dependent rate r = r(·), so that if it has failed to locate the target by the time the clock rings, then its position is reset to the origin and it continues its search anew from there. Denote the position of the searcher at time t by X(t). Let E . Note that this exponent increases to ∞ when λ increases to ∞ and decreases to 2 when λ decreases to 1. However, if λ = 1, then E
the target by the time the clock rings, then its position is reset to the origin and it continues its search anew from there. Denote the position of the searcher at time t by X(t). Let E (r) 0 denote expectations for the process X(·). The search ends at time Ta = inf{t ≥ 0 : X(t) = a}. The expected time of the search is then R (E (r) 0 Ta) µ(da). Ideally, one would like to minimize this over all resetting rates r. We obtain quantitative growth rates for E (r) 0 Ta as a function of a in terms of the asymptotic behavior of the rate function r, and also a rather precise dichotomy on the asymptotic behavior of the resetting function r to determine whether E (r) 0 Ta is finite or infinite. We show generically that if r(x) is on the order |x| 2l , with l > −1, then log E . Note that this exponent increases to ∞ when λ increases to ∞ and decreases to 2 when λ decreases to 1. However, if λ = 1, then E (r) 0 Ta = ∞, for a = 0. Our results suggest that for many distributions µ supported on all of R, a near optimal (or optimal) choice of resetting function r in order to mini-
0 Ta)µ(da) will be one which decays quadratically as Dλ x 2 for some λ > 1. We also give explicit, albeit rather complicated, variational formulas for inf r 0 R d (E (r) 0 Ta)µ(da). For distributions µ with compact support, one should set r = ∞ off of the support. We also discuss this case.
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Introduction and Statement of Results
A number of recent papers have considered a stochastic search model for a stationary target a ∈ R d , which might be random and have a known distribution attached to it, whereby a searcher sets off from a fixed point, say the origin, and performs Brownian motion with diffusion constant D.
The searcher is also armed with a (possibly space dependent) exponential resetting time, so that if it has failed to locate the target by the time the clock rings, then its position is reset to the origin and it continues its search anew from there. One may be interested in several statistics, the most important one being the expected time to locate the target. (In dimension one, the target is considered "located" when the process hits the point a, while in dimensions two and higher, one chooses an ǫ 0 > 0 and the target is said to be "located" when the process hits the ǫ 0 -ball centered at a.) Without the resetting, this expected time is infinite. When the resetting rate is constant, the expected time to locate the target is finite. See, for example, [2, 3, 4, 5] .
For related models with resetting, see [6, 8, 9] as well as the references in all of the above articles. Also see [7] and [13] for a related problem without resetting, which is motivated by the above resetting problem.
Here is a more formal mathematical definition of the model. Let a ∈ R d denote an unknown stationary target with known probability distribution µ ∈ P(R d ), the space of probability measures on R d . The process X(t) on R d is defined as follows. Let r = r(x) 0 be a continuous function on R d . This function will serve as the resetting rate. The process starts from 0 ∈ R d and performs Brownian motion with diffusion constant D, until a random exponential clock rings. The conditional probability that the clock has not rung by time t > 0, given that the path up to time t is {X(s), 0 ≤ s ≤ t}, is equal to exp(− t 0 r X(s) ds). When the clock rings, the process is instantaneously reset to its initial position 0, and continues its search afresh with an independent resetting clock, and the above scenario is repeated, etc. We define the process so that it is left continuous. From the above description, it follows that X(·) is a Markov process whose generator
(For more details on such types of constructions, see [12] .)
and define T a = inf{t ≥ 0 : |X(t) − a| ≤ ǫ 0 }. Denote probabilities and expectations for the process starting at x by P (r)
x and E (r)
x respectively. The expected search time is then given by R d (E (r) 0 T a )µ(da). Ideally, one would like to minimize this expression over all resetting rates r.
For most choices of r, it is not possible to write down a completely explicit expression for E (r) 0 T a . If r > 0 is constant, then one can calculate E (r) 0 T a explicitly in terms of appropriate Bessel functions [4] . When d = 1, this simplifies [3] and one has
The only other case we've seen worked out explicitly in the literature is the case that d = 1 and r(x) is equal to 0 for |x| < a 0 and equal to a constant r > 0 for x ≥ a 0 , where a 0 > 0 [3] .
In this paper, we consider the one-dimensional case. In Theorem 1, for each r 0, we obtain an explicit formula for E (r) 0 T a in terms of a positive function φ that solves
0 T a is not monotone in r. And indeed, one can see this explicitly when r is constant-it follows from (7.7) that E (r) 0 T a approaches ∞ both as r → 0 and as r → ∞. As will be seen, our explicit formula for E (r) 0 T a in terms of the function φ is in fact the quotient of two functions, each of which is known to be monotone in r. This fact, along with the explicit formula for each of these two functions in the quotient, will allow us to obtain in Theorems 2 and 3 quantitative growth rates for E (r) 0 T a as a function of a in terms of the asymptotic behavior of the rate function r, and also in Theorem 3 a rather precise dichotomy on the asymptotic behavior of the resetting function r which determines whether E (r) 0 T a is finite or infinite. We also consider the case that the target distribution µ is compactly supported, in which case it is advantageous for the searcher to be instantaneously reset as soon as its position has left the support of µ.
We begin with a proposition which supplies us with several options for the above-mentioned function φ. Proposition 1. Let r 0 be a continuous function on R. Then there exist strictly positive functions {φ i } 3 i=1 , all satisfying
and such that
Furthermore, if r(x) is an even function, then φ 3 (x) can be chosen to be even.
For a > 0, let u +,a denote the solution to the equation
u(a) = 1; u > 0 and u minimal.
(The condition that u +,a be minimal means that any other positive solution to (1.5) is larger or equal to u +,a . By the maximum principle, one has 
For a > 0, let v +,a denote the solution to
v(a) = 0;
v > 0 and v minimal, and for a < 0 let v −,a denote the solution to
v > 0 and v minimal.
Remark. It follows from the maximum principle and the minimality that 
Proposition 3. i. Let φ 3 be as in Proposition 1. Then
ii. Let φ 1 be as in Proposition 1. Then 
Remark. It follows that if c 1 (
is that all the moments of µ are finite. , as |a| → ∞, for some C > 0.
iv. If
+ǫ , for |a| ≥ 1.
Remark. We expect that part (iv) also holds with ǫ = 0.
Theorems 2 and 3 show generically that if r(x) is on the order |x| 2l , with
0 T a is on the order |a| l+1 ; in particular, the smaller the asymptotic size of r, the smaller the asymptotic growth rate of E .
Note that this exponent increases to ∞ when λ increases to ∞ and decreases to 2 when λ decreases to 1.
Theorem 3 shows that the dependence of E (r) 0 T a on r is very sensitive when r has quadratic decay. Theorems 2 and 3 suggest that for many distributions µ supported on all of R, a near-optimal (or optimal) r for which R (E (r) 0 T a ) µ(da) will be close to minimal (or minimal) will be one with quadratic decay. If one uses regularly varying resetting rates r, Theorem 3
shows that if µ is such that its pth moment (p > 0) is finite if and only
0 T a ) µ(da) will be infinite for all r, and if
0 T a ) µ(da) will be finite only for a very narrow window of these rates; namely, for resetting rates r(x) that satisfy r(x) ∼ Dλ x 2 , where 1 < λ <
It would be interesting to see some numerical work with regard to the optimization problem. In particular, it would be interesting to compare the expected time to locate the target in the case that the optimal constant resetting rate is used to the case that certain quadratically decaying resetting rates are used. Consider, for example, the case that µ is a two-sided symmetric exponential distribution: µ((x, ∞)) = 1 2 e −βx , for x > 0 and some β > 0, and µ((−∞, −x)) = µ((x, ∞)), for x ≥ 0. By (7.7), the expected time to locate the target with constant resetting rate r > 0 is
A standard calculation reveals that this expression is minimized when r = Dβ 2 8 , and that the minimum value is , this function is an example of the function r appearing in
0 T a is given by (1.17) with this choice of φ 3 . Since r is symmetric, E (r) 0 T a is symmetric in a, and thus the expected time to locate the target is 
there is no reason to search outside of this interval, and thus as soon as the searcher reaches −L 1 or L 2 , its position should be reset to 0. This is
. We discuss this situation in section 7.
We end this presentation of results by noting that Proposition 1 and Theorem 1 furnish explicit, albeit rather complicated, variational formulas for inf r 0 R (E (r) 0 T a )µ(da). Assume that µ has mass both in (0, ∞) and in (−∞, 0), and for convenience, assume that the origin is not an atom of the distribution µ. Then µ can be written in the form µ = (1 − p)µ − + pµ + , where p ∈ (0, 1), and µ + and µ − are probability measures on (0, ∞) and (−∞, 0) respectively. Corollary 1. i.
ii.
Remark. If φ > 0, φ ′′ 0 and −∞ φ −2 (x)dx = ∞, then necessarily ∞ φ −2 (x)dx < ∞, so there is no need to include this last condition in part (ii).
Consider the case that µ is symmetric; that is, the case that p = 1 2 and
although we don't have a proof. Corollary 2. Assume that µ is symmetric.
i.
Remark. In part (ii), φ cannot be even because, as noted in the remark following Corollary 1, the conditions φ > 0, φ ′′ 0 and
We prove Propositions 1-3 in sections 2-4 respectively, and Theorems 2 and 3 in sections 5 and 6 respectively. In section 7 we discuss the case in which the target distribution is supported on a finite interval.
Proof of Proposition 1
The proof is an application of the criticality theory of second order elliptic operators-see [11, chapter 4] . The operator L := 
The transience to +∞ (−∞) of a diffusion generator
, it follows that φ 1 and φ 2 satisfy (1.4). Define φ 3 = φ 1 + φ 2 . Then φ 3 is also L-harmonic and it satisfies (1.4). If r is an even function, then φ 3 (−x) is also L-harmonic. Thus,
is L-harmonic, satisfies (1.4) (for φ 3 ) and is even.
Proof of Proposition 2
We will prove the proposition for a > 0; the same type of proof works for a < 0. Let T t be the semigroup defined by
for bounded continuous f . Its generator is L as in (1.1) with the zero Dirichlet boundary condition at x = a. Let w(x, t) = T t 1(x). Then w(x, t) = P (r)
x (T a > t) and it solves (3.1)
w(x, 0) = 1, x < a; w(a, t) = 0, t > 0.
Let
Letting s → 0 and invoking elliptic regularity, we find that
A(a) = 0.
Note that 
Proof of Proposition 3
We'll prove the formulas for u +,a and v +,a . The proofs for u −,a and v −,a are similar. Let L := 
Write the first term of the square brackets in (4.1) as
and write the second term there as
Notice that the final line from each of the preceding two displays is the same.
Thus, the expression in the square brackets in (4.1) is equal to (4.3)
(The second term above is the middle line of (4.2), but we have switched the roles of the variables of integration t and y.) The expression in (4.3) can be written as
Substituting this for the expression in the square brackets in (4.1), we conclude that v +,a is given by (1.11).
Proof of Theorem 2
Proof of Theorem 2. We will prove the estimate for a > 0; the same type of proof works for a < 0. Fix l > −1 and assume that r satisfies (1.19). Let
We will need to compare the solutions u +,a and v +,a of (1.5) and (1.7) for different choices of the function r, so we will denote them here by u +,a,r and v +,a,r . By Proposition 2 and the fact that u +,a,r (0) and v +,a,r (0) are decreasing in their dependence on r, it follows that
We will show that one can choose γ and λ so that the correspondingr, which we will denote byr − , satisfies 0 ≤r − ≤ r − , and we will show that one can choose γ and λ so that the correspondingr, which we will denote byr + , satisfiesr + ≥ r + . Note that since (5.3) does not depend on a, the γ and λ that will be chosen forr − and forr + will not depend on a. Since u +,a,r (0) and v +,a,r (0) are decreasing in their dependence on r, it will then follow from (5.1) that
In the case that γ and λ have been chosen to constructr − , denote the function φ 3 above by φ 3,− , and in the case that γ and λ have been chosen to constructr + , denote the function φ 3 above by φ 3,+ . We will then be able to complete the proof of the theorem using (5.4) along with Proposition 3, which gives u +,a,r + and v +,a,r + explicitly in terms of φ 3,+ , and u +,a,r − and v +,a,r − explicitly in terms of φ 3,− .
We begin with finding γ and λ to constructr − in the case l ∈ (−1, 0). This is the most delicate case. The term in the square brackets on the right hand side of (5.3) will clearly be positive for all x if (l + 1)λγ l+1 2 + l ≥ 0; thus, in particular, it will be positive for all
Thus, from (5.3), the inequalityr − ≥ 0 will hold for any λ > 0, if we choose γ = γ(λ). We now show that if λ is chosen sufficiently small, and γ = γ(λ), then r − ≥r − . We have
Thus, it remains to show that for sufficiently small λ, the expression in the square brackets in (5.5) is nonnegative for all x. Since for a, b > 0, one has
expression in the square brackets will be positive if
Since γ(λ)
, the above inequality can be rewritten as
Noting that the first term in (5.6) behaves asymptotically like
Dλ(l+1) x 3+l as x → ∞ and noting that γ(λ) → ∞ as λ → 0 and that 3−l 2 > 1, it is easy to see that (5.6) holds for all x.
We now find γ and λ to constructr − in the case l ≥ 0. From (5.3), we automatically haver − ≥ 0. We fix γ arbitrarily and consider small λ. We have as in (5.5),
The term in the square brackets on the right hand side of (5.7), when evaluated at x = 0, is equal to
Dλ(l+1) − (l + 1)λ x l+3 . From this and the general form of the term in the square brackets, it is clear that the right hand side of (5.7) is positive for all x if λ is chosen sufficiently small.
We now find γ and λ to constructr + for any l > −1. From (5.3), one haŝ
It is clear from this and the general form of (5.3) that if one fixes γ arbitrarily and lets λ be sufficiently large, thenr + (x) ≥ r + (x) for all x.
We now turn to estimating u +,a,r ± (0) and v +,a,r ± (0), using Proposition 3.
From (1.9) with φ 3,+ or φ 3,− in place of φ 3 , it is clear that u +,a,r ± (0) satisfy the estimates
, as a → ±∞, for some C ± > 0;
Now consider (1.11) with φ 3,+ or φ 3,− in place of φ 3 . Since
3,± (y)dy of the fraction in (1.11) is bounded as a → ∞. Write the numerator of that fraction with x = 0 as
Since the functions φ 3,± are increasing on [0, ∞) and decreasing on (−∞, 0],
We conclude from this that v +,a,r ± (0) are bounded as a → ∞. It is also clear from (1.11) that v +,a,r ± (0) ∼ ca as a → 0 + , for some c > 0. Using these facts along with (5.8), (5.4) and (5.2), we conclude that (1.20) holds.
Proof of Theorem 3
We will prove the theorem for a > 0; the same type of proof works for a < 0. As in the proof of Theorem 2, since we will need to compare with different choices of r, we denote the solutions u +,a and v +,a of (1.5) and (1.7) by u +,a,r and v +,a,r .
Parts (i) and (ii)
Then v +,a,r is given as in (1.11) with φ 3 as above. The numerator of the fraction in (1.11) with x = 0 satisfies 
and that c 1 , c 2 > 0 can be chosen so that φ 3,+ (x) := c 1 + c 2 x 2 + |x| M satisfies
It will then follow from Proposition 2 and the fact that u +,a,r and v +,a,r are decreasing in their dependence on r that
The functions u +,a,r ± are given by (1.9) with φ 3 replaced by φ 3,± from above, and the functions v +,a,r ± are given by (1.11) with φ 3 replaced by φ 3,± . One finds that v +,a,r ± (0) are bounded as a → ∞ and that u +,a,r ± (0) ∼ C ± φ 3,± (a) as a → ∞, for constants C ± > 0. Using this with (6.3) proves (1.21).
It remains to find a pair c 1 , c 2 for φ 3,− and a pair c 1 , c 2 for φ 3,+ . Define
We begin with φ 3,− .
We have D 2
Thus, the inequality (6.1) we wish to satisfy can be written as
It is clear that we can choose c 2 sufficiently large so that
is clear that c 1 can be chosen sufficiently large so that (6.4) holds.
We now find a pair c 1 , c 2 for φ 3,+ . We have
Thus, the inequality (6.2) we wish to satisfy can be written as (6.5)
It is clear that we can choose c 2 sufficiently small so that
Once c 2 has been chosen, it is clear that c 1 can be chosen sufficiently small so that (6.5) holds.
Let L 1 , L 2 > 0 and assume that the support of the target distribution
. In this case, there is no reason to search outside of the above interval, and thus as soon as the searcher reaches −L 1 or L 2 , its position should be reset to 0. This is equivalent to setting
we only need assume now that r ≥ 0, not that r 0. We'll use the
for probabilities and expectations for this
T t be the semigroup defined by
Its generator is L as in (1.1) with the zero Dirichlet boundary condition at x = a and with the additional boundary condition requiring that the value of the function at −L 1 be equal to the value of the function at 0. (For boundary conditions for semigroups corresponding to processes that jump from the boundary to an interior point, see for example [1] .)
(T a > t) and it solves (7.1)
In the present case, the statement and proof of Proposition 2 from section 3 go through just as they did there, the only difference being that the functions u ±,a and v ±,a that satisfied the equations (1.5)-(1.8) will now be called u ±,a;−L 1 ,L 2 and v ±,a;−L 1 ,L 2 and they satisfy the following equations instead of (1.5)-(1.8):
For a ∈ (0, L 2 ], let u +,a;−L 1 ,L 2 denote the solution to the equation
We record the result that corresponds to Proposition 2.
Similar to Proposition 1, for any r ≥ 0, one can find a positive solution
Using such a function φ in the manner that we used φ i , i = 1, 2, 3, one can proof a result parallel to Proposition 3 that gives the solutions u ±,a;−L 1 ,L 2 and v ±,a;−L 1 ,L 2 explicitly in terms of φ. As in Theorem 1, one then obtains an explicit formula for
T a in terms of this function φ. The formulas are a bit more complicated than those appearing in Proposition 3, so we refrain from writing them down.
However, we will consider in detail the case that r(x) = r ≥ 0 is con- T a da.
Substituting from (7.7) and performing the integration, we obtain 1 2A The minimum of the function in parentheses above is obtained at x = 0, the value of the function there being Intuitively, it seems then that the minimum will also be obtained at r = 0 if the symmetric target distribution has a non-decreasing density on [0, A].
We now consider the linearly decreasing, symmetric density which decreases to zero. The expected distance to the target is then 
