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Résumé 
Les études météorologiques et/ou climatologiques nécessitent des données 
diverses et indépendantes issues d’observations satellitaires ou in-situ. La répartition 
des stations in-situ dans la zone Sahélienne est moins dense, ce qui diminue la 
précision des modèles globaux dans cette zone.  
Dans ce travail, on analyse le potentiel des données de télédétection pour la 
restitution de quelques paramètres météorologiques et l’étude de quelques cas de 
lignes de grains passant au-dessus de Dakar au cours de l’année 2013.  
En prélude, une analyse en composante principale des données mensuelles 
infrarouges et micro-ondes a permis d’étudier les répartitions mensuelles des 
signatures spectrales des canaux ATOVS.  
Afin de restituer la quantité d’eau précipitable, la température et l'humidité 
relative, nous nous servons des données de radiosondage et des données de 
températures de brillance mesurées par les radiomètres hyperfréquences AMSU-A et 
AMSU-B, ainsi que celles des capteurs infrarouges HIRS  embarqués à bord des 
satellites NOAA et MetOp. Malgré leur potentiel intéressant, les radiomètres ATOVS 
ont jusqu'ici été peu exploités pour la restitution de ces paramètres surtout dans la 
zone Sahélienne. Deux approches sont utilisées pour faire cette restitution : la 
régression linéaire multiple et les réseaux de neurones artificiels 
Nous avons également explorés les potentialités des données microondes et 
infrarouges ATOVS pour l’étude des lignes de grains. En utilisant cinq (05) cas de 
passage des lignes de grains au-dessus de Dakar, la signature atmosphérique des 
données ATOVS avant, pendant et après le passage des lignes de grains fût déterminée. 
Pour chacun des cas, une étude comparative entre les valeurs de température de 
brillance du cas considéré et celles de la moyenne d’été a permis d’observer les canaux 
ayant des grandes sensibilités. 
Mots-clés : télédétection, AMSU-A, MHS, HIRS, régression linéaire multiple, réseaux 
de neurones, lignes de grains, ACP. 
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Abstract 
Meteorological and / or climate studies require various and independent data 
from in-situ and satellite observations. The distribution of in-situ stations in the 
Sahelian zone is less dense, reducing global models accuracy in this area. 
In this work, we analyze the potential of remote sensing data for the restitution 
of some meteorological parameters and the study of some cases of squall lines passing 
over Dakar in 2013. 
As a prelude, a principal component analysis of the infrared and microwave monthly 
data was used to study the monthly distributions of the ATOVS channels spectral 
signatures. 
To retrieve the precipitable water vapor, temperature and relative humidity, we use the 
radiosonde and brightness temperature data measured by microwave radiometers 
AMSU-A and AMSU-B, as well as infrared sensors HIRS on board MetOp and NOAA 
satellites. Despite their interesting potential, ATOVS radiometers have so far been little 
used for the restitution of these parameters retrieval especially in the Sahelian area. 
Two approaches are used to make this restitution: multiple linear regression and 
artificial neural networks 
We also explored the potential of microwave and infrared ATOVS data for the study of 
squall lines. Using five (05) cases of passing squall lines above Dakar, ATOVS data 
atmospheric signature before, during and after the passage of squall lines was 
determined. In each case, a comparative study between the brightness temperature 
values and those of the average summer allowed to observe the channels having major 
sensitivities. 
Keywords : Remote sensing, AMSU-A, MHS, HIRS, mutiple linear regression, neural 
networks, squall lines, PCA. 
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INTRODUCTION GENERALE 
 
La plupart de la population Africaine vit dans des zones qui sont sujettes à la 
sécheresse, aux inondations, à la famine ou aux maladies. Les impacts liés au climat 
sont susceptibles d'imposer des pressions supplémentaires sur les secteurs vitaux tels 
que l'agriculture, la santé et l'eau, exacerbées par des problèmes de développement, 
de financement, d'infrastructure limitée, ainsi que la dégradation des écosystèmes 
(OMM, 2013). Ceux-ci, à leur tour, diminuent la capacité d'adaptation de l'Afrique, en 
augmentant sa sensibilité au changement climatique prévu (quatrième rapport 
d'évaluation du GIEC).  
Des meilleurs services climatologiques permettront d'améliorer la capacité 
d'adaptation des pays africains à certains des impacts prévus. Plus particulièrement au 
Sahel 95 % de l’Agriculture dépend de la pluviométrie (OMM, 2013). Les études 
climatologiques sont basées sur les données et dans cette région les ressources 
d’observations climatologiques sont limitées du fait du nombre moins dense des 
stations météorologiques.  
La télédétection spatiale, c'est-à-dire les prises de vues de la Terre depuis l'espace à 
l’aide des capteurs embarqués surtout aux bords des satellites, présente un avantage 
considérable et évident sur les observations classiques. Elle permet d’obtenir des 
informations continues et à grande échelle et est désormais l'outil indispensable pour 
l'étude de l'atmosphère et, dans de nombreux cas, l'unique source d'informations 
(Lafont, 2005). En effet, bien que leurs données ne révèlent que des fragments de la 
planète, les observations à temps plein et en continu permettent une étude globale de 
l'atmosphère, des océans et des continents. L’exploitation des potentialités des 
données satellitaires au niveau de la zone Sahélienne permettra de disposer des 
informations avec une large couverture spatiale et temporelle,  pouvant jouer un rôle 
essentiel dans le calcul de l’analyse atmosphérique.  
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Notre projet de thèse s’inscrit dans ce cadre, il s’agit d’explorer les potentialités 
des données des capteurs ATOVS  microondes (AMSU-A et MHS) et infrarouges (HIRS) 
embarqués sur les satellites Américaines NOAA et dernièrement sur la plateforme 
Européenne MetOp. 
Le premier chapitre est consacré à la description des principes physiques utilisés 
par la télédétection et le sondage satellitaire.  La théorie du transfert radiatif est ainsi 
parcourue tout en établissant l’équation de transfert radiatif. Les caractéristiques des 
capteurs (AMSU-A, MHS et HIRS) dont les données sont utilisées dans le cadre de cette 
thèse, sont également étudiées dans cette partie. 
Le chapitre 2 est consacré à la description des données et des méthodes 
utilisées. Le cadrage temporel et spatial des données est spécifié, il s’agit des données 
ATOVS, des radiosondages, et des réanalyses européennes ECMWF pour Dakar à 
l’année 2013. Une analyse en composante principale est effectuée  pour  l’étude de 
la répartition  des données ATOVS par rapport aux différents mois. 
L’inversion des données ATOVS en utilisant les méthodes de régression 
linéaire multiple et de réseau de neurones est traitée dans le chapitre 3. Pour les 
différentes méthodes, 2/3 de la base des données (ATOVS et radiosondages) est 
utilisé pour l’apprentissage et le tiers restant sert de base de test. Les réanalyses 
ECMWF servent de base de validation. Les paramètres restitués sont la quantité d’eau 
précipitable, la température de surface, l’humidité relative de surface ainsi que le 
profil vertical de température et d’humidité relative de la surface à l’altitude 300 hPa. 
Le quatrième et dernier chapitre est consacrée à l’étude de quelque cas de lignes 
de grains de l’année 2014 à l’aide des données ATOVS micro-ondes et infrarouges. En 
tenant compte de la proximité de l’heure de passage des lignes de grains et des 
satellites dont les données sont prélevées, cinq (05) cas ont été retenus : Un cas de 
passage du LG à l’heure de passage du satellite donc du prélèvement des données 
ATOVS ; deux (02) cas de données prélevées avant le passage du LG et deux (02) cas 
après le passage du LG. 
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CHAPITRE 1 : GENERALITES SUR LES SONDEURS NOAA ATOVS 
 
1.1. Le sondage satellitaire 
 
1.1.1. La télédétection par satellite 
 
 La télédétection représente l’ensemble des connaissances et techniques utilisées 
pour déterminer des caractéristiques physiques et biologiques d’objets ou de milieux 
par des mesures effectuées à distance, sans contact matériel avec ceux-ci. La 
télédétection par satellite présente un avantage considérable et évident sur les 
observations classiques (provenant des stations de surface, radiosondages, avions, 
bouées, bateau, etc.).  
 Le premier satellite météorologique, le Vanguard 2, a été lancé en 1959, suivi de 
TIROS-1  en 1960. Depuis, plusieurs pays lancent, maintiennent et exploitent des 
réseaux de satellites météorologiques. Ces satellites sont munis de radiomètres qui 
mesurent le rayonnement électromagnétique émis ou réfléchi par la Terre dans les 
domaines du visible, de l’infrarouge et des micro-ondes et fournissent ainsi des 
informations indirectes sur l’état de l’atmosphère et la surface. Elle est désormais l'outil 
indispensable pour l'étude de l'atmosphère et, dans de nombreux cas, l'unique source 
d'informations. En effet, bien que les images ne révèlent que des fragments de la 
planète, les observations à temps plein et en continu permettent une étude globale de 
l'atmosphère, des océans et des continents. 
 La télédétection englobe tous les processus qui consistent à capter et à 
enregistrer l'énergie d'un rayonnement électromagnétique émis ou réfléchi, puis à 
traiter l'information pour la mettre en application.  
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A l'origine du processus se trouve une source d'énergie; durant son parcours 
entre la source d'énergie et la cible, le rayonnement interagit avec la surface et 
l'atmosphère, la nature de cette interaction dépendant des caractéristiques du 
rayonnement et des propriétés de la surface. L'énergie enregistrée par le capteur est 
transmise, par des moyens électroniques à une station de réception où l'information 
est transformée en images ou données numériques. Une interprétation visuelle et/ou 
numérique de l'image traitée est ensuite nécessaire pour extraire l'information qu'on 
désire obtenir sur la cible. 
 Selon la prise de vue, on distingue deux types de capteurs embarqués sur les 
satellites : les radiomètres "imageurs" et les radiomètres "sondeurs". Les premiers font 
la cartographie de la surface ou de l'atmosphère, ainsi l'information obtenue est alors 
à deux dimensions. Avec les sondeurs on cherche à obtenir un profil de distribution 
d'une grandeur dans l'atmosphère : l'information est en trois dimensions. 
On distingue également des capteurs passifs et des capteurs actifs. Les capteurs 
actifs illuminent leur cible et mesurent l’énergie rétro diffusée (exemple : le radar). Les 
capteurs passifs, quant à  eux ne nécessitent pas de source émettrice et utilisent les 
capacités de réflexion ou d’émission des objets que l’on tente de caractériser. 
 
1.1.2. Fonctionnement d'un capteur 
 
 Le capteur mesure le rayonnement électromagnétique émis par le soleil et 
réfléchi par une surface quelconque et son environnement. Ce signal est recueilli par 
un détecteur, sur des éléments de surface dont les dimensions dépendent de l’angle 
solide d’observation. Cet angle est défini par les caractéristiques du capteur, son 
altitude et la géométrie soleil-cible-capteur (Bonn and Rochon 1992).  
 
5 
 
Entre la phase de réception du rayonnement et le stockage, on distingue quatre 
systèmes (Figure 1.1): 
 Un système de réception comportant un télescope servant d’objectif; 
 Une source de calibration et un spectromètre comprenant différents détecteurs; 
 Un amplificateur pour accroître le signal; 
 Un système d’enregistrement qui transforme le signal reçu en signal numérique. 
 Il existe actuellement deux grands types de systèmes de détection très 
différents, ceux à balayage (miroir rotatif devant l’optique) et ceux à barrettes (capteurs 
comportant plusieurs cellules, chacune observant une zone spécifique). 
Figure 1.1 - Schéma général d'un capteur (Girard 1999). 
 Le processus d’acquisition se fait selon deux directions (Figure 1.2) : la première 
est celle de l’avancement de la plateforme et définit les lignes de l’image (direction 
parallèle à la trace du satellite ou in-track), la deuxième est la direction perpendiculaire 
à la première et définit les colonnes de l’image (direction cross-track). Précisément, le 
capteur observe la scène sous un angle appelé champ de vue ou IFOV, qui intervient 
dans la définition de la largeur du champ d’observation GFOV, autrement appelée 
fauchée. Ce processus entraîne la formation d’une image, qui possède des 
caractéristiques de nature spatiale, temporelle, directionnelle et spectrale. Ces 
caractéristiques dépendent de l’orbite sur laquelle évolue la plateforme spatiale, des 
propriétés des capteurs et des conditions d’observations. La majorité des capteurs 
opèrent sur des orbites héliosynchrones polaires, c’est-à-dire avec des inclinaisons 
(angle entre le plan équatorial et le plan d'orbite du satellite) proches de 90°. 
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Figure 1.2 - Mesure dans le plan d'avancement du capteur (Garrigues 2004). 
 
1.1.3. Satellites géostationnaires - satellites défilants 
 
 Il existe deux familles de satellites météorologiques selon leurs orbites: les 
géostationnaires et les défilants. 
 
1.1.3.1. Les satellites géostationnaires 
 
 Les satellites géostationnaires tournent autour de la Terre sur une orbite située 
dans le plan de l’équateur à près de 36 000 km d’altitude. Ils tournent à la même vitesse 
angulaire que la Terre autour de l’axe des pôles. Ainsi, ils surplombent toujours la 
même partie du globe terrestre.  
Leur altitude élevée et leur position fixe par rapport à la Terre leur permettent de 
délivrer des images couvrant une grande surface en quasi-continue.  
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Le satellite géostationnaire constitue pour les météorologistes un outil 
important de surveillance de la couverture nuageuse et de prévision immédiate du 
temps. Les principaux instruments utilisés sur les satellites géostationnaires sont les 
imageurs. 
 
1.1.3.2. Les satellites défilants 
 
 Les satellites défilants (ou à orbite polaire) tournent autour de la Terre sur une 
orbite quasi circulaire passant près des pôles, à une altitude avoisinant les 800 km. Ces 
satellites mettent près de 100 minutes pour faire le tour de la Terre. Au total, environ 
14 orbites journalières permettent d’obtenir une couverture globale de la Terre deux 
fois par jour. Pour la majeure partie d’entre eux, l’orbite est héliosynchrone, ce qui 
signifie que le plan de l’orbite suit le déplacement apparent du Soleil autour de la Terre. 
Ainsi, les points de la Terre situés sur un même parallèle sont tous survolés à la même 
heure solaire. Les capteurs dont les données sont exploitées dans cette thèse sont 
embarqués au bord des satellites héliosynchrones de la NOAA et du MetOp. 
 
1.2. Théorie du transfert radiatif 
 
 Une bonne compréhension des interactions entre le rayonnement 
électromagnétique, les composants de l’atmosphère et la surface est indispensable à 
l’exploitation des mesures satellitaires. Les capteurs spatiaux reçoivent des 
rayonnements électromagnétiques qui sont, soit directs, c’est-à-dire originaires de la 
surface et de l’atmosphère, soit indirects, c’est-à-dire, réfléchis ou diffusés. 
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1.2.1. Rayonnement électromagnétique 
 
 Tout corps émet un rayonnement électromagnétique sous forme d’une onde, 
en fonction de sa température et des propriétés de sa surface. Cette onde est 
composée d'un champ électrique et d'un champ magnétique oscillants dans deux 
plans perpendiculaires. Elle est caractérisée par sa longueur d’onde (en mètres) qui est 
la périodicité spatiale des oscillations, sa fréquence (en hertz) qui est le nombre 
d’oscillations par seconde, et sa période (en seconde) qui est le temps au bout duquel 
le champ électrique (ou magnétique) effectue un cycle, à partir d’un instant 
quelconque. 
 Le rayonnement électromagnétique, d’origine naturelle ou artificielle, existe 
pour une gamme très étendue de fréquences ou de longueur d’ondes qui constitue le 
spectre électromagnétique (figure 1.3). Ce spectre est divisé en plusieurs domaines, 
comme le visible qui caractérise les longueurs d’onde comprises entre 0,3 et 0,78 μm, 
l’infrarouge pour les longueurs d’onde comprise entre 0,8 μm et 100 μm. Pour les 
hyperfréquences ou micro-ondes, les longueurs d’onde sont comprises entre 10 cm et 
1 mm, soit en fréquences entre 3 GHz et 300 GHz. 
Figure 1.3 - Spectre du rayonnement et transparence de l’atmosphère. (Benhadj, 
2008) 
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1.2.2.  Propriétés optiques de l'atmosphère 
 
1.2.2.1. Constituants de l'atmosphère 
 
 Les principaux gaz de l’atmosphère terrestre sont l’azote (N2) avec 78% de 
concentration volumique, l’oxygène (O2) avec 21%, l’argon (Ar) avec environ 1%, la 
vapeur d’eau (H2O), le dioxyde de carbone (CO2) et l’ozone (O3). Leurs profils de 
concentration dépendent de la saison et du lieu. Leur composition relative est à peu 
près constante jusqu’à 100 km d’altitude. En effet, la distribution des gaz est régie par 
des flux turbulents de matière soumis à la force de gravité. En l’absence de ce 
phénomène de convection, les gaz les plus lourds seraient concentrés aux basses 
altitudes. Néanmoins, une stratification des gaz intervient pour ceux sujets aux 
réactions photochimiques (l’ozone par exemple).  
 La vapeur d’eau est par contre très variable dans l’espace et le temps. Elle est 
essentiellement concentrée dans les basses couches atmosphériques. Sa concentration 
totale UH2O (en g.cm
−2) est souvent exprimée en tant que masse d’eau, mesurée en 
grammes, sur une colonne atmosphérique de 1 cm2 de section. 
UH2O = ∫ ρV
∞
0
(Z). dZ (1.1) 
Où ρV est la masse volumique en g.cm
−3. 
 L'atmosphère est aussi constituée d’aérosols qui sont des particules solides et 
liquides en suspension dans l’air (brume, fumée). Ils ont des dimensions généralement 
comprises entre 0,1 et 10 μm. Leurs principales origines sont terrestres et océanique. 
Leurs principales origines sont de type : 
 Terrestre : résultat de l’érosion éolienne des surfaces terrestres ; 
 Océanique : gouttelettes d’eau que l’évaporation peut transformer en sel ; 
 Gazeuse : émissions industrielles, feux de forêts, volcans, etc. 
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Les aérosols peuvent être classifiés selon leur origine, qui peut être naturelle ou liée 
à l’activité humaine (anthropique). En terme de flux massique annuel, on estime 
aujourd'hui que les aérosols naturels contribuent encore pour près de 90% au flux 
d’émission global (IPCC, 1995). 
Les sources d’aérosols terrestres peuvent être distinguées selon différents critères. 
Un premier critère est lié à leur mode de formation : on distingue ainsi les aérosols 
primaires, émis directement dans l'atmosphère sous forme particulaire, des aérosols 
secondaires, généralement formés dans l’atmosphère à partir de précurseurs gazeux 
(Tableau1.1). Ces précurseurs peuvent se condenser lorsque la température des 
effluents diminue, ou donner naissance à des composés secondaires dont la tension 
de vapeur sera suffisamment faible pour qu’ils condensent. 
 
Tableau 1.1 : Indications sur les tailles et principaux éléments chimiques associés aux 
aérosols terrestres (IPCC, 1995). 
 Sources Taille Composition Durée de vie 
(jours) 
 
 
 
NATURELLES 
Primaires 
Aérosols minéraux 
Sels de mer 
Cendres 
volcaniques 
Débris biologiques 
 
Maj. > 1 
μm 
> 1 μm 
> 1 μm 
> 1 μm 
 
Si, Al, Fe, Ca, 
etc. 
Na, Cl, S 
Si, Al, Fe 
C 
 
4 
1 
4 
4 
Secondaires 
Sulfates 
biogéniques 
Sulfates 
volcaniques 
 
< 1 μm 
< 1 μm 
< 1 μm 
 
S 
S 
C 
N 
 
5 
5 
7 
4 
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1.2.2.2. Mécanismes d’interaction onde-matière dans l’atmosphère 
 
 Les gaz et les aérosols atmosphériques affectent le rayonnement solaire lors de 
sa propagation dans l’atmosphère. Les mécanismes d’interaction onde-matière mis en 
jeu sont de type résonant (absorption, émission) et non résonant (diffusion). Ces 
mécanismes sont de natures tridimensionnelles et interdépendantes (figure 1.4). Ils 
dépendent du rayonnement et de l’atmosphère. Les principaux paramètres sont la 
longueur d’onde (λ) pour le rayonnement, alors que pour l’atmosphère il s’agit surtout 
des variables d’état (pression et température) et des propriétés optiques de ses 
constituants (gaz et aérosols). 
organiques 
secondaires 
Nitrates 
Maj. >1 
μm 
 
ANTHROPIQUES 
 
Primaires 
Suies 
Poussières 
industrielles 
 
< 1 μm 
Maj. > 1 
μm 
 
C 
Al, Si, Fe, 
métaux 
 
6 
4 
Secondaires 
Feux de végétation 
Sulfates 
anthropiques 
Nitrates 
anthropiques 
Aérosols 
organiques 
 
< 1 μm 
< 1 μm 
Maj. > 1 
μm 
< 1 μm 
 
C, K, Métaux 
S 
N 
C, N 
 
8 
5 
4 
7 
12 
 
 
 
 
 
 
 
 
Figure 1.4 - Mesure de télédétection et interaction onde-matière (Bacour, 2001) 
 Tout volume atmosphérique absorbe partiellement l'onde qui le traverse. Ce 
phénomène est essentiellement résonant, si bien qu’il peut être négligeable ou très 
fort selon le spectre de l'onde et la composition du milieu. Le spectre de l’absorption 
résulte de la superposition, juxtaposition et étalement des nombreuses raies 
d’absorption gazeuses (Figure 1.5). 
Les principaux gaz absorbants sont : 
 Vapeur d'eau (H2O) : Ce gaz est souvent le principal absorbant alors qu’il ne 
représente qu’une très faible fraction de l’atmosphère. Ses bandes d’absorption 
sont à 0,94 μm ; 1,13 μm et surtout à 1,38 μm ; 1,87 μm et 2,7 μm dans 
l'infrarouge. Dans  le domaine micro-onde on note une forte absorption au 
niveau des fréquences22 GHz, 150 GHz  et  surtout autour de 183 GHz. 
 Gaz carbonique (CO2) : Il est responsable de plusieurs bandes d'absorption dans 
le proche infrarouge (1,46 μm ; 1,60 μm ; 2,04 μm et 2,75 μm). 
 Ozone (O3) : L'ozone de la haute atmosphère empêche le rayonnement 
ultraviolet entre 0,22 μm et 0,3 μm d'atteindre la Terre (bande de Hartley). Ce 
gaz donne aussi des bandes d’absorption plus faibles entre 0,3 μm et 0,36 μm 
(bande de Huggins) et entre 0,55 μm et 0,65 μm (bande de Chappuis). 
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 Oxygène (O2) : Il absorbe beaucoup les ultraviolets (λ < 0,25 μm). Il est 
caractérisé par une forte bande de 0,22 μm à 0,3 μm et deux faibles raies à 0,69 
μm et 0,76 μm dans l'infrarouge. Dans l’hyperfréquence on note la bande de 50-
70 GHz et une raie isolée à 118 GHz. 
 
 
 
 
 
 
 
 
Figure 1.5 - Éclairement solaire (Eλ) en haut et en bas de l'atmosphère (kW.m
−2.μm−1) 
sur tout le spectre du rayonnement solaire. 
 Alors que l’absorption correspond à une disparition du rayonnement incident 
intercepté sous forme d’énergie interne, la diffusion sans absorption correspond à une 
redistribution dans l’espace du rayonnement intercepté. Le mécanisme de diffusion des 
particules est expliqué par la théorie de Mie (Stratton, 1941). Celle-ci est basée sur les 
équations de Maxwell combinées aux conditions aux limites de particules sphériques. 
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1.2.3. Équation de transfert radiatif 
 
 Dans le cas de la télédétection, la quantité radiative la plus importante est la 
luminance monochromatique L(r, θ, φ) exprimée en W.m−2.sr−1.Hz−1, qui représente 
la densité d’énergie rayonnée (à une fréquence ν) par unité de fréquence et d’angle 
solide et se propageant dans la direction spécifiée par les coordonnées sphériques θ 
et φ. La réflectance correspond à l’intégration des luminances selon les deux directions 
θ et φ. En se plaçant sur un plan d’épaisseur dz (Figure 1.6), on peut faire le bilan radiatif 
qui peut s’écrire de la façon donnée par l’expression 1.2 (Brajard, 2006) : 
 
Figure 1.6 - Bilan radiatif pour une épaisseur dz. 
 
dL (z, θ, φ) = dLext(z, θ, φ) + L
′(z, θ, φ) + S(z, θ, φ)  (1.2) 
dL (z, θ, φ) est la variation de luminance après la traversée de la couche d’épaisseur dz. 
dLext(z, θ, φ) = −
keL (z,θ,φ)
cos θ
dz (1.3) 
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dLext(z, θ, φ) est la luminance perdue par extinction due à l’absorption du milieu et à 
la diffusion de la lumière d’incidence (θ, φ) dans des autres directions.  
Soit un rayonnement électromagnétique de longueur d'onde λ, traversant un milieu 
transparent. La loi de Beer-Lambert stipule que l'intensité de ce rayonnement subit une 
diminution exponentielle en fonction de la distance parcourue et de la densité des 
espèces absorbantes dans ce milieu. 
I(λ,X) = I0(λ) 10
−αX = I0(λ) e
−α′X    (1.4) 
I0 est l'intensité de la lumière incidente. 
I est l'intensité de la lumière sortante. 
α (α') est le coefficient d'absorption (en m−1 ou en cm−1). 
X est la longueur du trajet optique (en m ou en cm). 
Selon la loi de Beer-Lambert, l’extinction du rayonnement le long d’un incrément de 
chemin dz est proportionnelle au coefficient d’extinction volumique ke qui est 
dépendant de la composition chimique et d’un certain nombre de variables physiques. 
Le coefficient d’extinction ke est la somme du coefficient d’absorption ka et du 
coefficient de diffusion ks. 
𝐿′(z, θ, φ) représente le gain de luminance dû à la diffusion provenant d’autres trajets 
électromagnétiques (voir Figure 1.6). 
S (z, θ, φ) représente le gain de luminance dû à l’émission thermique propre de 
l’atmosphère. L’extinction correspond à la combinaison entre l’absorption et la 
diffusion. 
D’après la loi de Kirchhoff, l’émission thermique par la matière est proportionnelle à ka 
et la fonction de Planck définie par 1.5. 
B(T) = 
2hν3
c2 (ehν/kT −1)
  (1.5) 
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Où T est la température thermodynamique, c la vitesse de la lumière, h la constante de 
Planck et k la constante de Boltzmann. Ce qui donne 1.6. 
S(z, θ, φ) = ka
2hν3
c2 (ehν/kT −1)
cos θ
dz (1.6) 
L’augmentation du rayonnement par diffusion L′(z, θ, φ) peut être exprimée comme le 
produit de l’albédo de diffusion simple α = ks/keet la moyenne sur l’angle solide de la 
luminance incidente L provenant de toutes les directions ; cette dernière étant 
pondérée par la fonction de phase P(θ,φ,θ',φ'), qui exprime la fraction d’énergie 
diffusée depuis une direction (θ,φ) dans une direction (θ',φ'). Ce qui donne 1.7 ; 
L′(z, θ, φ) =
α
4π
∬
P (θ,φ,θ′,φ′)L(θ′,φ′) sinθdθ′dφ′
cos θ
dz (1.7) 
Avec les définitions précédentes, on réécrit l’équation de transfert radiatif (équation 
1.2) sous la forme 1.8; 
dL(z, θ, φ) =[ka
2hν3
c2 (ehν/kT −1)
+
α
4π
∬
P (θ,φ,θ′,φ′)L(θ′,φ′) sinθdθ′dφ′
cos θ
−keL(z, θ, φ)]
dz
cos θ
 (1.8) 
dL(z, θ, φ) = émission+ diffusion − extinction 
 Dans le cadre des micro-ondes on peut approximer la fonction de Plank (1.4) en 
utilisant l’approximation de Rayleigh-Jeans qui établit que 1.9 : 
hν/kT <<1 (1.9) 
Donc en première approximation, on a 1.10. 
B(T) ≈
2ν2k
c2
T       (1.10) 
Ce qui donne 1.11. 
S(z, θ, φ) = ka(
2ν2k
c2
T) 
dz
cos θ
 (1.11) 
 Il s’agit de trouver une relation entre la luminance et la température. On sait 
qu’un corps naturel à une température physique T émet un rayonnement moins 
énergétique que celui du corps noir à la même température physique.  
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On lui associe alors une "température radiométrique équivalente de corps noir", 
appelée température de brillance TB (z, θ, φ) dans la direction (θ, φ), définie comme 
étant la température d’un corps noir qui rayonnerait la même brillance spectrale que 
ce corps naturel à la température physique T. Elle répond à la relation 1.12. 
B(T) TB (z,θ,φ) = B(z,θ,φ) (T) (1.12) 
Donc avec 1.13. 
TB (z,θ,φ) = (
c2
2ν2k
) B(z,θ,φ) (T) (1.13) 
Alors, on a 1.14. 
L(z,θ,φ) = (
2ν2k
c2
)TB (z,θ,φ) (1.14) 
Finalement l’équation de transfert radiatif en fonction de la température de brillance 
TB devient 1.15. 
dTB(z, θ, φ) = [kaT+ 
α
4π
∬
P (θ,φ,θ′,φ′)TB(θ′,φ′) sinθdθ′dφ′
cos θ
− ke TB(z, θ, φ)] 
dz
cos θ
 (1.15) 
 
1.2.4. Fonctions de poids 
 
 Le principe de base du sondage atmosphérique réside dans le choix minutieux 
des fréquences d’observation en fonction de leurs proximités des raies d’absorption 
des molécules (oxygène et de vapeur d’eau dans le cas de la température et de 
l'humidité). Plus la fréquence d’observation est proche de la fréquence de résonance 
de la molécule, plus la transmission atmosphérique est faible (presque nulle). Dans ce 
cas-là, l’équation de transfert radiatif se retrouve simplifiée en 1.16 : 
TB(ν, θ) = ∫ α(ν, z)e
− ∫ α(ν,z) dz
∞
z  T(z) dz
∞
0
  (1.16) 
TB(ν, θ) : La température de brillance mesurée par le satellite à la fréquence ν et à 
l’angle d’observationθ. 
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T(z) : Temperature physique de l’atmosphere à l’altitude z. 
α(ν, z) : Coefficient d’absorption du milieu sur le parcours dz (Np/m). 
Cette dernière équation nous permet d’introduire le concept de fonction de 
poids en température comme suit 1.17 :  
W(ν,θ)(z) = e
−τ(z,∞)
cos (θ) α(z) (1.17) 
Ou bien 1.18 
W(ν,θ)(z) = 
∂Γ(ν,θ) (z,∞)
∂z
 (1.18) 
Γ = e
−τ(0,∞)
cos (θ)  la transmission atmosphérique. 
 Les fonctions de poids dépendent à la fois de la température et du rapport de 
mélange d'un gaz absorbant. En plus, elles sont fonction de l'altitude. Les fonctions de 
poids sont principalement utilisées pour caractériser la quantité d'un gaz dans 
l'atmosphère, c’est-à-dire, comment ses propriétés de transmission changent avec 
l'altitude. La fonction de poids étant la dérivée du profil de transmission 
atmosphérique, elle présente des pics de sensibilité de la mesure à une grandeur 
physique bien déterminée à une altitude donnée correspondant au maximum 
d’absorption. Ainsi, la fonction de poids croit jusqu’à une altitude  Zmax, qui caractérise 
l’altitude du maximum de sensibilité, et puis décroît jusqu’au au sommet de 
l’atmosphère. La connaissance des altitudes du maximum de sensibilité permet 
d’identifier les couches atmosphériques qui ont le plus contribué au signal reçu par le 
satellite. 
 En effet, quand le capteur balaye du nadir aux angles forts, le chemin optique 
parcouru par le signal entre le satellite et la Terre devient plus important. Par 
conséquent, le choix des fréquences de sondage d’une grandeur physique (la 
température ou l’humidité atmosphérique dans notre cas) se fait sur la base des 
maximums des fonctions de poids et de leur largeur.  
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En effet, effectuer des mesures à une fréquence dont la fonction de poids admet un 
maximum à l’altitude Z revient à restituer de façon préférentielle les paramètres 
atmosphériques à cette altitude. 
 
1.3. Les sondeurs AMSU-A, MHS et HIRS 
 
 Les données satellitaires utilisées dans cette thèse sont les températures de 
brillances issues des sondeurs atmosphériques micro-ondes (AMSU-A, MHS) et 
infrarouge (HIRS). Ces capteurs conçues par la NOAA et embarquées à partir de la  
NOAA 15 sont aussi dernièrement à bord de la plateforme AQUA (AMSU-A) et des 
satellites MetOp (AMSU-A, MHS et HIRS).  
1.3.1. AMSU-A et AMSU-B 
 
 Les radiomètres AMSU (Advanced Microwave Sounding Unit) mesurent les 
rayonnements hyperfréquences émis par la terre, l’océan et l’atmosphère, dans des 
fréquences différentes. Ces rayonnements sont convertis en température de brillance. 
Les mesures hyperfréquences faites à des fréquences inférieures à 20 GHz présentent 
l’intérêt d’avoir des longueurs d’onde très importantes par rapport à la taille des 
gouttes d’eau dans l’atmosphère (figure 1.7), et suffisamment grandes pour traverser 
l’atmosphère et atteindre la surface (Smith and Mugnai, 1989). Elles sont par 
conséquent peu gênées par les nuages contrairement aux mesures infrarouges. Par 
contre pour les fréquences supérieures à 40 GHz, l’effet de l’eau liquide dans 
l’atmosphère se fait fortement ressentir dans les mesures (Gérard et al. 1996). 
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 Figure 1.7 - Région du spectre électromagnétique utilisée par les radiomètres AMSU 
(NOAA/NESDIS) 
 AMSU-A est un capteur de balayeur linéaire conçu pour mesurer les radiances 
en 15 canaux (Tableau 1.1) de fréquence discrète. Le système AMSU-A est implémenté 
dans deux modules séparés : AMSU-A1 et AMSU-A2.  
Il est utilisé pour mesurer le profil vertical de la température et d'humidité 
atmosphérique et fournit des informations sur l'eau atmosphérique dans toutes ses 
formes (exception faite aux petites particules de glaces transparentes aux 
hyperfréquences).  
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La figure 1.8 présente les données de température de brillance du canal 4 
AMSU-A du 12 Mai 2013 couvrant la région Sahélienne. 
                  
Figure 1.8–AMSU-A Canal 4 du 12 Mai 2013 de 11:45 à 12:23 
La figure 1.8 peut être corréler à la figure 1.9 de l’image AVHRR correspondant 
à la même date. On observe ainsi un ciel dégagé au-dessus de Dakar et une ligne de 
grain passante au Sud, dans la zone des côtes de guinée. 
               
Figure 1.9 – Image AVHRR du 12 Mai 2013 de 11:45 à 12:23 
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Le module AMSU-A1 (canaux 3 à 15) dispose de deux systèmes d’antennes 
tandis que le module AMSU-A2 (canaux 1 et 2) en utilise une seule. Les trois antennes 
sont paraboliques et effectuent des rotations complètes toutes les 8 secondes. Chaque 
système d’antenne de AMSU-A possède un IFOV (qui correspond à la taille d’un pixel) 
identique pour tous les canaux et correspondant à une ouverture de 3,3°, et fait un 
balayage de -48° à + 48° par rapport au nadir (point de la surface terrestre situé sur la 
verticale en dessous du satellite), correspondant à 30 IFOV par ligne de balayage. Les 
mesures de ces 30 IFOV se font donc chaque 8 secondes. La résolution du capteur 
AMSU-A est de 48 Km au nadir. 
Tableau 1.2 : Fréquences, molécule absorbant et couche atmosphérique de sensibilité 
maximum correspondant aux différents canaux AMSU-A. 
Canal Fréquence (GHz) Molécule 
absorbant 
Niveau de sensibilité 
maximale (hPa) 
1 23,8 H2O Surface 
2 31,4 H2O Surface 
3 50,3 H2O Surface 
4 52,8 H2O 950 
5 53,596  ± 0,115 O2 750 
6 54,4 O2 400 
7 54,94 O2 250 
8 55,5 O2 150 
9 57,290 O2 85 
10 57,29  ±  0,217 O2 50 
11 57,29  ±  0,322  ±  0,048 O2 25 
12 57,29  ±  0,322  ±  0,022 O2 10 
13 57,29  ±  0,322  ±  0,010 O2 5 
14 57,29  ±  0,322  ±  0,0045 O2 2,5 
15 89 H2O Surface 
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 AMSU-B a été créé pour le sondage de l’humidité et comporte 05 canaux de 
fréquences (tableau 1.2), dont 02 canaux centrés à 89 GHz et 150 GHz, et les trois autres 
sont centrés autour de la raie d’absorption de la vapeur d’eau à 183,31 GHz. AMSU-B 
a un IFOV de 1.1° et mesure chaque 8/3 de secondes 90 IFOV, avec une résolution de 
16 Km au nadir. 
Tableau 1.3 : Fréquences, molécule absorbant et couche atmosphérique de sensibilité 
maximum correspondant aux différents canaux AMSU-B. 
Canal Fréquence (GHz) Molécule absorbant Niveau de sensibilité 
maximale (hPa) 
1 89,9 ± 0,9 H2O Surface 
2 150 ± 0,9 H2O Surface 
3 183,31 ± 1,00 H2O 500 
4 183,31 ± 3,00 H2O 700 
5 183,31 ± 7,00 H2O 950 
 
 Le niveau atmosphérique de sensibilité maximal par rapport à une molécule 
correspondant à chaque fréquence des différents canaux, est déterminé grâce aux 
fonctions de poids des capteurs (figure 1.8).  
La figure 1.7 montre l’opacité due à l’oxygène (O2) et à la vapeur d’eau 
(H2O) en fonction des fréquences micro ondes. A 23,8 GHz (canal 1  AMSU-A) nous 
avons une faible raie d’absorption par la vapeur d’eau. Autour de 89 GHz (canal 15 
AMSU-A) et au canal 1 de AMSU-B, on remarque l’existence de fenêtres 
atmosphériques (c'est-à-dire un domaine de fréquences où l’absorption par 
l’atmosphère est minimale). Ces fenêtres facilitent « l’accès à la surface» et permettent 
ainsi d’étudier ses variables.  
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Figure 1.10 – Fonctions de poids correspondants aux fréquences des instruments 
AMSU (entre 23 et 190 GHz) pour une atmosphère tropicale (Karbou et al., 2006). 
 
1.3.2. MHS 
 
 Le radiomètre MHS (Microwave Humidity Sounder) disposant de 5 canaux est 
une évolution d’AMSU-B dont les canaux 1, 3 et 4 sont identiques (Tableau 1.3). Il a 
une résolution de 16 Km au nadir. 
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Tableau 1.4 : Fréquences, molécule absorbant et couche atmosphérique de sensibilité 
maximum correspondant aux différents canaux MHS. 
Canal Fréquence (GHz) Molécule absorbant Niveau de sensibilité 
maximale (hPa) 
1 89,9 H2O Surface 
2 157 H2O 950 
3 183,31 ± 1,00 H2O 500 
4 183,31 ± 3,00 H2O 700 
5 190,3 H2O 900 
 
1.3.3. HIRS 
 
 HIRS est un capteur de sondage atmosphérique à 20 canaux (Tableau 1.4) 
opérant dans l'infrarouge. Il fournit des données multi-spectrales d'un canal visible 
(0,69 µm), de 07 canaux ondes courtes (3,7 – 4,6 µm) et de 12 canaux grandes ondes 
(6,7 – 15 µm) en utilisant un seul télescope et un filtre rotatif contenant 20 filtres 
spectraux individuels.  
 A partir d'un engin spatial à l'altitude de 870 km l'IFOV couvre une surface 
circulaire de 10,477 km de diamètre. Un miroir de balaye elliptique fournit un balayage 
cross-track de 56 pas de 1,8° chacun. Le miroir roule rapidement en s'arrêtant sur 
chaque position pendant que la radiation optique passant à travers les 20 filtres 
spectraux est échantillonnée. Chaque balayage dure 6,4 secondes et couvre 49,5° du 
nadir. 
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Tableau 1.5 : Fréquences, molécule absorbant et couche atmosphérique de sensibilité 
maximum correspondant aux différents canaux HIRS. 
Canal Fréquence Molécule 
absorbant 
Niveau de sensibilité maximale 
(hPa) (cm-1) (μm) 
1 668 14,95 CO2 30 
2 680 14,71 CO2 60 
3 690 14,49 CO2 100 
4 703 14,22 CO2 400 
5 716 13,97 CO2 600 
6 733 13,64 CO2/ H2O 800 
7 749 13,35 CO2/ H2O 900 
8 900 11,11 Fenêtre Surface 
9 1,030 9,71 O3 25 
10 802 12,47 H2O 900 
11 1,365 7,33 H2O 700 
12 1,533 6,52 H2O 500 
13 2,188 4,57 N2O 1000 
14 2,210 4,52 N2O 950 
15 2,235 4,47 CO2/ N2O 700 
16 2,245 4,45 CO2 /N2O 400 
17 2,420 4,13 CO2 5 
18 2,515 4,00 CO2 Surface 
19 2,660 3,76 Fenêtre Surface 
20 14,500 0,69 (m) Visible Surface / Nuages 
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 Depuis son premier lancement au bord du satellite NOAA TIROS-N en 1978, il y 
a eu quatre (04) générations de HIRS mais seules des modifications mineures ont été 
apportées à la conception originale. Les fondamentaux des canaux de sondage restent 
les mêmes. Le capteur mesure les températures de brillance dans le spectre infrarouge 
dont les données peuvent être utilisées en conjonction avec les données micro-ondes 
pour calculer le profil vertical de température et d'humidité de l'atmosphère, la 
température de la surface, les niveaux de l'ozone atmosphérique ou la couverture 
nuageuse. 
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CHAPITRE 2 : ZONE D’ETUDE ET DONNEES 
2.1 Zone d’étude 
Le sahel présente une faible densité de stations météorologiques ainsi qu’un 
manque de diversité des données. La population de cette zone étant majoritairement 
dépendante de la pluviométrie, il est très pertinent donc d’explorer les potentialités 
que peuvent offrir les données ATOVS pour une meilleure connaissance des 
mécanismes climatique du Sahel. La zone d’étude de cette thèse est la région de 
Dakar, zone sahélienne située à l’interface terre – mer. Le point 14,73° de latitude et 
-17,5° de longitude est pris comme point central, c’est le lieu de lancement de 
radiosondages. 
2.1.1. Etat global du climat Sahélien 
Les mécanismes pluviogéniques de toute l’Afrique tropicale en général, et des 
régions soudaniennes en particulier sont sous la dépendance de trois centres d’action 
atmosphériques :  
 Le premier est l’Anticyclone des Açores, très instable dont la position moyenne au 
sol avoisine en longitude 30° à 50° ouest; en latitude, sa position en surface occupe 
les 30°N en janvier et 40°N en juillet ; en altitude, il se situe aux environs de 700 hpa 
en position relative à 15°N en janvier et 27°N en juillet.  Il dirige sur l’Afrique 
occidentale les flux d’alizé maritime.  
 Le second est l’Anticyclone de Sainte Hélène, plus stable que le premier, occupe en 
position longitudinale moyenne au sol 10 à 25°W en altitude ; en latitude 30°S 
(janvier) et 28°S (juillet) en surface tandis qu’en altitude (700 hpa) il se situe par 17°S 
en janvier et 12°S en juillet. Cet Anticyclone envoie sur l’Afrique occidentale les flux 
de mousson.  
 Enfin, le troisième est l’Anticyclone égypto-libyen. C’est un centre d’action 
continental et dynamique centré sur 15°E. Ses variations méridien es se limitent entre 
20 et 25°N. En été boréal, il n’existe qu’en altitude et se fait remplacer en surface par 
la dépression saharienne qui aspire fortement les flux en provenance de l’hémisphère 
sud ; en hiver, il est responsable de l’alizé sec connu aussi sous le nom de l’Harmattan.  
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Ce sont ces trois centres qui déterminent la configuration isobarique de la zone 
sahélienne occidentale ; de leurs activités et vigueur dépendent les fluctuations de la 
Zone de la convergence intertropicale (ZCIT) et des types de circulation et perturbation 
atmosphériques. 
  
Figure 2.1 - Position moyenne des centres d’actions atmosphériques et 
migration de l’équateur météorologique au-dessus de l’Afrique (J. B. Suchel, 1988) 
 
S’agissant des types de circulation atmosphérique, on observe dès le début du 
mois d’avril à mai, des orages dus à la thermoconvection locale ; puis on passe à un 
changement du mécanisme pluviogénique qui installera la saison de pluie qui dure 
jusqu’en septembre ou octobre.  
D’un côté, l’Anticyclone des Açores se trouve affaibli en surface du fait de 
l’échauffement du continent ; de l’autre, l’Anticyclone saharien se trouve remplacé par 
la dépression de surface d’origine thermique (B. Fontaine, 1985).  
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C’est ainsi que la ZCIT se trouve pousser vers sa position la plus septentrionale. Les 
centres de haute pression subtropicale de l’hémisphère sud devenant plus actifs, 
s’étendent sur les océans et le continent. De ceux-ci s’écoule un flux d’air chargé 
d’humidité qui aborde l’Afrique occidentale après un parcours maritime. Cet alizé 
austral se transforme en flux de mousson qui est l’une des principales sources de 
précipitations en Afrique occidentale et centrale.  
En même temps, dans les couches moyenne et supérieure de l’atmosphère, on note 
la présence des deux courants jets, respectivement le Jet d’Est Africain (JEA) et le Jet 
Tropical d’Est (JTE) qui se manifestent. Situé en haute troposphère (200 à 100 hpa), le 
JTE  a une structure de grande ampleur car il provient des confins tibétain et sud 
asiatique (B. Sarr, 1988). Ce courant résulte de la différence de température qui oppose 
en été, l’océan indien et les plateaux tibétains qui constituent une forte source de 
chaleur latente (B. Fontaine, 1981). Vers juillet-août, le JTE parcourt au niveau de 
l’Afrique les régions situées entre 5 et 15°N ; il est soutenu à partir de la longitude 15°E 
où il alimente la branche supérieure de la cellule de Walker africaine.   
Toujours entre juillet et août, les contrastes méridiens entre le Sahara et l’Océan 
Atlantique (à grande inertie thermique) deviennent prépondérants. Ils renforcent les 
gradients de températures et géo potentiel au-dessus de la couche limite en 
accentuant la composante thermique du vent. Il résulte de ce fait un vent thermique, 
le JEA vers 600 hpa qui se situe vraisemblablement entre les longitudes 20°W et 20°E 
au-dessus des régions sahariennes en août (B. Fontaine, 1990).  
Tous ces courants de trajectoire Est-Ouest des couches moyenne et supérieure de la 
troposphère sont certainement à l’origine des « ondes d’est » qui servent de nid aux 
lignes de grains  générant les perturbations à caractère orageux. (F. Afouda, 1990). 
De ce fait, ils constituent avec le mécanisme des moussons, les plus importants 
processus pluviogéniques de l’Afrique tropicale. Ils affectent ainsi les domaines 
soudanien et sahélien et sont en partie responsables de la variabilité spatiale du champ 
de la pluviométrie.  
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Quant aux perturbations atmosphériques, on en distingue trois principaux types :  
 Les pluies de mousson : Elles sont dues à la montée de la CIT, composée de 
nuages à grand développement vertical donnant lieu aux pluies abondantes et 
continues qui sont le fait des nuages cumuliformes fortement convectifs. Les 
averses des mois de juin à août au cours desquels le corps de la ZCIT est centré 
sur la région, ces pluies de mousson s’individualisent par leur occurrence la nuit 
et le matin lorsque le fléchissement thermique entraîne une augmentation de la 
condensation (V. Moron, 1993)  
 Les lignes de grains : Ces sont des MCS (Mesoscale Convective System) rapides 
bien organisées (Mathon et al., 2002). Ils sont constitués d’un alignement du sud 
vers le nord  de cumulo-nimbus et se déplace d’est en ouest. Diop en 1996 et 
Garba Adamou 1992 au sein du LPAO-SF ont étudié les Lignes de grains. Leurs 
caractéristiques, leurs trajectoires, leurs vitesses de déplacement et leurs durée 
de vie ont été bien déterminées dans la zone sahélienne (Dhonneur 1987, SALL 
2002, Desbois et al., 1988 ; Amadou 1992 ; D’Amato and Lebel, 1998, Diop 1996, 
2012).  
 Les orages isolés : ils sont dus à des nuages cumuliformes  et sont typiques de 
la zone B de la mousson, là où la faible épaisseur de la couche humide et la 
subsidence supérieure interdisent les formes les plus évoluées (V. Moron, 1993). 
Ils sont associés à des vents de moins de 20 nœuds (J. Bayo Omotosho, op cit). 
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2.1.2. Caractéristiques climatiques de Dakar 
Située dans une zone tropicale subdésertique, Dakar bénéficie d'un microclimat 
de type côtier, influencé par les alizés maritimes et la mousson.  
 
Figure 2.2 – Température maximale (°C) de Dakar de 1981 à 2010 (Météo 
France) 
 
La saison chaude et humide s'étend de juin à octobre avec des températures 
dépassant 28 °C et un pic de précipitations en août. Pendant la saison sèche et un peu 
plus fraîche qui commence en novembre et dure jusqu'en mai, il ne pleut pratiquement 
pas. 
 
Figure 2.3 – Pluviométrie (mm) à Dakar de 1981 à 2010 (Météo France) 
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2.2 Données 
Plusieurs jeux de données ont été utilisé pour cette thèse, il s’agit principalement 
des données satellitaires ATOVS des capteurs AMSU-A, MHS et HIRS, des 
radiosondages, des tableaux d’observations climatiques et des réanalyses ECMWF.  
 
2.2.1 Radiosondages 
 Les radiosondages sont les données de base utilisées pour l’étude du climat. Le 
radiosondage est un procédé de mesures météorologiques in situ (Diop, 2012). Un 
ensemble de capteurs mesurant les données pertinentes intégrés à l'intérieur d'un 
boîtier de quelques centaines de grammes -la radiosonde- s'élève dans l'atmosphère 
grâce à un ballon en latex. L'ascension dure en général entre une et deux heures et 
permet de tracer un profil vertical des données mesurées - une coupe de l'atmosphère. 
Les radiosondages permettent de relever des observations sur toute l'épaisseur de 
l'atmosphère sur  une altitude allant de 20 à 30 km. 
 Lancés chaque jour à 00 heure TU et 12 heures TU au point de Dakar 14,73° de latitude 
et -17,5° de longitude, les radiosondages fournissent plusieurs données en altitude.  
Les paramètres qui nous intéressent sont la température (en degré Celsius), l’humidité 
(en pourcentage) et la quantité d’eau précipitable sur toute la hauteur du sondage (en 
mm). Les données sont disponible sur le site web de l’université de Wyoming aux États-
Unis ; http://weather.uwyo.edu/upperair/sounding.html. 
La figure 2.4 représente l’évolution mensuelle de la quantité d’eau précipitable 
enregistrée en 2013. 
 
Figure 2.4 – Evolution de la quantité d’eau précipitable en 2013 
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Le graphique montre logiquement que l’évolution de la quantité d’eau précipitable 
est proportionnelle à la pluviométrie. Le maximum est atteint le mois d’aout avec 50 
mm et descend à son niveau le plus bas en janvier avec 12 mm. 
 
2.2.2 Données des sondeurs satellitaires 
 
 L’objectif principal de notre étude est l’utilisation des potentialités des sondeurs 
ATOVS embarqués sur les satellites héliosynchrones de la NOAA, MetOp ou d’autres 
plateformes. Grâce aux progrès effectués dans la conception des capteurs 
météorologiques embarqués sur satellites depuis une vingtaine d'années, mais aussi 
grâce à l'amélioration constante des méthodes d'assimilation de données en prévision 
numérique, l'impact des données satellitaires sur la qualité des prévisions est 
désormais sensible : on estime que cet impact est maintenant près de deux fois plus 
important que celui apporté par les observations météo traditionnelles (Météo-France, 
2014). 
 Compte tenu de la disponibilité des radiosondages qu'à 00 heure TU et à 12 
heures TU, nous nous sommes intéressés aux données satellitaire de Dakar à ces 
heures. Ainsi grâce à un logiciel de suivi des satellites, ceux passant au-dessus de Dakar 
aux heures fixées ont été répertoriés, il s'agit du NOAA 19 et du MetOp-A pour l'année 
2013. Une base de données des capteurs AMSU-A, MHS et HIRS pour la région de 
Dakar fut constitué pour toute l’année 2013 à 00 heure et à 12 heures. 
 Les données ATOVS sont à accès libre sur le site internet de la NOAA CLASS : 
http:// www.class.noaa.gov/. Les données satellitaires brutes obtenues ont été prétraité 
à l’aide du software AAPP (ATOVS and AVHRR Pre-processsing Package) réalisé par Met 
Office, en partenariat avec ECMWF, KNMI et Météo-France. 
La résolution spatiale des données est de 0,5°x 0,5° autour du point de Dakar 
14,73° de latitude et -17,5° de longitude, point de lancement des ballons de sondage. 
Les données de températures de brillance sont les données moyennées dans cette 
grille, par canal. 
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2.2.3 Tableaux d’observations climatiques 
 
 Le tableau d'observation climatique quotidien fournit les paramètres 
météorologiques de surface à un pas régulier d'une heure. Ils permettent d'avoir un 
aperçu quasi instantané du climat avec les paramètres tels la température, l’humidité, 
la visibilité, vitesse du vent, hauteur des précipitations, etc.  
 
2.2.4 Réanalyses ECMWF 
C’est un modèle opérationnel  du Centre Européen de Prévision Météorologique 
à Moyen Terme (CEPMMT ou ECMWF en Anglais). Il produit 04 analyses globales par 
jour, à 00, 06, 12 et 18Hobtenues à partir 2 cycles d’assimilation 4D-var (méthode 
d’ajustement du modèle aux observations). Les réanalyses ERA-Interim (Dee et al., 
2011) réalisent la synthèse de l’ensemble des données in situ et de télédétection 
disponibles depuis 1979. Les données sont dimensionnées sur la grille de 0,5° x 0,5° 
fixée au tour du point de lancement des radiosondages à Dakar.  
Elles peuvent être récupérer sur le site web dédié : http://data-
portal.ecmwf.int/data/d/interim_full_daily/. 
 
2.3 Analyse en composante principale des données 2013 de 
température de brillances  
 
On étudie les moyennes mensuelles des températures de brillance annuelles en 
2013 issues des canaux spectraux micro-ondes (AMSU-A + MHS) et infrarouges 
(HIRS). Les mois constituent les individus et les données ATOVS représentent les 
variables. Les données moyennes mensuelles de quantité d’eau précipitable sont 
également ajoutées. Cela permet d’identifier les canaux pouvant permettre de 
calculer cette variable physique. L’étude ACP est effectuée avec le logiciel R. 
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 L’étude concerne succinctement les données enregistrées à 00 heures et celles 
à 12 heures. Dans la suite nous adopterons ces nomenclatures : 
- AMAi = Canal spectral AMSU-A numéro i ; 
- MHSi= Canal spectral MHS numéro i ; 
- HIRSi : Canal spectral HIRS numéro i.  
2.3.1 Données Micro-ondes de 12 hr 
Les valeurs propres (variances de chaque composante) obtenues sont représentées 
dans le tableau 2.1. 
Tableau 2.1 : Valeurs propre des composante issues des données micro – ondes à 12 hr. 
Valeurs propres 11,39 3,68 1,90 1,37 1,01 0,80 0,53 0,16 0,09 0,04 0,01 
Pourcentage des 
variances (%) 
54,25 17,53 9,04 6,53 4,83 3,83 2,53 0,76 0,45 0,19 0,05 
2.3.1.1 Choix du nombre d’axes à retenir 
Le critère de Kaiser suggère de garder tous les facteurs dont la valeur propre est 
supérieure à la valeur propre moyenne (qui vaut par définition 1 divisé par le nombre 
de facteurs). Ici, le critère de Kaiser incite à retenir les facteurs dont le pourcentage 
d’inertie est supérieur à 100/11= 9,09% 
Le tableau 2.1 nous montre que le premier axe retient 54,25 % de l’inertie totale. L’axe 
2 retient tout de même 17,53 % de l’inertie, ce qui n’est pas négligeable, et qui conduit 
à un taux d’inertie expliquée de 71,78 %, ce qui est un très bon résultat. Le critère de 
Kaiser nous conduit à retenir les deux premiers axes. 
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2.3.1.2 Graphes sur le plan factoriel (1,2) 
La figure 2.5 présente la représentation des variables sur les axes 1 et 2. 
 
 
 
 
 
 
 
 
Figure 2.5 – Représentation des variables sur les axes 1 et 2 
La représentation des individus sur les axes 1 et 2 est faite sur la figure 2.6. 
 
 
 
 
 
 
Figure 2.6 – Représentation des individus sur les axes 1 et 2 
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2.3.1.3   Interprétation des axes 
L’interprétation des axes factoriels se fait séquentiellement, pour chaque axe et 
chaque nuage de points, en regardant les contributions à la formation des axes. 
 Axe 1 :  
 Variables : On sait que les variables contribuant le plus à la formation de 
l’axe 1 sont celles dont les coordonnées sur cet axe sont proches de 1 en 
valeur absolue. On peut avoir une idée de la qualité de représentation d’une 
variable sur un axe en lisant directement le graphique : une variable bien 
représentée est proche du bord du cercle de corrélation. 
La première composante explique bien les canaux AMA1, AMA2, AMA3, 
AMA4, AMA10, AMA11, AMA15, MHS1, MHS2, MHS3, MHS4 et MHS5. 
Les canaux AMA5, AMA6, AMA7, AMA8, AMA9, AMA12, AMA13 et AMA14 
semblent moins actifs. 
 Individus : De même, les individus contribuant le plus à la formation de l’axe 
1 sont ceux dont les coordonnées sur cet axe sont les plus élevées en valeur 
absolue.  
La première composante principale explique bien les mois de Janvier, février, 
Mars, juillet, aout et septembre. Le mois de novembre ne peut pas être 
expliqué par cet axe car sa valeur est nulle.  
L’axe 1 présente une représentation moyenne des mois d’Avril, Mai, juin, 
octobre et décembre. 
Conclusion : L’axe 1 reflète donc l’opposition qui existe entre le groupe des mois 
composé de juillet aout et septembre au groupe du mois de janvier, février mars dans 
leur  comportement radiatif.  
Quant aux canaux ATOVS, l’axe 1 explique uniquement les canaux de sondage de 
l’humidité spécifique à savoir les canaux AMA1, AMA2, AMA3, AMA4, AMA10, AMA11, 
AMA15, MHS1, MHS2, MHS3, MHS4 et MHS5 et la quantité d’eau précipitable.  
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L’axe 1 met en opposition les canaux de sondage de l’humidité agissant près de la 
surface (AMA1, AMA2, AMA3, AMA4, AMA15, MHS3, MHS4 et MHS5) aux canaux 
d’altitude (MHS3, MHS4 et MHS5). 
 Axe 2 :  
 Variables : En utilisant le même procédé, on remarque que l’axe 2 n’explique 
que la répartition des canaux AMA5 et AMA6. Les canaux MHS3, AMA4, 
AMA7 et AMA11 sont également assez bien représenté. 
 Individus : L’axe 2 explique bien les mois de janvier, mars, avril, mai, juin, 
octobre, novembre et décembre. 
Conclusion : L’axe 2 semble discriminer les groupes de mois constitué d’octobre, 
novembre, décembre et janvier par rapport au groupe constitué de mars, avril, mai et 
juin. Le premier groupe correspond à la période de fin de mousson et le second à la 
période d’installation de la mousson. 
2.3.2 Données micro – ondes de 00 hr 
Le tableau 2.2 présente les variances de chaque composante obtenue.  
Tableau 2.2 : Valeurs propre des composante issues des données micro – ondes à 00 hr. 
Valeurs propres 10.47 3,26 2,95 2,13 0,58 0,35 0,13 0,06 0,03 0,02 0,004 
Pourcentage des 
variances (%) 
52,38 16,29 14,75 10,64 2,89 1,75 0,67 0,32 0,17 0,09 0,02 
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2.3.2.1 Choix du nombre d’axes à retenir 
Le critère de Kaiser incite à retenir les facteurs dont le pourcentage d’inertie est 
supérieur à 9,09%. Le tableau 2.2 nous montre que le premier axe retient 52,38 % de 
l’inertie totale. L’axe 2 retient tout de même 16,29 % de l’inertie, l’axe 3 14,75 % et l’axe 
4 10,64%. Les quatre premiers axes répondent ainsi au critère de Kaiser.  
 
La figure 2.7 présente l’histogramme des valeurs propres en pourcentage. 
 
 
 
 
 
 
Figure 2.7 – Histogramme des valeurs propres en % 
 
En appliquant le critère du coude qui consiste à sélectionner les axes précédant 
un saut dans le diagramme de décroissance des valeurs propres, on peut retenir trois 
(03) axes. 
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2.3.2.2 Graphes sur les plans factoriels 
Les figures 2.8 et 2.9  présentent successivement la représentation des variables sur les 
axes (1,2) et sur les axes (1,3). 
 
 
 
 
 
 
 
 
 
 
Figure 2.8 – Représentation des variables sur les axes 1 et 2. 
 
 
 
 
 
 
 
 
 
Figure 2.9 – Représentation des variables sur les axes 1 et 3 
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Les figures 2.10 et 2.11  présentent successivement la représentation des individus 
sur les axes (1,2) et sur les axes (1,3) 
 
 
 
 
 
 
 
 
Figure 2.10 – Représentation des individus sur les axes 1 et 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11 – Représentation des individus sur les axes 1 et 3. 
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2.3.2.3   Interprétation des axes 
L’interprétation des axes factoriels se fait séquentiellement, pour chaque axe et 
chaque nuage de points, en regardant les contributions à la formation des axes. 
 Axe 1 :  
 Variables : La première composante semble bien expliquer tous les canaux 
à l’exception des canaux AMA5, AMA9, AMA12, AMA13, AMA14. 
 Individus : La première composante principale explique bien les mois de 
Janvier, février, Mars, juillet, aout, septembre et octobre. Les mois de juin et 
décembre ont des correspondances nulles.  
Conclusion : Compte tenu de leurs comportements radiatifs, l’axe 1 fait 04 
regroupements des mois, soient (janvier, février), (mars, avril), (mai, juin, décembre), 
(juillet, novembre) et (aout, septembre, octobre).  
L’axe 1 explique mieux les canaux de sondage d’humidité par rapport aux canaux de 
sondage de température à l’exception du canal AMA10. Cet axe met en opposition les 
canaux de sondage de l’humidité agissant près de la surface aux canaux d’altitude. 
 Axe 2 :  
 Variables : L’axe 2 semble bien expliquer les canaux AMA11, AMA12, AMA13 
et AMA14.  
 Individus : L’axe 2 caractérise assez bien le mois de janvier. 
Conclusion : L’axe 2 met en opposition les groupes de mois constitué de juillet, aout 
et septembre par rapport au groupe constitué de mars, avril et mai. Le premier groupe 
correspond à la période de mousson et le second à la période sèche. Les canaux de 
sondage de température en altitude (2-10 hPa) sont regroupés par l’axe 2 
 Axe 3 :  
 Variables : L’axe 3 semble bien expliquer les canaux AMA5, AMA6 et AMA8.  
 Individus : L’axe 3 représente assez bien le mois de juin et novembre. 
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Conclusion : L’axe 3 met en opposition les groupes de mois constitué de décembre, 
janvier et février par rapport au groupe constitué de mars, avril et mai. Cet axe oppose 
également le groupe (septembre, octobre, novembre) au groupe des mois (juin, juillet). 
Ces périodes correspondent respectivement à la fin de la mousson et à l’installation de 
la saison pluvieuse. 
L’axe 3 permet le regroupement des canaux MHS3, MHS4 et MHS5. Il regroupe 
également les canaux AMSU-A de sondage de température en altitude AMA5, AMA6 
et AMA8. La quantité d’eau précipitable est regroupé avec les canaux de sondage 
d’humidité de surface AMA15, MHS1, MHS2 ainsi que les canaux d’altitude (10-25 hPa) 
sensibles à la molécule d’oxygène AMA10 et AMA11. 
2.3.3 Données infrarouges de 12 hr 
Le tableau 2.3 présente les valeurs propres de chaque composante obtenue. 
Tableau 2.3 : Valeurs propre des composantes issues des données infrarouges à 12 hr. 
Valeurs propres 15.26 3,4 1,11 0,71 0,25 0,16 0,07 0,0 0,0 0,0017 0,0011 
Pourcentage des 
variances (%) 
72.66 16.19 5.24 3.34 1.19 0.31 0.19 0.10 0,17 0.008 0.005 
2.3.3.1 Choix du nombre d’axes à retenir 
Le critère de Kaiser incite à retenir les facteurs dont le pourcentage d’inertie est 
supérieur à 9,09%. Le tableau 2.3 nous montre que le premier axe retient 72,66 % de 
l’inertie totale. L’axe 2 retient tout de même 16,19 % de l’inertie, et qui conduit à un 
taux d’inertie expliquée de 88, 85 %. On retiendra ainsi les deux axes. 
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2.3.3.2 Graphes sur le plan factoriel (1,2) 
Les figures 2.11 et 2.12  présentent successivement la représentation des variables et 
des individus sur les axes (1,2). 
 
 
 
 
 
 
 
 
 
Figure 2.12 – Représentation des variables sur les axes 1 et 2 
 
 
 
 
 
 
 
Figure 2.13 – Représentation des individus sur les axes 1 et 2 
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2.3.3.3   Interprétation des axes 
L’interprétation des axes factoriels se fait séquentiellement, pour chaque axe et 
chaque nuage de points, en regardant les contributions à la formation des axes. 
 Axe 1 :  
 Variables : La première composante semble bien expliquer tous les canaux 
à l’exception des canaux HIRS1, HIRS2 et HIRS3. 
 Individus : La première composante principale explique bien les mois de 
Janvier, février, Mars, mai, juin, aout, septembre, novembre et décembre. 
Conclusion : L’axe 1 permet un regroupement des mois (janvier, avril), (mars, mai), 
(septembre, novembre). L’axe 1 oppose le comportement radiatif infrarouge des mois 
de janvier à juin à ceux de juillet à décembre.  
Tous les canaux infrarouges sont regroupés à l’exception des canaux d’altitude (30-100) 
à savoir HIRS1, HIRS2 et HIRS3 ; du canal visible HIRS 20 et de la variable quantité d’eau 
précipitable.  
 Axe 2 :  
 Variables : L’axe 2 semble bien expliquer les canaux HIRS1, HIRS2, HIRS3, 
HIRS4 et de WaterP.  
 Individus : L’axe 2 caractérise assez bien les mois de janvier et avril. 
Conclusion : L’axe 2 met en opposition le mois de décembre au groupe de mois 
constitué de septembre et novembre. Les canaux HIRS2 et HIRS3 sont mieux 
discriminés par rapport aux autres canaux. 
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2.3.4 Données infrarouges de 00 hr 
Le tableau 2.4 présente les valeurs propres de chaque composante obtenue.  
Tableau 2.4 : Valeurs propre des composantes issues des données infrarouges à 00 hr. 
Valeurs propres 17,28 1,87 0,47 0,25 0,06 0,03 0,015 0,011 0,006 0,002 0,0003 
Pourcentage des 
variances (%) 
86,42 9,36 2,35 1,25 0,3 0,14 0,07 0,06 0,03 0,01 0,001 
2.3.4.1 Choix du nombre d’axes à retenir 
En appliquant le critère de Kaiser le tableau 2.4 incite à retenir l’axe 1 et l’axe 2. 
2.3.4.2 Graphes sur le plan factoriel (1,2) 
Les figures 2.13 et 2.14  présentent successivement la représentation des 
variables et des individus sur les axes (1,2) 
  
 
 
 
 
 
 
 
 
 
Figure 2.14 – Représentation des variables sur les axes 1 et 2 
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Figure 2.15 – Représentation des individus sur les axes 1 et 2 
 
2.3.4.3   Interprétation des axes 
L’interprétation des axes factoriels se fait séquentiellement, pour chaque axe et 
chaque nuage de points, en regardant les contributions à la formation des axes. 
 Axe 1 :  
 Variables : La première composante semble bien expliquer toutes les 
variables à l’exception de la variable quantité d’eau précipitable. 
 Individus : La première composante principale explique bien les mois de 
Janvier, février, Mars, avril ainsi que celui de novembre. 
Conclusion : L’axe 1 permet un regroupement des mois (février, mars, avril, mai), (juin, 
juillet, octobre), (août, septembre), (novembre, décembre). Ces différents groupes ont 
ainsi des caractéristiques radiatives infrarouges homogènes. Le mois de janvier ne 
semble plus être représentatif. 
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Tous les canaux HIRS ont une bonne représentation par l’axe1, en opposant les 
canaux d’altitude 30-100 hPa sensibles au dioxyde de carbone (HIRS1, 2 et 3) aux 
canaux sensible à la molécule de l’eau (HIRS 8, 9, 10, 11 et 12).  
 Axe 2 :  
 Variables : L’axe 2 semble bien expliquer la variable de quantité d’eau 
précipitable. 
 Individus : L’axe 2 caractérise assez bien les mois de janvier et avril. 
Conclusion : L’axe 2 met en exergue la particularité radiative du mois d’août par 
rapport aux autres. Le comportement radiatif infrarouge du mois de septembre 
s’approche également du mois d’août compte tenue de la forte convection observée 
habituellement durant cette période. Les mois de juin, juillet et octobre correspondant 
au début et à la fin de mousson reflètent également des comportements radiatifs 
similaires.  
2.3.5. Synthèse 
 
 
Cette étude  permet de discriminer la répartition  des mois dans les saisons 
sahéliennes. Les mesures radiatives des canaux ATOVS confirment les répartitions 
saisonnières classiquement établies.  
 
La faible corrélation entre la hauteur d'eau précipitable et les températures de 
brillances mesurées nous poussent à utiliser des outils d'analyse statistique 
sophistiqués, à savoir la régression linéaire multiple et les réseaux des neurones. 
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CHAPITRE 3 : INVERSION DE LA QUANTITE DE 
VAPEUR D’EAU PRECIPITABLE, DE LA TEMPERATURE 
ET DE L’HUMIDITE RELATIVE 
 
3.1. Méthodologies 
 
 Les sondeurs ATOVS ont un fort potentiel de restitution de paramètres 
météorologiques (Karbou, 2004). Au-dessus des océans, la restitution de la 
température, de l’humidité ou de la quantité de vapeur d'eau précipitable est 
actuellement bien avancée, et même assimilée dans les modèles globaux (de Météo-
France,  ECMWF, NOAA, etc.). Par contre, les données des sondeurs satellitaires au-
dessus des surfaces continentales sont moins exploitées.  
 Dans cette partie, deux approches seront utilisées afin de restituer la 
température, l'humidité et la quantité de vapeur d'eau précipitable au-dessus de Dakar: 
la régression linéaire multiple et les réseaux de neurones. Pour ces différentes 
approches la restitution se fera en utilisant trois types de données : 
 Micro-ondes (AMSU-A et MHS) : 19 canaux sont concernées, compte tenue d'un 
dysfonctionnement au niveau du canal 7 d’AMSU-A. 
 Les données infrarouges (HIRS) : De même le canal 20 de HIRS ne fournit pas 
assez de données exploitables, on dispose ainsi de 19 canaux. 
 Synergie des données micro-ondes et infrarouges : Les 19 canaux micro-ondes 
et les 19 canaux infrarouges, donc au total 38 canaux. 
 Cette approche permettra de mesurer l'efficacité du type de données utilisé par 
rapport à la variable inversée. Notre objectif est de pouvoir inverser les données 
satellitaires dans toutes les conditions, nuit ou jour, ciel nuageux ou clair, etc. Ainsi les 
données à 00 heure et à 12 heures pour toute l'année 2013 sont combinées. 
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La base de données finale que nous disposons est constitués de : 
 617 données micro-ondes ; 
 546 données infrarouges ; 
 528 mixées micro-ondes et infrarouges. 
 Cette différence entre le nombre des données s'explique du fait que pour 
certains prélèvements, les données de certains capteurs sont indisponibles (surtout 
HIRS), compte tenue de l’indépendance de fonctionnement des capteurs embarqués 
au bord des satellites. Pour chaque cas le 2/3 de la base de données est utilisé pour 
l’apprentissage alors que le 1/3 restant constitue la base de test. Les données de 
réanalyses ECMWF sont utilisées pour la validation. 
  
3.2. Méthode de régression linéaire multiple 
 
 La méthode de restitution par régression linéaire multiple permet d’identifier 
facilement les canaux prépondérants, et les défauts de distributions sur les variables 
d’entrées ou de sortie. Un filtre de variables d'entrées (canaux) à retenir est mis en 
place avec un test de significativité à 5 %. 
 Dans la régression linéaire, chaque sortie de l’algorithme est une combinaison 
linéaire des différentes entrées plus un biais éventuel. Les paramètres (les différents 
poids de chaque entrée et le biais) de la régression sont ajustés de façon à minimiser 
l’écart entre les variables restituées et les variables réelles (au sens des moindres carrés), 
grâce à la base d’apprentissage. Les entrées dénuées d’informations ne pollueront pas 
la restitution.  
 Les variables statistiques utilisées pour évaluer la performance du modèle sont : 
Le coefficient de détermination du modèle R², le RMS du modèle, le coefficient de 
corrélation (Corr) et l'écart-type (std) entre les données réelles de la base de données 
test et les données prédites par le modèle. La variable RMS est le carré de la variance 
résiduelle du modèle alors que R² mesure l'écart entre les données et la droite de 
régression ajustée. 
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L'écart-type (std) et la corrélation entre les données restituées et les données ECMWF 
permettra d’évaluer la validation. 
 
3.2.1.  Restitution de la quantité de vapeur d'eau précipitable 
 
 La quantité de vapeur d'eau précipitable est essentielle pour les études 
météorologiques en raison de son effet de serre et son influence sur la prévision.  Le 
tableau 3.1 reporte les équations de régression ajustées pour les 03 types de données, 
où AMAi représente les données du canal i d’AMSU-A, MHSi le canal i de MHS et HIRSi 
le canal i de HIRS. 
 
Tableau 3.1 : Équations de régressions linéaires multiples de restitution de la quantité 
de vapeur d'eau précipitable. 
Données d'entrées Équation trouvée 
AMSU-A et MHS -202,20 + 0,68 x AMA1 – 0,57 x  AMA2 + 0,41 x AMA3 – 1,31 x  
AMA4 + 1,68 x  AMA6 + 0,43 x  MHS1 – 0,20 x  MHS2 
HIRS 7,93 + 6,34 x  HIRS2 – 7,14 x  HIRS3 – 3,84 x  HIRS4 + 7,49 x  HIRS5 – 
6,56 x  HIRS7 + 2,51 x   HIRS8 – 2,82 x   HIRS9 + 1,22 x  HIRS14 + 
2,29 x  HIRS15 
AMSU-A, MHS et HIRS -298,6 + 0,68 x  AMA1 – 0,49 x  AMA2 + 0,99 x  AMA6 + 0,46 x  
MHS1 – 0,25 x  MHS2 
 
 Les paramètres de performances (statistiques) de ces équations (Tableau 3.2) 
permettent de juger quel type de données restitue la quantité de vapeur d'eau 
précipitable avec une plus grande précision. Les RMS des modèles montrent nettement 
que les données infrarouges ne sont pas assez informatives pour la restitution de la 
quantité de vapeur d'eau précipitable.  
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Les données micro-ondes et infrarouges utilisées en synergie offrent un meilleur 
résultat avec un RMS de 4,3 mm. Les données sont bien corrélées (96%) avec la droite 
de régression et l'écart entre les données restituées et les données réelles de la base 
test est de 3,2 mm. Le modèle utilisant les données micro-ondes a des résultats assez 
proches du modèle combinant les données micro-ondes et infrarouges.  
 
Tableau 3.2 : Performances des équations de régression de restitution de la quantité 
de vapeur d'eau précipitable par rapport aux types de données d'entrées. 
Données R² (%) RMS 
(mm) 
corr (%) std (mm) ECMWF  
corr (%) 
ECMWF 
std (mm) 
AMSU-A et MHS 93 4,65 93 3,8 87 4,4 
HIRS 64 10,74 59 8,3 47 10,9 
AMSU-A, MHS et HIRS 96 4,3 94 3,2 87 4,3 
  
 
  Les données de validation ECMWF confirment les résultats trouvés ci-haut. Les 
données restituées avec le modèle utilisant les données micro-ondes et infrarouges en 
synergie et les données de réanalyses ont une assez bonne corrélation (87%) et un 
écart-type de 4,3 mm. De même, la validation du modèle micro-onde présente une 
corrélation de 87 % et un écart-type de 4,4 mm.  Les données de quantité de vapeur 
d'eau précipitable restituées avec le modèle infrarouge sont faiblement corrélées avec 
les données ECMWF  avec un écart-type de 10,9 mm. 
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3.2.2.  Restitution de la température de surface 
 
L'émissivité de l'océan est d’environ 0,5 ce qui permet l'inversion et l'assimilation 
de la température de la surface de la mer (SST) dans les modèles globaux du climat. 
L’émissivité des surfaces continentales proche de 1 augmente la difficulté de restitution 
des paramètres de surface. Notre zone d'étude, la région de Dakar, est située sur la 
côte donc nos données de télédétection sont contaminés par l'émissivité continentale. 
Le tableau 3.3 détaille les algorithmes de régression misent en place pour la restitution 
de la température de surface. 
 
Tableau 3.3 : Équations de régressions linéaires multiples de restitution de la 
température de surface. 
Données d'entrées Équation trouvée 
AMSU-A et MHS -146,99 + 0,19 x  AMA1 – 0,11 x  AMA2 – 0,19 x  AMA3 + 1,86 x  
AMA5 – 2,18 x  AMA8 + 0,79 x  AMA10 – 0,66 x  AMA11 
HIRS 17,95 – 0,6 x  HIRS3 + 1,02 x  HIRS4 + 0,94 x  HIRS6 – 2,76 x  
HIRS7-0,39 x  HIRS9 + 1,23 x  HIRS10 + 0,5 x  HIRS17 
 
AMSU-A, MHS et HIRS 
-276,86 + 1,4 x  AMA5 – 1,09 x  AMA6 + 0,09 x  AMA9 – 1,02 x  
HIRS7 + 0,7 x  HIRS10 – 1,23 x  HIRS13 + 1,02 x  HIRS15 + 1,38 x  
HIRS18 – 0,83 x  HIRS19 
 
 
 L’émission passive micro-onde peut pénétrer les nuages non précipitant, offrant 
ainsi une meilleure représentation de la température de surface dans presque toutes 
les conditions par rapport à la couverture nuageuse (Chen et al., 2010). Ainsi, les 
données micro-ondes fournissent un meilleur résultat avec un RMS de 2,27 °K (Tableau 
3.4).  
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 Le RMS de l’équation mise en place avec les données infrarouges est assez 
proche de celui des micro-ondes (2,74 °K) mais l’équation n'approxime pas bien la 
droite de régression (R²=0,49). Ceci est confirmé par une corrélation de 0,53 entre les 
données inversées et les données réelles de la base de données test. Le modèle des 
données utilisées en synergie présente un plus grand RMS (5,07 °K) et les données qu'il 
restitue ont une corrélation de 42% avec les données de température de surface. 
 
Tableau 3.4 : Performances des équations de régression de restitution de la 
température de surface par rapport aux types de données d'entrées. 
Données R² (%) RMS (°K) corr 
(%) 
std (°K) ECMWF 
corr (%) 
ECMWF std 
(°K) 
AMSU-A et MHS 82 2,27 86 2,24 82 2,47 
HIRS 49 2,74 53 2,6 49 4,2 
AMSU-A, MHS et HIRS 40 5,07 42 3,5 35 5,1 
 
 Les données utilisées en synergie donnent un mauvais résultat avec un RMS de 
5,07 °K. Les données ECMWF confirment les bonnes performances de données micro-
ondes et amplifient les erreurs de restitutions des algorithmes obtenus à partir des 
données infrarouges et des données utilisées en synergie. 
 Les sondeurs ATOVS sont peu utilisés pour la restitution de la température des 
surfaces continentales.  Shi (2000) inversa la température de surface au-dessus de l’État 
de Louisiane aux États-Unis. En utilisant les données AMSU-A il obtient un RMS de 
4,8 °C. En ciel clair, Paul et al. (2013) obtinrent un RMS de 2,2 °K avec les données 
AMSU-A et MHS, ces données utilisées en synergie avec les données infrarouges IASI 
fournissent un RMS de 1,8 °K.  
Tandis que au-dessus des océans en ciel clair, le RMS est de 2,6 °K avec les 
données AMSU-A et MHS, et de 0,9 °K avec les données micro-ondes et infrarouges 
utilisées en synergie.  
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 L'inversion de la température de surface a aussi été effectuée avec d'autres types 
de capteurs. Mao et al. (2007a, b) établissent un modèle de régression linéaire entre 
les données micro-ondes AMSR-E et les produits de surface de MODIS. Les données 
concernent la province de Guangdong en Chine et le RMS de la restitution est d'environ 
3°K. 
 
3.2.3.  Restitution de l'humidité relative de surface 
  
 La restitution de l'humidité de surface au-dessus des océans à partir des 
données satellitaires en utilisant une méthode de régression linéaire multiple fut l'objet 
de plusieurs recherches. Lui et Niiler (1984) ont proposé un algorithme pour la 
restitution de l’humidité spécifique sur l’océan en mettant en place une relation 
empirique entre le contenu de vapeur d’eau intégrée et l’humidité spécifique de surface 
entre 10 et 20 m.  
Cette relation a été établie en utilisant les données de radiosondage sur quatre 
îles, et vérifiée en utilisant les observations du  radiomètre SMMR. L’écart type (RMS) 
entre valeurs restituées et observations in situ est de 0,8 g/kg.  
 Pour avoir une meilleure estimation de l'humidité spécifique avec le radiomètre 
SSM/I à l’échelle instantanée, Schulz et al. (1993) ont développé une méthode pour la 
restitution du contenu intégré en vapeur d’eau sur une altitude comprise entre 0 et 500 
m, considérant que la majorité de la vapeur d’eau se trouve dans la couche limite. Pour 
établir l’algorithme, ils ont utilisé des données de radiosondages effectués par 
différents navires océanographiques sur l’océan atlantique, la mer du nord, l’océan 
indien, l’atlantique Nord Est. Ensuite, pour valider leurs résultats, ils se sont servis 
d’observations faites à partir des navires océanographiques. Leurs résultats indiquent 
un écart-type de 1.2 g/kg par rapport aux mesures in situ.  
 Ensuite, Schulz et al. (1993) ont utilisé les températures de brillance mesurées 
par SSM/I aux fréquences 19 GHz, 22 GHz, et 37 GHz, ainsi que les mesures de 
radiosondages afin d’établir un modèle de régression linéaire multiple.  
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La précision de cette relation est de 0.06 g/cm² en RMS. 
 Schlussel et al. (1995) ont légèrement amélioré la qualité de l’estimation de 
l'humidité spécifique, grâce à l’utilisation d’une relation plus directe entre l'humidité et 
la température de brillance, qui utilise notamment des fréquences différentes de celles 
exploitées par Schulz et al. (1993). Dans leurs travaux, Schlussel et al. utilisent des 
observations in situ de navires, à l’échelle instantanée. L’écart type de cette restitution 
est de 1,1g/kg. 
 Cependant une comparaison faite par Schulz et al. (1996) entre le modèle de 
Schlussel et les mesures in situ, montre certes un biais faible de 0.06 g/kg, mais un RMS 
important de 1.6 g/kg. Ceci prouve (d’après Schulz et al., 1996) que le modèle de 
Schlussel ne tient pas compte de toutes les situations possibles, et qu’il n’est adapté 
qu’à une région bien précise. 
 De même, Bentamy et al (2003) ont montré que le modèle de Schulz présentait 
un biais saisonnier assez important. Pour éliminer ce biais ils proposèrent, par la 
méthode de régression linéaire, un nouveau modèle qui utilise les mêmes canaux de 
fréquences SSMI que Schulz, mais les données in situ sont issues des bouées TAO, 
NDBC (National Data Buoy Center) et ODAS (European Offshore Data Acquisition 
System). Ce modèle a été validé avec les mesures COADS (Comprehensive Ocean 
Atmosphere Data Set) qui représentent une collection d’observations de surface de 
l’océan de 1784 à 1997. L’algorithme de Bentamy et al. (2003) possède un RMS de 
1,1g/kg. 
 Jackson et al. (2006) furent les premiers à explorer le potentiel d’AMSU pour la 
restitution de l'humidité spécifique. Ils visaient surtout à améliorer la restitution de 
l’humidité, alors obtenue avec SSM/I. A cette fin, ils ont développés une nouvelle 
méthode de restitution de l’humidité à l’échelle instantanée, basée sur l’utilisation 
d’AMSU mais aussi de SSM/I.  
Les mesures in situ utilisées pour l’ajustement de la méthode d’inversion sont 
issues d’un hygromètre fonctionnant aux longueurs d’ondes infrarouges, et placé à 
bord de navires océanographiques à l’occasion de plusieurs campagnes de mesures. 
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L’écart type trouvé par Jackson et al. (2006) est de 0,96 g/kg. 
  En utilisant les données AMSU-A et AMSU-B au-dessus de l'océan, 
Mbengue et al. (2009) ont mis en place un algorithme de restitution de l'humidité 
spécifique de RMS 1,01 g/kg et 0,86 g/kg, par rapport aux données de validation, qui 
sont les observations horaires des mouillages TAO et PIRATA. 
 
Tableau 3.5 : Équations de régressions linéaires multiples de restitution de l'humidité 
de surface. 
Données d'entrées Équation trouvée 
 
AMSU-A et MHS 
552,93 – 4,6 x  AMA5 + 6,74 x  AMA6 – 4,47 x  AMA8 -  2,39 x  
AMA10 + 1,93 x  AMA11 + 0,54 x  MHS1 
 
HIRS 
94,68 + 1,81 x  HIRS3 – 2,68 x  HIRS4 + 1,44 x  HIRS6 – 1,7 x  
HIRS9 – 1,87 x  HIRS13 + 2,66 x  HIRS14 + 0,94 x  HIRS17 – 
0,59 x  HIRS19 
 
AMSU-A, MHS et HIRS 
339,96 – 4,34 x  AMA5 + 6,4 x  AMA6 – 4,08 x  AMA8 + 0,61 x  
MHS1 + 0,3 x  MHS2 – 3,37 x  HIRS8 + 3,79 x  HIRS10 – 0,45 x  
HIRS19 
 
Le tableau 3.5 reporte les algorithmes trouvés à partir des 3 jeux de données 
utilisés. L’émissivité maximum au-dessus des continents influe fortement sur les 
paramètres de surface à restituer à partir de données satellitaires. Toute fois les 
données micro-ondes donnent un résultat moyen avec un RMS de 2,17 et une 
corrélation de 0,7 entre les données d'humidité relative prévus par le modèle et les 
données réelles de la base test (Tableau 3.6). Le modèle développé à partir des données 
infrarouges ainsi que le modèle développé à partir des données utilisées en synergie 
ne fournissent pas de meilleurs résultats.  
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Tableau 3.6 : Performances des équations de régression pour la restitution de 
l'humidité de surface par rapport aux types de données d'entrées. 
Données R² (%) RMS 
(%) 
Corr (%) std (%) ECMWF 
corr (%) 
ECMWF 
std (%) 
AMSU-A et MHS 75 2,37 70 6,4 63 9 
HIRS 44 6,7 52 10,2 43 15,2 
AMSU-A, MHS et HIRS 23 15,5 25 14,8 31 18,3 
 
 Les données ECMWF et les données restituées présentent globalement une 
faible corrélation et un grand écart. Toutefois, le réseau performé avec les données 
micro-ondes fournit une corrélation de 63 % et un écart-type de 9 %. L’approche en 
régressions multiple n’est donc pas appropriée pour la restitution de l’humidité relative 
de surface. 
La régression linéaire multiple, comme son nom l’indique est une méthode linéaire, 
qui peut alors être inadaptée pour simuler des relations non-linéaires entre les entrées 
et les sorties. Il est fréquent d’utiliser cette méthode comme un premier test pour la 
méthode neuronale utilisée par la suite (Paul, 2013).  
 
3.3. Approche par réseaux de neurones 
 
  
 Les méthodes neuronales sont des algorithmes particulièrement efficaces pour 
la télédétection. Les restitutions effectuées ci-après seront toutes effectuées grâce à 
des réseaux de neurones. Les réseaux de neurones que nous allons utiliser sont des 
Perceptrons Multicouches (Rumelhart et al. 1986). Si assez d’échantillons sont fournis, 
toutes les relations continues, aussi complexes soient-elles, entre les entrées et les 
sorties peuvent être représentées par un perceptron multicouche (Hornik et al. 1989; 
Cybenko 1989). 
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 Cette étude est scindée en 2 parties, premièrement, nous allons restituer les trois 
paramètres de l'étude précédente: la quantité de vapeur d'eau précipitable, la 
température de surface et l'humidité relative de surface. Ensuite une méthode de 
restitution de la température et de l'humidité relative sur 33 niveaux de pression allant 
de la surface au niveau géo potentiel 300 hPa est mise en place. Les données sur 33 
niveaux de pression proviennent des radiosondages. 
 Les restitutions se feront avec les trois (03) jeux de données micro-ondes, 
infrarouges et synergies. Les réseaux de neurones sont une forme de régression non 
linéaire. Ainsi pour chaque type de données la restitution de la température de 
l'humidité relative et/ou de la quantité de vapeur d'eau précipitable se fera 
simultanément. Ce qui nous permettra de concevoir un réseau par type de données. 
Les 2/3 des données sont utilisés pour l’apprentissage, le 1/3 pour tester le réseau et 
les données ECMWF seront comparées aux données restituées. 
 Le réseau de neurones utilisant les données micro-ondes pour la restitution de 
la quantité de vapeur d'eau précipitable, la température de surface et l'humidité de 
surface est composé de 19 entrées (14 canaux AMSU-A et 5 canaux MHS), de 2 couches 
cachées de 20 neurones chacune. Le nombre de sorties est de 3 (Tableau 3.7). De même 
pour le réseau de restitution utilisant les données infrarouges, le nombre des entrées 
est de 19 (canaux HIRS 1 à 19), les dispositions des couches cachées sont les mêmes. 
Le réseau utilisant les données en synergie disposera donc de 38 entrées (2 x 19). 
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Tableau 3.7 : Architectures des différents réseaux de neurones utilisés pour la 
restitution. 
 
Type de restitution 
 
Données 
Nombre 
d'entrées 
Nombres 
de 
couches 
cachées 
Nombre de 
neurones par 
couche cachée 
Nombre 
de sorties 
03 paramètres Micro-ondes 19 2 20-20 3 
03 paramètres Infrarouges 19 2 20-20 3 
03 paramètres Micro-ondes 
et Infrarouges 
38 2 30-20 3 
Profils de 
Température et 
d'humidité 
 
Micro-ondes 
 
52 
 
2 
 
40-35 
 
66 
Profils de 
Température et 
d'humidité 
 
Infrarouges 
 
52 
 
2 
 
40-40 
 
66 
Profils de 
Température et 
d'humidité 
 
Micro-ondes 
et Infrarouges 
 
71 
 
2 
 
50-40 
 
66 
 
Pour la restitution du profil vertical de la température et de l'humidité relative 
sur 33 niveaux de pression, nous fixons les niveaux de pressions au niveau des entrées. 
Ainsi le réseau utilisant les données micro-ondes dispose de 52 (19 + 33) entrées, de 
même pour le réseau utilisant les données infrarouges. Le réseau utilisant les données 
en synergie dispose de 71 entrées (19 x 2 + 33). Le nombre de sorties étant identique 
pour les différents réseaux et égale à 66 (33 profils de température et 33 profils 
d'humidité). 
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 Trois (03) variables statistiques sont utilisées pour l’évaluation des réseaux de 
neurones restituant la quantité de vapeur d'eau précipitable, la température et 
l'humidité de surface. Il s’agit du RMS (entre les données tests réelles et les données 
restituées), de la corrélation et de l’écart type entre les données ECMWF et les données 
restituées. Le RMS permettra d’évaluer les performances des réseaux de neurones 
restituant les profils de température et d'humidité. 
 
3.3.1.  Restitution de la quantité de vapeur d'eau précipitable 
 
 Qiao et al (2008) sont les premiers à utiliser les données AMSU-B pour la 
restitution de la quantité de vapeur d'eau précipitable avec un réseau de neurones. Au-
dessus de la région arctique ils obtinrent un RMS de 1 mm. En utilisant les données 
MHS (3 canaux identiques qu’AMSU-B) combinées avec les données AMSU-A on 
obtient un RMS de 0,56 mm (Tableau 3.8). 
 
Tableau 3.8 : Performances des réseaux de neurones restituant la quantité de vapeur 
d'eau précipitable. 
Données RMS (mm) ECMWF corr (%) ECMWF std (mm) 
AMSU-A et MHS 0,56 92 2,7 
HIRS 3,4 73 5,6 
AMSU-A, MHS et HIRS 2,25 81 3,4 
 
 Les données infrarouges présentent le plus grand biais de restitution, compte 
tenue de l’absorption du rayonnement infrarouge par les particules d'eau. Mais les 
réseaux de neurones améliorent la restitution par rapport à la régression linéaire 
multiple avec une différence de RMS de 7,34 mm pour les données infrarouges et de 
2,05 mm pour les données utilisées en synergie.  
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Les données de réanalyses sont bien corrélées avec les données restituées par 
le réseau utilisant les données micro-ondes dont l’écart-type est de 2,7 mm. Cet écart 
est de 5,6 mm avec les données infrarouges et de 4,4 mm avec les données utilisées 
en synergie soient respectivement une amélioration de 5,6 mm et de 0,9 mm par 
rapport aux équations de régression linéaire multiple.  
 Le RMS de la restitution avec les données micro-ondes du capteur AMSR-E est 
environ 3 mm au-dessus de l'Europe (Basili et al., 2008), et celui des données 
infrarouges atteint 6,8 mm au-dessus de l'Europe et de l'Afrique (Schroedter-
Homscheidt et al, 2008). 
 
3.3.2.  Restitution de la température de surface 
 
Prigent et al. (2003) développèrent un réseau de neurones de RMS 2.9 °K pour 
la restitution de la température de surface en utilisant les données SSM/I et ISCCP. 
Karbou et al. (2006) inversa la température sur une surface continentale avec un RMS 
de 2,1 °K en tenant compte de l'émissivité avec les données AMSU-A et AMSU-B, 
ECMWF et ISCCP.  
 Le RMS du réseau de neurones conçu (Tableau 3.9) avec les données micro-
ondes est de 1,18 °K donc une diminution de 1,09 °K par rapport au RMS du modèle 
de régression linéaire multiple. Les données utilisées en synergie donnent le meilleur 
résultat avec un RMS de 0,87 °K soit  4,2 °K de moins que celui du modèle de régression. 
Le réseau de neurones utilisant les données infrarouges fournit un RMS de 2,75 °K. 
Tableau 3.9 : Performances des réseaux de neurones restituant la température de 
surface. 
Données RMS (°K) ECMWF corr (%) ECMWF std (°K) 
AMSU-A et MHS 1,18 88 2,3 
HIRS 2,75 79 1,7 
AMSU-A, MHS et HIRS 0,87 92 1,2 
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 Les données restituées et les données ECMWF présentent une bonne corrélation 
pour le réseau utilisant les données micro-ondes et un écart-type de 2,3 °K. Pour le 
réseau utilisant les données infrarouges les performances sont légèrement inférieures. 
Mais les données utilisées en synergie améliorent les résultats de validation avec une 
corrélation de 92 % et un écart-type de 1,2°K. 
 
3.3.3. Restitution de l'humidité relative de surface 
  
 En utilisant un réseau de neurones Karbou et al. (2006) inversèrent l'humidité 
spécifique sur une surface continentale avec un RMS de 9 % avec les données AMSU-
A et AMSU-B, ECMWF et ISCCP en tenant compte de l'émissivité. Ce même RMS est 
trouvé pour le réseau de neurones faisant l'apprentissage avec les données micro-
ondes (Tableau 3.10). Le RMS du réseau avec les données utilisées est légèrement 
inférieur (8%) tandis que celui du réseau utilisant les données infrarouges est assez 
élevé (13%). 
Tableau 3.10 : Performances des réseaux de neurones restituant l’humidité de surface. 
Données RMS (%) ECMWF corr (%) ECMWF std (%) 
AMSU-A et MHS 9 84 9 
HIRS 13 64 15 
AMSU-A, MHS et HIRS 8 88 7 
 
 Les données ECMWF présentent une bonne corrélation (80%) et un écart-type 
moindre (7%) avec les données restituées du réseau utilisant les données en synergie. 
Le réseau utilisant les données micro-ondes a des résultats similaires. Pour le réseau 
conçu avec les données infrarouges la corrélation est faible (64%) et l’écart-type entre 
les données de réanalyses et les données restituées est de 15 %. 
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3.4.  Restitution du profil de température et d'humidité 
 
3.4.1. Profil de température 
 
 Les profils de température, allant de la surface à 300 hPa, restituées avec les trois 
(03) jeux de données sont présentés à la figure 3.1. Le réseau de neurones ajusté avec 
les données utilisés en synergie a un RMS de 0,87 °K à la surface, qui décroit avec 
l'altitude atteignant son minimum à 0,7 °K. Le réseau de neurones utilisant les données 
micro-ondes a un RMS de 1,18 °K à la surface, il atteint son minimum de 0,86 °K à 
l'altitude 552 hPa et reste constant jusqu'au niveau 300 hPa.  
  
 
Figure 3.1 – Profil RMS de restitution de la température 
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Le réseau performé avec les données infrarouges a le plus grand RMS de tous 
les jeux de données. Le RMS à la surface est de 2,75 °K atteignant son maximum de 3 
°K au niveau 850 hPa, il commence à décroître avec l'altitude. Son minimum de 1,2 °K 
est atteint au niveau 400 hPa et reste constant jusqu'au niveau 300 hPa. 
 Shi (2000) procéda à la restitution du profil de température avec un réseau de 
neurones utilisant les données AMSU-A au-dessus de l'Etat de Louisiane aux Etats-Unis. 
Le RMS à la surface est de  3,2°C, décroissant à 2,4 °C au niveau 1000 hPa ; 1,6 °C à 800 
hPa ; 1,2 °C à 600 hPa. Le RMS reste constant à 1,2 °C jusqu'au niveau 300 hPa. 
 Les données AMSU-A ont aussi été utilisées par Mitra et al. (2010). La restitution 
a été faite avec les données de 2006 et 2007 au-dessus de l'Inde. Le RMS trouvé est 
d'environ 3 °C à la surface, et de 0.9 °C à 2.2 °C entre 700 et 300 hPa. 
 Karbou et al. (2006) combinèrent les données AMSU-A et AMSU-B. En tenant 
compte de l'émissivité de surface ils améliorent la restitution avec un RMS de 2,1 °K à 
la surface. Le RMS décroît à 1,2 °K au niveau 930 hPa et à 0,9 °K à 850 hPa. Entre 800 
et 300 hPa le RMS reste constant à 0,8 °K.  
 Les données micro-ondes (AMSU et HSB) et infrarouges (AIRS) utilisées en 
synergie (Susskind et al., 2005) fournissent un RMS moins de 1 °K, de la surface à 300 
hPa sous une couverture nuageuse partielle.  
 En utilisant seulement les données AMSU-A, AMSU-B et HIRS de Janvier 2002 
au-dessus de l'Inde, Singh et al. (2007) mettent en place un réseau de neurones 
inversant le profil vertical de température. Les RMS obtenus tout au long du profil sont 
supérieurs ou égales à 4 °K. Ce résultat est dû certainement à leur base de données 
très limitée. 
 Paul et al. (2013) sont le premier à combiner les données AMSU-A et MHS pour 
la restitution du profil de température sur une surface continentale. En ciel clair il 
obtient un RMS de 2,3 °k à 938,53 hPa, qui décroît jusqu'à 1,3 °K à 600 hPa et reste 
constant entre 600 et 300 hPa. En utilisant ces données en synergie avec les données 
infrarouges IASI, ils améliorent la restitution. 
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Les données AMSU-A utilisées exclusivement pour la restitution du profil de 
température avec les réseaux de neurones fournissent des RMS assez élevés. Le RMS 
est de 3,2°K à la surface pour l'Etat de Louisiane aux Etats-Unis (Shi, 2000) et de 3 °K 
en Inde (Mitra et al., 2010). 
 
En combinant les données AMSU-A et AMSU-B et en tenant compte de 
l'émissivité de surface Karbou et al. (2005) obtinrent un RMS de 2,1 °K à la surface. Le 
RMS décroît à 1,2 °K au niveau 930 hPa et à 0,9 °K à 850 hPa et reste constant à 0,8 
°K jusqu’au niveau 300 hPa.  
En ciel clair et au-dessus d’une surface continentale, Paul et al. (2013) 
utilisèrent les données MHS combinées avec celles d’AMSU-A. Les résultats obtenus 
sont similaires à celles de Karbou et al. 
La restitution est améliorée en utilisant en synergie les données micro-ondes 
et infrarouges (AMSU, HSB et AIRS). Même sous une couverture nuageuse partielle 
Susskind et al. (2005) développèrent un modèle fournissant un RMS de moins de 1°K 
de la surface à 300 hPa. 
Certainement dû à la faible consistance de la base de données utilisée, Singh 
et al. (2007) obtinrent un RMS supérieur ou égale à 4°K sur tout le profil vertical. 
Les données annuelles micro-ondes (AMSU-A et MHS) et infrarouges (HIRS) 
utilisées en synergie permettent d’obtenir un RMS de moins de 1°K sur tout le long 
du profil vertical.  
 
 
 
 
 
 
 
 
68 
 
3.4.2. Profil d'humidité relative 
 
 Le profil vertical d'humidité relative restitué à partir des réseaux de neurones 
utilisant les 3 types de données présente assez de similitude par rapport au profil de la 
température (Figure 3.2). Les données utilisées en synergie permettent de minimiser le 
RMS qui est compris entre 8 % à la surface et 6 % à l'altitude 300 hPa.  
Le réseau utilisant les  données micro-ondes présente un RMS de 9 % à la 
surface atteignant son minimum de 7 % au niveau 430 hPa et reste constant jusqu'à 
l'altitude 300 hPa. 
 
Figure 3.2 – Profil RMS de restitution de l’humidité relative 
 
 Les données infrarouges fournissent la plus grande erreur de restitution. Avec 
un RMS de 13 % à la surface, il croit et atteint son pic maximum de 20,7 % à l'altitude 
700 hPa. Il commence à décroître et atteint son niveau le plus bas de 10,4 % à 450 hPa. 
Ce RMS reste constant jusqu'à l'altitude 300 hPa. 
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 Karbou et al. (2006) ont procédé la restitution du profil d'humidité 
simultanément au profil de température décrit dans la partie précédente. Le réseau 
qu'ils ont conçu a un RMS de 9 % à la surface qui décroit à 7,5 % au niveau 910 hPa. Le 
RMS revient à 9 % à l'altitude 800 hPa avant d'atteindre son maximum de 10 % à 700 
hPa. Enfin il décroit à 7,5 % à l'altitude 300 hPa. 
De même, Paul et al. (2013) restituent le profil d'humidité avec un RMS allant 9 % à 7 % 
entre 938,53 hPa et 300 hPa. 
 
3.5. Conclusion 
En utilisant la méthode de régression linéaire multiple, les données micro-ondes et 
infrarouges utilisées en synergie offrent le meilleur résultat avec un RMS de 4,3 mm 
pour la restitution de la quantité d’eau précipitable. En outre, les données micro-ondes 
et infrarouges combinés fournissent les RMS les plus élevés pour la restitution de la 
température de surface et de l’humidité relative de surface. On note respectivement 
5,07°K et 15,5%. Les données micro-ondes produisent les meilleures restitutions avec 
un RMS de 2,27 °K de température et 2,37 % d’humidité relative de surface.  
 
L’approche par perceptron multi couche exploite la mise en synergie des 
données micro-ondes et infrarouges et améliore considérablement la précision de 
l’inversion. Les modèles conçus avec les données utilisées en synergie fournissent des 
RMS bas sauf pour la restitution de la quantité d’eau précipitable pour lequel le réseau 
conçu avec les données micro-ondes présente le RMS le moins élevé soit 0,56 mm.  
Tableau 3.11 : Comparatif des méthodes d’inversion 
 
Paramètre inversé Eau précipitable 
Température de 
surface 
Humidité relative de 
surface 
Méthode Régression Neurones Régression Neurones Régression Neurones 
AMSU-A + MHS  Moyen  Bon  Moyen  Bon  Moyen  Moyen 
HIRS  Mauvais  Moyen  Mauvais  Moyen  Mauvais  Mauvais 
AMSU-A + MHS + 
HIRS  Moyen  Bon  Mauvais  Bon  Mauvais  Moyen 
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Du point de vue de l’interprétation, le réseau de neurones ne nous permet pas de 
comprendre quelles variables entrent en jeu dans l’inversion du paramètre 
météorologique considéré. Tandis que la régression linéaire nous donne des 
informations sur l’importance des certains canaux par rapport à d’autres pour 
l’inversion du paramétré météorologique considéré. 
Il apparait clairement que la méthode de réseaux de neurone fourni de meilleurs 
résultats (Tableau 3.11) par rapport à la méthode de régression linéaire multiple 
compte tenue des RMS inferieurs. 
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CHAPITRE 4 : ETUDE DE CAS DE LIGNES DE GRAINS AU 
PASSAGE AU DESSUS DE DAKAR 
 
4.1. Description des lignes de grains 
Les lignes de grains sont des perturbations pluvio-orageuses improprement 
dénommées tornades se manifestant en été boréal dans les régions sahéliennes. Ce 
sont des systèmes convectifs de méso-échelle (MCS en Anglais) rapides et bien 
organisés (Mathon et al., 2002). Les lignes de grains sont constituées d’un alignement 
Sud vers le Nord de cumulo-nimbus et se déplacent d’Est en Ouest. Sa largeur dans le 
sens Nord-Sud est généralement comprise entre 300 et 800 km, mais peut atteindre 
1500 km (Adamou, 1992). Elles s’affaiblissent progressivement de façon générale en 
atteignant les côtes Ouest-Africaines (Aspliden, 1976). Ce sont les conditions de 
grandes échelles qui gouvernent son organisation (Débois et al., 1988) même si des 
conditions locales favorables au développement de la convection sont requises (Diop 
B., 1996).  
Laurent et al. (1998) ont estimé que les lignes de grains contribuent pour 95% à 
la pluie annuelle et qu’elles représentent 80% de la nébulosité convective au Sahel. 
Dans cette zone climatique la population humaine tire l’essentiel de ses moyens de 
substance des activités agro-pastorales. 
4.2. Aspect satellitaire des lignes de grains. 
Sur l’imagerie satellitale, les lignes de grains se présentent comme une masse 
nuageuse dont le bord Ouest est net et convexe, le bord Est est  plus diffus. Dès le 
début des années 1980 Fortune (1980), Martin et Scheiner (1981) ont indiqué que les 
lignes de grains pouvaient se distinguer des autres systèmes nuageux par imagerie 
satellitaire parce qu’elles présentent une forme plus compacte et ovale.  
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Une ligne de grain présente une bordure nette à l’avant, précédée d’une zone 
de «ciel clair», c'est-à-dire sans nuage, tandis que l’arrière, qui correspond souvent au 
bord Est de l’amas nuageux, est difficilement délimitable. 
                                           
Figure 4.1 – Image AVHRR d’une ligne de grain du 17 juillet 2013 
Ce phénomène de première importance a fait l’objet de nombreuses études, 
principalement de nature descriptive et dynamique (Zipser, 1969 ; House 1977). Garba 
Adamou en 1992 et B. Diop en 1996 au sein du LPAO-SF ont étudié les lignes de grains. 
Leurs trajectoires, leurs vitesses de déplacement et leurs durée de vie ont été bien 
déterminées dans la zone sahélienne [Dhonneur, 1987 ; Desbois et al., 1988 ; D’Amato 
and Lebel, 1998 ; Sall 2002]. Les travaux de Chong et Hauser, 1989 ; Houze 1993, 1997; 
Diop et al. , 1996, 2012 ont estimés les contributions de la partie convective et de la 
partie stratiforme (65 % et 35% respectivement). 
Les applications faites des données satellitaires pour l’étude des lignes de grains 
sont surtout descriptives. L’avantage des données ATOVS est qu’elles permettent 
d’avoir une vue verticale de l’atmosphère en considérant les longueurs d’ondes. Ainsi, 
il est intéressant de faire une étude de l’atmosphère soumise au passage de ligne de 
grains avec ces données. On prend 05 cas de l’année 2013 dont 02 cas avant le passage, 
01 cas pendant le passage et 02 cas après le passage des lignes de grains au-dessus 
de la région de Dakar.  
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4.3. Étude de cas de lignes de grains avec les sondeurs 
ATOVS 
 
4.3.1. Méthodologie 
 
  L’analyse des données d’observations climatiques quotidiennes a permis 
de relever toutes les lignes de grains ayant passées au-dessus de Dakar pour l’année 
2013. Les LG relevées sont au nombre de 11, mais comme les données ATOVS utilisées 
correspondent aux heures ponctuelles de 12 : 00 et 00 : 00, les cas sélectionnés ont 
pour référence ces heures. Selon la proximité de l’heure de passage des lignes de grains 
et les données ATOVS prélevées, cinq (05) cas ont été retenus. Un cas de passage du 
LG à l’heure de référence, deux (02) cas de données prélevées avant le passage et deux 
(02) cas après le passage de LG. Le tableau 1.1 suivant détaille les dates et les heures 
des données prélevées ainsi que celles de passage des lignes de grains.  
Tableau 4.1 : Caractérisation des cas utilisés dans l’étude 
Jours et heures de 
passage 
Données ATOVS 
considérées 
Caractérisation 
27 Septembre à 22 : 00 28 Septembre à 00 : 00 02 heures après 
19 Septembre à 06 : 00 19 Septembre à 12 : 00 06 heures après 
07 Août à 12 : 00 07 Août à 12 : 00 Passage 
17 Septembre à 14 : 00 17 Septembre à 12 : 00 02 heures avant 
30 Août à 16 : 00 30 Août à 12 : 00 04 heures avant 
 
 L’étude a consisté à faire une analyse d’anomalies des valeurs de températures 
de brillance par rapport à la moyenne d’été. En considérant les données micro-ondes 
et infrarouges et pour chacun des cinq (05) cas, cette étude permet de relever l’ampleur 
variationnelle des valeurs de températures de brillance de chaque canal. 
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4.3.2. Moyenne d’été 
La moyenne d’été constituée des mois de Juillet, Août et Septembre est 
effectuée avec les données micro-ondes (AMSU-A et MHS) et infrarouges (HIRS) à 12 : 
00 TU et 00 : 00 TU. La figure 4.2 montre qu’en considérant les données micro-ondes, 
la signature atmosphérique verticale est presque la même à midi et à minuit.  
 
Figure 4.2 – Moyenne d’été des données micro-ondes à 12 : 00 et à 00 : 00 
De même pour les données infrarouges, les moyennes d’été nocturne et diurne 
sont presque identiques pour tous les canaux. Sauf pour les canaux de surface 18 et 
19, les valeurs moyennes de température de brillance à midi sont supérieures à celles 
de minuit. 
 
Figure 4.3 – Moyenne d’été des données infrarouges à 12 : 00 et à 00 : 00 
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4.3.3. Données micro-ondes 
 Comme indiqué dans le tableau, la majorité des canaux AMSU-A sont sensibles 
au dioxygène (O2) donc utilisés surtout pour le sondage de temperature. Les 
fréquences des canaux AMSU-A 1, 2, 3 et 4 ainsi que tous les canaux MHS sont 
sensibles aux molécules de vapeur d’eau (H2O), donc utilisés pour le sondage de 
l’humidité spécifique. 
 Le capteur MHS étant une évolution du sondeur AMSU-B avec trois canaux 
identiques sur les cinq (05). Les canaux de vapeur d'eau AMSU-B ont des avantages 
uniques, tels que la haute sensibilité aux particules de glace [par exemple Burns et al., 
1997; Wang et al., 1997; Bennartz et Bauer, 2003] et de l'impact négligeable de la 
surface du sol et de nuages d'eau liquide du bas à la troposphère moyen. La figure 4.4 
représente les variations des canaux pour les cinq cas par rapport à la moyenne d’été. 
 
Figure 4.4 – Variations des températures de brillance microondes des cas 
considérés par rapport à la moyenne d’été 
 Afin de bien discriminer les canaux de plus grandes variations selon la situation 
atmosphérique nous effectuerons une analyse par canaux sensibles aux molécules de 
dioxygène et canaux sensibles à la vapeur d’eau. 
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4.3.3.1. Avant le passage 
 Canaux sensibles à la vapeur d’eau 
 Quatre (04) heures avant le passage du LG, les données de température de 
brillance des différents canaux sont largement inférieures à la moyenne d’été sauf pour 
les canaux 4, 5, 6 et 8. Deux (02) heures avant le passage du LG, les températures de 
brillance sont sensiblement égales à celle de la moyenne d’été, sauf pour les canaux 
d’altitude 17, 18, 19 et 20. Pour ces canaux, il y a une augmentation signifiante de la 
température de brillance par rapport à la moyenne d’été. 
 Canaux sensibles au dioxygène 
 Les données de température de brillance des canaux sensibles au dioxygène 
sont globalement proches de la moyenne d’été quatre (04) heures avant le passage du 
LG. Une augmentation d’environ 7°K est observée au niveau des canaux 5, 6 et 8 
couvrant la couche 750-150 hPa. De même 02 heures avant le passage, ces canaux 
présentent une légère augmentation par rapport à la moyenne. Les températures de 
brillance sont globalement proches de celles de la moyenne d’été pour les canaux 
restants. 
4.3.3.2. Pendant le passage 
 Au passage du LG, Les valeurs des températures de brillance concernant les 
canaux de surface (1, 2, 3, 15, et 16) montrent qu’il y a une nette augmentation par 
rapport à la moyenne d’été. Les canaux 7, 18, 19 et 20 couvrant la couche 950-500 hPa 
présentent une baisse de température de brillance par rapport à la moyenne d’été. Les 
canaux restants sensibles aux molécules d’O2 ne manifestent pas une grande variation 
par rapport à la moyenne d’été. 
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4.3.3.3. Après le passage 
 Canaux sensibles à la vapeur d’eau 
 Deux (02) heures après le passage du LG, hormis le canal 15, les canaux sensibles 
au vapeur d’eau présentent une forte augmentation de la température de brillance par 
rapport à celles de la moyenne d’été, avec un pic de + 35,4 pour le canal 2. Six (06) 
heures après le passage du LG, les données de température de brillance sont inférieures 
à celles de la moyenne, sauf pour le canal 4. 
 Canaux sensibles au dioxygène 
 Deux (02) heures et même six (06) heures après le passage du LG, les canaux 
utilisés pour le sondage de température présentent des données de température de 
brillance inferieures à celle de la moyenne d’été. En outre, les canaux 5, 6, 8 et 13 
manifestent des données de température de brillance légèrement supérieures à la 
moyenne d’été. 
4.3.3.4. Discussions 
 Cette étude nous a permis de déceler que les données des canaux microondes 
1, 2, 3 et 15 du capteur AMSU-A, ainsi que celles de tous les canaux MHS présentent 
une grande variation de valeurs pour une atmosphère soumise au passage de ligne de 
grains. 
 Yann Delhenger et Bouya Diop (2003) ont étudié une ligne de grains au passage 
sur Dakar le 27 Octobre 2001 en utilisant les données du sondeur AMSU-B. Ils ont 
constaté qu’au moment du passage de la ligne de grains la température du canal 1 
AMSU-B (16 sur la figure 4.4) présente un maximum, alors que tous les autres canaux 
pressentent un minima. La figure 4.4 confirme ces résultats, ainsi pour les canaux 17, 
18, 19 et 20 le cas du passage de la ligne de grains présente la plus basse valeur de 
température de brillance par rapport aux autres cas. De même le canal 16 présente une 
valeur élevée lors du passage de la ligne de grains. 
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 En utilisant les données du sondeur AMSU-B et du modèle global Goddard 
Cumulus, Gang Hong et al. (2005)  ont étudié une ligne de grains océanique tropicale 
simulée comme entrée d’un modèle de transfert radiatif. Ils constatent que tous les 
canaux sont influencés par les nuages convectifs profonds et leurs cirrus épais écoulant 
vers l'extérieur. De même tous les canaux sont généralement sensibles aux variations 
de la teneur glacière des hydrométéores à des niveaux supérieurs à 7 km. 
 Les canaux AMSU-B à 89, 150 et 183,3 ± 7 GHz sont fortement sensibles aux 
variations de la teneur en eau liquide à des niveaux supérieurs à 5 km. La sensibilité 
suggère qu'il devrait être possible d'estimer les propriétés des hydrométéores congelés 
à des niveaux supérieurs à 7 km pour des systèmes convectifs tropicaux profonds en 
utilisant les canaux autour de 183 GHz (canaux 18, 19 et 20). 
4.3.4. Données infrarouges 
 Les lignes de grains sont des systèmes convectifs profonds et le signal 
infrarouge s’évanouit fortement à la traversé des nuages. Ainsi les signaux infrarouges 
des canaux du sondeur HIRS pourront difficilement atteindre les couches 
atmosphériques près de la surface. Toutefois ces données utilisées en coordination 
avec les données microondes pourront être un complément améliorant les résultats de 
l’étude de l’atmosphère au passage des lignes de grains. La figure 4.5 présente les 
fluctuations des valeurs des températures de brillance des canaux HIRS (1 à 19) pour 
les différents cas.   
 
Figure 4.5 – Variations des températures de brillance infrarouges des cas considérés 
par rapport à la moyenne d’été 
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 Globalement toutes les observations présentent des températures de brillances 
inferieures à la moyenne d’été sauf pour le cas 02 heures avant le passage du LG. Les 
canaux avec une plus grande variation de valeurs de température de brillance sont : 7, 
8, 9, 10, 11, 13, 14, 17, 18 et 19. Les canaux 1, 2, 3 et 4 qui sont sensibles aux molécules 
de CO2 couvrant la couche 400-10 hPa ne manifestent pas assez de fluctuations par 
rapport à la moyenne d’été pour les différents cas considérés. 
 Deux (02) heures avant le passage de la ligne de grains,  les données de 
température de brillance de tous les canaux présentent des valeurs proches, ce qui 
pourra avoir des potentialités pour faire des prévisions à court terme du passage des 
lignes de grains. 
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CONCLUSIONS ET PERSPECTIVES 
 
L’essentiel  de  la  population  de  la  zone  Sahélienne  vit des  activités  agro- 
pastorales  dépendant ainsi  directement  des  conditions   climatiques. De nos jours, 
de nombreuses plateformes satellitaires d’observation de l’atmosphère orbitent 
autour de la terre disposant, pour la plupart, de plusieurs capteurs sondant à 
différentes longueurs d’onde (visible, infrarouge, micro-onde). 
L’apport du sondage atmosphérique par satellite peut être primordial, car il permet 
de fournir, de façon continue, des données précises et globales sur l’état de 
l’atmosphère. Ces données sont nécessaires aux prévisions météorologiques mais 
aussi à un suivi des changements climatiques. 
En dépit de la disponibilité de ces observations multifréquences, peu d’efforts ont été 
investis jusqu’à présent afin de concevoir des algorithmes de restitution qui 
exploiteraient au mieux les synergies potentielles. 
Cette thése s’inscrit dans ce cadre, il a consisté à l’etude du potentiel des capteurs 
ATOVS micro-ondes AMSU-A, MHS et infrarouge HIRS avec deux applications : 
 L’utilisation des données de température de brillance des sondeurs pour la 
restitution de la quantité de vapeur d’eau précipitable, de la température et 
de l’humidité relative. 
 L’étude de quelques cas de lignes de grains avec les données des sondeurs.  
 
L’étude ACP des données mensuelles ATOVS ont permis de confirmer pour 
chaque type de données les  différentes saisons régissant la zone d’étude. Les canaux 
ayant des caractéristiques spectrales proches sont aussi regroupés. La variable 
quantité d’eau précipitable ne présentait pas de bonnes corrélations avec les 
différents canaux utilisés. Une étude d’inversion avec les méthodes de régression 
linéaire multiple et de réseaux de neurones pourraient aboutir à des résultats assez 
satisfaisants. 
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L’inversion des  paramètres  précités  est  effectuée  en  utilisant comme  données 
auxiliaires les données de radiosondages, des tableaux d’observations climatiques et 
les données de validation sont les réanalyses ECMWF. 
Deux approches ont été utilisées en utilisant 03 types de données distinctes : les 
données micro-ondes (AMSU-A+MHS), les données infrarouges (HIRS) et les 
données micro-ondes et infrarouges utilisées en synergie (AMSU-A, MHS et HIRS). Il 
s’agit d’une approche  par la méthode  de régression linéaire multiple et une 
approche  par la méthode des réseaux de neurones. 
 
Pour la restitution de la quantité de vapeur d’eau précipitable, avec la méthode 
de régression  linéaire multiple les  données  utilisées  en  synergie offrent un  meilleur 
résultat, soit un rms de 4,3 mm et une corrélation de la droite de régression de 96 %. 
L’inversion avec les  données  micro-ondes  présente  le meilleur rms en  utilisant la 
méthode des réseaux de neurones (0,56 mm). Les données infrarouges offrent des 
moins bons résultats pour les deux méthodes. 
Les réseaux de neurones offrent une plus grande précision pour l’inversion de la 
température  de  surface en  utilisant  les  données  micro-ondes  et  infrarouges  en 
synergie, avec un rms de 0,87°K. Le réseau de neurones modélisé avec les données 
infrarouges offrent de moins bon résultats avec un rms de 2,75°K. Les données micro- 
ondes offrent une inversion avec un rms de 1,18°K. 
Les données micro-ondes fournissent un meilleur résultat avec un RMS de 2,27 °K 
avec l’équation de régression linéaire multiple modélisée. Le rms de l’équation mise 
en place avec les données infrarouges est assez proche de celui des micro-ondes 
(2,74 °K) mais l’équation  n'approxime  pas  bien  la  droite  de régression  (R ²=0,49). 
Ceci  est confirmé par une corrélation de 0,53 entre les données inversées et les 
données réelles de la base de données test. Le modèle des données utilisées en 
synergie présente le plus grand rms (5,07 °K) et les données qu'il restitue ont une 
corrélation de 42% avec les données de température de surface. 
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Le rms de l’équation de régression linéaire multiple modélisé avec les données 
micro-ondes pour l’inversion de l’humidité relative de surface est de 2,37% mais la 
corrélation  entre cette équation  et la droite de régression est assez faible (75%). Les 
corrélations des équations modélisées avec les données infrarouges et les données 
utilisées en synergie sont également faibles, soit respectivement 44% et 23% pour un 
rms respectif de 6,7% et 15,5%. 
Ainsi, l’approche  par  la  régression linéaire multiple  n’est pas  appropriée  pour  la 
restitution de l’humidité relative à partir des données ATOVS. Les réseaux de 
neurones proposent des améliorations avec un rms de 8% pour le modèle conçu à 
l’aide des données  micro-ondes et infrarouges mixées. Les données  restituées à 
partir de ce modèle présentent une corrélation de 88% avec les données ECMWF. 
Les résultats du modèle utilisant les données  micro-ondes sont assez proche 
avec celui du modèle précèdent, soit un rms de 9% et une corrélation de 84 % avec 
les données des réanalyses européennes. Les données infrarouges fournissent un rms 
dec13% et les données  inversées présentent seulement  64% de corrélations  avec 
les données ECMWF. 
L’exploitation des données micro-ondes et infrarouges ATOVS pour l’étude 
des lignes de grains a permis d’obtenir plusieurs résultats : 
  Comparaison des moyennes d’été 
 
La moyenne d’été constituée  des mois de Juillet, Août et Septembre 2013 est 
effectuée avec les données micro-ondes (AMSU-A et MHS) et infrarouges (HIRS) à 
12 :00 TU et 00 : 00 TU distinctement. 
La comparaison  des  moyennes  micro-ondes  à  midi et à minuit a montré que 
la signature atmosphérique  verticale est presque la même pour tous les canaux. On 
constate tout de même un léger écart de température de brillance pour les canaux 
MHS1 et MHS5. De même pour les données infrarouges, les moyennes d’été 
nocturne et diurne sont presque identiques pour tous les canaux. Sauf pour les canaux 
de surface 18 et 19 dont les valeurs moyennes de température de brillance à midi 
sont supérieurs à celles de minuit. 
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  Etude des lignes de grains avec les données micro -ondes 
 
La comparaison des données de température de brillance micro-ondes des 05 
cas considérées (02 cas de données des situations avant le passage de lignes de grains, 
01 cas de données ATOVS prélevées lors du passage d’une ligne de grain et 02 cas de 
données après le passage des lignes de grains) a permis d’évaluer l’ampleur 
variationnelle de chaque canal. 
Les données des canaux microondes 1, 2, 3 et 15 du capteur AMSU-A, ainsi que 
celles de tous les canaux MHS présentent une grande variation de valeurs de 
température de brillance pour une atmosphère soumise au passage de ligne de grains. 
Ces canaux peuvent fournir d’indicateurs pour l’étude ou la prévision de ces phénomènes 
orageux. 
  Etude des lignes de grains avec les données infrarouges 
 
 Avec les données infrarouges, toutes les observations présentent des 
températures de brillance inferieures à la moyenne d’été sauf pour le cas 02 heures avant 
le passage du LG. Les canaux avec une plus grande variation de valeurs de température 
de brillance sont les suivants : 7, 8, 9, 10, 11, 13, 14, 17, 18 et 19. Les canaux 1, 2, 3 et 4, 
qui sont en outre sensibles aux molécules de CO2  couvrant la couche 400 –10 hPa ne 
manifestent pas assez de fluctuations par rapport à la moyenne d’été pour les différents 
cas considérés. 
 
Les potentialités des données des sondeurs ATOVS micro-ondes et infrarouges 
sont très peu exploitées. Les résultats obtenus dans cette thèse peuvent être 
approfondies en élargissant les dimensions temporelle et spatiale de la base de données 
ATOVS utilisée. En effet, selon la disponibilité des données satellitaires, l’étude peut 
concerner plusieurs villes Sahéliennes et ceci sur une période assez large. 
Des bases de données supplémentaires telles issues des réanalyses NCEP/NCAR, des 
modèles numériques globaux ou régionaux, peuvent servir de base d’apprentissage, ou 
de base de validation pour l’inversion de certains paramètres météorologiques. Enfin des 
champs de recherches tels que des études de prévision à court terme ou d’estimation 
de la pluviométrie pourront exploiter les potentialités des données ATOVS micro-ondes 
et infrarouges. 
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ABSTRACT: A multiple linear regression method and a neural network method are 
performed to retrieve the Precipitable Water Vapor, surface temperature and relative 
humidity using microwave (AMSU-A, MHS) and infrared (HIRS) ATOVS sounders. Each 
method is performed using microwave, infrared, and mixed data separately to assess 
the best. Near nadir ATOVS data of Dakar region (Senegal) at 12:00 AM and 12:00 PM 
are used for the whole year 2013. Learning data are from radiosonde and in situ 
measurements. By comparing them with retrieved data, ECMWF reanalysis data help 
to validate the different methods. The multiple linear regression method provides 
good results for microwave data with an RMS of 4.65 mm, 2.27 °K and 2.37 % 
respectively for PWV, surface temperature and surface relative humidity retrieval. 
Mixed data presents the greatest RMS error, except for PWV retrieval (2.3 mm) whose 
regression equation, moreover, contains only microwave channels. The neural network 
significantly improve the results, providing RMS error of 0.56 mm for the PWV retrieval 
with the microwave neural network, 0.87 °K  for the surface temperature restitution 
with the mixed data neural network and 8%  for the surface relative humidity retrieval 
with the mixed data neural network too. Additionally with the neural network method 
we retrieved the temperature and relative humidity profiles at 33 pressure levels from 
the surface to 300 hPa. Mixed data provide better results with an RMS between 0.7 °K 
and 0.87 °K for the temperature profile and between 6% and 8% for the relative 
humidity profile.  
KEYWORDS: AMSU-A, MHS, HIRS, PWV, Temperature, Humidity, Neural network, 
Regression.  
1 INTRODUCTION  
Radiosonde is the reference tool for atmospheric sounding; however the effectiveness 
of radiosonde is limited by their low and inhomogeneous spatial distribution on the 
globe, especially in African region, and also by their insufficient time availability (usually 
twice a day). Nowadays numerous atmospheric observation satellite platfoRMS 
orbiting around the earth embark, mostly, multiple sensors at different (microwave, 
visible, infrared) wavelengths. Despite the availability of these multi-frequency 
observations, little effort has been invested to design algorithms that exploit the best 
potential synergies for atmospheric variables retrieval. Several sensors can be sensitive 
to the same atmospheric variables, so using them in conjunction can improve the 
accuracy of the retrievals.   
ATOVS (Advanced TIROS Operational Vertical Sounder) radiometers flying on the 
NOAA (National Oceanic and Atmospheric Administration), MetOp, AQUA and other 
polar orbiting satellites have several potential not exploited enough. ATOVS sounders 
AMSU-A, MHS (evolution of AMSU-B) and HIRS measure the outgoing radiances from 
the atmosphere and the Earth surface in the microwave band (AMSU-A and MHS) or 
the infrared band (HIRS).   
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Several retrieval techniques have been developed for temperature and/or humidity 
sounding with ATOVS and other sounders measurements [[1], [2], [3], [4], [5], [6], [7], 
etc.]. Over ocean, the ATOVS measurements are now routinely assimilated in NWP 
systems and they provide unique atmospheric profiling capabilities. Over land 
however, the ATOVS measurements are not fully exploited. At best, only the channels 
that are not contaminated by surface contributions are assimilated, thus limiting the 
profiling potential to the higher atmospheric layers.   
Contrarily to the ocean emissivity, the land surface emissivity is high, often close to 
unity, leading to difficulties in discriminating between surface and atmosphere 
contributions. In the present study, we used AMSU-A, MHS and HIRS brightness 
temperature data to retrieve Precipitable Water Vapor (PWV), surface temperature and 
humidity with two (02) methods: A multiple linear regression method and a neural 
network approach. Initial guess data are radiosonde and in-situ measurements. 
ECMWF data are used for validation by comparing them with retrieved data.   
Additionally with the neural network method, we retrieved the atmosphere’s vertical 
temperature and humidity profiles from the surface to 300 hPa altitude. Information of 
temperature and moisture distribution in the vertical atmosphere is useful in Aviation 
meteorology, synoptic forecasting and numerical modeling.  
In the first section we describe the study data. The retrieval approaches are presented 
in section 2. In the section 3 we will present the retrieval results and discussions. Section 
5 concludes this study.  
2  DATA  
Several data sets are used for this study; it is mainly satellite ATOVS sounders AMSU-
A, MHS and HIRS, radiosonde, climate observations tables and ECMWF reanalysis. The 
study area is that of Dakar, Senegal.  
2.1 RADIOSONDE  
Radiosonde observations provide independent and unique reference for many altitude 
meteorological variables such as PWV, temperature and humidity profiles, wind speed 
etc. However, they are unevenly distributed over the Earth with different measurement 
accuracy. They are particularly scarce in Africa. Launched at the Dakar point latitude 
14.73° and longitude 17.5°, radiosonde system provides data at fixed times twice a day 
at 12:00 AM and 12:00 PM. Records of radiosonde measurements are archived at many 
meteorological centers. We used data available on the University of Wyoming (United 
States) website: http://weather.uwyo.edu/upperair/sounding.html.  
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2.2  ATOVS DATA  
The main objective of our study is the use of ATOVS sounders retrieval potential. In 
keeping with the availability of radiosonde at 12:00 AM and 12:00 PM, we are 
interested in satellite data of Dakar at these times. By using a tracking satellites 
software, those passing over Dakar at any hours were listed, it is the NOAA 19 and 
Metop-A for the year 2013. A database of AMSU-A, MHS and HIRS sounders was 
formed for the Dakar region for the full year 2013 at 12:00 AM and 12:00 PM.  ATOVS 
data are freely available on the website of the NOAA CLASS (Comprehensive Large 
Array-data Stewardship System): http: // www.class.noaa.gov/. The raw satellite data 
are pre-processed using the AAPP (ATOVS and AVHRR Preprocessing Package) 
software produced by the Met Office, in partnership with ECMWF, KNMI and Météo-
France. Data's spatial resolution is 0.5° x 0.5° around the Dakar point 14.73 ° latitude 
and 17.5 ° longitude, the radiosonde balloon launching point. The brightness 
temperature data included in this grid are averaged.  
2.2.1  AMSU  
AMSU (Advanced Microwave Sounding Unit) radiometers measure microwave 
radiations emitted by the earth, the ocean and the atmosphere in different frequencies. 
This radiation is converted into brightness temperature. Microwave measurements at 
frequencies below 20 GHz have the advantage of having very large wavelengths 
compared to the size of water droplets in the atmosphere, and large enough to cross 
the atmosphere and reach the surface (Smith and Mugnai 1989).   
They are two AMSU sensors, AMSU-A and AMSU-B (former to the MHS). With channels 
in the oxygen absorption band, AMSU-A is designed to retrieve the atmospheric 
temperature from about 3 hPa (~45 km) down to the Earth’s surface. AMSUB module 
makes measurements in the vicinity of the strong water vapor absorption line at 183 
GHz and is used for atmospheric water vapor sounding. Therefore, the use of AMSU 
measurements in operational Numerical Weather Prediction (NWP) models can 
potentially provide accurate monitoring of both air temperature and moisture profiles 
with good temporal and spatial sampling. Compared to infrared sounding 
measurements, AMSU observations are less sensitive to high thin and non precipitating 
clouds.  
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 Fig. 1. Electromagnetic spectrum region used by microwave 
radiometers  
AMSU-A is designed to measure radiances in 15 channels (Table 1) in discrete 
frequency. It is used to measure the vertical profile of atmospheric temperature and 
humidity and provides information on atmospheric water in all its foRMS (except for 
ice small particles transparent to microwave).   
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Table 1. Frequencies, absorbing constituent and atmospheric layer of maximum 
sensitivity corresponding to AMSU-A channels  
Channel   Frequency (GHz)  Principal absorbing 
Constituant  
Level of maximum 
sensitivity (hPa)  
1  23.8  H2O   Surface  
2  31.4  H2O   Surface  
3  50.3  H2O   Surface  
4  52.8  H2O    950  
5  53.596  ± 0.115   O2   750  
6  54.4  O2   400  
7  54.94  O2   250  
8  55.5  O2   150  
9  57,290  O2   85  
10  57.29  ±  0.217  O2   50  
11  57.29  ±  0.322  ±  0.048   O2   25  
12  57.29  ±  0.322  ±  0.022   O2   10  
13  57.29  ±  0.322  ±  0.010  O2   5  
14  57.29  ±  0.322  ±  0.0045  O2   2.5  
15  89  H2O   Surface  
  
AMSU-B has 5 frequency channels created for humidity sounding and comprises (Table 
2).  Two (02) channels are centered at 89 GHz and 150 GHz, and the other three are 
centered on the water vapor absorption line at 183.31 GHz.   
Table 2.  Frequencies, absorbing constituent and atmospheric layer of maximum 
sensitivity corresponding to AMSU-B channels.  
Channel   Frequency (GHz)  Principal absorbing 
Constituent  
Level of maximum 
sensitivity (hPa)  
1  89.9 ± 0.9  H2O  Surface  
2  150 ± 0.9  H2O  Surface  
3  183.31 ± 1.00  H2O  500  
4  183.31 ± 3.00  H2O  700  
5  183.31 ± 7.00  H2O  950  
 Atmospheric maximum sensitivity level with respect to a molecule for each channels 
frequency channels, is determined using the sensors weighting functions (Figure 2). 
Figure 1 shows the opacity due to oxygen (O2) and water vapor (H2O) according to 
the microwave frequencies. At 23.8 GHz (Channel 1 of AMSU-A) we have a weak 
water vapor absorption ray.  
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Around 89 GHz (Channel 15 of AMSU-A) and channel 1 of AMSU-B, we notice the 
existence of atmospheric windows (frequency band where the absorption by the 
atmosphere is minimal). These windows facilitate "access to the surface" and thus 
make possible its variables study.  
  
Fig. 2.  AMSU frequencies Weighting functions (23 to 190 GHz) for a tropical 
atmosphere and a nadir measurement configuration (Karbou et al., 2006)  
2.2.2  MHS  
MHS (Microwave Humidity Sounder) is a 5 channels radiometer which is a 
development of AMSU-B. Channels 1, 3 and 4 are the same for the two sensors (Table 
3).  
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Table 3. Frequencies, absorbing constituent and atmospheric layer of maximum 
sensitivity corresponding to MHS channels.  
Channel   Frequency (GHz)  Principal absorbing 
Constituant  
Level of maximum 
sensitivity (hPa)  
1  89.9  H2O  Surface  
2  157  H2O  950  
3  183.31 ± 1.00  H2O  500  
4  183.31 ± 3.00  H2O  700  
5  190.3  H2O  900  
2.2.3  HIRS  
HIRS (High-resolution Infrared Radiation Sounder) is a 20 atmospheric sounding 
channels (Table 4) operating in the infrared. It provides multi-spectral data of a visible 
channel (0.69 microns), 07 shortwave channels (3.7 to 4.6 microns) and 12 long wave 
channels (6.7 to 15 microns) using one telescope and a rotating filter containing 20 
individual spectral filters.   
Table 4. Frequencies, absorbing constituent and atmospheric layer of maximum 
sensitivity corresponding to HIRS channels.  
Channels  
Frequency  Principal 
absorbing 
Constituant  
Level of maximum sensitivity (hPa)  -1 
(cm )  
(μm)  
1  668  14,95  CO2  30  
2  680  14,71  CO2  60  
3  690  14,49  CO2  100  
4  703  14,22  CO2  400  
5  716  13,97  CO2  600  
6  733  13,64  CO2  / H2O  800  
7  749  13,35  CO2  / H2O  900  
8  900  11,11  Window  Surface  
9  1,030  9,71  O3  25  
10  802  12,47  H2O  900  
11  1,365  7,33  H2O  700  
12  1,533  6,52  H2O  500  
13  2,188  4,57  N2O  1000  
14  2,210  4,52  N2O  950  
15  2,235  4,47  CO2  / N2O  700  
16  2,245  4,45  CO2  / N2O  400  
17  2,420  4,13  CO2  5  
18  2,515  4,00  CO2  Surface  
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19  2,660  3,76  Window  Surface  
20  14,500  0,69 (m)  Visible  Surface / Clouds  
  
Since its first launch on NOAA TIROS-N in 1978, there have been four generations of 
HIRS but only minor changes were made to the original design. The basic sounding 
channels remain the same. The sensor measures the brightness temperatures in the 
infrared spectrum of which data can be used in conjunction with microwave data to 
calculate the temperature and humidity vertical profiles, oceans surface temperature, 
atmospheric ozone or cloud cover.  
2.3 CLIMATE OBSERVATION TABLE  
The daily climate observation table provides meteorological surface parameters every 
hour. They can provide almost instant overview of climate with various parameters 
such as temperature, humidity, dew point temperature, pressure, visibility, wind speed, 
wind direction, rainfall, etc.  
2.4 ECMWF REANALYSIS  
It is an operational model of the European Center for Medium range Weather 
Forecasting (ECMWF). It produces 04 global analyzes per day, 00, 06, 12 and 18H 
obtained from two cycles of assimilation 4D-var (method of fitting the model to 
observations). ERA-Interim reanalysis [8] realize the synthesis of all in situ and remote 
sensing data from 1979. The data we use are sized on the grid set around the 
radiosonde launch point in Dakar. They can be retrieved from the dedicated website: 
http://data-portal.ecmwf.int/data/d/interim_full_daily/.  
3 METHODOLOGY  
ATOVS sounders have meteorological parameters retrieval potential not fully exploited 
[5]. Over the ocean, temperature, humidity or PWV retrieval is now well advanced, and 
even assimilated into some global models (Météo-France, ECMWF, NOAA, etc.). 
Therefore it is very interesting to be able to implement effective retrieval methods over 
the continents.   
Two (02) approaches are used in order to retrieve the temperature, humidity and PWV: 
Multiple linear regression, and neural networks. PWV, temperature and humidity 
profiles data used for learning are from radiosonde. Surface temperature and humidity 
are from climate observations tables. Each retrieval method uses three (03) types of 
data:   
• Microwave data (AMSU-A and MHS): 19 channels are concerned, having 
held a malfunction at the channel 7 of AMSU-A.  
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• Infrared data (HIRS): Similarly, the HIRS channel 20 does not provide 
enough usable data, thus has 19 channels.  
• Microwave and infrared data synergy: 19 microwave channels and 19 
infrared channels, so a total of 38 channels.  
This approach will allow us to measure the effectiveness of the data type in relation to 
the retrieved variable. Our objective is to retrieve the satellite data in all conditions, 
day or night, cloudy or clear sky, etc. Thus day time data (12:00 PM), night data (12:00 
AM) and 2013 all seasons data are mixed.   
So the final database that we have is:  
• 617 microwave data;  
• 546 Infrared data;   
• 528 microwave and infrared mixed data.   
The difference between the data numbers is due to the fact that for some samples, 
data from some sensors are unavailable (especially HIRS), according to the operational 
sensors independence. For each case, 1/3 of the data are assigned to the test database 
whereas 2/3 of the data are attributed to the learning database. ECMWF reanalysis 
data are used for validation.  
4 RESULTS AND DISCUSSIONS  
4.1 MULTIPLE LINEAR REGRESSION METHOD  
Multiple linear regression method allows identifying easily the predominant channels. 
A filter of inputs variables (channels) is set up with a significance test at 5 %. In the 
linear regression, each output of the algorithm is a linear combination of the inputs 
and an eventual bias. The parameters (different weights for each input and bias) of the 
regression are adjusted to minimize the difference between the retrieved variables and 
real variables (in the sense of least squares) through the learning base.   
Statistical variables used to evaluate the model performance are: The model coefficient 
of determination R², the RMS (root mean squared) of the model, correlation coefficient 
(corr) and standard deviation (std) between real data of the test database and data 
predicted by the model. The RMS variable is the square of the residual variance of the 
model while R² measures the difference between the data and the fitted regression 
line.   
The standard deviation (std) and the correlation between retrieved data and ECMWF 
data will evaluate the validation.  
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4.1.1 PWV RETRIEVAL  
The precipitable water vapor (PWV) is essential for weather studies because of its 
greenhouse effect and its influence on the prediction. Table 5 reports the model 
equations found for 03 types of data, which AMAi is channel i of AMSU-A, MHSi 
channel i of MHS and HIRSi channel i of HIRS.  
Table 5. Multiple linear regression equations for precipitable water vapor restitution  
Inputs  Model equation  
AMSU-A and MHS  -202.20 + 0.68 * AMA1 – 0.57 *  AMA2 + 0.41 * AMA3 – 1.31 *  
AMA4 + 1.68 *  AMA6 +  
0.43 *  MHS1 – 0.20 *  MHS2  
HIRS  7.93 + 6.34 *  HIRS2 – 7.14 *  HIRS3 – 3.84 *  HIRS4 + 7.49 *  HIRS5 – 
6.56 *  HIRS7 + 2.51  
*   HIRS8 – 2.82 *   HIRS9 + 1.22 *  HIRS14 + 2.29 *  HIRS15  
AMSU-A, MHS and 
HIRS  
-298.6 + 0.68 *  AMA1 – 0.49 *  AMA2 + 0.99 *  AMA6 + 0.46 *  
MHS1 – 0.25 *  MHS2  
  
Performance parameters (statistics) of these equations (Table 6) can judge what kind 
of data retrieve the PWV with utmost accuracy. Retrievals model RMS errors clearly 
show that the infrared data are not informative enough for PWV retrieval (10.74 mm).   
Microwave and infrared data used synergistically provide a better outcome with an 
RMS of 4.3 mm. Data are also well correlated (96 %) with the regression line the std 
between the rendered data and the actual data in the database test is 3.2 mm. The 
model using microwave data has results quite close to the model combining the 
microwave and infrared data. This explains why the model designed with mixed 
microwave and infrared data has no infrared channel.  
Table 6. Regression equations for precipitable water vapor restitution performances.   
Inputs    R² 
(%)  
RMS 
(mm)  
corr (%)  std (mm)  ECMWF   
corr (%)  
ECMWF 
std (mm)  
AMSU-A and MHS  93  4.65  93  3.8  87  4.4  
HIRS  64  10.74  59  8.3  47  10.9  
AMSU-A, MHS and HIRS  96  4.3  94  3.2  87  4.3  
  
ECMWF Validation data confirm the results found above. The model using microwave 
and infrared data synergistically has the best results. PWV data retrieved with this 
model have a correlation of 87% and a standard deviation of 4.3 mm with reanalysis 
PWV data. Similarly, the validation of the microwave model presents a correlation of 
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87% and a standard deviation of 4.4 mm. PWV data retrieved from the infrared model 
are weakly correlated with the ECMWF data with a standard deviation of 10.9 mm.  
4.1.2 SURFACE TEMPERATURE RESTITUTION  
The Ocean emissivity is about 0.5 which enables the sea surface temperature (SST) 
assimilation in NWP models. Continental surfaces emissivity close to 1 increases the 
difficulty of surface parameters restitution. Our study area, Dakar region is located on 
the coast so our remote sensing data are contaminated by continental emissivity. Table 
7 details the regression algorithms implemented.   
Table 7. Multiple linear regression equations for surface temperature retrieval  
Inputs  Model equation  
AMSU-A and MHS  -146.99 + 0.19 *  AMA1 – 0.11 *  AMA2 – 0.19 *  AMA3 + 1.86 *  
AMA5 – 2.18 *  AMA8 +  
0.79 *  AMA10 – 0.66 *  AMA11  
HIRS  17.95 – 0.6 *  HIRS3 + 1.02 *  HIRS4 + 0.94 *  HIRS6 – 2.76 *  HIRS7-
0.39 *  HIRS9 + 1.23 *  HIRS10 + 0.5 *  HIRS17  
  
AMSU-A, MHS and 
HIRS  
-276.86 + 1.4 *  AMA5 – 1.09 *  AMA6 + 0.09 *  AMA9 – 1.02 *  
HIRS7 + 0.7 *  HIRS10 –  
1.23 *  HIRS13 + 1.02 *  HIRS15 + 1.38 *  HIRS18 – 0.83 *  HIRS19  
  
The passive microwave emission can penetrate non-precipitating clouds, providing a 
better representation of the surface temperature in almost any condition with respect 
to cloud cover. Thus microwave data provide a better result with an RMS of 2.27 °K 
(Table 8).   
The RMS of the infrared equation is quite close to that of the microwave (2.74 ° K) but 
the equation does not fit the regression line (R² = 0.49). This is confirmed by a 
correlation of 0.53 between the inverted data and real data of the test database. 
Microwave and infrared mixed data model is not accurate. Its RMS is 5.07 °K and the 
retrieved data has a correlation of 42 % with surface temperature data.  
   
Table 8. Regression equations for surface temperature restitution performances.   
Inputs  R² (%)  RMS (°K)  corr (%)  std (°K)  ECMWF  
(%)  
corr  ECMWF std 
(°K)  
AMSU-A and MHS  82  2.27  86  2.24  82   2.47  
HIRS  49  2.74  53  2.6  49   4.2  
AMSU-A, MHS and HIRS  40  5.07  42  3.5  35   5.1  
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ECMWF data confirm the microwave model good performance with a correlation of 82 
% and 2.47 °k standard deviation with retrieved data. Surface temperature retrieved 
from infrared model and mixed data model are poorly correlated with reanalysis data 
(respectively 49% and 35 %). these models are not accurate enough.  
ATOVS sensors are not used enough to retrieve land surface temperature. Reference 
[2] retrieved the surface temperature over the state of Louisiana (United States). Using 
AMSU-A data, his model has an RMS of 4.8°C.  In clear sky, [7] obtained an RMS of 
2.2°K with a multiple regression model using AMSU-A and MHS data. They performed 
also a model using microwave AMSU-A and MHS in synergy with infrared IASI data, it 
provides an RMS of 1.8°K. While over ocean in clear sky, the RMS is 2.6° K for the 
microwave model, and 0.9°K for mixed data model. Land surface temperature retrieved 
are also performed with other sensors, [9] established a linear regression model 
between the microwave sensor AMSR-E (Advanced Microwave Scanning Radiometer-
EOS) and MODIS (Moderate-Resolution Imaging Spectroradiometer) surface products. 
Data refer to the Guangdong Province of China and the RMS of the retrieval is about 
3°K.  
4.1.3 SURFACE RELATIVE HUMIDITY RESTITUTION  
Surface humidity retrieval over ocean from satellite data using a multiple linear 
regression method was the subject of much research. Reference [10] proposed an 
algorithm for the specific humidity retrieval by setting up an empirical relationship 
between the content of integrated water vapor and surface specific humidity between 
10 and 20 m. This relationship was established using radiosonde data on four islands 
and verified using SMMR (Scanning Multichannel Microwave Radiometer) radiometer 
observations. The RMS between retrieved values and in situ observations is 0.8 g/kg.  
To get a better specific humidity estimation using the SSM/I (Special Sensor 
Microwave/Imager) radiometer at instantaneous scale, [11] developed a method for 
the integrated water vapor retrieval over an altitude between 0 and 500m, whereas the 
majority of the water vapor in the boundary layer. To establish the algorithm, they used 
data from radiosonde carried out by different research boats in the Atlantic Ocean, the 
North Sea, the Indian Ocean and the North East Atlantic. To validate their results, they 
used the research boats data. Their results show a standard deviation of 1.2 g/kg 
compared with in situ measurements.  
Reference [11] used SSM/I brightness temperatures measured at 19 GHz, 22 GHz and 
37 GHz frequencies, as well as measurements of radiosonde to establish multiple linear 
regression model. The accuracy of this relation is 0.06 g/cm RMS.   
Reference [12] have slightly improved the specific humidity estimation quality through 
the use of a more direct relationship between the brightness temperature and the 
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humidity, which uses different frequencies from those operated by [11]. In their work, 
[12] used boats in situ observations instantaneously. The retrieval RMS is 1.1g/kg.   
However, a comparison made by [11] between [12]'s model and in situ measurements, 
shows a low bias of 0.06 g/kg, but a significant RMS of 1.6 g/kg. This proves that model 
does not take account for all possible situations, and it is only suitable for a specific 
region.  
Similarly, [13] showed that [11]'s model had a sizeable seasonal bias. To eliminate this 
bias they proposed, by the linear regression method, a new model that uses the same 
SSM/I channels frequency than [11], but in situ data are from buoys TAO, NDBC 
(National Data Buoy Center) and ODAS (European Offshore Data Acquisition System). 
This model was validated with COADS (Comprehensive Ocean Atmosphere Data Set) 
measurements which represent a collection of ocean surface observations from 1784 
to 1997. Reference [13]’s algorithm has an RMS of 1.1 g/kg.  
Reference [14] was the first to explore AMSU potential for specific humidity retrieval. 
They mainly focused on improving the specific humidity retrieved SSM/I. To this 
purpose, they developed a new instantaneously humidity retrieval method, based on 
AMSU data but also SSM/I data. In situ measurements used for the retrieval method 
adjustment are from a hygrometer operating at infrared wavelengths, and placed 
aboard research boats during several measurement campaigns. The difference found 
by [14] is 0.96 g/kg.  
Using AMSU-A and AMSU-B data over the ocean, [6] developed an algorithm for 
specific humidity retrieval with an RMS of 1.01g/kg and 0.86 g/kg, compared to the 
validation data, which are hourly PIRATA and TAO observations.  
Table 9. Multiple linear regression equations for surface relative humidity retrieval  
Inputs  Model equation  
AMSU-A and MHS  552.93 – 4.6 *  AMA5 + 6.74 *  AMA6 – 4.47 *  AMA8 -  2.39 *  
AMA10 + 1.93 *  AMA11 + 0.54 *  MHS1  
HIRS  94.68 + 1.81 *  HIRS3 – 2.68 *  HIRS4 + 1.44 *  HIRS6 – 1.7 *  
HIRS9 – 1.87 *  HIRS13 +  
2.66 *  HIRS14 + 0.94 *  HIRS17 – 0.59 *  HIRS19  
AMSU-A, MHS and 
HIRS  
339.96 – 4.34 *  AMA5 + 6.4 *  AMA6 – 4.08 *  AMA8 + 0.61 *  
MHS1 + 0.3 *  MHS2 –  
3.37 *  HIRS8 + 3.79 *  HIRS10 – 0.45 *  HIRS19  
   
Table 9 reports algorithms found from the three used data sets. The maximum 
emissivity over continents strongly influences the surface parameters retrieval from 
satellite data. Microwave model have accurate retrieval RMS of 2.37% but the model 
fitted 75% the regression line (Table 10).  
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The correlation between retrieved surface relative humidity from this model and real 
data is about 70%. Infrared model's RMS increase to 6.7% for R²=0.44 and a 
correlation of 52%. Mixed data model provide a 15.5 % with R²=0.23 and 25 % of 
correlation. Microwave model provide best results.  
Table 10. Regression equations for surface relative humidity restitution performances.   
Inputs  R² (%)  RMS (%)  corr (%)  std (%)  ECMWF corr 
(%)  
ECMWF std 
(%)  
AMSU-A and MHS  75  2.37  70  6.4  63  9  
HIRS  44  6.7  52  10.2  43  15.2  
AMSU-A, MHS and 
HIRS  
23  15.5  25  14.8  31  18.3  
  
Validation performances are in respect with models performances. So the biggest 
standard deviation is for the mixed data model (18.3%), then the infrared model 
(15.2%) and finally the microwave model (9%).Correlations are distributed inversely 
with 63% for the microwave model, 43 % for the infrared model and 31 % for the mixed 
data model.   
4.2 NEURAL NETWORK APPROACH  
Multiple linear regression, as the name suggests is a linear method, which can be 
inadequate to simulate non-linear relationships between inputs and outputs. It is 
common to use this method as a first test for neuronal method used thereafter [7]. 
Neural methods are particularly efficient algorithms for remote sensing. Retrievals 
done following are with neural networks. Neural networks that we use are Multi Layer 
Perceptrons [15]. If enough samples are provided, all continuous relations, as complex 
as they are, between inputs and outputs can be represented by a multi-layer 
perceptron.  
This study is divided into two parts; firstly, we will retrieve the previous study 
parameters: PWV, surface temperature and relative humidity. Then a method to 
retrieve 33 temperature and relative humidity profiles from surface to 300 hPa is 
performed. Data of 33 pressure levels are from radiosonde.  
Retrievals will be made with three (03) data sets: Microwave, infrared and mixed. Neural 
networks are a form of nonlinear regression. Thus for each data type temperature, 
relative humidity and/or PWV will retrieve simultaneously. This allows us to design a 
network by data type (Table 11). 2/3 of the database are used for learning, the third to 
test the network and ECMWF data will be compared with data returned for validation 
(only for PWV, surface temperature and humidity retrieval).  
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The neural network using microwave data for PWV, surface temperature and specific 
humidity retrievals have 19 inputs (15 AMSU-A channels and 5 MHS channels), 2 
hidden layers of 20 neurons each. The number of outputs is 3 (Table 10).  
Similarly for the neural network using infrared data, the number of inputs is 19 
(channels 1 to 19 HIRS), the provisions of hidden layers are the same. Network using 
data synergy will therefore have 38 inputs (2 x 19).  
Table 11. Retrieval neural networks Architectures.  
Retrieval type  Data  
 
Inputs  Hidden 
layers  
Neurons per 
hidden layer  
Outputs  
03 parameters  Microwave  19  2  20-20  3  
03 parameters  Infrared   19  2  20-20  3  
03 parameters  Microwave 
infrared  
and  38  2  30-20  3  
Temperature and  
relative humidity 
profiles  
Microwave  
 
52  2  40-35  66  
Temperature and  
relative humidity 
profiles  
Infrared  
 
52  3  40-40  66  
Temperature and  
relative humidity 
profiles  
Microwave 
infrared  
and  71  3  50-40  66  
  
For the vertical profile of temperature and relative humidity at 33 pressure levels 
retrieval, we set these pressure levels as inputs. Thus the network using microwave 
data have 52 (19 + 33) inputs, even for the network using infrared data. Network using 
data synergy has 71 inputs (19 x 2 + 33). The number of outputs is the same for the 
various networks and equal to 66 (33 temperature profiles and 33 humidity profiles).  
Three (03) variables are used for statistical evaluation of PWV, surface temperature and 
specific humidity retrievals. The RMS (between retrieved data and test data), 
correlation (corr) and standard deviation (std) between the ECMWF data and retrieved 
data. Only RMS will evaluate the temperature and humidity profiles neural networks 
performances.  
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4.2.1 PWV RESTITUTION  
Reference [16] was the first to use AMSU-B data to retrieve the PWV with a neural 
network. Above the Arctic region they got a 1 mm RMS. Using MHS data combined 
with AMSU-A, we got a 0.56 mm RMS (Table 12). Infrared data show the largest RMS, 
in keeping infrared radiation absorption by water particles. However, neural networks 
improve the restitution relative to the multiple linear regressions with an RMS 
difference of 7.34 mm for infrared data and 2.05 mm for the data used in synergy.   
Table 12. Performances of PWV retrieval neural networks.  
Inputs  RMS (mm)   ECMWF corr 
(%)  
ECMWF std (mm)  
AMSU-A and MHS  0.56  92   2.7  
HIRS  3.4  73   5.6  
AMSU-A, MHS and HIRS  2.25  81   3.4  
  
Reanalysis data are well correlated (92%) with the retrieves PWV by the microwave 
network whose standard deviation is 2.7 mm data. The standard deviation is 5.6 mm 
(73 % of correlation) with the infrared network retrieved data and 4.4 mm (81 % of 
correlation) with the mixed network retrieved data. Improvements are respectively 5.6 
mm and 0.9 mm from the multiple linear regression models.  
Retrieval RMS with the microwave sensor AMSR-E data using a neural network is about 
3 mm above Europe [17], and the infrared data to 6.8 mm above the Europe and Africa 
[18].  
4.2.2 SURFACE TEMPERATURE RETRIEVAL  
Reference [3] developed a new neural network and variant assimilation method, and 
the theoretical RMS of land surface temperature retrieval over globe is 1.3K in clear-
sky conditions and 1.6K in cloudy scenes. Reference [19] performed a neural network 
with 2.9 °K RMS for the surface temperature restitution using the SSM/I and ISCCP 
data. Reference [5] retrieved land surface temperature  using neural network model 
with a RMS of 2.1 °K taking into account emissivity data with AMSU-A and AMSU-B, 
ECMWF and ISCCP data.  
The RMS of the neural network (Table 13) designed with microwave data is 1.18 °K 
thus a decrease in RMS of 1.09 °K relative to the multiple linear regression model. 
Synergy data network give the best result with an RMS of 0.87 °K, 4.2 °K less than the 
regression model RMS. The neural network using infrared data provides an RMS of 
2.75 °K.  
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Table 13. Performances of surface temperature retrieval neural networks  
Inputs  RMS (°K)   ECMWF corr (%)  ECMWF std (°K)  
AMSU-A and MHS  1.18  88   2.3  
HIRS  2.75  79   1.7  
AMSU-A, MHS and HIRS  0.87  92   1.2  
  
Surface temperature retrieved data using the microwave neural network is well 
correlated with the ECMWF surface temperature data. The standard deviation is 2.3 °K. 
For the network using infrared data, performances are slightly lower. But the data used 
synergistically improve validation results with a correlation of 92% and a standard 
deviation of 1.2 °K.  
4.2.3 SURFACE RELATIVE HUMIDITY RESTITUTION  
Using a neural network model, [5] retrieved specific humidity on a land surface with a 
RMS of 9% with AMSU-A and AMSU-B, ISCCP and ECMWF data taking into account 
the emissivity. This same RMS is found with the neural network designed by learning 
microwave data (Table 14). The RMS of the microwave network is slightly lower (8%) 
than the while the infrared neural network has an RMS of 13%.  
Table 14. Performances of surface relative humidity retrieval neural networks  
Inputs     RMS (%)  ECMWF corr (%)  ECMWF std (%)  
AMSU-A and MHS  9   84  9  
HIRS  13   64  15  
AMSU-A, MHS and HIRS  8   88  7  
  
ECMWF data show good correlation (80 %) and lower standard deviation (7%) with 
surface relative humidity retrieved from the neural network using microwave and 
infrared data synergistically. The network using microwave data has similar results. For 
the infrared neural network the correlation is weak (64%) and 15% of standard 
deviation.   
 
 
111 
 
4.2.4 TEMPERATURE AND HUMDITY PROFILES RETRIEVAL  
4.2.4.1 TEMPERATURE PROFILE RETRIEVAL  
Temperature profiles, from the surface to 300 hPa, retrieved with three (03) datasets 
are presented in Figure 3. The network with the mixed data has an RMS of 0.87 °K at 
the surface, which decreases with the height reaching a minimum of 0.7 °K. The 
microwave network has an RMS of 1.18 °K on the surface; it reaches a minimum of 0.86 
° K at 552 hPa and remains constant up to 300 hPa.   
 
 Fig. 3. RMS error profiles for temperature profile retrieval  
The network performed with infrared data has the largest RMS of all datasets. The 
surface RMS is 2.75 °K, peaking 3° K at 850 hPa, it begins to decrease with altitude. A 
minimum of 1.2 °K is reached at level 400 hPa and remains constant up to 300 hPa.  
Reference [2] carried out temperature profile retrieval with a neural network using 
AMSU-A data over Louisiana State (United States). The RMS on the surface is 3.2 °C, 
decreasing to 2.4 °C at 1000 hPa, 1.6 °C at 800 hPa, 1.2 °C to 600 hPa. The RMS level 
remains constant until 300 hPa.  
Microwaves (AMSU and HSB) and infrared data (AIRS) used in synergy [20] provide an 
RMS less than 1 °K from the surface to 300 hPa at partial cloud cover situation.  
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Reference [5] combined AMSU A and AMSU-B data taking into account the surface 
emissivity improve the restitution with an RMS of 2.1°K at the surface. The RMS 
decreases to 1.2°K at 930 hPa and 0.9°K at 850hPa. Between 800 and 300hPa it remains 
constant at 0.8°K. Using AMSU-A, AMSU-B and HIRS January 2002 data over India, [21] 
developed a neural network retrieving the vertical temperature profiles. The RMS 
obtained throughout the profile is superior or equal to 4°K. This result is probably due 
to their very limited data base.  
Reference [22] also uses a neural network approach for temperature profile retrieval 
from AMSU-A measurements of 2006 and 2007 over the Indian region. The RMS is 
about 3 °C at the surface, 0.9 °C to 2.2 °C between 700 and 300 hPa.  
Reference [7] is the first to use AMSU-A and MHS data to retrieve the temperature 
profile on continental surface. In cloudless situation, they get an RMS of 2.3 °k at 938.53 
hPa, which decreases to 1.3 °K at 600 hPa and remains constant between 600 and 300 
hPa. Using these data in synergy with the IASI infrared data, they improve retrievals.  
4.2.4.2 RELATIVE HUMIDITY PROFILE RETRIEVAL  
The vertical relative humidity profile retrieved from the 03 datasets neural networks 
present enough similarity to the temperature profile (Figure 4). The data used in 
synergy help to minimize the RMS which is between 8% and 6% from the surface to 
300 hPa altitude. The network using microwave data presents a 9% RMS at the surface 
reaching a minimum of 7% at the 430 hPa; it remains constant up to 300 hPa altitude.   
The infrared network provides the biggest restitution errors. With an RMS of 13% at 
the surface, it grows, and reaches its maximum peak of 20.7% at the altitude 700 hPa. 
It started to decrease and reached its minimum of 10.4% at 450 hPa level. This RMS 
remains constant up to the altitude 300 hPa.  
 
 Fig. 4. RMS error profiles for relative humidity profile retrieval  
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Reference [5] conducted humidity profile retrieval simultaneously with temperature 
profile retrieval described in the previous section. The network they have designed has 
an RMS of 9% at the surface which decreases to 7.5% at 910 hPa. The RMS returns to 
9% at 800 hPa altitude before reaching its maximum of 10% at 700 hPa. Finally, it 
decreases to 7.5% at the 300 hPa altitude. Similarly, [7] retrieved the humidity profile 
with a RMS from 7% to 9% between 300 and 938.53 hPa.  
5  CONCLUSION  
In this study, we use two methods to retrieve PWV, surface temperature and surface 
relative humidity from ATOVS microwave sounders (AMSU-A, MHS) data, infrared 
(HIRS) data, and mixed data (AMSUA, MHS and HIRS); Multi-linear regression and 
neural network methods.  
With the multiple linear regression method, results show that microwave data are more 
suitable for the retrievals, with an RMS of 4.65 mm, 2.27 °K and 2.37 % respectively for 
PWV, surface temperature and surface relative humidity. While mixed microwave and 
infrared data are not appropriate.  
Neural Network (NN) techniques have proved very successful in developing 
computationally efficient algorithms for remote sensing applications. They are found 
capable of connecting the nonlinear relation between ATOVS channel measurements 
and atmospheric variables, providing RMS error of 0.56 mm for the PWV retrieval with 
the microwave neural network. The mixed data neural network provides the smallest 
RMS for surface temperature (0.87°K) and surface relative humidity (8%) retrievals. 
ECMWF data show good correlation and relatively small standard deviation with mixed 
neural network retrieved data.  
Additionally, with the neural network approach, we retrieved temperature and relative 
humidity profiles from surface to 300 hPa altitude at 33 pressure levels. A neural 
network uses maximum a priori information to limit the number of free parameters in 
the neural model so as to constrain the retrieval to a ‘‘better-posed’’ problem. 
Therefore mixed microwave and infrared data provide the best results with a RMS 
between 0.7 °K and 0.87 °K for the temperature profile, respecting the World 
Meteorological Organization (WMO) specifications; 1 °K RMS error for the 
instantaneous temperature retrieval with 1km vertical resolution. Mixed neural network 
relative humidity retrieval RMS is 8% at the surface, which decreases with altitude to 
its minimum 6%.  
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