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Abstract 10 
Shallow groundwater is a critical component of the terrestrial water cycle. It sustains 11 
baseflow in rivers, supplies root zones with soil moisture during dry periods, and directly 12 
influences the land-atmosphere exchange processes. Nonetheless, the integration of 13 
groundwater into large-scale hydrological models remains challenging. The most detailed 14 
way of representing groundwater dynamics is to incorporate three-dimensional, variably 15 
saturated flow processes in the subsurface representation of hydrological models. However, 16 
such detailed modelling is still a challenge for global hydrological applications, mainly due to 17 
its high computational demand. In this study, a free-surface boundary condition called the 18 
Groundwater Flow Boundary (GFB) is developed to represent groundwater dynamics in a 19 
more computationally-efficient manner than the full three-dimensional models do. We 20 
evaluate GFB using two synthetic test cases, namely an infiltration experiment and a tilted-v 21 
catchment, which focus on groundwater recharge and discharge processes, respectively. The 22 
simulation results from GFB are compared with a three-dimensional groundwater flow model 23 
and with an over-simplified approach using a free-drainage lower boundary condition to 24 
assess the impact of our assumptions on model results. We demonstrate that GFB is 25 
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computationally more efficient compared to the three-dimensional model with limited loss in 26 
model performance when simulating infiltration and runoff dynamics. 27 
1. Introduction 28 
The dynamics of shallow groundwater table affect the variability of soil moisture and 29 
evapotranspiration at the land surface [Chen and Hu, 2004; Kollet and Maxwell, 2008; Lam et 30 
al., 2011; Soylu et al., 2011]. Spatial variability of groundwater table depth (WTD) creates 31 
lateral groundwater flow, which sustains baseflow in rivers [e.g., Miller et al., 2016]. Due to 32 
its importance, recent studies have strongly suggested that groundwater dynamics should not 33 
be ignored in large-scale hydrological modelling [Clark et al., 2015].  34 
Numerical modelling has long been a key approach to study the hydrological cycle given that 35 
observations only provide an incomplete picture [Fan et al., 2013]. Contemporary 36 
hydrological models that focus on the terrestrial component of the water cycle can broadly be 37 
classified into three groups: catchment-scale hydrological models, global hydrological 38 
models, and land surface models [Archfield et al., 2015]. At the catchment-scale, models that 39 
integrate both surface and groundwater fluxes in a spatially explicit manner have been 40 
utilized for a while [e.g., Abbott et al., 1986; Qu and Duffy, 2007; Smerdon et al., 2007; 41 
Kollet and Maxwell, 2008; Shen and Phanikumar, 2010; Rahman et al., 2014]. These models 42 
can represent heterogeneity in the subsurface and simulate groundwater flow at high spatial 43 
and temporal resolutions. Their application has largely focused on understanding the detailed 44 
interactions of hydrologic processes over smaller domains (i.e., from catchments to river 45 
basins). 46 
In contrast, global hydrological models operate (so far mainly) at relatively coarse spatial 47 
resolutions (order of 10 to 100 km) and often focus on streamflow simulations at continental 48 
to global scales [Wood et al., 1997; Arnell, 1999; Döll et al., 2003]. Classically, these models 49 
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generally considered a simplified representation of subsurface hydrology, either neglecting or 50 
strongly over-simplifying groundwater dynamics. In recent years, some global hydrological 51 
models have started to consider groundwater dynamics more explicitly [e.g., de Graaf et al., 52 
2015; Sutanudjaja et al., 2018]. It has also been advocated that global models should capture 53 
the effects of heterogeneity in topography, soils, and vegetation on hydrological cycle better 54 
by operating at a higher spatial resolution (1 km) [Wood et al., 2011; Archfield et al., 2015; 55 
Bierkens et al., 2015]. 56 
A comprehensive method of considering groundwater dynamics is to incorporate an 57 
integrated hydrological model into the global models. In recent years, it has been 58 
demonstrated that fully integrated hydrological models can be applied at a continental scale 59 
[Keune et al., 2016; Maxwell and Condon, 2016]. However, due to its numerical complexity, 60 
such a modelling practice generally demands substantial computational resources, which 61 
limits our ability for more detailed analyses of uncertainties and consequently the impacts of 62 
underlying assumptions [Beven and Cloke, 2012; Kelleher et al., 2017]. 63 
Several previous studies have proposed simplified parameterizations for groundwater 64 
dynamics to overcome the issue of computational burden while modelling the integrated 65 
surface-groundwater system at large (e.g., continental to global) scales. For instance, the land 66 
surface models were originally developed to simulate the exchange of water and energy 67 
between the land surface and atmosphere [Pitman, 2003]. Due to the importance of shallow 68 
groundwater dynamics on land surface processes, the land surface modelling community has 69 
proposed simplified parametrizations to simulate groundwater dynamics over large domains 70 
[Yeh and Eltahir, 2005a; Niu et al., 2011; Zeng et al., 2016; Oleson et al., 2013]. These 71 
simplified methods consider either probability distributions of soil, vegetation, and 72 
topography across the model domain to incorporate the subgrid-scale variability of WTD 73 
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[e.g., Yeh and Eltahir, 2005b], or use an implicit representation of groundwater flow [e.g., 74 
Famiglietti and Wood, 1994; Koster et al., 2000]. Nevertheless, to our knowledge, none of 75 
these approaches has been tested against the results from a fully integrated three-dimensional 76 
hydrological model using synthetic studies to evaluate the impact of assumptions inherent in 77 
these different parameterizations. We believe this is an important and currently missing step 78 
in model development, which would allow modellers to better identify advantages and 79 
quantify limitations in the theoretical development of any approach prior to its 80 
implementation in complex modelling frameworks [Clark et al., 2015]. 81 
In this study, we introduce a new explicit and computationally-efficient approach for 82 
representing groundwater flow processes, namely the Groundwater Flow Boundary (GFB). 83 
Because of its computational efficiency, the GFB approach can potentially be applied to 84 
simulate groundwater dynamics over large domains in global hydrological and land surface 85 
modelling applications at high spatial and temporal resolutions. We present simulation 86 
examples in comparison with the three-dimensional hydrological model ParFlow [Ashby and 87 
Falgout, 1996; Kollet and Maxwell, 2006; Maxwell, 2013] to evaluate the proposed GFB 88 
approach, including the impact of our assumptions. 89 
2. Theory of the Groundwater Flow Boundary (GFB) condition  90 
A detailed, physics-based subsurface representation generally solves Richards’ equation 91 
[Richards, 1931] on a three-dimensional  grid (Figure 1a), where the mathematical problem is 92 
closed via appropriate initial and boundary conditions. In contrast, Figure 1b illustrates the 93 
free-drainage (FD) lower boundary condition approach below one-dimensional  isolated 94 
shallow soil columns neglecting groundwater, which has been adopted by many large-scale 95 
models and later modified using simple groundwater storage and water table 96 
parameterizations [Bierkens, 2015]. Figure 1c shows a schematic of the proposed modelling 97 
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framework in this study. In this approach, the vertical model domain is divided into a shallow 98 
soil column (discretized in several model grids) and a deep aquifer. In the shallow soil 99 
column, Richards’ equation simulates the variably saturated flow of water in three spatial 100 
dimensions. 101 
                                                   𝑆𝑠𝑆𝑤
𝜕𝜓𝑠
𝜕𝑡
+ φ
𝜕𝑆𝑤(𝜓𝑠)
𝜕𝑡
= ∇. 𝐪 + 𝑞𝑠                                         (1) 102 
𝐪 = −𝐾𝑠𝐾𝑟∇(𝜓𝑠 − 𝑧) 103 
where Ss is specific storage coefficient [L-1], Sw is relative saturation [-], φ is porosity [-], ψs is 104 
subsurface pressure head [L], t is time [T], q is water flux [LT-1], qs is the source/sink term 105 
[LT-1] (e.g., infiltration from precipitation or evaporation), Ks is saturated hydraulic 106 
conductivity [LT-1], Kr is relative permeability [-], and z is the depth below surface [L]. In 107 
this equation, the negative z axis points downward starting at the land surface. The van 108 
Genuchten relationships [van Genuchten, 1980] are used to describe the relative saturation 109 
and permeability functions in Equation 1. The Neumann type boundary condition for 110 
Richards’ equation can be written as 111 
                                                    𝐾𝑠𝐾𝑟∇(𝜓𝑠 − 𝑧) = 𝑞𝑏                                                         (2) 112 
where qb is the flux at the boundary [LT-1]. 113 
In two spatial dimensions, the equation of transient groundwater flow in an unconfined 114 
aquifer can be written as [Pinder and Bredehoeft, 1968; Prickett and Lonnquist, 1971; 115 
Meenal and Eldho, 2011] 116 
                                                  𝑆𝑦
𝜕ℎ
𝜕𝑡
= ∇(𝑻𝒓∇ℎ) + 𝑞𝑟                                                           (3) 117 
                                                        ℎ =
∆𝑧𝑎
2⁄ + 𝜓𝑎                                                                               (4) 118 
6 
 
where Sy is specific yield [-], h is the depth integrated hydraulic head in the aquifer [L], Tr is 119 
the transmissivity of the aquifer [L2T-1], qr is recharge/discharge rate [LT-1], Δza is aquifer 120 
thickness [L], and ψa is the pressure head in aquifer [L]. Note that Tr is calculated by 121 
integrating Ks over h. This approach assumes that the variation of the saturated depth (Δh) is 122 
negligible compared to its absolute value (i.e., Δh << h).  123 
Assuming pressure and flux continuity at the interface between the aquifer and the overlying 124 
soil layer (Figure 1c) 125 
                                                             ψs = ψa = ψ                                                                  (5) 126 
                                                                𝑞𝑏 = 𝑞𝑟                                                                    (6) 127 
Note that such assumption of pressure and flux continuity was proposed by Kollet and 128 
Maxwell [2006] to integrate subsurface and surface water flow. Equation 3 can be solved for 129 
qr as follows 130 
                                                  𝑞𝑟 = 𝑆𝑦
𝜕h
𝜕𝑡
− ∇(𝑻𝒓∇ℎ)                                                           (7) 131 
Substituting qr in equation (2) for qb at the interface results in 132 
                                         −𝐾𝑠𝐾𝑟∇(𝜓 − 𝑧) = 𝑆𝑦
𝜕h
𝜕𝑡
− ∇(𝑻𝒓∇ℎ)                                             (8) 133 
Thus, the groundwater flow equation is introduced as the lower boundary condition of 134 
Richards’ equation for the soil columns.  135 
In the proposed approach, groundwater dynamics are simulated (Equation 3) in two spatial 136 
dimensions using a single model layer (Figure 1c), which is computationally more efficient 137 
than a full 3D model resolving also vertical flow components in the aquifer. In the theoretical 138 
development of the GFB, we apply two major assumptions: (1) the negligible variability of 139 
7 
 
saturated depth compared to its absolute value (i.e., Δh << h); and, (2) the linear interpolation 140 
of the pressure between the aquifer and overlying soil layer.  141 
3. Methods 142 
In this study, we use the three-dimensional hydrological model ParFlow. We implement GFB 143 
in ParFlow, which allows us to compare the proposed approach with a detailed 3D model of 144 
groundwater flow. The ParFlow model along with the GFB implementation and the setup of 145 
the numerical experiments are described below. 146 
3.1. The physics-based hydrological model ParFlow  147 
ParFlow solves Richards’ equation in three spatial dimensions considering a cell-centred 148 
finite-difference/finite control volume approximation in space and an implicit backward Euler 149 
scheme in time. The subsurface-surface flow coupling is achieved by applying a free-surface 150 
overland flow boundary condition at the land surface [Kollet and Maxwell, 2006]. In this 151 
approach, the kinematic wave equation is solved at the interface between the land surface and 152 
subsurface considering pressure and flux continuity. Honouring the topographic slopes in an 153 
approximate fashion, a terrain following grid is implemented in ParFlow [Maxwell, 2013].  154 
We consider three configurations of ParFlow to evaluate our proposed free-surface boundary 155 
condition that represents groundwater dynamics in this study (i.e., the GFB). The standard 156 
formulation (FULL hereafter) includes variably saturated groundwater flow from the bottom 157 
of the aquifer to the land surface in three spatial dimensions. The GFB configuration 158 
incorporates our proposed groundwater flow boundary condition (Section 2) in ParFlow 159 
approximating the aquifer in two spatial dimensions. In contrast, the FD configuration 160 
mimics the classical description of water flow through soil still available in many LSMs by 161 
implementing a free drainage boundary condition in ParFlow assuming water flow through 162 
the soil columns only along the vertical direction. 163 
8 
 
3.2. Setup of the numerical experiments 164 
We evaluate our proposed modelling approach using two synthetic test cases, namely the 165 
infiltration and the tilted-v catchment experiments (similar to Kollet et al., 2017). The 166 
infiltration experiment compares the variably saturated flow through subsurface after a 167 
precipitation event to assess the capability of the different model configurations (i.e., FULL, 168 
GFB, and FD) to simulate recharge. The tilted-v catchment experiment compares the 169 
discharge simulated by the three model configurations. The setup of the two experiments is 170 
described below.  171 
3.2.1. Infiltration experiment 172 
Figure 2a shows the model setup of the infiltration experiment. A model domain of 2,500 m2 173 
is discretized using a uniform lateral grid resolution (Δx = Δy) of 10 m, yielding 5 grid cells 174 
in both x and y dimensions in all three (i.e., FULL, GFB, and FD) model configurations. In 175 
the FULL configuration, a total subsurface depth of 100 m (motivated by the global pattern of 176 
WTD presented in Fan et al. [2013]) is divided into 2,000 layers considering a uniform 177 
vertical resolution of Δz = 5 cm. The lower boundary condition is assumed to be no-flow. The 178 
FD configuration considers only 10 m deep soil columns (similar to soil domains typically 179 
observed in land surface models) that are divided into 200 vertical layers approximating a 180 
uniform Δz = 5 cm. As mentioned in the previous section, a free-drainage boundary condition 181 
is applied at the bottom of the soil columns in FD. The GFB configuration also considers 182 
shallow soil columns extending 10 m downward starting at the land surface. The soil columns 183 
in GFB are divided into 200 vertical layers assuming a uniform Δz = 5 cm. Unlike the FD 184 
setup, a 90-m deep aquifer is included underneath the shallow soil columns in GFB. The 185 
shallow soil columns and the aquifer are integrated using the free-surface boundary condition 186 
at the interface as discussed in Section 2.  187 
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The simulation period considered in the infiltration experiment is 5 days, with a constant time 188 
step of Δt = 15 min. A spatially uniform rainfall rate of 5 mmh-1 is applied over the model 189 
domain for the first 10 hrs of the simulation period. The infiltration experiment is performed 190 
for 12 soil textural classes (Table 1) [e.g., Rawls et al., 1982; Saxton and Rawls, 2006; 191 
Ghanbarian-Alavijeh et al., 2010] and the results of the three model configurations (FULL, 192 
GFB, FD) are compared. All soil types are prescribed in a spatially uniform manner. 193 
3.2.2. Tilted-v catchment 194 
The experimental setup of the tilted-v catchment is illustrated in Figure 2b. The model 195 
domain considered in this experiment is 2.1 x 1.0 km that is slanted in the x and y-directions. 196 
A 100 m wide channel is located in the centre of this slanted model domain with the outlet 197 
located at y=0. The tilted-v catchment is discretized using 21 and 10 grid cells in x and y-198 
direction, respectively (Δx = Δy = 100 m). The total subsurface depth is 100 m in FULL, 199 
which is divided into 200 equal vertical grids considering Δz = 50 cm. In this configuration, a 200 
no-flow boundary condition is prescribed at the bottom of the model domain (i.e., 100 m 201 
below surface). The GFB configuration, in contrast, considers a 90-m thick aquifer that is 202 
overlain by soil columns extending 10 m below surface. A uniform vertical grid spacing of 203 
Δz = 50 cm is used to divide the 10-m soil columns of GFB into 20 model layers. Identical to 204 
the infiltration experiment, these soil columns are coupled to the aquifer using our proposed 205 
free-surface boundary condition (i.e., the GFB) at the interface. A simulation period of 20 h is 206 
considered for this experiment with a constant Δt = 15 min. Groundwater table (WT) is 207 
initially located at the land surface and no rainfall is applied in this experiment. Notice that 208 
the FD experiment does not solve for lateral flow, hence there is no expected contribution to 209 
discharge in the tilted-v catchment experiment. For this reason, the FD configuration is 210 
excluded form this experiment. As with the infiltration experiment, all soil types are 211 
uniformly prescribed in the tilted-v experiment. 212 
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4. Results and discussion 213 
4.1. Infiltration experiment 214 
The goal of this experiment is to assess how the wetting front from a specific rainfall event 215 
develops and further interacts with a pre-defined water table within the domain for all three 216 
model configurations. Figure 3 compares relative soil moisture (Sw) profiles (0-2.5 m below 217 
land surface) from infiltration experiment simulated by the three model configurations, i.e., 218 
FULL, GFB, and FD for a silty soil. Note that only the Sw profiles from the central cell of the 219 
model domain (Figure 2) are presented here.  220 
In all three configurations, the relatively shallow soil layers are initially dry because the 221 
groundwater table is located at 1.5 m below the land surface. Infiltration starts immediately 222 
with the onset of the precipitation in all three cases, which is observed by the increased 223 
saturation level of the soil layers starting at the top of the profiles. After about 5 h, the 224 
infiltration front reaches the groundwater table (WT) in FULL. The shallow Sw simulated by 225 
this configuration gradually decreases as the infiltration front moves deeper once the 226 
precipitation ceases. 227 
The movement of the infiltration front in GFB generally agrees well with that of the FULL 228 
configuration. Figure 3b shows that the rise and recession of the WT due to the precipitation 229 
event is captured by GFB. Though, it appears that groundwater recharge simulated by GFB is 230 
smaller compared to the FULL configuration. During the recession, the shallow soil layers 231 
dry out faster in GFB. The Sw profile simulated by FD, on the other hand, dries out 232 
considerably faster compared to both FULL and GFB. While the WT was initially located at 233 
1.5 m below surface in all three configurations, it quickly moves deeper in FD due to the 234 
persistent gravity drainage imposed by the lower boundary condition, which is intuitive.  235 
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Both GFB and FD show differences in simulated soil moisture compared to FULL (Figure 3). 236 
We quantify these differences in Sw profiles using Mean Difference (MD), which is 237 
calculated as 238 
                                             𝑀𝐷 =
1
𝑛𝑡
1
𝑛𝑑
∑ ∑ (𝑎𝑖,𝑗 − 𝑏𝑖,𝑗)
𝑗=𝑛𝑑
𝑗=1
𝑖=𝑛𝑡
𝑖=1                                           (9) 239 
where MD is the mean difference between the soil moisture profiles a and b, t is the time 240 
instance, and d denotes soil layer. Note that only the soil columns up to 10 m below surface 241 
from the three model configurations are considered in the calculation of MD. This analysis 242 
reveals that MD is 0.0081 for GFB, while the FD configuration shows an MD = 0.0909 243 
(Figure 3). GFB, therefore, performs substantially better than FD in reproducing the Sw 244 
profile simulated by the FULL configuration for silty soil. 245 
The numerical experiment described in Figure 3 gives us some initial insight into the 246 
performance of our newly proposed approach in comparison with the FULL and FD 247 
configurations, respectively. We further expand this experiment by evaluating the 248 
performance of GFB against FULL and FD for 12 soil textural classes (Table 1) following 249 
the same initialization procedure described for the silty soil simulations in Figure 3. Figure 4 250 
shows the MD of Sw profiles simulated by GFB and FD compared to that of FULL for 12 251 
soils. The best performance of GFB is observed for clay soil with an MD of 10-4. The largest 252 
difference between the Sw profiles from the two configurations is observed for sand,  which is 253 
indicated by the largest MD = 0.034. Such model behaviour is observed due to the linear 254 
interpolation of pressure between the aquifer and lowermost soil layer, which is a key 255 
assumption in the formulation of GFB. For a fine-textured soil (e.g., clay) the saturation-256 
pressure head relationship is linear in the van Genuchten relationship [e.g., Assouline et al., 257 
1998]. However, a coarse-textured soil (e.g., sand) shows non-linear behaviour, which 258 
weakens our assumption of a linear pressure profile between the lowest soil layer and aquifer. 259 
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For the FD configuration, the MD also increases for relatively coarse-textured soils, which is 260 
consistent with GFB. However, differences are systematically larger for FD in comparison to 261 
the differences observed in GFB for all soil types. In general, FD substantially underestimates 262 
Sw compared to FULL (MD > 0) due to the prescribed free-drainage lower boundary 263 
condition. The best model performance is again observed for clay soil with an MD = 0.0124. 264 
In contrast, sand shows an MD = 0.4937, indicating differences between the Sw profiles 265 
simulated by FULL and FD. Therefore, Figure 4 indicates that GFB performs considerably 266 
better than FD in reproducing FULL simulated Sw for all soil classes.  267 
The results discussed in Figures 3 and 4 focused on understanding the sensitivity of the 268 
dynamic differences in soil wetness from the three configurations for various soil classes. 269 
Another important aspect of our model development is to test how these configurations 270 
behave under different initial WTD conditions. Figure 5 shows the MD between the Sw 271 
profiles from the FULL and GFB configurations for 12 soil types (Table 1) considering a 272 
number of initial depths of WT. The result demonstrates that for an initial WTD > 20 m, the 273 
Sw profiles from FULL and GFB are identical for all soil types. For WTD ≤ 20m, the 274 
discrepancies between the two configurations increase from fine to coarse-textured soils due 275 
to the assumption of a linear pressure profile between the lowest soil layer and aquifer. The 276 
differences between the Sw profiles for clay at all initial WT are negligible. The loam soil 277 
shows higher MD compared to clay, which reaches its maximum (MD = 0.014) for an initial 278 
WT  located at 10 m below land surface. For sand, the highest MD = 0.068 is observed when 279 
WT is initially located at 7 m below the land surface. Therefore, for fine-textured soils (e.g., 280 
clay), the Sw profiles from FULL and GFB generally agree well. However, in coarse-textured 281 
soils (e.g., sand), differences between the FULL and GFB configurations are relatively high 282 
for 0.25 m ≤ WTD ≤ 20 m. 283 
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It has been discussed earlier that the FULL and GFB configurations consider 2000 (up to 100 284 
m below surface) and 200 (up to 10 m below surface) vertical model layers, respectively in 285 
the infiltration experiment. Because of this difference in vertical model layers, the total 286 
computing time required (tcpu) by the two configurations to perform this experiment will vary. 287 
Figure 6 shows the tcpu of FULL and GFB for different soil textures presented in Table 1 with 288 
initial WT located at 1.5 m below surface. This plot clearly shows that the tcpu of GFB is 289 
considerably lower than that of FULL for all soil types. This is also substantiated by the mean 290 
tcpu of 272 s and 42 s over all the soil types for the FULL and GFB configurations, 291 
respectively. In summary, Figure 6 demonstrates that the tcpu of GFB is about 6 times lower 292 
than that of FULL, which indicates that the former is computationally much more efficient. 293 
4.2. Tilted-v catchment 294 
The previous section evaluated GFB considering a test case focusing on infiltration. In this 295 
section, we test the capability of the GFB approach to simulate discharge due to lateral 296 
groundwater flow in a tilted-v catchment. Figure 7 shows cumulative discharge at the outlet 297 
of the tilted-v catchment (Figure 2b) from FULL and GFB. Note that the soil hydraulic 298 
properties of loam soil (Table 1) is considered in these simulations.  Along the x- and y- axis, 299 
topographic slopes (SL) of SLx = 0.005 and SLy = 0.002 (Figure 2b) are prescribed in this 300 
numerical experiment. The WT is located at the land surface initially (WTD = 0) in both 301 
configurations. Figure 7 shows that GFB marginally underestimates the discharge simulated 302 
by FULL. Despite this underestimation, good overall agreement between the discharge 303 
simulated by FULL and GFB is observed (i.e., low MD of 0.002 m3s-1 between the discharge 304 
time series simulated by the two configurations). 305 
The required CPU time (tcpu) to simulate the tilted-v experiment by the FULL and GFB 306 
configurations are 35 s and 8 s, respectively. As discussed in section 3.2.2, the FULL 307 
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configuration considers 200 vertical model grid cells for the tilted-v catchment. In contrast, 308 
the GFB configuration consists 20 grid cells below surface, which is the reason of 309 
discrepancies between the tcpu from the two configurations. This difference in tcpu shows that 310 
GFB is computationally more efficient than FULL in simulating the tilted-v catchment, 311 
which is consistent with the results from the infiltration experiment. 312 
Figure 8 shows the flow depth along the x-axis of the tilted-v catchment at y = 500 m (see 313 
Figure 2) at different simulation times. This figure shows low flow depth close to the lateral 314 
boundaries (i.e., x = 0 and x = 2100 m), which increases gradually towards the central 315 
channel. The maximum flow depth is observed at the channel of the catchment. At t = 1 h, 316 
GFB underestimates flow depth compared to the FULL configuration. This underestimation 317 
of flow depth is consistent with the lower discharge simulated by GFB observed in Figure 7. 318 
At t = 5 h and 10 h, the GFB performs well in reproducing the flow depth simulated by 319 
FULL. In contrast, slight overestimation of the flow depth by GFB is observed at t = 15 h. 320 
The spatial variability of the flow depth observed in Figure 8 occurs due the effect of 321 
topographic slopes that forces groundwater to converge at the central channel of the 322 
catchment. This figure demonstrates that the overall variability of flow depth along the 323 
topographic slopes simulated by FULL is reproduced well by the GFB configuration. 324 
We now assess the impact of soil types on the differences between discharge simulated by 325 
FULL and GFB. Figure 9 compares the differences between FULL and GFB simulated 326 
cumulative discharge at the outlet of tilted-v catchment considering three different soil types, 327 
i.e., sand, loam, and clay (coarse, medium, and fine-textured, respectively). Note SLx = 0.005 328 
and an initial WTD = 0 is considered in this experiment, which is identical to that of Figure 8. 329 
The smallest difference between FULL and GFB is observed for clay soil in Figure 9. For 330 
sand, on the other hand, the largest difference between FULL and GFB simulated cumulative 331 
discharge is noted. The MD between FULL and GFB simulated discharge for clay, loam, and 332 
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sand are 9x10-7, 0.0018, and 0.0420 m3s-1, respectively. This analysis shows that the 333 
differences between runoff from the two configurations increase from fine to coarse-textured 334 
soils, which is consistent with the infiltration experiment. 335 
As a final test, we investigate the sensitivity of runoff from GFB due to different topographic 336 
slopes along the x-axis (SLx) of the tilted-v catchment considering the same initialization 337 
steps in Figure 8. Figure 10a plots the MD between runoff from the GFB and FULL 338 
configurations as a function of SLx. In general, the runoff from GFB compares well with that 339 
of FULL for all SLx, which is indicated by the low MD values (on the order of 10-3 to 10-2 340 
m3s-1). Figure 10a demonstrates that differences between FULL and GFB simulated discharge 341 
generally increase from mild to steep SLx. For SLx ≤ 0.01, GFB underestimates (MD > 0) 342 
runoff compared to FULL. For higher SLx values, in contrast, overestimation (MD < 0) of 343 
runoff by GFB is observed. 344 
Figure 10b presents the tcpu from the FULL and GFB configurations to simulate tilted-v 345 
experiment as a function of topographic slope (SLx). This figure depicts that the tcpu required 346 
by GFB is very low compared to that of FULL. The tcpu of FULL increases from mild to steep 347 
SLx. The minimum (35 s) and maximum (794 s) tcpu of FULL are observed for SLx = 0.005 348 
and 0.25, respectively. In contrast to FULL, the maximum tcpu required by GFB is 8 s, which 349 
is observed for SLx = 0.25. The mean tcpu values over all slopes are 322 s and 7 s, respectively 350 
for FULL and GFB. H Therefore, our proposed approach is about 43 times faster than the 351 
FULL configuration. 352 
In this study, we have presented an efficient approach of representing groundwater dynamics 353 
in large-scale numerical models by reducing the number of computational nodes in the 354 
vertical direction. It is important to note that previous studies have also proposed an 355 
“effective hillslope” concept that adopts a pseudo 2-D approach to reduce the computational 356 
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demand of simulating the lateral groundwater flow in hydrological models [Troch et al., 357 
2003; Hazenberg et al., 2015]. This concept can be applied in conjunction with our proposed 358 
GFB to further enhance the computational efficiency of the large scale hydrological models. 359 
5. Summary and conclusions 360 
We have proposed a novel free-surface Groundwater Flow Boundary (GFB) condition to 361 
parameterize groundwater dynamics in land surface or large-scale hydrological models that 362 
require representation of groundwater dynamics in an efficient manner. In our approach, the 363 
groundwater flow in an unconfined aquifer acts as the lower boundary condition for the of 364 
shallow soil columns assuming pressure and flux continuity at the soil-aquifer interface. The 365 
two major assumptions in the GFB approach are: (1) the pressure profile can be linearly 366 
interpolated from the aquifer to the first computation node at the bottom of the soil column; 367 
and (2) the variability of saturated depth is negligible compared to its absolute value. Three 368 
model configurations, (i.e., namely FULL, GFB, and FD) are compared to evaluate the 369 
proposed approach and the impact of the assumptions using two synthetic experiments 370 
focusing on groundwater recharge (infiltration experiment) and contribution from 371 
groundwater to discharge (tilted-v experiment), respectively. The FULL configuration 372 
represents a detailed three-dimensional physics-based hydrological model with deep soil 373 
columns. In FD, a gravity drainage boundary condition is applied below shallow soil columns 374 
mimicking the classical large-scale land surface modelling approach that neglects 375 
groundwater dynamics. In contrast, the GFB configuration prescribes our proposed boundary 376 
condition below shallow soil columns representing simplified groundwater dynamics 377 
compared to FULL.  378 
From the results of the infiltration experiment, it is evident that GFB performs considerably 379 
better in simulating soil water movement compared to FD, which is consistent across all soil 380 
17 
 
textural classes. The best performance of the GFB configuration relative to FULL is observed 381 
across fine-textured soils (e.g., clay). For coarse-textured soils (e.g., sand), however, the 382 
differences between FULL and GFB increased as a result of the assumptions introduced in 383 
GFB. For the tilted-v experiment, runoff is generated solely due to the convergence of 384 
groundwater along the central channel (i.e., no rainfall is applied). At the outlet of the 385 
catchment, the cumulative discharge volumes from the FULL and GFB agree well. Our 386 
results also demonstrate that the GFB configuration can reproduce the spatial variability of 387 
the flow depth well when compared to FULL. The advantage of using GFB is highlighted in 388 
this synthetic case by a much lower computing time compared to the FULL configuration. 389 
Our model evaluation suggests that GFB can potentially be used to represent groundwater 390 
dynamics in large-scale hydrological and land surface modelling applications, especially 391 
given its computational efficiency while resulting in relatively minimal loss of performance 392 
when compared to a more detailed and integrated hydrological model. It is, however, 393 
important to emphasize that our study focuses only on the evaluation of the proposed 394 
approach using two synthetic test cases, which consider, for instance, homogeneous soils, 395 
simplified topographic slopes, and uniform atmospheric forcing. The GFB approach certainly 396 
requires additional corroboration considering real-world and larger model domains studies, 397 
including heterogeneity in relief, soil information, and atmospheric forcing. 398 
 399 
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Tables 553 
Table 1. Hydraulic properties for various soil texture classes (sources: Johnson et al., 1967; 554 
Rawls et al., 1982; Schaap and Leij, 1998; Saxton and Rawls, 2006; Ghanbarian-Alavijeh et 555 
al., 2010). 556 
Index Texture Ks (ms-1) φ (-) Sy (%) 
1 Clay 1.7x10-7 0.459 2 
2 Clay loam 9.4x10-7 0.442 4 
3 Silty clay 1.1x10-6 0.481 1 
4 Silty clay loam 1.2x10-6 0.482 3 
5 Sandy clay 1.3x10-6 0.385 7 
6 Loam 1.4x10-6 0.399 11 
7 Sandy clay loam 1.5x10-6 0.384 10 
8 Silt loam 2.1x10-6 0.439 5 
9 Sandy loam 4.4x10-6 0.387 12 
10 Silt 5.1x10-6 0.489 8 
11 Loamy sand 1.2x10-5 0.390 22 
12 Sand 5.8x10-5 0.375 25 
 557 
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Figures 568 
 569 
  570 
Figure 1. Schematic of the vertical extent of (a) a detailed hydrological model, (b) a large-571 
scale model with typically applied free-drainage boundary condition, and (c) the proposed 572 
modelling approach of this study (referred as Groundwater Flow Boundary; GFB). While the 573 
dotted lines in the figure represent vertical grid discretization, the dashed lines show the 574 
location of the groundwater table depth. For clarity, the schematic depicts a column system. 575 
 576 
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 583 
 584 
 585 
 586 
 587 
Figure 2. Experimental setup for (a) the infiltration experiment and (b) the tilted-v catchment 588 
experiment (not to scale). Note that the total subsurface depth is 100 m in both FULL and 589 
GFB (10 m soil and 90 m aquifer) configurations. The FD configuration, in contrast, 590 
considers a total subsurface depth of 10 m with a gravity drainage lower boundary condition 591 
(see Figure 1 for differences in column setup for all cases). Figure 3-6 show results from the 592 
central cell of Figure 2a (shown in grey). 593 
 594 
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 601 
Figure 3. (a) Spatially uniform hourly precipitation applied in the infiltration experiment; 602 
hourly relative soil moisture (Sw) profiles from (b) FULL, (c) GFB, and (d) FD model 603 
configurations from the infiltration experiment assuming properties from silty soils. Note the 604 
Mean Difference (MD) of GFB and FD profiles compared to FULL in the respective figure 605 
titles. 606 
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 612 
Figure 4. Mean Difference (MD) of GFB and FD simulated Sw profiles compared to FULL 613 
for different soil types from the infiltration experiment. 614 
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 623 
 624 
 625 
Figure 5. Mean Difference (MD) between FULL and GFB simulated Sw profiles considering 626 
various Water Table Depth (WTD) initializations and soil types for the infiltration 627 
experiment. While sand, loam, and clay are highlighted, results for the other soils are shown 628 
in grey. 629 
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 638 
Figure 6. Required computing time (tcpu) by the FULL and GFB configurations to simulate 639 
the infiltration experiment for different soil textural classes. 640 
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 649 
Figure 7. Cumulative discharge from the FULL and GFB configurations at the outlet of the 650 
tilted-v catchment. In this simulation, soil hydraulic properties of loam, SLx = 0.005, and SLy 651 
= 0.002 are considered. Note the Mean Difference (MD) between the discharge simulated by 652 
the two configurations. No rainfall is applied in the tilted-v catchment experiment. 653 
 654 
 655 
 656 
 657 
 658 
 659 
33 
 
 660 
 661 
 662 
Figure 8. Flow depth along the x-axis at y = 500 m of the tilted-v catchment (see Figure 2b) 663 
for different simulation time instances. The shaded areas in this figure show the locations of 664 
the central channel. Note the different scales for the y-axes. 665 
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 678 
Figure 9. Differences between cumulative discharge from the FULL and GFB configurations 679 
at the outlet of the tilted-v catchment for three soil types. In these simulations, SLx = 0.005 680 
and SLy = 0.002 are considered and groundwater table is initially located at the land surface. 681 
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 683 
Figure 10. (a) Mean Difference (MD) of GFB simulated discharge at the outlet of tilted-v 684 
compared to that of FULL and (b) required computing time (tcpu) by the FULL and GFB 685 
configurations to simulate the tilted-v experiment as a function of topographic slope (SLx). 686 
Hydraulic properties of loam soil are considered in this simulation. 687 
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