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Quasi-classical generalized CRF structures
by
Izu Vaisman
ABSTRACT. In an earlier paper, we studied manifolds M endowed with a generalized F
structure Φ ∈ End(TM ⊕ T ∗M), skew-symmetric with respect to the pairing metric, such
that Φ3 + Φ = 0. Furthermore, if Φ is integrable (in some well-defined sense), Φ is a
generalized CRF structure. In the present paper we study quasi-classical generalized F and
CRF structures, which may be seen as a generalization of the holomorphic Poisson structures
(it is well known that the latter may also be defined via generalized geometry). The structures
that we study are equivalent to a pair of tensor fields (A ∈ End(TM), pi ∈ ∧2TM) where
A3 + A = 0 and some relations between A and pi hold. We establish the integrability
conditions in terms of (A, pi). They include the facts that A is a classical CRF structure,
pi is a Poisson bivector field and imA is a (non)holonomic Poisson submanifold of (M,pi).
We discuss the case where either ker A or imA is tangent to a foliation and, in particular,
the case of almost contact manifolds. Finally, we show that the dual bundle of imA inherits
a Lie algebroid structure and we briefly discuss the Poisson cohomology of pi, including an
associated spectral sequence and a Dolbeault type grading.
1 Introduction
In this paper, the differentiable manifolds and the differential geometric objects
are C∞-smooth and the notation is that used in most textbooks on differential
geometry.
Generalized geometry [9] is the geometry of structures defined on the big
tangent bundle TM = TM ⊕ T ∗M of a differentiable manifold Mm, endowed
with the pairing metric
g((X,α), (Y, β)) =
1
2
(α(Y ) + β(X)) (1.1)
and the Courant bracket
[(X,α), (Y, β)] = ([X,Y ], LXβ − LY α+
1
2
d(α(Y )− β(X))). (1.2)
*2010 Mathematics Subject Classification: 53C15, 53D17.
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In generalized geometry the most popular subject is generalized complex
structures [8]. A generalized almost complex structure is a complex, maxi-
mal g-isotropic subbundle L ⊆ TcM = T cM ⊕ T ∗cM such that L ∩ L¯ = 01.
Equivalently, the structure is defined by the endomorphism J of TM with
±i-eigenbundles L, L¯, which is characterized by the properties (i) J is g-skew-
symmetric, (ii) J 2 = −Id. Furthermore, the structure is integrable, or general-
ized complex, if L is closed under the Courant bracket.
The endomorphism J may be expressed by a matrix of classical tensors
[8, 15], which we call the tensor components of J ,
J
(
X
α
)
=
(
A ♯π
♭σ −A∗
)(
X
α
)
(1.3)
where X ∈ TM,α ∈ T ∗M , A ∈ End(TM), σ ∈ Ω2(M) (Ωk(M) is the space of
differential k-forms ofM), π ∈ χ2(M) (χk(M) is the space of k-vector fields, i.e.,
contravariant, skew-symmetric tensor fields of M), ♭σX = i(X)σ, ♯πα = i(α)π
and ∗ denotes transposition (A∗α = α ◦A). Then, g-skew-symmetry holds and
J 2 = −Id is equivalent to
A2 + ♯π ◦ ♭σ = −Id, ♯π ◦A
∗ = A ◦ ♯π, ♭σ ◦A = A
∗ ◦ ♭σ. (1.4)
The integrability of the structure is equivalent to the set of conditions [3, 15]
[π, π] = 0, R(π,A) = 0, NA(X,Y ) = ♯π[i(X ∧ Y )dσ],
dσA(X,Y, Z) =
∑
Cycl(X,Y,Z) dσ(AX, Y, Z),
(1.5)
where [ , ] is the Schouten-Nijenhuis bracket [13],
NA(X,Y ) = [AX,AY ]−A[X,AY ]−A[AX, Y ] +A
2[X,Y ] (1.6)
is the Nijenhuis tensor,
R(π,A)(X,α) = ♯π [LX(A
∗α)− LAXα]− (L♯piαA)(X) (1.7)
is the Schouten concomitant (L denotes Lie derivative) and σA(X,Y ) = σ(AX, Y ).
If J (TM) ⊆ TM and J (T ∗M) ⊆ T ∗M , equivalently, σ = 0, π = 0, J re-
duces to a classical almost complex structure A and the integrability conditions
(1.5) reduce to the integrability condition NA = 0.
We propose to call J a quasi-classical structure if J (TM) ⊆ TM , equiv-
alently, σ = 0. It is known that in this case the integrability conditions (1.5)
are equivalent to the fact that A is a complex structure and π is a holomorphic
Poisson structure on (M,A), e.g., [7]. Indeed, the third condition (1.5) becomes
NA = 0, i.e., A is complex and M has the local, complex analytic coordinates
(zi). Then, since R is a tensor, it suffices to check R = 0 for X = ∂/∂zi, α = dzj
and X = ∂/∂zi, α = dz¯j. In the first case, R = 0 becomes
A[♯π(dz
j),
∂
∂zi
] = i[♯π(dz
j),
∂
∂zi
],
1The upper index c denotes complexification and the bar denotes complex conjugation.
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which holds iff π is a holomorphic Poisson structure, because π has no compo-
nent of complex type (1, 1) and ♯π(dz
j) is an i-eigenvector of A. In the second
case, R = 0 is implied by πij = πij(zk), which, in turn, is implied by [π, π] = 0.
In [17] we studied a more general type of generalized structure that cor-
responds to K. Yano’s F structure [18]. An F structure is an endomorphism
A ∈ End(TM) such that A3 + A = 0. Then, A has the eigenvalues ±i, 0
with the corresponding eigenbundles H, H¯ ⊆ T cM, Q = ker A ⊆ TM and with
P = imA ⊆ TM such that P c = H ⊕ H¯ and TM = P ⊕ Q. The projections
that correspond to the decomposition T cM = H ⊕ H¯ ⊕Qc are given by
prH = −
1
2
(A2 + iA), prH¯ = −
1
2
(A2 − iA), prQ = A
2 + Id, prP = −A
2. (1.8)
Furthermore, H is an almost CR structure and, if it is closed under the Lie
bracket, it is a CR structure [4]. The CR condition is equivalent to
SA(X,Y ) = [AX,AY ] +A[AX,A
2Y ] +A[A2X,AY ]− [A2X,A2Y ] = 0. (1.9)
Indeed, (1.9) holds on arguments that are eigenvectors iff H is closed under the
Lie bracket. If (1.9) holds, we will say that A is an F structure of the CR type.
A generalized F structure is defined by an endomorphism Φ of TM , which is
g-skew-symmetric and satisfies the condition Φ3+Φ = 0. Thus, the eigenvalues
of Φ are ±i, 0. We may represent Φ by the right hand side of (1.3) but, the
conditions on the tensor fields A, π, σ will be different [17]. Equivalently, the
structure may be defined by the ±i-eigenbundles E, E¯ and the 0-eigenbundle
S, where E is a complex g-isotropic (possibly not maximal) subbundle of TcM
such that E ∩ E¯⊥g = 0 [17]. Notice that Sc = E⊥g ∩ E¯⊥g and we have the
decomposition TcM = E ⊕ E¯ ⊕ Sc. The projections of TcM on E, E¯, Sc are
defined by formulas (1.8) where A is replaced by Φ.
The structure defined by Φ is said to be integrable and, then, it is called a
generalized CRF structure if the subbundle E is closed under Courant brack-
ets. As in the classical case, by looking at arguments that belong to the var-
ious eigenbundles of Φ, we see that the integrability condition is equivalent to
SΦ((X,α), (Y, β)) = 0, where SΦ is defined by (1.9) with A replaced by Φ and
Lie brackets replaced by Courant brackets [17]. C∞(M)-bilinearity of SΦ follows
from Φ3 +Φ = 0.
If a generalized F structure Φ preserves the tangent and cotangent bundle
of M , we have π = 0, σ = 0 and Φ may be identified with a classical F structure
A. Then, if Φ is integrable A is called a classical CRF structure. The conditions
that characterize a classical CRF structure are stronger than the demand that
the i-eigenbundle H of A is CR, namely, these conditions are [17],
[H,H ] ⊆ H, [H,Qc] ⊆ H ⊕Qc, (1.10)
equivalently,
NA(X,Y ) = prQ[X,Y ], ∀X,Y ∈ P,
NA(X,Y ) = 0, ∀X ∈ P, Y ∈ Q.
(1.11)
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In [17] we also discussed generalized F structures Φ with classical square,
i.e., such that Φ2 preserves the tangent and cotangent bundle of M . These are
characterized by the conditions
A ◦ ♯π = ♯π ◦A
∗, ♭σ ◦A = A
∗ ◦ ♭σ, (1.12)
equivalently,
πA(α, β) = π(A
∗α, β), σA(X,Y ) = σ(AX, Y ) (1.13)
define a bivector and a 2-form, respectively.
The aim of this paper is to study the generalized CRF structures introduced
by the following definition, which was suggested by the generalized complex
structures equivalent to holomorphic Poisson structures.
Definition 1.1. A generalized F structure Φ such that Φ(TM) ⊆ TM and
Φ2(T ∗M) ⊆ T ∗M will be called a quasi-classical generalized F structure. If in-
tegrable, the structure will be called a quasi-classical generalized CRF structure.
In Section 2, we describe the matrix of tensor components of a quasi-classical
generalized F structure and we get the integrability conditions of the structure.
These include the fact that the endomorphism A is a classical CRF structure
and the bivector field π is a Poisson structure. Some conditions that relate
between A and π must also be added. In Section 3, we discuss the case where
one of the subbundles P,Q defined by the endomorphism A is a foliation. In
the last section we show that the Poisson structure π induces a Lie algebroid
structure on the dual bundle P ∗. Then, we define a spectral sequence that
converges to the Poisson cohomology of π and we show that second term of this
sequence has a Dolbeault type grading.
2 Quasi-classical F and CRF structures
We begin by characterizing the quasi-classical generalized F structures.
Proposition 2.1. A quasi-classical generalized F structure Φ is equivalent with
a pair (A, π) where A is an F structure and π a bivector field that is A-compatible
in the sense that πA is again a bivector and im ♯π ⊆ imA = P .
Proof. Definition 1.1 implies that a quasi-classical generalized F structure Φ has
a classical square and that the following conditions hold
σ = 0, A ◦ ♯π = ♯π ◦A
∗ (2.1)
(see (1.12)). The second condition (2.1) is equivalent to the fact that πA defined
by (1.13) is a bivector field.
Accordingly, the matrix representation of the structure has the form
Φ
(
X
α
)
=
(
A ♯π
0 −A∗
)(
X
α
)
, (2.2)
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equivalently, Φ(X,α) = (AX + ♯πα,−A∗α). Furthermore, Φ3 +Φ = 0 is equiv-
alent to
A3 +A = 0, A ◦ (♯π ◦A
∗ −A ◦ ♯π) = ♯π ◦ (A
∗2 + Id) (2.3)
(look at the cases α = 0 and X = 0).
Thus, firstly, A must be a classical F-structure and, secondly, since im(A∗2+
Id) = annP and (2.1) holds, the last condition (2.3) becomes ♯π(annP ) = 0.
Finally, the relation
< β, ♯πα >= − < α, ♯πβ >= 0, α ∈ T
∗M,β ∈ annP (2.4)
shows that ♯π(annP ) = 0⇔ im(♯π) ⊆ P .
Remark 2.1. The endomorphism Φ vanishes on Q⊕ annP (annP ≈ Q∗) and
a dimension argument tells us that the 0-eigenbundle of Φ is S = Q⊕ annP .
Proposition 2.2. Consider the quasi-classical generalized F structure defined
by (A, π) and let H, H¯,Q be the ±i, 0-eigenbundles of A. Then, if (hi), (h¯i), (qj)
are local bases of H, H¯,Q, respectively, the local expression of π must be of the
form
π =
1
2
(πijhi ∧ hj + π¯
ij h¯i ∧ h¯j) (π
ij + πji = 0). (2.5)
Proof. The decomposition T cM = H ⊕ H¯ ⊕Qc dualizes to T ∗cM = H∗⊕ H¯∗⊕
Q∗c, where the terms are the ±i, 0-eigenbundles of A∗ and we may identify
H∗ = ann(H¯ ⊕Qc), H¯∗ = ann(H ⊕Qc), Q∗ = annP.
Since ♯π(annP ) = 0, the local expression of π has no terms containing qi.
Furthermore, for ν ∈ H∗, H¯∗, A♯πν = ♯π(A∗ν) = ±i♯πν. Hence, ♯π : H∗ →
H, ♯π : H¯
∗ → H¯ and π can take non-zero values only if evaluated on two
arguments that are both either in H∗ or in H¯∗. Therefore, π has no term
πijhi ∧ h¯j and, since π is real, we have the required conclusion. (In (2.5) and in
the whole paper we use the Einstein summation convention.)
Proposition 2.3. The i-eigenbundle E of the quasi-classical generalized F
structure Φ is given by the formula
E = {(Z −
1
2
♯πξ, ξ) /Z ∈ H, ξ ∈ H¯
∗ = ann(H ⊕Q)}. (2.6)
Proof. Using (2.2), we may write E = EP + EQ, where
EP = {(X,α) ∈ TcM /X ∈ P c, AX + ♯πα = iX, −A∗α = iα}
EQ = {(Y, β) ∈ TcM /Y ∈ Qc, ♯πβ = iY, −A∗β = iβ}.
In EQ, since im ♯π ⊆ P , we have Y = 0, ♯πβ = 0, therefore, EQ ⊆ H¯∗ ⊆ EP
and E = EP . Furthermore, (1.8) implies
E = EP = {(X,α) /X ∈ P
c, α ∈ H¯∗ = ann(H ⊕Q), ♯πα = −2prH¯X}.
Formula (2.6) is a reformulation of this result.
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The integrability conditions of a quasi-classical generalized F structure are
given by the following theorem.
Theorem 2.1. The quasi-classical generalized F structure Φ defined by the pair
of tensor fields (A, π) is a quasi-classical generalized CRF structure iff (1) the
endomorphism A is a classical CRF structure, (2) π is a Poisson structure, (3)
R(π,A)(X, β) = 0 for X ∈ P, β ∈ annQ (P = imA,Q = ker A).
Proof. The tensor fields A, π satisfy the conditions stated in Proposition 2.1
and we refer to the eigenbundles of A in the notation below. If Φ is quasi-
classical, the condition SΦ((X, 0), (Y, 0)) = 0 becomes SA(X,Y ) = 0, hence, it
is equivalent with the fact that A is a structure of the CR type.
Obviously, it suffices to look at arguments of the form (X, 0) and (0, α)
separately. The arguments (X, 0), (Y, 0) were already considered and we need
to compute SΦ((0, α), (0, β)) and SΦ((X, 0), (0, β)). Moreover, since SΦ vanishes
if one of the arguments belongs to S = Q⊕ (annP ) (see Remark 2.1), it suffices
to establish the integrability conditions for (X, 0), X ∈ P and (0, β), β ∈ annQ.
Computing the Courant brackets involved and using the following conse-
quences of (2.1)
π(α ◦A) = π(α, β ◦A), π(α ◦A2) = π(α, β ◦A2),
we get
SΦ((0, α), (0, β)) = ([♯πα, ♯πβ] + ♯π[L♯piα(β ◦A
2)− L♯piβ(α ◦A
2)
−d(π(α ◦A2, β))], L♯piβ(α ◦A)− L♯piα(β ◦A)− d(π(α ◦A, β))
+[L♯piα(β ◦A
2)− L♯piβ(α ◦A
2)− d(π(α ◦A2, β))] ◦A)
(2.7)
For α, β ∈ annQ, we have α ◦ A2 = −α, β ◦ A2 = −β and the vanishing of
the vector part of (2.7) yields the Poisson condition
[♯πα, ♯πβ] = ♯π{α, β}π (α, β ∈ annQ), (2.8)
where
{α, β}π = L♯piαβ − L♯piβα− d(π(α, β)) (2.9)
is the Poisson bracket of 1-forms [13].
Since ∀α, β, γ ∈ T ∗M the Gelfand-Dorfman formula [6]
[π, π](α, β, γ) = 2[γ(♯π{α, β}π − [♯πα, ♯πβ]) (2.10)
holds, condition (2.8) is equivalent to
[π, π](α, β, γ) = 0, ∀α, β ∈ annQ, γ ∈ T ∗M. (2.11)
But, we can show that (2.11) holds iff π is a Poisson bivector, in other words,
[π, π] = 0, equivalently (2.8), hold for any arguments. Indeed, since [π, π] is
totally skew-symmetric, (2.11) means that [π, π] = 0 whenever at least two
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arguments belong to annQ. On the other hand, if at least two arguments, e.g.,
α, β ∈ annP , then, ♯πα = 0, ♯πβ = 0 and {α, β}π = 0 (see (2.9)), therefore,
[π, π] = 0 because of (2.10). Since this covers all the possible cases in the
decomposition T ∗M = (annQ)⊕ (annP ), we are done.
Furthermore, the vanishing of the covector part of (2.7) is the condition
{α, β}π ◦A = L♯piα(β ◦A)−L♯piβ(α ◦A)− d(π(α ◦A, β)), α, β ∈ annQ, (2.12)
which is known for generalized complex structures (e.g., [15]). The insertion of
the value of {α, β}π given by (2.9) in (2.12) shows that the latter is equivalent
to the vanishing of the bivector field (see [15])
C(π,A)(α, β) = β◦L♯piαA−α◦L♯piβA+d(π(α, β))◦A−d(π(α◦A, β)) = 0. (2.13)
Now, we shall discuss the condition SΦ((X, 0), (0, β)) = 0 for X ∈ P, β ∈
annQ, i.e., A2X = −X, β ◦A2 = −β and
Φ(X, 0) = (AX, 0), Φ2(X, 0) = −(X, 0),
Φ(0, β) = (♯πβ,−β ◦A), Φ2(0, β) = −(0, β).
The required value of SΦ is
SΦ((X, 0), (0, β)) = ([AX, ♯πβ]−A[X, ♯πβ] + ♯π[LX(β ◦A)− LAXβ],
− LAX(β ◦A)− LXβ − [LX(β ◦A)− LAXβ] ◦A).
The vector component of the previous expression vanishes iff
(L♯piβA)(X) = ♯π[LX(β ◦A)− LAXβ] ⇔ R(π,A)(β,X) = 0, (2.14)
where R(π,A) is the Schouten concomitant. Due to the general relation [12]
α(R(π,A)(β,X)) =< C(π,A)(α, β), X >,
this condition is equivalent to (2.13) and only one of them, e.g., (2.14) must be
required.
Finally, the covector component of the condition SΦ((X, 0), (0, β)) = 0 is
[LAXβ − LX(β ◦A)] ◦A = LAX(β ◦A) + LXβ, (X ∈ P, β ∈ annQ) (2.15)
and it splits into the cases (i) AX = iX, β ◦A = iβ, (ii) AX = iX, β ◦A = −iβ
and conjugates. In case (i) the condition holds trivially. In case (ii) the condition
becomes (LXβ) ◦A = −i(LXβ), equivalently,
LXβ ∈ ann(H ⊕Q
c), ∀X ∈ H, β ∈ ann(H ⊕Qc). (2.16)
Condition (2.16) means < LXβ, Z >= 0 for Z ∈ H ⊕Qc, which is equivalent to
[X,Z] ∈ H ⊕Qc , ∀X ∈ H,Z ∈ Qc. Together with the condition [H,H ] ⊆ H ,
which holds because SA = 0, we have (1.10), therefore, A is a classical CRF
structure.
The conclusion of the theorem is the sum of the conditions deduced during
the proof.
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Notice that, even in the integrable case, condition (3) may not hold for other
kind of arguments (X, β).
Remark 2.2. We know that (1.10) is equivalent to (1.11). For any arguments,
the Nijenhuis tensor of A is given by
NA(X,Y ) = [AX,AY ]−A[AX, Y ]−A[X,AY ] +A
2[X,Y ]
= [AX,AY ]−A[AX, Y ]−A[X,AY ]− [X,Y ]
+ prQ[X,Y ].
(2.17)
Therefore, the first condition (1.11) is equivalent to
[AX,AY ]−A[AX, Y ]−A[X,AY ]− [X,Y ] = 0, ∀X,Y ∈ P,
which is equivalent to [H,H ] ⊆ H (check this on ±i-eigenvectors X,Y ). Then,
if we take X ∈ P, Y ∈ Q, (2.17) shows that the second condition (1.11) takes
the form
A2[X,Y ]−A[AX, Y ] = 0, ∀X ∈ P, Y ∈ Q. (2.18)
Thus, A is a classical CRF structure iff [H,H ] ⊆ H and (2.18) holds.
Proposition 2.4. In Theorem 2.1, condition (3) may be replaced by the pair
of conditions
[♯πβ,X ] ∈ P, (LY π)(λ, µ) = 0, (2.19)
where X ∈ P, Y ∈ H¯, β ∈ annQ, λ, µ ∈ ann(H¯ ⊕Qc).
Proof. We will replace condition (3) of Theorem 2.1, written under the form
(2.14) by its evaluation on 1-forms λ. For λ ∈ annP , (2.14) becomes (L♯piβA)(X) =
0, which is equivalent to
< λ, [♯πβ,AX ] >= 0, ∀X ∈ P, λ ∈ annP. (2.20)
This is equivalent to the first condition (2.19) and it means that the Hamiltonian
vector fields ♯πβ preserve the distribution P . The tensorial character of this
condition follows from X ∈ P, β ∈ annQ.
For λ ∈ annQc = H∗⊕ H¯∗ (H∗ = ann(H¯⊕Qc), H¯∗ = ann(H⊕Qc)), since
X ∈ P c = H ⊕ H¯ , the evaluation splits into the cases: (i) AX = iX, A∗β = iβ,
(ii) AX = iX, A∗β = −iβ and their complex conjugates and the results are
(i) A[♯πβ,X ]− i[♯πβ,X ] = 0, (ii) A[♯πβ,X ]− i[♯πβ,X ] = 2i♯π(LXβ).
Condition (i) holds because ♯πβ,X ∈ H and H is closed by brackets since
A is of the CR type. Condition (ii) again splits into two cases (a) λ ∈ H∗, (b)
λ ∈ H¯∗. In case (a) we have λ ◦A = iλ and the evaluation of λ on the left hand
side of (ii) gives zero. The same holds for the right hand side:
< λ, ♯π(LXβ) >= − < LXβ, ♯πλ >= −X(π(λ, β))+ < β, [X, ♯πλ] >= 0,
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because of (2.5) and of [X, ♯πλ] ∈ H . But, in case (b) λ ◦A = −iλ and the left
hand side of (ii) becomes
−2i < λ, [♯πβ,X ] >= 2i(< λ, ♯LXπβ + ♯π(LXβ) > .
Thus, (ii) becomes
(LXπ)(β, λ) = 0, ∀β, λ ∈ ann(H ⊕Q
c). (2.21)
This condition is tensorial in X since
(LfXπ)(β, λ) = f(LXπ)(β, λ) − β(X)π(df, λ) − λ(X)π(β, df)
and X ∈ H implies β(X) = 0, λ(X) = 0. By conjugation, (2.21) yields the
second condition (2.19).
Corollary 2.1. Let (Au, πu) define quasi-classical generalized CRF structures
on manifolds Mu, u = 1, 2. Then, (A1 + A2, π1 + π2) defines a quasi-classical
generalized CRF structure on M1 ×M2.
Proof. Checking the conditions of Proposition 2.1 and Theorem 2.1 is straight-
forward.
Remark 2.3. We shall indicate the following equivalent expressions of the first
condition (2.19). This condition is equivalent to L♯piβA
2(X) = 0, ∀X ∈ P, ∀β ∈
annQ. On the other hand, the form (2.20) of the condition is equivalent to
dλ(♯πβ,X) = 0 and, then, to L♯piβλ ∈ annP , ∀λ ∈ annP .
3 Quasi-classical structures with foliations
The simplest example of a quasi-classical generalized CRF structure is that of
a locally product structure defined by two involutive subbundles P,Q ⊆ TM
(foliations), where the leaves of P are endowed with a holomorphic Poisson
structure (AP ∈ EndP, πP ∈ ∧2P ). Then, we also have π ∈ χ2(M) and, if we
extend AP to A ∈ End(TM) by A|Q = 0, it is easy to check all the conditions
stated in Proposition 2.1 and Theorem 2.1, respectively, Proposition 2.4. (It
suffices to use vector fields in P , respectively Q, with local components that
depend only on the coordinates on the leaves of P , respectively Q.)
Below, we shall discuss quasi-classical generalized CRF structures where
either Q or P is a foliation.
Proposition 3.1. Let Φ be a quasi-classical generalized CRF structure defined
by a pair (A, π) such that Q = ker A defines a foliation and the bivector field
π is projectable to the local transversal submanifolds of the leaves of Q. Then,
A induces a transversal holomorphic structure of Q and π projects to a Q-
transversal holomorphic Poisson structure.
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Proof. First, we will show that an F structure A of the CR type with an in-
tegrable 0-eigenbundle Q is a classical CRF structure iff the tensor field A is
projectable to the local transversal submanifolds of the leaves of Q. Indeed, if A
is classical CRF, we have (2.18) (Remark 2.2). If we assume there that X ∈ P is
a Q-projectable vector field, equivalently, ∀Y ∈ Q, [X,Y ] ∈ Q, (2.18) becomes
A[AX, Y ] = 0, whence [AX, Y ] ∈ Q and AX is projectable too. This exactly
is what projectability of A means. Conversely, if A and X are projectable,
[X,Y ], [AX, Y ] ∈ Q and (2.18) holds for a projectable X . It is easy to check
that this implies (2.18) for X replaced by fX , where f is an arbitrary function,
i.e., (2.18) holds for any arguments. Notice that, if it exists, the projection A˜ of
A to the local Q-transversal submanifolds is given by A˜[X ]Q = [AX ]Q, where
X is projectable and the index Q denotes the image in the quotient space.
In the proposition, Φ is a quasi-classical generalized CRF structure, hence,
A is classical CRF and the induced tensor field A˜ exists. For any projectable
X , we have
A˜2[X ]Q = [A
2X ]Q = [(A
2 + Id)(X)−X ]Q = −[X ]Q,
which means that A˜ is almost complex. Let us compute the Nijenhuis tensor
NA˜ by using foliated vector fields X,Y ∈ P . We get
NA˜([X ]Q, [Y ]Q) = [A˜[X ]Q, A˜[Y ]Q]− A˜[A˜[X ]Q, [Y ]Q]
− A˜[[X ]Q, A˜[Y ]Q]− [[X ]Q, [Y ]Q]
= [[AX,AY ]−A[AX, Y ]−A[X,AY ]− [X,Y ]]Q
= [NA(X,Y )− prQ[X,Y ]]Q = 0.
The first equality holds because the Lie bracket is compatible with the pro-
jection to the Q-transversal submanifolds and the last equality holds because
H is involutive (see Remark 2.2). This proves the existence of the transversal
holomorphic structure of Q.
Now, we look at the Poisson bivector field π of the CRF structure Φ. Since
Q is a transversally holomorphic foliation, each point of M has a coordinate
neighborhood with local coordinates (zi, yu), where zi are lifts of complex coor-
dinates defined by A˜ on the local transversal submanifolds of Q and yu are real
coordinates on the leaves of Q (e.g., see [5]). These produce local bases of TM
of the form
Zi =
∂
∂zi
− tui
∂
∂yu
∈ H, Z¯i =
∂
∂z¯i
− t¯ui
∂
∂yu
∈ H¯, Yu =
∂
∂yu
,
where tui are some local functions of (z, z¯, y). Thus, the expression (2.5) becomes
π =
1
2
(πij(z, z¯)Zi ∧ Zj + π¯
ij(z, z¯)Z¯i ∧ Z¯j).
The local coefficients πij do not depend on y because of the hypothesis that π is
Q-projectable. (The projectability of π means the existence of a bivector field
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π˜ on the local transversal submanifolds of the leaves of Q such that π and π˜ are
related by the natural projection onto the submanifold, which happens iff πij
do not depend on y. The Q-projectability of π is also equivalent to im ♯π ⊆ P
together with the fact that, locally, ∀Y ∈ Q, LY π belongs to the ideal generated
by the tangent vector fields of the leaves of Q.)
Furthermore, π satisfies conditions (2.19), in particular,
(LY π)(λ, µ) = 0, ∀Y ∈ H¯, λ, µ ∈ ann(H¯ ⊕Q
c).
For Y = Z¯i, λ,= dz
h, µ = dzk, this yields Z¯i(π
hk) = 0.
Thus, the projection π˜ of π is
π˜ =
1
2
(πij(z)
∂
∂zi
∧
∂
∂zj
+ π¯ij(z¯)
∂
∂z¯i
∧
∂
∂z¯j
).
Finally, the condition [π˜, π˜] = 0 holds because, like the Lie bracket, the Schouten-
Nijenhuis bracket is compatible with the projection onto the local transversal
submanifolds of the leaves of Q. Therefore, π˜ is a holomorphic Poisson structure
on the local Q-transversal submanifolds, endowed with the complex structure
A˜.
Proposition 3.2. Let Φ be a quasi-classical generalized F structure defined by
the pair (A, π) where the tangent subbundle P = imA is a foliation. Then,
Φ is integrable (i.e., CRF) iff (i) the pair (A|P , π|annQ) (Q = ker A) defines
holomorphic Poisson structures on the leaves of P , (ii) NA(X,Y ) = 0 ∀X ∈
P, Y ∈ Q.
Proof. Since P = imA and annQ = P ∗, (A|P , π|annQ) defines quasi-classical
generalized, almost complex structures of the leaves of P (see Introduction).
If Φ is integrable, A is a classical CRF structure and (1.11) implies (ii) of the
proposition. On the other hand, the first condition (1.11) and formula (2.17)
imply NA|P = 0. Therefore, A induces complex analytic structures on the leaves
of P and M is covered by local charts with real coordinates (xa) and complex
coordinates (zi, z¯i) such that P is defined by dxa = 0 and (zi, z¯i) are complex
analytic coordinates along the leaves of P . Accordingly, the 0-eigenbundle Qc
of A and annQc have local bases of the form
Xa =
∂
∂xa
− tia
∂
∂zi
− t¯ia
∂
∂z¯i
, θi = dzi + tiadx
a, θ¯i = dz¯i + t¯iadx
a.
Furthermore, the Poisson bivector field π, which, in view of (2.5), has the
local expression
π =
1
2
(πil(z, z¯, x)
∂
∂zi
∧
∂
∂zl
+ π¯il(z, z¯, x)
∂
∂z¯i
∧
∂
∂z¯l
), (3.1)
induces Poisson structures π|annQ on the leaves of P that have the same local
expressions, but, with x = const. Moreover, the second integrability condition
(2.19) for Φ reduces to
(L ∂
∂z¯i
π)(θh, θk) =
∂πh,k
∂z¯i
= 0,
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which means that π is holomorphic along the leaves. Thus, integrability of Φ
also implies (i).
Conversely, it is clear that condition (i) implies the existence of the local
coordinates (xa, zi, z¯i) described above and the local expression (3.1), where
∂πhk/∂z¯i = 0. This local expression implies [π, π] = 0, hence, π is a Poisson
bivector field. The fact that A is classical CRF is ensured by the integrability of
A|P together with condition (ii), which are exactly the two conditions (1.11) in
our case. Finally, the first condition (2.19) is a consequence of the involutivity of
P and the second condition (2.19) holds since we have ∂πhk/∂z¯i = 0. Thus, all
the conditions of Theorem 2.1 and Proposition 2.4 hold and Φ is integrable.
Remark 3.1. If Φ is a quasi-classical generalized CRF structure such that the
corresponding tensor fields satisfy the condition im ♯π = imA, then, P = imA
is the symplectic foliation of the Poisson structure P and (A|P , π|annQ) define
holomorphic symplectic structures on the leaves of P .
We exemplify Proposition 3.2 by the following structures.
A generalized almost contact structure of codimension h is a system of ten-
sor fields (A ∈ End(TM), Za ∈ χ(M), π ∈ χ2(M), σ ∈ Ω2(M), ξa ∈ Ω1(M))
(χ(M) = χ1(M)) that satisfies the following conditions [16]
π(α ◦A, β) = π(α, β ◦A), σ(AX, Y ) = σ(X,AY ),
A(Za) = 0, ξ
a ◦A = 0, i(Za)σ = 0, i(ξa)π = 0, ξa(Zb) = δab ,
A2 = −Id− ♯π ◦ ♭σ +
∑h
a=1 ξ
a ⊗ Za.
(3.2)
Furthermore, the structure is normal if [16]:
[π, π] = 0, R(π,A) = 0,
LZaπ = 0, LZaσ = 0, L♯piαξ
a = 0,
NA(X,Y ) = ♯π(i(X ∧ Y )dσ) −
∑h
a=1(dξ
a(X,Y ))Za,
dσA(X,Y, Z) =
∑
Cycl(X,Y,Z) dσ(AX, Y, Z)
[Za, Zb] = 0, LZbξ
a = 0, LZaA = 0,
(LAXξ
a)(Y )− (LAY ξa)(X) = 0.
(3.3)
For a generalized almost contact structure of codimension h such that σ = 0,
conditions (3.2) imply the fact that the pair (A, π) defines a quasi-classical
generalized F structure Φ. Since −1 is not an eigenvalue of ♯π ◦ ♭σ = 0, the
normality of the structure (A, π, 0, Za, ξ
a) is characterized by the first four lines
of (3.3) [16]. It is easy to see that these conditions imply the integrability of Φ.
In particular, if X,Y ∈ P = ann {ξa} and since Q = span{Za}, we have
NA(X,Y ) = −
∑
a
dξa(X,Y )Za =
∑
a
ξa([X,Y ])Za = prQ[X,Y ]. (3.4)
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Furthermore, if X ∈ P, Y ∈ Q,
NA(X,Y ) = −
∑
a dξ
a(X,Y )Za =
∑
a(LXξ
a)(Y )
=
∑
a(LAX′ξ
a)(Y ) =
∑
a(LAY ξ
a)(X) = 0,
where X = AX ′ (we use P = imA) and the key fourth equality sign is given by
the last line of (3.3) (of course, AY = 0 because Y ∈ Q). These results about
NA show that A is a classical CRF structure. Condition [Za, Zb] = 0 included
in (3.3) shows that the 0-eigenbundle Q = span{Za} is a foliation.
The geometric structure of a normal generalized contact structure of codi-
mension h was described in Theorem 3.3 of [16] and includes the Q-transversal
holomorphic Poisson structure obtained in Proposition 3.1. In particular, Ex-
ample 3.2 of [16] tells that, if (N,A, π) is a holomorphic Poisson manifold and
M is a principal torus bundle over N endowed with a connection ξ of curvature
form Ξ, then, the conditions (a) i(♯πhα)Ξ = 0, (b) Ξ((A
hX,AhY )) = Ξ(X,Y )
(where the upper index h denotes the horizontal lift extended by zero on ver-
tical arguments) ensure that (M,Ah, πh) is a quasi-classical, generalized CRF
structure.
A classical almost contact structure [1] is defined by a triple (A ∈ End(TM), Z ∈
χ(M), ξ ∈ Ω1(M)) that satisfies (3.2) for h = 1, π = 0, σ = 0, i.e.,
A2 = −Id+ ξ ⊗ Z, AZ = 0, A∗ξ = 0, ξ(Z) = 1.
Furthermore, the structure is normal if the normality conditions (3.3) hold,
under the same restrictions. Then, we remain with the single condition
NA(X,Y ) + dξ(X,Y )Z = 0, ∀X,Y ∈ χ(M) (3.5)
and it implies
LZA = 0, LZξ = 0, (LAXξ)(Y ) = (LAY ξ)(X).
It follows easily that the almost contact structure (A,Z, ξ) is normal iff (i)
the F structure A is of the CR type and (ii) LZA = 0. Indeed, formula (3.4) with
h = 1 shows that the first condition (1.11), which is equivalent to A being of
the CR type (see Remark 2.2), coincides with the normality condition (3.5) for
arguments X,Y ∈ P = imA (imA is defined by ξ = 0). Therefore, normality
implies (i) and (ii) and the latter imply the normality conditions for arguments
in P . Then, for X ∈ P and Y = Z, (3.5) becomes NA(X,Z) = ξ([X,Z])Z and
it is implied by (i) and (ii) because LZA = 0 implies the vanishing of both sides
of the equality:
NA(X,Z) = −A[AX,Z] +A2[X,Z] = A(LZA)(X) = 0,
ξ([X,Z]) = ξ([AU,Z]) = −ξ((LZA)(U) +A[Z,U ]) = 0 (U ∈ P ).
Furthermore, if (A,Z, ξ) is normal, A is a classical CRF structure since it is
of the CR type and NA(X,Z) = 0 for X ∈ P .
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Definition 3.1. Let (A,Z, ξ) be an almost contact structure on a manifold M .
A Poisson bivector field π ∈ χ2(M) is a contact-Poisson structure onM if (A, π)
is a quasi-classical, generalized CRF structure.
The integrability conditions of the quasi-classical structure defined by (A, π)
show that the bivector field π is a contact-Poisson structure on (M,A,Z, ξ) iff:
(1) π(α◦A, β) = π(α, β ◦A), i(ξ)π = 0, (2) A is a classical CRF structure, (3) π
is a Poisson bivector field, (4) R(π,A)(X, β) = 0 whenever ξ(X) = 0, β(Z) = 0.
Condition (4) may be replaced by the conditions (2.19). In particular, (4)
implies ξ([♯πα,X ]) = 0 whenever ξ(X) = 0; for α(Z) = 0 this is the first
condition (2.19) and for α = ξ we have ♯πα = 0.
Of course, Q = ker A = span{Z} is a foliation. If we also assume that
LZπ = 0, it easily follows that π is Q-projectable and we may apply Proposition
3.1 and get the Q transversal holomorphic Poisson structure defined by the
projections of A and π. This situation occurs for contact-Poisson structures on
normal, almost contact manifolds.
Definition 3.2. Let (A,Z, ξ) be a normal almost contact structure on a man-
ifold M and π a contact-Poisson structure on M . If LZπ = 0, π will be called
a normal contact-Poisson structure.
Example 3.1. Let (M,A,Z, ξ) be a normal almost contact manifold such that
ξ ∧ dξ = 0. Then, P = imA is integrable and, since A is of the CR type, A|P
defines complex structures on the leaves of P . Any Z-projectable bivector field
π that produces holomorphic Poisson structures of the leaves of P obviously
is a normal contact-Poisson structure on M . In particular, this is the case
for a cosymplectic manifold in the sense of Blair [1] because such a manifold
satisfies the condition dξ = 0. The structure π = 0 is a trivial example of a
normal contact-Poisson structure on any almost contact manifoldM , where the
subbundle P may not be involutive. This trivial example can be modified as
follows. Take M = N × N ′ where N is a complex manifold with the complex
structure tensor J and the holomorphic Poisson structure π 6= 0 and N ′ is a
normal almost contact manifold with the structure (A,Z, ξ), where imA may
not be involutive. Then, (A˜ = J + A,Z, ξ) is still a normal almost contact
manifold and im A˜ may not be involutive. It is easy to check that π is a normal
contact-Poisson structure on M .
Proposition 3.3. If (M,A,Z, ξ) is a normal almost contact manifold and π is
a normal contact-Poisson structure on M , then, the generalized almost contact
structure (A, π, Z, ξ) is normal.
Proof. Under the hypotheses, we already have conditions (3.3) except for
L♯piαξ = 0, R(π,A)(X, β) = 0, ∀(X,α). (3.6)
The first condition (3.6) follows since, for ξ(X) = 0, an already mentioned
consequence of property (4) of contact-Poisson structures gives
< L♯piαξ,X >= − < ξ, [♯πα,X ] >= 0 (3.7)
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and
< L♯piαξ, Z >= − < ξ, [♯πα,Z] >=< ξ, ♯LZπα+♯π(LZα) >= − < LZα, ♯πξ >= 0.
Furthermore, the second condition (3.6) holds under the restrictions of (4)
and we have to check it for the arguments that do not satisfy these restrictions:
(A2X, ξ), (Z,A∗2α), (Z, ξ). We have
R(π,A)(A
2X, ξ) = ♯π[LA2X(A
∗ξ)− LA3Xξ]− (L♯piξA)(A
2X) = ♯π(LAXξ)
and, also, for all α,
< α, ♯π(LAXξ) >= − < LAXξ, ♯πα >=< ξ, [♯πα,AX ] >= 0.
Then,
R(π,A)(Z,A
∗2α) = ♯π[LZ(A
∗3α)− LAZα]− (L♯pi(A∗2α)A)(Z)
= −♯π(A∗LZα) − [♯π(A∗2α), AZ] +A[♯π(A∗2α), Z]
= −A♯π(LZα)−A(♯LZπ(A
∗2α)−A3♯π(LZα) = 0.
Finally, R(π,A)(Z, ξ) = 0 follows straightforwardly from the definition of
R(π,A).
If (Mu, Au, Zu, ξu), u = 1, 2, are two almost contact manifolds, the formula
J(X1, X2) = (A1X1 − ξ2(X2)Z1, A2X2 + ξ1(X1)Z2),
where Xu ∈ TxuMu, xu ∈ Mu, u = 1, 2, defines an almost complex structure
on M1 ×M2 and it was proven in [10] that J is integrable iff the two almost
contact structures are normal. In this case, the following proposition is true.
Proposition 3.4. Let (Mu, Au, Zu, ξu), u = 1, 2, be two normal almost contact
manifolds that have normal contact-Poisson structures πu. Then, π = π1+π2 is
a holomorphic Poisson structure on the complex analytic manifold (M1×M2, J).
Proof. Obviously, π is a Poisson structure. Hence, conditions (1.5) reduce to
R(π,J)((X1, X2), (α1, α2)) = 0, (3.8)
where, becauseR is a tensor onM1×M2, we may assume thatXu ∈ χ(Mu), αu ∈
Ω1(Mu). We need to check (3.8) for the following type of arguments: (1)
(X1, 0), (α1, 0), (2) (X1, 0), (0, α2), (3) (0, X2), (α1, 0) (4) (0, X2), (0, α2).
Firstly, we notice the expression of the transposed operator J∗:
J∗(α1, α2) = (A
∗
1α1 + α2(Z2)ξ1, A
∗
2α2 − α1(Z1)ξ2).
Now, using the definition (1.7) of the Schouten concomitant, a straightforward
calculation gives
R(π,J)((X1, 0), (α1, 0)) = (R(π1,A1)(X1, α1), ξ1([♯π1α1, X1])Z2),
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which vanishes because the normality of the first manifold implies R(π1,A1)(X1, α1) =
0 and (3.7) for the first manifold is ξ1([♯π1α1, X1]) = 0. In the same way, we
will obtain (3.8) in case (4).
Then, starting with (1.7) we get
R(π,J)(X1, 0), (0, α2) = (α2(Z2)♯π1(LX1ξ1), 0)− (0, ξ1(X1)♯π2(LZ2α2))
−(0, ξ1(X1)[♯π2α2, Z2]).
The property LZ2π2 = 0 implies the cancelation of the last two terms and
♯π1(LX1ξ1) = 0 follows from the evaluation on any 1-form β1:
< ♯π1(LX1ξ1), β1 >= − < LX1ξ1, ♯π1β1 >=< ξ1, [X1, ♯pi1β1] >
(3.7)
= 0.
Thus, (3.8) holds in case (2). In case (3), (3.8) follows similarly.
4 Poisson cohomology
In this section we make some remarks on the Poisson cohomology defined by
the Poisson structure π of a quasi-classical generalized CRF manifold (M,A, π).
This is a particular case of a more general situation worthy of consideration.
In an older terminology, a subbundle P ⊆ TM is a (non)holonomic subman-
ifold of M (“non” is omitted in the involutive case).
Definition 4.1. A (non)holonomic submanifold P of the Poisson manifold
(M,π) is a (non)holonomic Poisson submanifold if: 1) im(♯π : T
∗M → TM) ⊆
P , 2) every infinitesimal transformation ♯πα (α ∈ Ω1(M)) preserves the distri-
bution P .
Condition 2) means that
[♯πα,X ] ∈ P, ∀α ∈ Ω
1(M), X ∈ P. (4.1)
If condition 1) holds, condition 2) is coherent since (4.1) is consistent with the
multiplication of either α or X by a function.
If Φ is a quasi-classical generalized CRF structure defined by the pair (A, π),
Proposition 2.1 and Proposition 2.4 show that P = imA is a (non)holonomic
Poisson submanifold of (M,π).
If π of Definition 4.1 is non-degenerate, we have P = TM and (4.1) auto-
matically holds. If π is a regular Poisson structure and P = im ♯π, P is the
symplectic foliation of π (hence, holonomic) and (4.1) again holds because X
is tangent to the symplectic leaves of π. In the general holonomic case, P is
integrable and condition 1) of Definition 4.1 means that every leaf of P is a
Poisson submanifold, i.e., a union of open subsets of symplectic leaves of π [2].
Condition 2) is again implied because the brackets compute along the leaves
of P . Thus, the notion of a (non)holonomic Poisson submanifold is a natural
extension of the notion of a Poisson submanifold.
An example of a nonholonomic Poisson submanifold is given below.
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Example 4.1. Take M = R5 with the cartesian coordinates (y1, y2, x1, x2, x3)
and the Poisson bivector field
π = f(y1, y2, x1, x2, x3)
∂
∂y1
∧
∂
∂y2
.
Consider the distribution
P = span{
∂
∂y1
,
∂
∂y2
, X1 =
∂
∂x1
+ x2
∂
∂x3
, X2 =
∂
∂x2
− x1
∂
∂x3
}.
Then, P includes im ♯π, which is zero where f vanishes and is spanned by
∂/∂y1, ∂/∂y2 where f 6= 0. P satisfies condition 2) of Definition 4.1 since
[∂/∂ya, Xu] = 0 for a = 1, 2, u = 1, 2 and P is nonholonomic since [X1, X2] =
−2(∂/∂x3) is not contained in P .
The Poisson cohomology of a Poisson manifold (M,π) is the de Rham coho-
mology of the Lie algebroid (T ∗M, ♯π, { , }π), i.e., the cohomology of the cochain
complex (χk(M), dπ), where the coboundary dπ is given by [13]
dπw(λ0, ..., λk) =
∑k
h=0(−1)
h(♯πλ
h)(w(λ0 , ..., λˆh, ..., λ
k))
+
∑
h<s(−1)
h+sw({λh, λs}π, λ0, ..., λˆh, ..., λˆs, ..., λk),
(4.2)
the hat denoting a missing argument. Another expression of the coboundary
is dπw = −[π,w] (Schouten-Nijenhuis bracket). In fact, every Lie algebroid
A has de Rham cohomology spaces Hk(A) defined by the cochain complex
(Γ ∧k A∗, dA), where dA has the same expression as dπ , but, ♯π is replaced by
the anchor of A and the π-bracket is replaced by the bracket of A. The Poisson
cohomology spaces are Hk(M,π) = Hk(T ∗M).
Concerning the Lie algebroid T ∗M , we notice the following result.
Proposition 4.1. If P is a (non)holonomic Poisson submanifold of the Pois-
son manifold (M,π), the Lie algebroid (T ∗M, ♯π , { , }π) induces a Lie algebroid
structure on P ∗ = T ∗M/(annπ). Furthermore, if we put anchor and bracket
zero on annP , the sequence
0→ annP
ι
→ T ∗M
p
→ T ∗M/(annP )→ 0, (4.3)
where ι is the inclusion and p is the natural projection, is an exact sequence of
Lie algebroids over M .
Proof. Equality (2.4) and its consequence that im(♯π : T
∗M → TM) ⊆ P is
equivalent to ♯π(annP ) = 0 hold for any pair (π ∈ χ2(M), P ⊆ TM). Hence, if
im ♯π ⊆ P , we get an induced morphism ♯′π : T
∗M/(annP ) ≈ P ∗ → P .
Then, since ♯π(annP ) = 0, formula (2.9) shows that, ∀α, β ∈ annP one has
{α, β}π = 0. Moreover, if only one of the forms, say β, belongs to annP , then,
∀γ ∈ Ω1(M),
< γ, ♯π{α, β}π >=< γ, ♯π(L♯piαβ >= − < L♯piαβ, ♯πγ >
= (♯πα)(π(β, γ)+ < β, [♯πα, ♯πγ] >=< β, ♯π{α, γ}π >= 0,
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where the penultimate equality sign is justified by the fact that π is Poisson and
the ultimate is justified by ♯π(annP ) = 0. Thus, {α, β}π ∈ ann♯π.
Accordingly, the formula
{[α], [β]}π = [{α, β}π],
where brackets denote classes in T ∗M/(annP ), yields a well defined bracket on
ΓP ∗. Obviously, if the Jacobi identity holds for the bracket of 1-forms, which is
true if π is Poisson, it also holds for the bracket of classes.
The above proves the existence of the induced Lie algebroid structure of P ∗.
The exactness of the sequence (4.3) is obvious.
Remark 4.1. Proposition 4.1 may be generalized as follows. Let L ⊆ TM be
a Dirac structure (i.e., a maximally g-isotropic subbundle closed under Courant
brackets) on a manifold M and S = prTML. For any (non)holonomic subman-
ifold P ⊆ TM , we denote [14]:
H˜(L, P ) = {(X,α) ∈ L, / α ∈ annP} = L ∩ (TM ⊕ annP ) ⊆ TM,
H(L, P ) = {X ∈ TM, /∃α ∈ annP, (X,α) ∈ L} = prTM H˜(L, P ).
Then, we will say that P is a (non)holonomic Dirac submanifold of (M,L) if (1)
S ⊆ P , (2) for any vector fields Z ∈ S,X ∈ P , [Z,X ] ∈ P . Then, if L∩(annP ) is
a differentiable vector bundle (annP is identified with a subspace of TM⊕T ∗M
by α 7→ (0, α) (α ∈ annP )), the sequence
0→ L ∩ (annP )
ι
→ L
p
→ L/L ∩ (annP )→ 0, (4.4)
with the brackets induced by the Courant bracket is an exact sequence of Lie
algebroids. By (1.2), the restriction of the Courant bracket to T ∗M , and in
particular to pairs (0, α), (0, β) ∈ L ∩ annP , is zero. Also, for α ∈ annP and
(Y, β) ∈ L, we get
[(0, α), (Y, β)] = (0,−LY α) ∈ L ∩ annP
because, if Z ∈ P ,
LY α(Z) = − < α, [Y, Z] >
(2)
= 0.
Thus, the Courant bracket induces a Lie algebroid bracket on the quotient that
appears in (4.4). The case of a Poisson manifold (M,π) is L = graph ♯π.
In the proof of Proposition 4.1 we saw that, if P is a (non)holonomic Pois-
son submanifold of (M,π), annP is an abelian ideal of (Ω1(M), { , }π). This
property was encountered in the case P = im ♯π, where π is a regular Poisson
structure, and it was used to define a spectral sequence that converges to the
Poisson cohomology of π [13]. Below, we recall the definition of this spectral
sequence, referring to an arbitrary (non)holonomic Poisson submanifold. As
a matter of fact, the construction of the spectral sequence involves a comple-
mentary subbundle Q of P , which yields the decomposition TM = Q ⊕ P . In
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the case of a quasi-classical generalized CRF structure with associated tensors
(A, π), one has a canonical spectral sequence defined by P = imA,Q = ker A.
The decomposition TM = P ⊕Q implies
T ∗M = Q∗ ⊕ P ∗ = (annP )⊕ (annQ).
Accordingly, we may transfer the Lie algebroid structure of P ∗ given by Propo-
sition 4.1 to annQ and replace L/L ∩ (annP ) by annQ in (4.4).
The decomposition of T ∗M produces a bi-grading χk(M) =
∑
i+j=k χ
ij(M),
where i, j ≥ 0 and i is the Q-degree, j is the P -degree (i.e., w ∈ χij(M) vanishes
unless evaluated on i 1-forms in Q∗ = annP and j 1-forms in P ∗ = annQ).
Then, since ♯π(annP ) = 0 and annP is an abelian ideal of (Ω
1(M), { , }π), if
we count the arguments in dπw given by (4.2) for w ∈ χij(M), we see that dπ =
σ′−1,2+σ
′′
0,1, where the lower indices indicate the grade increments. Furthermore,
the coboundary property d2π = 0 is equivalent to
σ′2 = 0, σ′′2 = 0, σ′ ◦ σ′′ + σ′′ ◦ σ′ = 0. (4.5)
Formula (4.2 yields the following expression of σ′, σ′′ for w ∈ χij(M) [13]
(σ′w)(α0, ..., αi−2, β0, ..., βj+1)
=
∑j+1
h<k=0(−1)
h+kw({βh, βk}π, α0, ..., αi−2, β0, ..., βˆh, ..., βˆk, ..., βj+1),
(σ′′w)(α0, ..., αi−1, β0, ..., βj)
=
∑j
h=0(−1)
i+h(♯πβh)(w(α0, ..., αi−1, β0, ..., βˆh, ..., βj)
+
∑i−1
h=0
∑j
k=0(−1)
i+h+kw({αh, βk}π, α0, ..., ..., αˆh, ..., αi−1, β0, ..., βˆk, ..., βj)
+
∑j
h<k=0(−1)
h+kw(α0, ..., αi−1, {βh, βk}π, β0, ..., βˆh, ..., βˆk, ..., βj),
(4.6)
where the arguments α ∈ annP and β ∈ annQ.
Remark 4.2. The restriction of σ′′ to
∑
j χ
0j(M) defines the cohomology of
the Lie algebroid P ∗. On the other hand, Hj(annP ) = Γ∧j Q since annP has
zero anchor and bracket.
Now, we define a filtration of the cochain complex (χ•(M), dπ) by the spaces
of filtration degree h:
Fh(M) = (⊕
q
i=0χ
i,h)⊕ (⊕qi=0χ
i,h+1)⊕ ... ⊕ (⊕qi=0χ
ip),
where q = rank Q, p = rank P . Obviously, Fh(M) ⊇ Fh+1(M) and the type
increments of σ′, σ′′ show that dπ(Fh) ⊆ Fh.
The filtration Fh(M) produces a spectral sequence {Eijr (M,π)}, which con-
verges to the Poisson cohomology of (M,π). The first terms of the spectral
sequence are given by Theorem 5.12 of [13] since the proof of that theorem
holds in the present case too:
Eij0 (M,π) = E
ij
1 (M,π) = χ
ji(M),
Eij2 (M,π) = H
i(χj•(M), σ′′).
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Notice that χjk(M) = Ωk(P ∗,∧jQ), the space of the k-forms on P ∗ with values
in ∧jQ.
Furthermore, (4.5) show that σ′ induces an action on the cohomology spaces
that give Eij2 and the definitions related with spectral sequences yield
Eij3 (M,π) = H
i(H•(χj•(M), σ′′), σ′).
In the case of a quasi-classical generalized CRF manifold (M,A, π) there
exists a further grade decomposition induced by P = H ⊕ H¯ . In order to
express it in a simple way, we consider the local basis (hi ∈ H, h¯i ∈ H¯, qj ∈ Q)
introduced in Proposition 2.2 and the corresponding dual cobasis (κi ∈ H∗, κ¯i ∈
H¯, ξj ∈ Q∗); (κi ∈ H∗, κ¯i ∈ H¯) is a basis of annQ and (ξj) is a basis of annP .
We will say that w ∈ χk(M) is of triple grade (a, b, c) if its local expression is
w =
1
a!b!c!
wl1...lai1...ibj1...jcql1 ∧ ... ∧ qla ∧ hi1 ∧ ... ∧ hib ∧ h¯j1 ∧ ... ∧ h¯jc ,
where the coefficients are skew-symmetric in each of the three groups of indices
and a+ b+ c = k. The space of such multivectors will be denoted by χabc(M).
Proposition 4.2. For a quasi-classical generalized CRF manifold, one has a
decomposition
σ′′ = σ′′H + σ
′′
H¯ , (4.7)
where σ′′H : χ
abc(M) → χa,b+1,c(M), σ′′
H¯
: χabc(M) → χa,b,c+1(M) and σ′′2H =
σ′′2
H¯
= 0, σ′′H ◦ σ
′′
H¯
+ σ′′
H¯
◦ σ′′H = 0.
Proof. We shall use the second formula (4.6) in order to compute σ′′, which has
type (0, 1), for corresponding arguments as follows:
(σ′′w)(ξl1 , ..., ξla , κi1 , ..., κib+e , κ¯j1 , ..., κ¯jc−e+1), e = 1, ..., c+ 1,
(σ′′w)(ξl1 , ..., ξla , κi1 , ..., κib−f+1 , κ¯j0 , ..., κ¯jc+f ), f = 1, ..., b+ 1.
Formula (4.6) straightforwardly shows that the resulting value is zero if either
e > 2 or f > 2. We shall prove the same for e = 2, f = 2; the two cases are
similar and we give the details for e = 2 only. Then, the first term of the right
hand side of the expression (4.6) of σ′′ vanishes since the involved value of w
does not have the right number of arguments. The second term vanishes because
{ξl, κi}π, {ξl, κ¯i}π ∈ annP imply the addition of one more argument in annP
and, again, the number of arguments is not the one that yields non-zero values
of w. For the same reason, we have to replace {βi, βj}π by prannQ{βi, βj}π in
the last term of the same expression of σ′′.
In our case, annQ = H∗ + H¯∗ and we shall get (4.7) and all the required
conclusions if we show that prH∗prannQ{κi, κj}π = 0. This condition is easily
seen to be equivalent to the vanishing of {κi, κj}π(U) ∀U ∈ H¯. We have
{κi, κj}π(U) = < L♯piκiκj , U > − < L♯piκjκi, U > −U(π(κi, κj)
= − < κj , [♯πκi, U ] > + < κj , [♯πκi, U ] > .
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Since a straightforward calculation leads to the relation
< L♯piκiκj , U > + < LUκj , ♯πκi >= U(π(κi, κj)),
we get
{κi, κj}π(U) = − < LUκj , ♯πκi > − < LUκi, ♯πκj > −U(π(κi, κj))
= (LUπ)(κi, κj) = 0,
because of the second integrability condition (2.19).
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