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Pacific whiting, with a maximum sustainable yield between 150,000 and 
250,000 metric tons, is the largest stock of fish found off Oregon. The majority of the 
fish are processed into surimi. Hundreds of variables could potentially affect surimi 
quality (gel strength). Alternative harvesting and processing input combinations, as 
well as product quality attributes and their influences, were collected for the 1992-94 
Pacific whiting seasons. This data was combined with other research on Pacific 
whiting quality to develop a comprehensive model of the Pacific whiting fishery. 
Neural network and induction modeling methods were used to isolate the importance 
of each input variable and document its interactive effects on other variables. Neural 
network modeling does not have the limitations of standard modeling techniques. A 
neural network model can "learn" and adjust weights among inputs and interactions as 
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strategy reduces complications due to discontinuities in the data. A hybrid model was 
developed by combining results of the two modeling methods. 
These methods were compared to multiple regression for their effectiveness in 
prediction. The hybrid model provided the most accurate predictions (96% of 
predictions within 10% of actual value), followed by neural networks (92%), induction 
(84%), and regression (74%). 
Of the 88 variables examined, only ten and their interactions were significantly 
related to final product quality. These variables include the time it takes to process 
the fish from capture, the temperature the fish are stored until processing, the salinity, 
moisture content, and pH of the fish, the length and weight of the fish, the date and 
place where the fish were captured, and the water:meat wash ratio of the various 
surimi washes during processing. Most of the variables were highly interactive and 
nonlinear. 
The information derived from these models can be used to optimize production 
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Chapter 1. INTRODUCTION 
Introduction 
Fisheries in Oregon have undergone dramatic changes in recent years. 
Historically, Oregon has been primarily a high value, low volume fishery with a 
substantial portion of fishing effort devoted to the harvest of salmon. Even though 
world salmon populations are at an all time high, the allowable salmon harvest in 
Oregon has been reduced drastically due to the listing of some races of salmon on the 
threatened species list. The drastic decline in salmon harvest has been replaced by an 
increase in the harvest of other species, mainly trawl fish such as Pacific whiting. 
Figure 1.1 (Radtke, 1995a) shows the value of the salmon and trawl fish catch in 
Oregon from 1973 to 1994. The impact of commercial salmon harvest on the Oregon 
economy has been virtually eliminated. Trawl fish have replaced salmon as the 
dominant fishery. The major increase in the trawl fishery is due to the increase of 
domestic processing of Pacific whiting (Merluccius productus) from .20,000 metric 
tons (mt) in 1990 to over 200,000 mt in 1991. The most dramatic impact has been 
felt in Oregon where the increase in landings has been from .8,000 mt in 1990, to 
72,000 mt in 1995 (Radtke, 1995b). Pacific whiting, which has a maximum 
sustainable yield between 150,000 and 250,000 mt, is now fully utilized by U.S. 
processors. Prior to 1991, most of the Pacific whiting resource was harvested by 2 
foreign and joint venture vessels delivering whiting to processing ships from Europe 
and Asia (Fig. 1.2)(Talley, 1995). Oregon processors had little experience with 
handling whiting which has numerous quality problems associated with an intrinsic 
myxosporidian parasite and high levels of protease in the muscle tissue.  In 1991, all 
of the Oregon shoreside harvest of Pacific whiting was processed into fillets and 
headed and gutted (H & G) products.  In 1992, however, surimi production began and 
became the dominant use for whiting in Oregon. Surimi is a washed, refined fish 
mince used for the production of imitation crab legs and other products. Local 
processors were suddenly handling a new species of fish using an advanced processing 
technology they had never used before. Processors began collecting vast amounts of 
data to achieve a better understanding of Pacific whiting and the surimi industry.  In 
addition to information collected by processors, others were collecting large amounts 
of information as well. The Oregon Department of Fish and Wildlife (ODFW), used 
observers at sea and onshore to collect biological and harvest information on the 
whiting harvest. Researchers at the Oregon State University Seafood Laboratory 
began extensive research into whiting and its parasite/protease problems. Fishermen 
generated log book data detailing harvesting parameters. 
It became apparent that large volumes of data were being collected and that 
this data could lead to insights for optimizing the fishery. In addition to traditional 
multiple linear regression, other modeling techniques were used to examine and 
describe the interrelationships that exist in the fishery. Recent advances in computer 
analytical techniques, such as neural networks and induction modeling, have shown the 
potential of these programs for analyzing large complicated data sets that are difficult 3 
120 
Salmon vs. Trawl Fish Catch off Oregon 
Figure 1.1. Comparison of salmon and trawl fish values in Oregon 
Pacific Whiting Landings 
Projected for 1995 
Figure 1.2.  Historic catch of Pacific whiting 4 
using traditional technology. These circumstances provided a unique opportunity to 
explore the use of artificial intelligence for analyzing a fishery from harvesting 
through processing sectors with the goal of determining relationships among the 
various factors that impact the economic well being of that fishery. 
Research Objectives 
The overall objective of the research was to provide fishing industry decision-
makers with a clearer understanding of the Pacific whiting fishery based on complex 
interactive influences on quality. This knowledge will help  optimize quality and 
profitability. An optimal quality may not yield optimal profitability. The cost 
associated with improving product quality may be higher than the economic benefit of 
the improvements (increased price). Due to the large size of the resource, an increase 
in yield or product value by only a small amount can yield millions of dollars for the 
surimi industry. Another major objective was to examine alternative modeling 
methods including statistical regression, neural networks, and induction to evaluate 
their effectiveness for various situations. The Pacific whiting fishery was an ideal 
candidate for development of a decision model and for comparing modeling methods 
due to the many complications and interactions associated with the fishery and the 
substantial cooperative data-gathering effort already underway. The specific research 
objectives for this project were the following: 
1) Establish patterns of relationships between the effects of on-board handling, 
physical characteristics, and dock-side storage conditions and raw material 
quality, that is, the quality of the fish prior to processing. 5 
2) Determine the effects of raw material quality and harvesting/processing 
strategies on the quality and yield of surimi. 
3) Compare and contrast the different methods of modeling and identify the 
relative strengths and weaknesses of each. 
These objectives represent a holistic approach to fisheries management, 
examining all aspects of quality influences. This broad approach attempts to 
encompass all influences on quality from capture to final product. In the following 
subsections, a more descriptive explanation of the specific  research objectives will be 
discussed. 
Objective 1: 
Establish patterns of relationships between the effects of on-board handling, 
physical characteristics, and dock-side storage  conditions and raw material quality. 
A method of quality assessment was developed to relate quality parameters to 
handling and processing practices. For this research, both subjective and objective 
measurements were used. The subjective measurement method was developed at 
Oregon State University from the Canadian Groundfish Guide (Woyewoda and Shaw, 
This technique used an observer onboard 1985) and modified for Pacific whiting.
 
vessels and in processing plants to subjectively determine quality parameters; such as,
 
relative texture, degree of discoloration, number of blood clots, and overall
 
appearance. The objective measurements involved use of a Torrymeter, an instrument 6 
for measuring electrical current, and a torsion test, a mechanical test used to determine 
textural changes in fish muscle. 
The next step was to determine the effect of several factors on product quality. 
These factors, such as, time since capture, storage temperature, etc. were then 
compared to measures of raw material product quality. Chapter 2 details the results of 
this research. 
Objective 2: 
Relate the effects of raw material quality and harvesting/processing strategies to 
the quality and yield of surimi. 
The Oregon Department of Fish and Wildlife (ODFW) has been collecting 
harvest information since 1992 by requiring observers on 20% of all whiting fishing 
expeditions. Some fishing vessels have installed time/temperature recorders  in fish 
holds and have shared this and other vessel information. This information was 
combined with on-shore observations by processors and ODFW, as well as quality 
evaluations collected for this research and by processors, for a complete representation 
of the variables affecting fish quality. This information represents a large database 
with over 8,000 observations and 88 variables. Multiple linear regression may  be 
inadequate to fully describe the relationships that exist for large, complicated data sets. 
This led to the use of artificial intelligence techniques for data analysis. 
A neural network model, an induction model, and a traditional regression 
model were used to determine the relationships of raw material quality and 
harvesting/processing variables on the quality of the final product. Surimi was chosen 7 
for final product because of the substantial quality evaluations involved with its 
production. The relationships established between important variables and surimi 
product quality are discussed more fully in Chapter 3. 
Objective 3: 
Compare and contrast the different methods of modeling and identify the 
relative strengths and weaknesses of each. 
Currently there is an abundance of research on various modeling methods 
including regression, neural networks, and induction. There is not, however, a clear 
understanding of the effectiveness of these methods for different situations.  Chapter 4 
gives a summary of previous research comparing modeling methods. Also, additional 
comparisons are made from the results of the research contained in this thesis.  There 
are no definitive methods for deciding when to use alternative modeling procedures, 
only general guidelines. For many applications, it is still necessary to try more than 
one method and compare the results of alternative methods. In addition to 
comparisons between existing methods, a new hybrid modeling method is described 
that combines different methods. 
General Considerations 
The effort to collect information on Pacific whiting clarified the necessity of 
developing a complex, interactive model to represent the relationships that exist within 
the fishery. The amount of information is so large, and the relationships so intricate 8 
that linear regression modeling may fully incorporate all important relationships. 
Several researchers have developed models describing various aspects of the fishing 
industry, but none have done so in a comprehensive mariner, comparing all variables 
simultaneously. This is necessary to understand the numerous interactions present in a 
global overview of the fishery. Once established, this model can help to maximize the 
economic benefit of the fishery by improving decision making capabilities of industry 
managers and regulatory agencies. 
Recent Modeling of Fisheries 
Thus far, the main focus for modeling in fisheries has been stock size 
evaluation and quota determination for a variety of commercial species. These models 
are based on biological factors and do not generally consider impacts on product 
quality associated with different harvesting and processing practices. 
Methot and Dorn (1995) developed quantitative assessment models to integrate 
the analysis of population surveys and fishery catch statistics for Pacific whiting. 
They included such influences as physical living environment (currents, water 
temperature, salinity), reproductive parameters (spawning time, age at maturity, egg 
production), life history (migration pattern, major diet, growth rate, recruitment 
process, natural mortality), and fishery characteristics (season openings,  allowable 
catch, harvest area, bycatch). Their research has been directed solely at population 
assessment, and determining the potential biological impacts of different fisheries 
strategies on stock characteristics. 9 
Enriquez et al.(1992) evaluated risk factors of different management regimes 
and estimated the potential yield from the Pacific whiting fishery. He demonstrated 
the trade-off between fish growth and death rate to maximize the biomass of the 
fishery. The age at which Pacific whiting attain maximum biomass is about four 
years. Since fish of various ages are harvested simultaneously, he examined the effect 
of alternative fishing strategies on future recruitment and biomass predictions. His 
interest was solely to maximize the harvest biomass and included no influences or 
impacts on quality. 
Very few models have been developed that show the relationship of intrinsic 
characteristics of fish to harvesting and processing sectors. Some efforts have been 
made to incorporate product quality into fishery models, but no models have been 
developed to comprehensively examine influences of harvesting and processing 
strategies and intrinsic fish characteristics on product quality. A linear programming 
model was developed by Jensson (1987) to configure production planning in Icelandic 
processing firms. His research described the importance of product mix and 
manpower allocation on a daily basis for efficient processing. Details concerning 
influences of product quality were not the focus of the research and were not 
considered in detail. 
Bjarnason (1992) used multi-period linear programming in his research on the 
fishing industry in Iceland. He reported numerous advantages of integrated fishing 
and fish processing segments of the fishery. He described how economic opportunities 
could be enhanced by scheduling the fishing trips to arrive at more advantageous times 
rather than randomly or all at the same time. In his research, he related product 10 
quality only to the time it takes to process the fish. He described this relationship as a 
simple linear decline with time. Although this was important research, the quality 
relationships are much more complicated and were not described. 
Peters et al. (1992) examined some of the numerous harvesting parameters for 
Pacific whiting and objective dockside grading standards. Data was collected through 
a cooperative effort between processors, fishermen, and researchers.  This effort 
established a working relationship crucial for further research on whiting quality.  This 
effort formed the basis upon which a relational model was constituted. 
Enriquez and Sylvia (1992) examined the effects of management decisions and 
characteristics of the fish stock (age distribution, total biomass, etc.) to determine their 
influence on different objectives of the fishery including economic efficiency, 
utilization, and conservation. The model used a generalized nonlinear age-structured 
representation based on stock-synthesis analysis. They demonstrated how the 
objectives of the fishery werechanged based on management decisions including 
allocation and harvest strategies. Their extensive research examined mainly 
socioeconomic and biological factors (geographic locations, stock size, etc.), but did 
not consider the effects of various harvesting and processing strategies.  Regardless, 
these factors have a definite impact on product quality, market demand, and price. 
Sylvia et al. (1994) examined the relationships between marine resource 
management, intrinsic seafood quality, and economic benefits for the Pacific whiting 
fishery. They examined many of the influences on product quality including the time 
of year and how this relates to the fish proximal composition (protein, moisture, 
lipids).  Their investigation was aimed primarily at understanding how public fisheries 11 
management may impact product quality and socioeconomic benefits. They compared 
the economics of harvesting at-sea vs onshore, and the impact of season openings. 
They demonstrated the advantages of a delayed season opening for improving market 
opportunities. This research, although extensive, did not examine many of the factors 
affecting Pacific whiting quality. They used only proximal composition, date, and 
product size (length, weight) to predict product quality and yield. These factors were 
adequate for their research, because they were investigating average quality and yield 
throughout the season and not on a firm-level production basis. To maximize 
production, it is necessary to incorporate many additional factors that affect the 
variation in product quality. 
The described research examines various aspects of the fishing industry, but 
does not investigate harvesting, processing, and intrinsic fish characteristics 
simultaneously. Needed was a relational model detailing effects and interactions from 
all of these influences concurrently. Due to the size and complexity of the data, 
traditional modeling techniques were limited in their effectiveness. Models were 
developed that document the quality issues in a nonlinear neural network framework, 
an induction framework, and a traditional regression framework. Information derived 
from each modeling technique could be used to develop an overall model for 
prediction and control of Pacific whiting quality. 
Neural Networks 
Neural networks are a relatively new technology for analyzing large amounts of 
data in a nonlinear interactive format. Although the procedure has been in use for 12 
decades (Rosenblatt, 1961), neural networks have only recently been used for real 
world applications in agriculture such as grain price prediction, and alfalfa cultivar 
selection (Bolte, 1989). 
The basic procedure of neural networks is to connect a large number of simple 
processors (neurons) in parallel. The theory evolved from the study of how humans 
learn and the neuron structure in the brain.  In a biological brain, individual neurons 
function as excitory threshold devices consisting of input connections, a cell body, and 
chemical transmitters which "fire" when the sum of the input excitations exceed some 
threshold value.  Artificial networks operate in a similar fashion. The connection 
strengths, coupled with input excitation levels, of the various input variables are 
summed for each neuron in the network. This sum is fed into an activation function 
to determine the activation level of the next neuron. The activation function may take 
many forms, but typically a threshold function (once a certain level is met, the value is 
set to 1, otherwise the value is equal to 0), or a sigmoid function (S-shaped) is used to 
calculate activation level of a particular neuron. Because of the interconnected nature 
of the network, these calculations must proceed in parallel to accurately determine the 
state of a network. 
Neural networks do not output information explicitly in the form of equations, 
but rather the information is stored in the topology of the network architecture. This 
has advantages and disadvantages. Advantages include applicability of very powerful 
learning algorithms, extremely flexible capabilities for representing relational 
information, and elimination of programming. Disadvantages include the "black-box" 
syndrome: current understanding makes it difficult to "look inside" a network and 13 
have a clear picture of what information is stored there. This information, however, 
can be obtained by alternating input values of one variable while holding the other 
variables constant to determine the effect of each individual variable. Also, when 
combined with other modeling techniques, a better understanding is achieved. 
This research used feedforward networks, the most commonly used neural 
networks. These systems are useful because they can be trained to recognize patterns 
and to generalize information available in the "training set".  Generally, feedforward 
neural networks are arranged in three layers; an input layer, a hidden layer, and an 
output layer (Figure 1.3). 
The primary advantage of neural networks is that they can be "trained" to 
recognize general patterns between input/output combinations. The input layer 
connects the network with the problem inputs and provides the mechanism for 
generating a response. The output layer similarly provides for interaction with the 
output variables and indicates the final state of the network (the problem solution) 
after input stimulation. The hidden layer serves as a buffer between the input and 
output layers and acts as a pattern repository for the network. Each input layer neuron 
is connected to each hidden layer neuron which, in turn, is connected to each output 
layer neuron. No input/output connections exist, and no feedback is allowed. 
Although a number of learning algorithms exist, most networks use an 
algorithm termed the back propagation algorithm. This algorithm is well documented 
by Rumelhart and McClelland (1987) and Stanley (1988). In short, the analysis 
consists of "training" the network. Known input/output combinations are repeatedly 
presented to the network. The network uses a learning algorithm to predict an output 14 
Figure 1.3.  Basic structure of feedforward neural network. 
based on the input combinations presented. An error is calculated as the difference 
between the actual value (from the training set) and the predicted value. The error is 
propagated backwards from the output layer, and through the hidden layer. The 
connection weights are adjusted so they can predict the actual value more closely. 
The training set is repeatedly shown to the network until the predicted value and the 
actual value are within a predetermined tolerance level (usually around 10%). 
Neural networks operate as generalized pattern recognizers. Their pattern 
recognition capabilities can be applied to numerous problems that would not be 
possible using traditional modeling techniques. Back propagation neural networks 
have been applied to such problems as handwriting interpretation (LeCun et al., 1989), 15 
image processing (Aleksander et al., 1984), speech recognition (Prager and Fallside, 
1989), DNA Mapping (Piper and Granum, 1989), stock market analysis (Margarita 
and Beltratti, 1993), crop yield estimation (Joerding, 1993), and numerous other 
applications. They have not, so far, been used for a large scale fisheries quality 
management project like the one described in this thesis. 
Willis et al. (1992) examined the suitability of neural networks for solving 
process engineering problems. They showed that neural networks could provide a fast 
inference of difficult to measure process outputs using other easily measured variables. 
Linko and Zhu (1992) examined the use of neural networks for process control of 
glucoamylase fermentation. They found the neural networks to be excellent for 
prediction of fermentation variables such as carbon dioxide evolution, oxygen uptake 
rates, and nitrogen utilization rates. The use of neural networks for process control 
can be developed without requiring prior knowledge of the complex mechanisms 
involved (microbial physiology, etc.) or on the interrelationships with other variables. 
This information is determined automatically from a data base of examples. 
An example using feedforward neural networks dealing with natural resources 
was described for prediction of flour loaf flume in baking tests (Horimoto et al., 
1995). They compared neural networks to regression methods for assessing the bread-
making quality of different wheat cultivars.  In their research, 400 wheat cultivars 
were arbitrarily divided into two groups, one for training and one for testing the 
trained network. The network was trained to a 20% tolerance level. A 10% tolerance 
was attempted, but the network would not train at that level indicating a high variation 
in the results or there were not enough variables to fully explain the relationships. 16 
Even so, the neural network outperformed regression modeling for prediction of loaf 
volume (the r2 was 0.646 vs. 0.592 for the testing set).  These researchers 
demonstrated the potential of neural networks as tool for improving prediction 
capabilities over other analytical methods. 
Neural networks represent an extremely powerful representation scheme for 
storing and recovering relational information in symbolic or numeric domains. These 
"sixth generation" computer programs are ideally suited to problems where large 
amounts of data are available, but relationships between those data are poorly 
understood or highly interrelated, as is the case with Pacific whiting. 
Network systems represent a radical departure from conventional computing 
systems; no programming is required, and knowledge is stored in the structure of the 
net and in the connection matrix, rather than explicitly coded in defined data 
structures. The effect of individual variables and interactions can be determined by 
systematically changing one or two variables while holding all other variables 
constant. Learning algorithms are available which allow these systems to learn from 
examples and generalize this learned knowledge to unique situations. Because of the 
potentially large number of influences on the Pacific whiting fishery, a neural network 
system should be an excellent approach to the problem. 
Induction 
Induction is another non-parametric method for deriving relationships from a 
database of examples. No theoretical relationships need to be known prior to analysis. 
The model is developed by subdividing the data base into smaller, more defined 17 
subgroups. Each of these subgroups are then analyzed separately. For example, when 
analyzing advertising demographics, people over 35 may go into one group and people 
under 35 go into another. Each subset may be split again based on gender, income, 
number of children, race, geographic area, and numerous other factors. At the end of 
all subdivisions, each subgroup of a specific group of people would be analyzed 
separately to determine their susceptibility to specific advertising campaigns. 
By segregating data into similar subgroups a more meaningful analysis can be 
performed. Interactions are reduced to a more understandable level. Complications 
that occur due to highly general data sets are often eliminated by analyzing the more 
specific subsets. Threshold values that are determined based on splitting criteria can 
be tested in a laboratory setting and help researchers develop rules of thumb for 
describing the relationships from the analysis. For example, if people over 35 buy 
different products and watch different television programs than people under 35, 
advertisers can promote an "over 35" product during time slots when that group of 
people are likely to be watching. A human expert's rules of thumb can be determined 
automatically through a database of examples, and often outperform the human expert. 
Although induction is a powerful new technology with many applications, it 
does have some disadvantages for some problem types. As with neural networks, the 
evaluation is entirely empirical rather than being based on sound theory. This can lead 
to models with irrelevant attributes, but cross validation eliminates much of the 
problem. One of the biggest problems with induction is efficiency. Many real-world 
problems involve thousands or even millions of examples. By scaling the induction 
system to deal with such large databases, efficiency can be improved with only a 18 
slight loss of accuracy. A number of induction algorithms have difficulty in handling 
continuous value numeric data. The use of algorithms specifically designed for this 
purpose, however, eliminates this problem 
The universality of the induction approach has allowed for its application to 
many situations in which the concepts to be learned are not easily determined using 
traditional modeling techniques. These applications include structure-activity 
prediction for drug design (King et al., 1992; Sternberg et al., 1992), protein secondary 
structure prediction (Mugge lton et al., 1992), and mesh design for finite elements 
(Dolsak and Mugge lton, 1992), among others. 
Reynolds and Holsten (1994) developed an induction model for determining the 
risk of spruce beetle infestation on Lutz spruce stands. Model development and 
validation data sets contained 100 and 34 stand observations, respectively.  Significant 
variables included:  total stand basal area, percentage of total basal area composed of 
spruce, percentage of spruce basal area with trees over 25 cm in diameter, stand 
elevation, and stand aspect. Using these variables, the model was able to classify the 
risk of beetle infestation as either low (spruce basal area loss less than 10%), medium 
(10-40% spruce basal area loss), or high (greater than 40% spruce basal area loss). 
Results of the model verification were considered acceptable, given the small number 
of observations available; in the worst case, predictions of high hazard were correct for 
73% of the observations. 
An example for credit management was developed by Michie et al. (1995). 
They used a dataset of 20,000 examples of which 1,000 were identified as bad risk 
and 19,000 as good risk by human experts. These creditors had already either 19 
completed their loan payback or defaulted on the loan. The human experts were used 
as a validation to compare the developed model to experts in the industry. Of the 
original data set, a portion of the data was extracted and not used for the construction 
of the model. This extracted data portion was used to test the model. The aim of the 
research was to develop rules to identify applicants as either a good or bad credit risk. 
Variables included income, previous payment history, number of years at the same job, 
outstanding debt, and numerous others. With the use of induction, a decision tree was 
obtained which had 62 nodes with an error rate of 2.35% on the data not used for the 
development of the model. The human experts achieved an error rate of 4.7%. This 
example helps to show the effectiveness of induction modeling. 
For the research included in this thesis, an induction program called M5 was 
used (Quinlan, 1992, 1993). M5 uses recursive partitioning to build a piecewise linear 
model in the form of a model tree (Quinlan, 1992). M5 divides the data by examining 
all possible splits and chooses the one that maximizes the error reduction. The major 
innovations of M5 come into play after the initial tree has been grown (Quinlan, 
1993). A linear model is constructed from the cases for each data subset of the model 
tree using standard regression techniques. Each model is then simplified by 
eliminating parameters that contribute little to the model using backward stepwise 
elimination.  In some cases, in fact, M5 removes all variables, leaving only a constant. 
A more comprehensive explanation of M5 and of induction is included in Chapters 3 
and 4. 20 
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Chapter 2. DETERMINATION OF QUALITY PARAMETERS FOR PACIFIC
 
WHITING (MERLUCCIUS PRODUCTUS)
 
Introduction 
Seafood products are processed from over 100 diverse species with widely 
varying quality characteristics. The majority of these species are captured on the open 
oceans by trawling. Because trawl fish are "wild", their product characteristics are not 
easily controlled or standardized. Fish may be captured large distances from 
processing and distribution centers, making it difficult to preserve product qualities.  In 
addition, seasonality and significant variation in annual supply make it risky to invest 
in the equipment necessary to improve and control product quality. This variation in 
product quality makes it extremely difficult to develop and distribute products which 
have the necessary characteristics to consistently satisfy consumer demand and 
improve market opportunities. 
Many of these problems characterize products processed from Pacific whiting. 
Pacific whiting has many intrinsic characteristics that can have a detrimental impact on 
final product quality. These characteristics include a relatively soft flesh, the presence 
of a "fat" layer located laterally beneath the skin that is associated with a rancidity 
problem, and infestation of various parasites including myxosporidean parasites. 
These parasites are not only unsightly but are associated with high levels of protease 
enzymes (Morrissey et al., 1995). These intrinsic characteristics can lead to a number 
of product quality problems including unsightly appearance, bruised or mushy flesh, 
rapid rancidity and reduced shelf life.  In addition to physical characteristics, Pacific 24 
whiting, also have behavioral characteristics which may affect final product quality. 
These characteristics include high recruitment variability, complex migration patterns, 
and quality changes due to spawning. 
Until recently, these problems have led to relatively low market prices and 
have made it difficult for the U.S. domestic industry to profitably process Pacific 
whiting. Prior to 1991, the Pacific whiting fishery was considered "underutilized" by 
domestic processors and most of the available resource was harvested by American 
trawl vessels participating in joint venture (JV) operations with foreign processing 
ships from Europe and Asia. During 1991, however, the Pacific whiting fishery 
became fully domesticated and a combination of catcher/processors, floating 
processors, catcher vessels, and land-based processors participated in the fishery 
(Radtke, 1995). This rapid change in the use of the fishery occurred as a result of 
global price increases of over 30% for hake species, rapid increases of over 100% in 
prices of surimi (washed and refined fish mince), shortages of other west coast trawl 
fish supplies relative to West Coast fishing capacity, and development of methods for 
counteracting texture related quality problems. 
The Pacific whiting fishery is an important industry to coastal Oregon 
economies already depressed by declines in other local industries such as salmon 
fishing and logging. Consequently, a great deal of effort has been directed toward 
solving problems associated with the harvest, processing, and marketing of the fish. 
Research funded by private companies and government agencies have been detailed in 
numerous articles, reports, and scientific journals.  Studies demonstrated that many of 
the product quality problems could be minimized if handling of the product was 25 
strategically controlled and coordinated along the entire distribution chain, from 
fishermen to consumers. Research by Crawford et al., (1972); Crawford et al., (1979); 
and Nelson et al., (1985) demonstrated that careful handling during capture and 
processing, combined with the use of proper freezing techniques, could extend shelf 
life to as long as 18 months for fillet based products while still maintaining acceptable 
sensory characteristics for taste and texture.  In addition, research by other 
investigators (Porter et al.,1993; Morrissey et al., 1993), showed that with the addition 
of enzyme inhibitors, Pacific whiting could be successfully used in the production of 
surimi.  Currently, the vast majority of Pacific whiting is processed into surimi. The 
results of these studies, along with the efforts of the private sector, have served as the 
foundation for a number of applied projects. These efforts have led to increased 
recognition of the need for developing industry standards for the harvesting, 
processing, and distribution of Pacific whiting. 
There is often a large variation in handling practices among fishermen and 
processors. Improving the quality characteristics may or may not be suitable or cost 
effective for coastal trawlers and processors. Consequently, fishermen and processors 
must carefully consider the trade-offs between quality and cost when developing 
industry standards for Pacific whiting. To maximize profit potential, it may not be 
cost effective to necessarily produce the best possible product (Sylvia and Peters, 
1991). Even though higher quality products may be more highly valued by 
consumers, the higher valued product may be less profitable due to the additional cost 
of production. Conversely, processors must also consider the long term effects of 
lower quality products such as loss of sales.  Quality guidelines must be based on 26 
optimizing long term industry profits, rather than only on product quality. With this 
type of objective, dialogue between industry and researchers becomes easier and more 
productive. The purpose of this research was to establish patterns of relationships 
between the effects of on-board handling, physical characteristics, storage conditions, 
and raw material quality. 
Methodology 
In-Plant Observations 
In order to relate quality parameters to handling and processing practices, it 
was necessary to develop standard methods of measurement. For this research, both 
objective and subjective evaluation techniques were used. In addition, the quality 
characteristics were observed both in the laboratory and in local processing plants. 
Processing plants were visited on 38 different occasions during the 1991 season and a 
total of over 1500 fish were sampled. During these visits, random samples from each 
lot of fish were taken and each fish was analyzed and recorded. 
Descriptive Sensory Evaluation 
The subjective measurement used was a Descriptive Evaluation System (DES). 
The DES was developed from the Canadian Groundfish Guide (Woyewoda and Shaw, 
1985) and modified for Pacific whiting. This technique uses a researcher in 
processing plants to subjectively determine quality parameters; such as, relative 27 
texture, degree of discoloration, number of blood clots, and overall appearance. The 
DES used a scale ranging from 0 to 3, with 0 being most favorable. For each plant or 
vessel observation, 40 fish were randomly selected for analysis. An example DES 
data sheet for recording data is shown in Figure 2.1. Figure 2.2 demonstrates the DES 
method for measuring texture of the whole fish.  Data collected included the length, 
weight, temperature, texture, Torrymeter reading and general appearance of the whole 
fish, as well as the number of blood clots, texture, discoloration, and concentration of 
black spots (parasites) in the fillet.  Black spots are hairlike striations that result from 
infestation of a myxosporidian parasite (Patashnik et al., 1982). Normally, the 
parasites are white and invisible to the eye. During the later life stages of the parasite, 
they turn black and are easily detectable. 
Torrymeter 
The objective measurement was made using a Torrymeter which is an 
instrument that measures electrical properties along two points on the instrument in 
contact with the fish (Anonymous, 1979; Pivarnik et al., 1990). When fish are still 
alive, and electrical properties of the flesh are still intact, the Torrymeter values are 
high, with the highest possible value being sixteen. This value gradually decreases as 
the electrical properties of the tissue change after death. The values from this 
instrument are related to the quality of the fish and can be correlated to specific 
quality parameters such as texture, freshness, etc.  Refrigerated sea water storage 
systems may cause problems with the instrument, however, all of the fish sampled 
were stored in ice so this was not a problem. 28 
Whole Fish
 
Weight
 
Length
 
Temperature (°C)
 
Fish Texture
 
Overall Appearance
 
Fillets
 
Blood Clots
 
Discoloration
 
Fillet Texture
 
Black Spots
 
Torrymeter Reading 
Figure 2.1. Example data recording sheet for descriptive evaluation system. 
Procedure	  Grade 
2. Assess texture of fish flesh 
Press thumb along lateral line for the  0  flesh Is firm and resilient, and 
anterior two-thirds of the fish.  springs back Immediately when
Do not press along the tall section.  released. 
as it contains little flesh and mostly 
tones. and will not give a true  1  reasonably firm, some loss of 
indication of texture.	  resiliency, thumb Indentations 
slowly fill out. Press  ....1111
 
Ih %ton it
 
2	  moderately soft, thumb Indentations 
may remain In flesh. 
3	  excessively soft flesh. 
Figure 2.2. Sample instruction sheet for descriptive evaluation of Pacific whiting 29 
Torrymeter readings were taken at three locations along the lateral line on both 
sides of the fish. These points were midway along the lateral line and approximately 
5 cm toward the head and tail along the lateral line.  For each lot of fish, Torrymeter 
readings were taken for each of the 40 randomly sampled fish collected for the DES. 
Laboratory Experiments 
Fish Sampling and Testing 
In addition to evaluation of product quality based on random samples of lots of 
fish, controlled laboratory experiments were performed as well. These experiments 
were necessary to determine the influence of variables such as processing time outside 
the range normally experienced within a processing plant. These experiments were 
run with fish obtained from processing plants within 12 hrs of capture. Fish were then 
transferred in ice to the Oregon State University Seafood Laboratory, Astoria, .0R. 
Fish were held in ice over a five day period and 40 fish were randomly sampled on 
days 1, 2, 3, 4, and 5. DES evaluations were run on whole fish and fillets. 
Surimi Production 
After DES evaluation was performed on different days, fish were filleted, de-
skinned, and minced. The minced flesh was washed in polyethylene tanks (95L 
capacity) with water and ice at a ration of 1 part flesh to 3 parts water (w/w) and 
mechanically stirred for 5 min, then dewatered in a Sano-Seisakusho screw press 30 
Model SD-3 (Ikeuchi Tekkosho, Ltd., Japan). The washing and pressing procedure 
was repeated three times with the final wash water containing 0.2% salt (NaCl). The 
first pressing was carried out rapidly to separate flesh and water. The press was 
operated more slowly during the second and third wash/press exchanges to produce the 
lowest possible moisture content in the flesh, z80%. The dewatered flesh was refined 
with a Akashi strainer Model S-1 (Akashi Tekkosho Co., Japan) to remove impurities 
such as fat and small bits of skin.  Surimi was prepared by mixing the refined flesh 
with 4.0% sucrose, 4.0% sorbitol (ICI Specialties, New Castle, DE), 0.3% Brifisol S-1, 
a polyphosphate mixture (B.K. Ladenburg, Corp., Cresskill, NJ), and 1% beef plasma 
protein (AMPC, Inc., Ames, IA), a proven protease inhibitor, in a Hobart Silent Cutter, 
Model VCM (Hobart Manufacturing Co., Troy OH) for 2 min. Product temperatures 
were maintained near or below 10°C. Aliquots of 600 g surimi were packed into 
individual plastic trays, vacuum packaged, and frozen at -30°C. Accurate weights of 
flesh were recorded throughout processing to estimate yield. 
Gel Preparation and Testing 
The torsion method, developed by researchers at North Carolina State 
University, was used for determining gel strength and functionality of surimi products 
by evaluating the stress and strain of surimi gels.  Stress provides a measure of gel 
strength, while strain is related to the protein functionality of the gel and measures 
cohesiveness. A strain value of 1.8 is the lower limit for making a quality surimi 
product (Hamann and Lanier, 1987).  Partially thawed surimi was used for the 
preparation of all gels. The gel was adjusted to 78% moisture and 2% salt and mixed 31 
into a paste under vacuum using a Stephan Universal Chopper (Model UM 5, West 
Germany) for six min after the addition of salt and water. The temperature of the 
paste was kept below 10°C to minimize protein denaturation. The paste was packed in 
stainless steel tubes (1.9 cm diameter and 17.5 cm long), sealed with rubber stoppers, 
and heated at 90°C for 15 min in a Precision circulating scientific water bath 
(Lindberg Blue M, Model 1120, Chicago, IL) and then cooled in ice water for 15 min. 
Cooked gels were then cut to 28 mm lengths and the sample ends were glued to 
styrene discs with cyanoacrylate glue. Eight subsamples were used for each 
evaluation. The samples were milled to a hour glass shape with a minimum diameter 
of 10 mm using a torsion cutter (Gel Consultants, Model 91, Raleigh, NC). Shear 
stress and shear strain, at mechanical failure, were determined using a modified 
Brookfield viscometer (Gel Consultants, Raleigh, NC)(Kim et al., 1986). The stress 
and strain values for each sample were recorded for correlation with the Torrymeter 
and the DES results. 
Statistical Analysis 
The resulting information was analyzed using the linear regression procedure to 
determine significant effects in Statgraphics version 5.0 (Manugistics, Inc., Rockville, 
MD). Values were considered significant when p < 0.05. 32 
Results and Discussion 
In-Plant Observations 
In-plant observations included evaluation of more than 1500 fish collected from 
38 plant visits during the Summer and Fall of 1991. During this time period, the 
majority of the fish were off-loaded and processed within 48 hrs of capture. The 
length of time to process the fish was determined from interviews with the fishermen 
to determine time of capture. There were numerous other factors, e.g. unloading 
techniques, storage methods, transportation distances, etc. that may have affected fish 
quality but were not measured. Table 2.1 summarizes these results using simple linear 
regression comparing seven different quality parameters to the time it takes to process 
the fish. 
Results of statistical analysis demonstrate that fish and fillet texture, number of 
blood clots, and Torrymeter reading were all related to pre-processing storage time at 
a significance level above 95%. Discoloration of fillets, although not significant to the 
95% level was highly significant (p=.055). This table illustrates the significant impact 
of time on quality attributes and restates the necessity for rapid processing. General 
appearance, which included factors such as gill color, skin defects, etc., was not 
significantly related to processing time nor was black spotting on the flesh. Black 
spotting refers to hair-like black striations which have been shown to be older cysts of 
Myxosporidean parasites (Patashnik et al., 1982). These are present in the flesh of the 
fish when captured, and do not increase with time; nor do they appear to be related 
with other defects such as texture and discoloration. These black spots appeared in 4 33 
Table 2.1.  Results of seven simple linear regression tests performed to determine the 
significance of relationships between pre-processing storage time and quality 
parameters for Pacific whiting. 
Attribute  P-Value 
Fish Texture  0.007 
General Appearance  0.093 
Blood Clots  0.044 
Fillet Texture  0.005 
Discoloration  0.055 
Black Spots  0.572 
Torrymeter Reading  0.002 
n=1540 
*A p-value of <.05 is significant at the 95% level. 
to 5% of the fish that were off-loaded. Although they present no health hazard, they 
are easy to see and are unacceptable for aesthetic reasons. Also, when producing 
surimi, the black spots cause a higher scoring of impurities in the final surimi block 
which result in lower market value. The Torrymeter also has shown good potential as 
an objective measurement of fish quality.  It is a quick method that outputs a value 
that is highly related to the time it takes to process whiting (p<0.002). The longer it 
takes to process the fish, the lower the Torrymeter value. The high variation in values 
between fish, however, mandate testing several fish within a lot to obtain a 
representative sample. 34 
Laboratory Experiments 
The results of the laboratory DES are shown in Figure 2.3.  Results include the 
daily DES with fish kept in ice, and daily surimi production/gel evaluation. The 
results demonstrate that texture, measured in both whole fish and fillets, deteriorated 
rapidly with time. The percent of fish which had poor texture increased from 
approximately 27% after one day to over 70% after being held in ice for five days. 
This rapid decline in texture underscores the need for extremely quick processing 
times. There was not a significant increase in blood clots or discoloration with time 
when the fish were kept on ice. However, the percentage of fish with defects in these 
categories ranged from 20 to 30 percent.  It is unclear from this research whether 
these poor quality fish are the result of capture methods, handling, and/or unloading 
Whiting stored in bulk ice 
100 
e--Soft Texture Round *-Soft Texture Fillet 
-A-Discoloration  -e- Blood Clots 
80 
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Days In Ice 
Figure 2.3.  Effect of storage time on quality variables for Pacific whiting. 35 
practices, or whether problems were intrinsic to the fish and would be present 
regardless of capture or handling techniques. A more comprehensive data collection 
effort that includes all harvesting, processing, and intrinsic fish characteristics is 
necessary for detailed analysis. This larger data set, when analyzed with the proper 
nonlinear tools will enable a better comprehension of the factors affecting product 
quality. 
In addition to the DES, gel texture evaluation by torsion was performed on 
surimi made each day from Pacific whiting kept on ice. The torsion test is a method 
for determining protein functionality and can be used to objectively determine quality 
as well (Hsu et al., 1993). An important question, especially for shore-side 
production, is how long can the fish be kept at refrigerated temperatures and still be 
processed into a good quality product. Figure 2.4 shows that time is certainly a 
critical factor.  If a strain of 1.8 (which is the minimum strain value that correlates 
with the traditional Japanese double-fold test for surimi) is used as a cut-off point, 
then our results show that approximately two days may be the maximum time that 
Pacific whiting can be stored in ice and still be made into an acceptable grade of 
surimi. However, fish processed into surimi within 24 hrs of capture yield stronger 
gels and a higher grade product commanding higher market prices. There was a 10 to 
20% decrease in stress and strain value with each day of processing up to day 4 of the 
experiment. On the final day there was a slight increase in the values. The results of 
the laboratory experiments are similar to the results of the in-plant observations except 
that the smaller laboratory sampling regime did not show discoloration and blood clots 
to be significantly related with time. 36 
Stress/strain for Pacific whiting
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Figure 2.4.  Effect of storage time on stress and strain values for Pacific whiting. 
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Figure 2.5.  Effect of storage time on Torrymeter values for Pacific whiting. 37 
The Torrymeter proved to be a valuable tool as a fast, non-destructive objective 
measurement that could be related to quality. Torrymeter values, in general, showed a 
steady decrease with time as shown in Figure 2.5. Torrymeter values, however, can be 
quite variable between individual fish and a suitable quantity (40 to 50 fish) must be 
tested to obtain a representative sampling of the lot.  There is strong correlation 
between Torrymeter measurements and surimi strain value (r2 = .73) (Figure 2.6), and 
overall fish texture (r2 = .77) (not shown). Fish with high Torrymeter values 
correspond to relatively high failure strain values for Pacific whiting surimi. 
Figure 2.6.  Correlation between Torrymeter and strain values for Pacific whiting. 38 
Conclusions 
This research was designed to provide researchers with insights into factors 
affecting Pacific whiting quality, especially as they pertain to on-shore processing. 
Results suggest that temperature and time are critical parameters for maintaining good 
raw material for quality processed product. The protease activity in Pacific whiting 
muscle tissue warrants that the fish be captured, brought to shore, and processed as 
quickly as possible. A twenty-four hour delay in off-loading and/or processing could 
have significant impact on the final product quality and be responsible for product 
rejection or low product price. Flesh texture is the quality parameter most 
significantly affected by storage time. This is especially evident in the production of 
surimi from Pacific whiting. Quality, as measured by gel strength, is reduced by 10 to 
20% for each day of storage of the raw material. Since the surimi market is extremely 
quality sensitive, a reduction in quality would be accompanied by a reduction in price. 
Furthermore, if the fish were stored for a period of longer than two days after harvest, 
the final product would have low gel forming abilities and may ultimately be rejected 
even as a low quality surimi product. 
Other quality parameters such as discoloration and blood clots may have an 
impact on the marketability of Pacific whiting, but how these defects may affect price 
is less clear. However, there is no question that an efficient and well coordinated 
harvesting, off-loading, and processing operation is crucial for maintaining high quality 
and minimizing the number of defects. With the study of the numerous additional 
variables affecting product quality, economic analysis can be performed to compare 
the costs of improving product quality with market prices.  Alternative harvesting and 39 
processing strategies may have a dramatic influence on product quality and ultimately 
price for Pacific whiting products. This information can then be used to determine 
those standards which would maximize profits and/or market opportunities. 
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Chapter 3. DETERMINATION OF QUALITY PARAMETERS FOR
 
PACIFIC WHITING USING THREE DIFFERENT COMPUTER-BASED
 
ANALYTICAL TECHNIQUES
 
Introduction 
Controlling seafood quality is a critical problem confronting the seafood 
industry. Fish captured long distances from processing and distribution centers make 
it difficult to preserve product quality.  In addition, seasonality and variation in annual 
supply make it risky to invest in the equipment necessary to improve and control 
product quality. A model that relates harvesting, processing, and natural 
characteristics of a fishery to expected product quality could, therefore, be useful for 
addressing quality issues. Such a model would enable more efficient resource use and 
development of production/processing strategies which can be strategically altered 
given market dynamics. 
Among all species of fish, few are characterized by a greater combination of 
product quality problems than Pacific whiting (Merluccius productus) found off the 
west coast of the United States and Canada. Pacific whiting have a relatively soft 
flesh, and a certain portion are infested by myxosporidean parasites. The parasites are 
not a human hazard, but are linked to high levels of protease enzymes which can 
cause bruised or mushy flesh and reduced shelf life.  Until recently, these problems 
resulted in relatively low market prices and few profit opportunities. Prior to 1991, 
the vast majority of the stock was harvested by foreign and joint venture vessels 
delivering whiting to processing ships from Europe and Asia. Due to increased market 
prices for related products, overcapitalization of U.S. west coast fishing fleets, and 42 
increased demand of whitefish stocks, U.S. utilization of Pacific whiting grew from 
around 20,000 metric tons (mt) in 1990 to over 200,000 mt in 1991 (Radtke, 1995). 
Pacific whiting has a maximum sustainable yield of between 150,000 and 250,000 mt 
and is now fully utilized. The rapid transformation to domestic utilization has given 
industry managers little time to develop an understanding of the factors which affect 
product quality and ultimately, market price. This understanding is crucial for the 
development of a sustainable, profitable fishery. Due to the immense size of the 
resource, even a slight improvement in quality or yield could  increase profitability by 
millions of dollars. 
Cument research on whiting and its quality 
Given the size of the resource and its product quality problems, a significant 
amount of private and public effort has been expended to understand and  solve 
biological, technological, and marketing problems. Research includes international and 
domestic marketing (Sylvia and Peters, 1991; 1992; Sylvia et al., 1993), dockside 
grading standards and quality issues (Peters et al., 1992), shelf-life studies (Crawford 
et al., 1979; MacDonald et al. 1992; Simpson et al., 1992; Hsu et al., 1993), enzyme 
inhibitors (Porter et al., 1990; An et al., 1992; Morrissey et al., 1993), and 
management issues (Enriquez and Sylvia, 1992). 
Sylvia and Peters (1991) detailed the market opportunities for Pacific whiting. 
They conducted a national survey of processors, distributors, brokers, and wholesalers 
of whiting products and determined the importance of attributes in influencing 
decisions on purchasing hake and whiting products. Research by Sylvia et al. (1993) 43 
has gone a step further by sending actual product to brokers, wholesalers, and 
distributors throughout the U.S. for evaluation. Their research may lead to new 
methods for evaluating product quality and standardizing product quality 
characteristics. 
Enriquez and Sylvia (1992) developed a bioeconomic policy model to show 
how management decisions and fish stock characteristics could influence market prices 
and economic benefits for the Pacific whiting fishery. They showed how the 
economics of the fishery changes based on alternative management decisions, such as 
season openings. The model dealt mainly with biological factors of the fishery 
(geographic location, stock size) but did not take into consideration the effect of 
harvesting and processing on product quality and market price. 
Peters et al. (1992) worked to quantify some of the influences on Pacific 
whiting quality addressing objective dockside grading standards. Data collected 
through a cooperative effort of Oregon processors and researchers form the basis upon 
which a relational model could be constituted. Processors in Oregon shore-side plants 
in 1992 and 1993 have shared their quality control data as well as yield and 
production data. They have also given researchers the freedom to collect additional 
necessary information that were not part of their quality control program. The Oregon 
Department of Fish and Wildlife (ODFW) has on-board observers for a number of the 
vessel trips and collects log books for all of the trips. They have also freely shared 
this information for research purposes. This cooperative effort between industry, 
ODFW, and academia has made it possible to more fully explore the relationships of 
Pacific whiting and its harvesting, handling, storage, and processing. This cooperation 44 
is crucial for market development and product optimization to achieve the maximum 
economic benefits from use of the resource. 
Modeling 
The efforts described above underscore the importance of developing industry 
standards for the harvesting, processing, and distribution of Pacific whiting. The 
development of a relational model would pull together, coordinate, and evaluate the 
effects of individual input and output variables into a comprehensive overview of the 
fishery. Such a model could demonstrate the interactions between many of the 
variables associated with Pacific whiting and its processing.  It could be used to 
maximize economic benefits of the fishery by improving decision-making capabilities 
of industry managers. 
Previous researchers have developed models to relate various aspects of the 
fishing industry, but have not documented the effects of harvesting, processing, and 
storage variables on product quality in a detailed, interactive format. The purpose of 
this study was to develop a tool that would support an understanding of critical quality 
control points and decision opportunities in order to optimize important variables; such 
as, quality, yield, and economic benefits to the fishery. Three different modeling 
strategies were used to determine the influences on product quality. Surimi was 
chosen as the product of choice because it is the dominant Pacific whiting product and 
because surimi has well defined quality evaluation methods. The three modeling 
methods were (1) a multiple linear regression model, (2) a model that will document 
the quality issues in a nonlinear neural network framework, and (3) an induction type 45 
machine learning system. Neural networks are a relatively new and innovative 
technology for making predictions and recognizing patterns of large, complex, and 
highly interactive systems. The induction model  is a method of artificial intelligence 
that uses examples, i.e., data sets, to generate rules  and equations that categorize the 
influencing variables and their effects. The results  of the three models were compared 
to determine their relative strengths and weaknesses. 
Neural Networks 
Neural Networks are a method of non-parametric modeling that is ideally 
suited for generalization of patterns from large data sets.  Neural networks attempt to 
model the "software of the mind", in that they mimic the human expert's reasoning 
process about the particular problem being considered. A very large part of human 
expertise arises from being able to recognize patterns in input situations and to act 
accordingly.  The basic architecture of a neural network is the concept of connecting 
a large number of very simple processing elements (neurons) which are highly 
interconnected. The human brain offers a biological analogy to neural networks 
(hence the name). The methodology of a back propagation network is shown in 
Figure 3.1. The value of each of the hidden layer neurons (Ai, Aj) is determined by 
summing the value of each input neuron (Bx, By,  Bz) multiplied by its connection 
strength (Wxi, Wyi, Wzi). Likewise, the output value is calculated in the same 
manner by summing the value of the hidden layer neurons multiplied by the 
connection strengths (not shown). The observed value is compared to the predicted 
value and if they coincide within a  predetermined tolerance level, no adjustments are 46 
Ai = f(Bx*Wxi + By*Wyi + Bz*Wzi)
 
Aj = f(Bx*Wxj + By*Wyj + Bz*Wzj)
 
Figure 3.1.  Schematic diagram of neural network calculation mechanism. 
made. If they are different, however, the error is backpropagated through the network 
and the connection strengths are modified up or down to make the predicted output 
more closely match the observed output. This process  continues until all predictions 
fall within the predetermined tolerance of error.  This process is repeatedly applied to 
members of a training set until the network is able to successfully map the training set 
within some predefined error tolerance. At that point, the network is considered 
"trained". Neural networks operate as generalized pattern recognizers; however, their 
pattern recognition capabilities can be applied to problems far beyond the capabilities 
of traditional modeling approaches.  Back propagation neural networks have been 47 
applied to such problems as handwriting interpretation, image processing, speech 
recognition, machine diagnosis and stock market analysis. 
Figure .3.2 diagrams the basic structure of a back propagation neural network. 
Each of the input variables are connected to a hidden layer. A simple equation derives 
the value of each hidden layer neuron based on the value of the input variables and 
their connection weights. These hidden layer neurons are then connected to the output 
neurons through another connection matrix.  The value of the output variable is 
calculated the same as that of the hidden layer neuron based on the values of the 
hidden layer neurons and their connection weights to the output variables. Information 
in neural networks is stored in the architecture of the network, and does not appear 
explicitly in the form of rules or any other data structure.  Rather, the layout of the 
network and value of the connection weight matrix determines the state of knowledge 
stored in the network. Information can be obtained by alternating input values of one 
variable while holding the other variables constant to determine the effect of each 
individual variable. 
The amount of data collected for Pacific whiting is extremely large including 
information from fishermen, processors, and government agencies. This represents 
enough information to achieve a good representation of relationships between 
harvesting/processing variables and final product quality. For example, analysis of the 
data could show that the tow size critically affects the yield and gel strength  of surimi, 
or the bruising on fillets.  These results, in turn, affect the expected market price for 
the product. A manager could use these results to compare the costs  associated with 48 
Figure 3.2. Example diagram  network architecture for prediction 
gel strength. 
changing the tow size with the expected increase in market value of the product  due to 
improved quality. 
Induction 
Induction is a tool to extract information from a set of data and construct a 
decision tree. The data is first divided into subgroups based on a value of one 
variable. The variable chosen for the initial split of the data is determined based on 
how much information will be gained by the division relative to a division based on 
other variables. For example, fish processed in less than 24 hours go into one group, 49 
while fish processed after that period of time go into another. The data subsets are 
each examined to determine if additional information can be gained by splitting again 
based on the value of another variable. The process is repeated until not enough 
information can be gained by a further subdivision to justify another split.  Figure 3.3 
diagrams the induction method. In this example, four inputs are used to predict one 
output. For this specific example, only two variables were necessary to completely 
classify the information. The other two variables were not necessary to classify the 
small data set, but would be necessary if more plants were included. The induction 
process results in a series of if-then rules to describe the data. The variable which the 
simplified example model chose to divide the data was merely the first variable 
encountered. Induction generally uses more advanced methods, such as maximizing 
information gain, or minimizing error for split determination. 
Induction is generally used to logically classify symbolic data that is difficult to 
classify using other methods. For example, when identifying plants, variables include 
color of leaves, leaf shape, type of branching structure, and number of petals in bloom. 
The data sets are divided using the different values of the variables until all plant 
types are correctly identified. An example would be:  If the leaf color is dark green, 
the leaf shape is oval and pointed, the branching structure is bushy, and the number of 
petals is five, then the plant is a Rhododendron. This, of course, is a simplified 
example, because many more variables would be necessary to separate the various 
plant species correctly. 
For numeric data sets, a prototype program called M5 was chosen (Quinlan, 
1992, 1993).  It uses the same strategy, but can handle numeric data. M5 models are 50 
# Flower
Leaf Color  Leaf Shape  Branching  Plant
Petals 
Dark Green  Pointed  Bushy  Five  Rhododendron 
Light Green  Pointed  Tree like  Six  Dogwood 
Light Green  Oval  Bushy  Six  Azalia 
Dark Green  5 points  Tree like  None  Maple 
If Leaf Color is Dark Green
 
and Leaf Shape is Pointed
 
Then Plant is Rhododendron 
If Leaf Color is Light Green 
and Leaf Shape is Pointed  Branching Structure and 
Then Plant is Dogwood  Flower Petals are Not 
Necessary to Classify
If Leaf Color is Light Green 
and Leaf Shape is Oval  the Given Data Set. 
Then Plant is Azalia 
If Leaf Shape is 5 points
 
Then Plant is Maple
 
Figure 3.3. Sample data set for explaining induction method. 
developed by recursively dividing the data set into smaller, more defined, subsets. 
Initially, the standard deviation of the target value is evaluated. Every potential split 
(all values of all variables) is then examined and a pooled subset standard deviation is 
calculated for all splits.  After examining all possible splits, M5 chooses the one that 
maximizes the expected reduction in standard deviation. This process is repeated for 
each subset until no additional error reduction can be achieved. A regression model is 
constructed for all data subsets using forward selection stepwise multiple regression. 
If no variables were significant, the mean response is selected as the model. When all 51 
the data is divided and the models developed, a set of if-then rules is developed. For 
example; 
IF the fish are processed in less than 24 hr, 
AND the fish are held below 4°C, 
THEN a particular linear model describes the expected gel strength for that set 
of circumstances. 
See chapter 4 for a more detailed description of M5 induction. 
The strategy is very new, but the applications are numerous, especially in 
natural resource management. For example, models can be used to determine the 
maximum allowable harvest before any effect on recruitment can be expected. By 
dividing data relating harvest to recruitment, a threshold value can be determined 
below which there is no effect on recruitment, i.e. the harvest variable is not included 
into the model. This would require vast amounts of data while taking other variables 
affecting recruitment into consideration. 
Each method of analysis gives a different view into the relationships that exist 
among harvesting, processing, and biological data and each has its benefits and 
drawbacks. 
Materials and Methods 
In order to determine relationships that exist in the Pacific whiting fishery, it 
was necessary to develop several different models. A multiple regression, a neural 
network, and an induction model were used to establish patterns and relationships 52 
showing the effects of on-board handling, physical characteristics (geographic area, 
time-of-year, etc.), and dock-side storage conditions on product quality. Although 
several products are currently made from Pacific whiting, surimi was chosen for final 
product quality analysis. Surimi was chosen for two reasons;  1) The majority of 
Pacific whiting harvested is processed into surimi; and, 2) surimi has defined quality 
characteristics that are easily measured. 
Data concerning fish characteristics, harvesting variables, and processing 
variables were obtained from processing plants in the Pacific Northwest for the 1992­
1994 Pacific whiting seasons. Industry cooperation has been crucial for relating 
product handling, intrinsic fish characteristics, and processing strategies to the ultimate 
quality of whiting products. The Oregon Department of Fish and Wildlife (ODFW) 
has observers on 20% of all whiting fishing expeditions in Oregon and have shared 
their data on harvesting variables (e.g. tow size, tow length, geographic location, and 
weather conditions). Also, log book data from the fishing vessels were collected. 
This information was combined with on-shore observations and a quality evaluation to 
obtain a good representation of the variables affecting fish quality. ODFW observer 
information and log books were supplemented by data from fishermen including 
output from computerized time/temperature recorders mounted in fish holds. 
The necessary information was collected during the 1992 through 1994 whiting 
seasons. Table 3.1 lists the variables collected to help define this relational model. 
Eighty-eight different input variables with over 8000 observations, which may 
influence the quality of Pacific whiting, were collected from four processors and used 
to develop each of the models. Additional variables and observations were collected 53 
Table 3.1. Examples of variables collected for determination of quality relationships 
and interactions for Pacific whiting surimi. 
Fish Characteristics 
Moisture content of fish 
Protein content of fish 
Lipid content of fish 
Ash content of fish 
Percent parasitation 
Average length 
Average weight 
Salinity of the flesh 
pH of the flesh 
Storage temperature of the fish in boat 
Storage time of fish prior to processing 
Rate at which the fish were cooled 
Site/trip Characteristics 
Longitude 
Latitude 
Tow size (mt) 
Tow speed 
Number of tows on board 
RSW cooling (1 or 0) 
Champaign ice Cooling (1 or 0) 
Julian Date 
Time of day 
16 indicator variables for vessel 
4 indicator variables for processing plant 
3 indicator variables for year 
Weather conditions 
Ocean temperature 
Bottom depth 
Net depth 
Percent by-catch 
Processing Characteristics 
Water storage temperature in plant 
Recovery of mince 
Recovery of surimi 
Percent of grade SA produced 
Percent of grade FA produced 
Percent of grade A produced 
Percent of grade AA produced 
Percent of grade RA produced 
Percent of grade KA produced 
Inhibitor lot number 
Mixing time in wash tanks 
Water:meat ratios for 1st wash 
Water:meat ratios for 2nd wash 
Temperature at start of processing 
Temperature after 1st wash 
Temperature after 2nd wash 
Temperature after refiner 
Temperature after screw press 
Processing plant temperature 
pH at start of processing 
pH after 1st wash 
pH after 2nd wash 
pH after refiner 
pH after screw press 
Salinity at start of processing 
Salinity after 1st wash 
Salinity after 2nd wash 
Salinity after refiner 
Salinity after screw press 
Microbial count at start of processing 
Microbial count after 1st wash 
Microbial count after 2nd wash 
Microbial count after refiner 
Microbial count after screw press 
Refiner speed 
Percent inhibitor added to surimi 
Percent cryoprotectants added to surimi 
Time to complete processing 
Quality Characteristics of surimi 
Gel Strength (force*deformation) 
Impurities 
pH 
Color (L*, b*) 
Microbial count 54 
by individual plants/vessels, however, because not all processors collected this 
information, it was not used. The data set represents a good cross-section of 
information from all Oregon surimi processors. Figure 3.4 diagrams some of the 
variables and the model design. Surimi quality attributes (gel strength, color, 
moisture, etc.) and the recovery (yield) of surimi were the dependent variables in the 
models. The most important quality variable for surimi is gel strength. Results will 
be presented only for gel strength in this paper. 
General Information 
Latitude  Longitude	  Fish  Enzyme  Fish  Date  Sea Temp  Ocean Depth 
Length  Activity  Weight 
111111114 Vessel  4-1  Processing 
4...-------------> 4.----------7 
Storage  Net  Tow	  Processing  Wash  Fish  Factory Tow  Tow 
Time  Temp Temp  Depth  Size  Speed Time	  Ratio  Temp 
Y 
Surimi Quality 
Depth  Color  Impurities  Moisture  pH 
Figure 3.4.  Schematic flow diagram showing the relationships between processing, 
harvesting, and oceanic variables and the quality parameters for Pacific whiting 
surimi. 55 
Expected results were determined anecdotally through professional opinions of 
industry and academics familiar with the fishery. These theoretical relationships were 
later used to help determine starting points for the models as well as help determine 
the validity of the computer predictions. 
The raw data was organized using a computer database with each variable 
having its own column. The variable names were stored in the first row, with 
subsequent rows being values of the variables. The files were then stored in text 
format to be later imported into the various analysis programs. 
The information was first analyzed using stepwise selection multiple linear 
regression for all variables and their first order interactions to determine any 
significant linear effects. Due to limitations of the software (Statgraphics, version 5), 
only 15 variables could be examined at a time.  Significant variables and interactions 
from these 15 variable blocks, were recorded for use in the final model. This 
procedure was repeated several times with different groupings of the blocks. The 
significant variables determined from each submodel (15 variable block) were used to 
develop the final linear model. 
The same computer database was used for neural network analysis. The 
pattern recognition and generalization capabilities of the neural network make this 
method well suited for Pacific whiting. The back propagation neural network 
algorithm was used to relate the influences and their effects on quality.  See Chapter 4 
for a more detailed description of the backpropagation algorithm. The neural network 
software, Brainmaker (California Scientific Software, 1988), was used for the analysis. 
Through automatic learning using the backpropagation algorithm, relationships were 56 
determined for all variables and their interactions, simultaneously. This works well for 
prediction of expected quality, however, the exact effect of each variable is not 
directly apparent since the system functions somewhat as a "black box." This problem 
is overcome by alternating an input or pair of inputs while holding the rest constant. 
This allows a graphical representation of the desired variable. This process is repeated 
for all variables to determine the effect each input has on final product quality. 
In addition to multiple regression and neural network analysis, the artificial 
intelligence technique known as induction was used to determine the significance of 
each variable. The M5 algorithm was used for induction analysis (Quinlan, 1992, 
1993). This program takes the information from the database and groups it into 
subsets with a smaller deviation. Using this strategy, thresholds can be identified 
where relationships change. The resultant decision tree yields a set of If-Then rules 
that describe the data set.  See chapter 4 for a more detailed description M5 induction. 
Results and Discussion 
Exploratory analysis was performed on the data sets to help determine the 
relationships between variables. For this, correlation matrices and scatter plots were 
developed to quantify simple relationships between variables. An example of two 
scatter plots is shown in Figure 3.5. These plots indicate relationships between gel 
strength and variables that may affect gel strength. The two variables used in Figure 
3.5 are gross pounds harvested per vessel per day and the time it takes to process the 
fish (harvest to final product) which represent an insignificant and significant variable, 
respectively. The gross weight variable showed little relationship to gel strength, 57 
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Figure 3.5.  Scatter plots showing relationships between significant and 
nonsignificant variables for predicting gel strength. 
basically a random scatter. The time variable, however, demonstrated a definite 
pattern of a decrease in gel strength with time.  Similar correlation scatter plots were 
developed for all variables, which are cited in Table 3.1. 
The multiple regression model which used gel strength as a dependent variable 
and all other varaibles as independent variables yielded only three significant variables 
out of the 88 measured; the time it takes to process the fish, the temperature at which 
the fish are stored, and the date when the fish are captured. After accounting for these 58 
three variables, only 73% of the variation of the data was explained. The multiple 
linear model was: 
GS = 949 - 18.9*time + 0.12*time^2  - 1.21*time*temp + 1.64*date - 0.0034*date^2 
This model showed the importance of storage time and temperature, and harvest date, 
but due to a high degree of variation, discontinuities, and nonlinear effects, other 
possibly important influences were not detected. Temperature, by itself, was not 
important, but the interaction of temperature with time was found to be significant. 
For example, if fish were processed within a few hours, storage temperature did not 
appear to be a pivotal factor. However, if fish took longer to process, storage 
temperature had an effect on final product quality. This model showed that fish stored 
at lower temperatures for longer periods of time may be of identical quality as fish 
that are not refrigerated but processed rapidly. Although multiple regression analysis 
showed the importance of time and temperature on the processing of Pacific whiting 
into surimi, the method was limited in determining other factors that impact final 
product quality. For example, if the fish were processed in 10 hours, kept at 4°C, and 
were harvested on Julian date 200 (July 20), the expected gel strength would be 762, 
regardless of other factors such as fish length and weight, wash ratios, etc. 
Neural networks were more successful in describing several of the factors that 
affect quality. However, the system had to be fine tuned in order to run properly. 
Initially, the neural network model had trouble with conflicting data sets; where a very 
similar set of inputs result in a substantially different product quality prediction. The 
boldfaced rows in Figure 3.6 represent an example of a conflicting data set. Although 
input variables are similar, the output variables are dramatically different. A neural 59 
Proc  Gross  Gel
 
Fish  Fish  Fish
 
Date  time  Wt.  stren
 
wt.  len.  Temp

(hrs.)  (lbs.)  g
 
5/21/93  20.7  68000  633  39  4°C  975
 
5/21/93  14.3  89000  683  41  5°C  668
 
5/21/93  10.2  72000  674  40  6°C  1116
 
5/22/93  13.9  92000  691  41  5°C  1290
 
5/22/93  22.8  77000  654  40  3°C  835
 
Figure 3.6. Example of a conflicting data set in a neural network model. 
network model attempts to adjust the model so it predicts correctly within some 
tolerance level. When similar input sets yield very different outputs, satisfactory 
tolerance levels cannot be met. A regression model will simply fit a model between 
the points so as to minimize the error to both. In that case, the model will not 
represent either input set. By identifying the conflicting data sets and using other 
methods (induction, experts in the industry) to determine what the approximate value 
should be, conflicting data sets can be eliminated. These conflicting sets represent less 
than 2% of the data, but cause a neural network to be untrainable within the desired 
confidence level. 60 
During development of the model, a portion of the data set was not used. This 
portion was later used to validate the developed model by determining how well it 
predicts on previously unseen data. After eliminating any conflicting data sets the 
model trained to a 10% tolerance level.  This level is where the value of the response 
variable (gel strength) could be predicted within 10% of the actual value. However, 
the significance of any given variable and their exact coefficient could not be 
determined because the information is in the topology of the network and not in a 
polynomial equation. By alternating inputs, it was possible to determine which 
variables affect the prediction of gel strength and to what extent. These variables 
included process time, storage temperature, salinity of the flesh, moisture content of 
the flesh, pH of the flesh, meat:water wash ratios, date, geographic location, and the 
length and weight of the fish. The range in gel strength effects are given in Table 3.2. 
This value is the amount the gel strength changes from its optimal level to a worst 
case scenario over the range tested. 
Table 3.2.  Relative effects of different significant variables. 
Variable  Range of Gel Strength 
process time  530 
storage temperature  160 
2nd wash meat:water wash ratio  110 
date  75 
moisture content  65 
1st wash meat:water wash ratio  50 
salinity  45 
weight  45 
length  40 
pH  35 
geographic location  35 61 
Other researchers have demonstrated the influence of pH, salinity and their 
interactions on surimi gel strength (Chung et al., 1993). They found gel strength of 
Pacific whiting surimi is highly dependent on both salt and pH. The moisture content 
of the fish is inversely proportional to the protein content, and protein content has a 
direct relationship on both quality and yield.  Therefore, higher fish moisture contents 
(lower protein) result in lower quality surimi. Moisture content is much easier to 
calculate than protein content and was collected by all processing plants. The raw fish 
quality is highly dependent on when and where the fish were caught (date, geographic 
location) and can vary dramatically from school to school. An area that produces 
good quality fish in mid June may have poor quality later in the year. These 
variations make it necessary for constant quality evaluation with an adaptive 
management strategy.  If fish quality declines, it may be necessary to encourage 
fishermen to search elsewhere for a better stock of fish which would yield a better 
quality product. 
Gel strength was used as the only indicator of quality for two reasons; 1) it is 
the major surimi quality factor affecting grade and price; and 2) other quality variables 
could not be predicted accurately with the variables that were collected. Quality 
variables such as color, surimi pH, impurities, and surimi moisture content showed 
very little correlation to the collected variables. Variables, such as, color and 
impurities, are probably more affected by the portion of the parasitised fish that are 
culled out, and the tension setting of the deskinner/deboner machine allowing more or 
less skin particles to enter the surimi. The moisture and the pH can be controlled by 62 
the speed of the screw press and the mesh size of the dewatering screens. None of 
these variables were collected by processing plants so were not available for analysis. 
The final method of modeling used an induction algorithm to isolate the effects 
of each variable at various levels.  Similar variables were significant for both 
induction and neural network analysis. Not as many variables were significant using 
induction, however, most likely because of complex interactions and nonlinearities. 
Using the induction model, the significant variables included processing time, holding 
temperature, moisture content, meat salinity, and size (length, weight) of the fish. 
Figure 3.7 details the decision tree that was developed using induction as well 
as the equations for each subset of data. The equations are only robust for the ranges 
of information that was tested. Ranges included:  salinity of the flesh-- 0.6 to 1.2%, 
moisture content of the flesh-- 81 to 85%, length of fish-- 37 to 46 cm, weight of fish­
- 375 to 600 g, processing time-- 1 to 38 hrs., and temperature at which the fish were 
stored-- -1 to 11°C. 
Information from this procedure can be used to predict differences in gel 
strength between different harvesting and processing strategies or for different schools 
of fish. For example, a fish that was processed in 10 hr, on julian date 135, stored at 
2°C, with a flesh salinity of 1.0%, a length of 40 cm, and a weight of 450 g would 
have an expected average gel strength of 998 (from equation 1).  Conversely, a fish 
processed in 20 hr on julian date 195, stored at 7°C, with a flesh salinity of 0.9%, a 
length of 44 cm, a weight of 460 g, and a flesh moisture content of 83% would have 
an expected average gel strength of 520 (from equation 6).  Processing time was 
apparently the most significant factor with regard to gel strength.  If the fish were 63 
Time to Process 
29.7 
>19.67 hours <19.67 hours 
Moisture Content 
Temperature  82.4% <82.4%  2'7 
25'1  >4°C <4°C 
Temperature 
Equation #6 
Len th  172  >4°C 
<4 °C
Equation #1  <41 cm  6.1  >41 cm 
Equation #5 
Equation #2  Equation #3  Equation #4 
Equation #1  GS = 1255 - 14.1*time - 4.24*Ien + 0.27*wt - 82.5*salt + 0.22*date 
Equation #2  GS = 976 -15.6*time 9.45*temp + 0.29*wt 62.3*salt + 0.14*date 
Equation #3  GS = 1279 - 15.2*time - 8.85*temp 2.84*Ien  84.0*sait + 0.03*date 
Equation #4  GS = -3941 -12.0*time - 12.4*Ien + 0.89*wt - 69.4*salt + 61.5*H20 + 0.06*date 
Equation #5  GS = -5051  11.8*time - 8.59*temp 18.3*Ien + 0.04*wt - 59.2*salt + 75.6*H20 + 0.04*date 
Equation #6  GS = 4591 - 11.5*time - 8.10*temp - 21.0*Ien + 1.90*wt - 85.6*salt - 45.2*H20 + 0.58*date 
Figure 3.7.  Scematic of M5 induction results for the Pacific whiting surimi
 
industry.
 
processed in less than 19.67 hours, the effects were different than if processed after 
19.67 hours. There was a definite time threshold after which whiting quality declined 
rapidly. Another important variable was the temperature at which fish were stored.  If 
fish were stored at temperatures less than 4°C, then temperature had a constant effect. 
Above that temperature, however, quality declined rapidly depending on the amount of 
time it took to process the fish. The storage temperature also had an interactive effect 
on the threshold time value which is not shown in the diagram. There was no 64 
apparent difference in quality between fish held at ambient temperature for 6-8 hr and 
fish held at or below 4°C for 18-20 hr. 
Moisture content of the fish was highly related to other variables such as 
salinity, and processing time. Even so, after accounting for these relationships there 
was an effect of moisture content on gel strength. At both a low and high moisture 
content, there was a negative effect on gel strength. When the moisture content was 
below 82.4%, the coefficient value was positive (equations 4 & 5), and when the 
moisture content was above 82.4%, the coefficient value was negative (equation 6). 
This gives an indication of an apparent optimum moisture content for maximum gel 
strength at around 82% moisture. Although the range of the moisture content was 
fairly small, between 81 and 85%, the inclusion of the moisture variable dramatically 
changes the magnitude of the intercept (equations 4-6 compared to equations 1-3). 
Another significant variable was the size (length, weight) of the fish.  Fish less 
than 43 cm in length had a lower recovery (not shown) than larger fish, however, the 
quality was slightly higher. Assuming fishermen can select between schools of fish 
which vary in fish size, this information can be used to trade-off quality for yield 
depending on market conditions in order to maximize profits.  Smaller length/weight 
ratios (i.e., thicker fish), give higher product quality characteristics and a higher yield. 
The length/weight ratio, size, and and proximal composition of the fish all change 
throughout the season. Around mid-May conditions become more favorable (larger 
fish, higher protein content) for production of Pacific whiting products. The exact 
date changes from year-to-year depending on oceanographic conditions. This 65 
information can be used to help determine season openings and closures as well as 
allocation decisions. 
The higher the salinity of the flesh the higher the gel strength, however, other 
detrimental effects may result from high salinities.  Plant managers have suggested 
that higher salt concentrations in the surimi lead to declined shelf life. 
Anecdotal information was obtained through industry managers and other 
whiting surimi experts. This information, although not quantified gives a qualitative 
validation of the statistical models. Experts confirm that time and temperature are the 
most important factors. Experts have also stated that other significant variables may 
include salinity of the flesh, length/weight ratio, time of year, wash ratios, protein 
content, and moisture content. Some also have claimed there were other unknown "X­
factors" that affect product quality but cannot be readily determined. The described 
research has shown potential methods to quantify these influences as well as determine 
interactions between variables. This will enable industry to better manage the fishery 
for maximum economic benefit in the future. 
Comparisons 
General comparisons of the three methods of analysis are difficult to make 
from a single study. Each application has its own set of complications and different 
analysis methods may be better depending on the specific applications. From 
comparisons using the data from the Pacific whiting industry, some comparisons, 
however, can be made. See chapter 4 for a more general comparison between the 
three methods. 66 
Multiple linear regression modeling is the most widely used of any of the 
analysis tools.  Results of analysis are easy to understand and relationships are easily 
quantified. Any discontinuities or nonlinearities that exist, however, mask the true 
relationships that are present. This makes the model ineffective and may cause the 
model to make poor predictions. Another underlying assumption with multiple linear 
regression is that the input variables are independent of each other with a normal 
distribution, which may or may not be the case. These problems make linear 
regression models inappropriate for many situations in fisheries management due to 
complex interactions and interdependencies where relationships are not known. 
Neural networks predicted better than the other two methods, however, the 
exact relationships that exist were not clearly defined by coefficients.  Inputs entered 
into the trained network resulted in accurate predictions but it was more of a black 
box than a tool for determining relationships.  If prediction is the only goal, neural 
networks would be a good choice, but if quantifiable relationships are desired, other 
methods may be more appropriate. 
Induction modeling is better at handling nonlinearities and discontinuities than 
multiple linear regression, but the results are more complex. Also, the relationships 
are more clearly defined than with neural network modeling. Although induction 
doesn't predict as well as neural networks, its ability to define thresholds has several 
advantages. A major advantage is the identification of thresholds which can be 
verified with laboratory experiments. For example, if a time threshold of 20 hours is 
discovered for refrigerated fish, an experiment could be designed to test that result. 
Fish from the same lot could be cold stored and evaluated at 10, 15, 20, 25, and 30 67 
hours.  If the nature of the relationship changes after 20 hrs, the threshold result is 
validated. 
For purposes of quality control, where individual variables can be controlled, 
either induction or regression modeling is the best method depending on the 
complexity. If any non-numeric symbolic information is used, either induction or 
neural network modeling would be preferred. For purposes of prediction, neural 
networks are preferred.  If quality control, adaptive management, and good prediction 
capabilities are all desired, a combination of two or all three methods may be 
necessary. When to use each of the three methods is not clearly defined and 
researchers must make that decision on a case-by-case basis. 
The fishing industry has made tremendous advances, over the past decade, in 
the utilization of sophisticated electronic gear for increasing the capture efficiency of 
their vessels. There is an ever increasing bank of information collected by fishermen, 
government agencies and researchers with regard to intrinsic and extrinsic properties 
for specific fisheries. The use of computer-based analysis of this data for determining 
quality relationships among the myriad of variables involved in a fishery, such as, 
Pacific whiting is a novel approach for determining critical factors affecting quality. 
This preliminary study has provided several insights into the strengths and weaknesses 
of such analytical tools. 68 
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Chapter 4. COMPARISON OF MULTIPLE REGRESSION, NEURAL NETWORKS,
 
AND INDUCTION MODELING AND THE DEVELOPMENT OF A HYBRID
 
MODEL FOR DATA ANALYSIS
 
Introduction 
There has been a rapid growth in the use of intelligent computer programs that 
mimic human reasoning and learning. These methods can often outperform traditional 
modeling methods for a better representation of the relationships that exist, especially 
when theoretical relationships cannot be determined (Michie et al., 1995). Neural 
networks have been receiving increased attention as a tool for modeling complex 
relationships when regression analysis is not adequate. Another artificial intelligence 
technique known as induction is also becoming more popular (Weiss and Kulikowski, 
1991). These methods are automatic computing procedures that learn relationships 
from a series of examples. Researchers are using these methods with mixed results. 
The aim of this paper is to provide a review of regression, neural networks, and 
induction methods and compare their performance. Which method is most 
appropriate, depends largely on the type of the available information, and the nature of 
the research  (i.e., determination of relationships, prediction, explanation capability, or 
ease of understanding). 
Description of Methods 
Regression is the process of finding a mathematical function that best 
represents the relationships among input (independent) and output (dependent) 71 
variables in a database. Most regression techniques are parametric; they require the 
user to specify the functional form of the solution using some pre-existing knowledge 
about the relationships that exist. A basic and most common form of parametric 
regression is linear regression. This type of regression can result in inaccurate models 
unless the relationships expressed in the data are linear or linearizable. Modelers often 
spend a significant amount of time experimenting with different functional 
relationships and regression algorithms to obtain acceptable models. If the underlying 
form of the function is known, and is either linear or linearizable, linear regression is 
more appropriate than neural networks and induction because the data is fitted to a 
hypothesized model rather than using the data to develop the model. Often, however, 
the functional relationship is unknown or the underlying relationship is not linear or 
linearizable so other analysis techniques may be more appropriate. 
Neural networks are a powerful technology, based on analogies to biological 
neurons, for learning relationships from a database of examples. The field of neural 
networks has arisen from diverse sources, ranging from the attempt to emulate the 
human brain, to broader issues of emulating human abilities such as speech and 
language, to the scientific and engineering disciplines of modeling, prediction, and 
pattern recognition. 
A major advantage of neural network modeling is that it does not require 
modelers to make assumptions regarding the underlying distribution or independence 
of variables. For most complex applications, conditional probabilities will be required 
for all combinations of input variables if the distribution of variables is not known, 
resulting in the need for a tremendous amount of data. Neural networks capture 72 
functional relationships among the variables automatically without making assumptions 
about the linearity of relationships among variables or interactions between variables. 
Although neural systems have been analyzed for several decades (Rosenblatt, 
1961) it has only been in the last few years that understanding of neural networks has 
allowed their successful application to a number of problems. The backpropagation 
algorithm was used for all the neural network models contained in this thesis. 
Backpropagation feedforward neural networks consist of layers of interconnected 
nodes, each node producing an output which is a nonlinear function of its inputs. The 
network is usually built from three layers; input, hidden, and output. The input layer 
represents the values of the actual data variables. Each node in the input layer is the 
value of a particular variable. Each of these nodes is connected to all nodes in the 
hidden layer. The function of the hidden layer is to increase the number of 
connections which improves the capability of the model to adjust to fit the data and to 
generalize previously unseen patterns. The number of hidden layer nodes can be 
increased to allow for a better fit of the data or decreased to create a better 
generalization capability. Each node in the hidden layer is connected to all nodes in 
the output layer. The output layer represents the values of the variables for which 
prediction is desired. The strength of the connections between any two nodes is the 
weight. The weight determines the effect one neuron has on another (Eberhart and 
Dobbins, 1990). The basic neural network architecture is shown in Figure 4.1. The 
value of a hidden layer neuron (node) is calculated as the sum of all inputs multiplied 
by their connection weights that are connected to the particular hidden layer neuron. 
The output value representing an output prediction variable is calculated in the same 73 
81 = f(Ax*Wxi + Ay*Wyi + Az*Wzi) 
Bj = f(Ax*VVxj + Ay*Wyj + Az*Wzj) 
Figure 4.1 Diagram of neural network architecture 
manner; by determining the sum of all hidden layer neurons multiplied by their 
connection weights for all weights that are connected to the particular output neuron. 
The entire network, therefore, represents a complex set of interactions and 
interdependencies which may be highly nonlinear in nature allowing very general 
functions to be modeled. 
Training of the network involves finding a set of weights which optimizes 
mapping of inputs to outputs, and is accomplished by developing a training set of 
input/output sets, and then showing these sets to the network. The values predicted by 
the network are compared to the experimental values from the training set.  The error 
is backpropagated through the network and the weight matrix is adjusted using a 
backpropagation algorithm to minimize the observed error between network outputs 74 
and observed data. The network is repeatedly exposed to the training set until the 
network can predict the output accurately within a predetermined tolerance level. 
When all predicted values are within the error tolerance level, the network is 
considered trained. This method of modeling is well documented by Rumelhart and 
McClelland (1987) and Stanley (1988). 
Initially all connection weights are given a random value. The predicted value 
(Ok) of the output variable is compared to the target value (Tk) (from the collected 
data), and the difference is propagated backwards through the network starting from 
the layer preceding the output layer. The weights for connections between the output 
and hidden layer are adjusted according to the equation: 
A Wkj = n * ( Tk  - Ok ) f 1k (netk ) Oj 
where:  Oj is the output from the neuron in previous layer 
f 'k (netk ) is the derivative of the activation function at neuron in layer k 
n is the learning rate constant 
This is repeated for every connection from the output to the preceding layer. For 
intermediate nodes not connected to the output layer (connections between the inputs 
and hidden layer), the weights change according to the equation: 
= n*f (netj ) 0, Ek [( Tk - 03 ) f 'k (netk) ) Wkj 
where:	  0, is the output from the neuron in previous layer (input) 
Oj is the output from the neuron in the current layer j 
f 'j (nett ) is the derivative of the activation function at neuron in layer j 
f 'k (netk) ) is the derivative of the activation function at neuron in layer k 
Wki is the connection strength between output layer k and hidden layer j 
n is the learning rate constant 75 
The above equation states that the change in weights at internal nodes can be 
evaluated in terms of the connection weights in the upper layer (output). The process 
is repeated for all training pairs iteratively until the output value (Ok) is within the 
tolerance level of the target value (Tk) for all training pairs. At this point, the 
network is considered trained. 
There have been recent attempts to improve the performance of neural 
networks. For example, pruning useless nodes can speed network training and result 
in a smaller, simpler network, and can increase the generalization capability. A 
useless node is a particular input node (variable) which has basically no influence on 
the values of the desired output nodes. Another improvement is the development of a 
constructive algorithm where extra hidden layer nodes are added when needed which 
results in an increased explanation capability and training is virtually guaranteed 
(Michie et al., 1995). 
Generalization is the ability of the network to extrapolate the learned 
information to new situations. For a network to have good generalization capabilities 
while still adequately explaining the existing relationships, a suitable number of hidden 
nodes must be determined.  If too few are chosen, the network may not be able to 
generate an input/output mapping, while too many hidden nodes will lead to over 
learning and memorization of the training set. Memorization results in good 
prediction using the training data, but often poor predictions when classifying 
previously unseen patterns. An easy to read introduction to the issues involved in 
overtraining can be found in Efron (1983). 76 
Induction is a method of data analysis that results in rule-structured, decision 
tree classifiers for predicting the classes of newly sampled cases based on a training 
set of pre-classified cases.  It has been applied primarily to symbolic data sets. The 
data is first divided into groups, each group a range of one variable. For example, if 
trees are classified based on a 'foliage' variable, trees with leaves go into one group 
and trees with needles go into another. These groups may split again depending on 
the influences of other variables such as length of cones or leaf shape, and so on, until 
the model can correctly classify a given data set.  For example, of the trees with 
needles, trees with cones less than 3 cm go into one group while trees with cones 
longer than 3 cm go into another. Each subgroup is analyzed to determine if another 
division is necessary to further classify the data. Figure 4.2 diagrams the basic 
induction method. In this example, three inputs are used to predict on output.  It turns 
out that only two of the variables were necessary to correctly classify the data so the 
third was not used. All of the information is described in terms of if-then rules until 
all information is classified. 
The basic methodology of induction is to choose a subset of the training set, at 
random, and form a decision tree. The remaining data in the training set is then 
classified using the model. If the model successfully predicts the answer for all data 
points, then the process terminates.  If not, a selection of the incorrectly classified 
objects is used to modify or add to the existing tree and the process continues until it 
can correctly classify all the data points to a predefined tolerance level. The variable 
which is chosen to divide the data and the particular value of the variable is 
determined by an induction algorithm which varies by algorithm. In Figure 4.2, the 77 
Input 1  Input 2  Input 3  Output 
X  R  A  K 
Y  S  A  L 
X  S  B  M 
Z  T  B  N 
If Input 1 = X
 
and Input 2 = R
 
Then Output = K
 
If Input 1 = X
 
and Input 2 = S
 
Then Output = M  Input 3 provides no
 
additional discrimination 
If Input 1 = Y 
Then Output = L 
If Input 1 = Z
 
Then Output = N
 
Figure 4.2. Sample data for explaining induction method. 
first column was chosen as the first split and so on. There are other, more efficient 
methods for determining which variables to split on and where splits should be made; 
such as, maximizing information gain (entropy). For a discussion of various induction 
methods, see Schank and Kass (1990), or Michie et al. (1995). 
Induction was originally created to extract information from symbolic data. 
For example, Michalski and Chilauski (1980) automatically generated rule-based 
classifiers for crop farmers using the AQ11 induction algorithm (Michalski and 
Larson, 1978).  In their case, rules for classifying soybean diseases were inductively 78 
derived from a training set of 290 records. Each record had 35 input attribute values 
combined with a confirmed grouping into one of 15 main soybean diseases. When 
they used the resulting model to classify 340 new cases, their model proved to be 
more accurate at diagnosis than the best existing rules of thumb used by soybean 
experts that were developed from years of personal experience. New induction 
methods allow the induction procedure to be used for numeric as well as symbolic 
data (Quinlan, 1992, 1993). 
Comparisons Between Modeling Methods 
Each method of analysis gives a different view into the relationships that exist 
among variables and each has its benefits and drawbacks. There are basically two 
purposes to accomplish when using different analytical techniques to model data: 1) to 
predict the response variable(s) for future data inputs not yet seen when developing the 
model; 2) to understand the structural relationships between the response and the 
measured variables.  In some cases, only prediction is desired, in others, only the basic 
understanding, but often both are desired. 
Estimation of error rates 
It is widely known that error rates tend to be biased if they are estimated from 
the same set of data that was used to construct the model. At the extreme, for 
example, it is possible to train a neural network or induce a decision tree to classify 
all of the give data with 100% accuracy. In practice, however, the complex structures 79 
do not always perform well when tested on unseen data.  Often, the relationships in 
the data are memorized for the particular data set, and can not be generalized to new 
information. This is known as over-fitting the data.  Over-fitting is of most concern 
with noisy, highly variable data where 100% classification is impossible in principle, 
but possible in practice. For these noisy data sets, a relatively simple structure should 
be used to represent the data (smaller, more compact decision trees;  less hidden layer 
neurons) compared to a predominately noise free data set.  In other words, the 
complexity of the model should be adjusted to suit the problem at hand, otherwise the 
procedure will be biased. 
One way of correcting for this bias is to use two independent samples of data: 
one to develop the model and one to test it.  This procedure is known as cross-
validation. One specific form of this procedure is that suggested by Lachenbruch and 
Mickey (1975). Their procedure extracts random samples (about 20%) from the 
original data set to be used later for testing the validity of the model. These extracted 
samples are not used for the construction of the model which results in a less biased 
representation of the true error rate. 
Pre-Processing 
Some statistical procedures can deal with missing values, and others cannot. 
The data used for specific comparisons in this research were pre-processed to replace 
any missing values with the global mean for that variable.  If an output variable was 
missing or if more than two input variables had missing values, the entire observation 
was omitted. Only a small portion of the observations set (less than 1%) included 80 
missing values. The data set used for this research (chapter 3) included 88 variables 
and over 8000 observations for each variable. 
In addition to replacing missing values, conflicting data points were removed. 
A conflicting data point is where a very similar set of input variables yielded a 
dramatically different output variable. The bolded rows in Fig. 4.3 demonstrate an 
example of a conflicting data point. Even though all of the inputs (date, time, etc.) 
have relatively similar values (within 10%), there is a dramatically different output. 
Less than one percent of the original data set included conflicting data points.  It is 
necessary to eliminate the conflicting data points for neural network analysis because 
the network will not train properly if they are present (Peters et al., submitted). Both 
observations constituting conflicting data sets were eliminated from the training sets. 
Proc  Gross
 
Fish  Fish  Fish  Gel
 
Date  time  Wt
 
wt.  len.  Temp  streng

(hrs.) (lbs.)
 
5/21/93  20.7  68000  633  39  4°C  975
 
5/21/93  14.3  89000  683  41  5 °C  668
 
5/21/93  10.2  72000  674  40  6°C  1116
 
5/22/93  13A9  92000  691  41  5 °C  1290
 
5/22/93  22.8  77000  654  40  3°C  835
 
Figure 4.3. Example of conflicting data points. 81 
A comparison of the data sets before and after the removal of these conflicting data 
points was performed. All variables had nearly identical means and distributions 
between the two data sets.  All subsequent analysis of the data sets, using all analysis 
methods, was performed using the processed data sets. 
Previous Comparisons 
There have been numerous empirical comparisons between regression, neural 
networks, and induction. Many of the results are in direct contradiction between 
researchers, with one claiming one method is superior to the others and another 
claiming the opposite. Different types of data yield different results when comparing 
methods. Tsaptsinos et al. (1990) found that machine induction was better than neural 
networks for an engineering control problem. Weiss and Kulikowski (1991) and 
Weiss and Kapouleas (1989) demonstrated that induction methods were superior to 
neural networks for pattern recognition and classification.  Other researchers, 
however, showed that neural networks performed better than induction. Spikovska and 
Reed (1990) compared these methods for distortion invariant object regression and 
concluded neural networks were better.  Atlas et al. (1991) used simulated data sets 
with arbitrary functional forms and distribution for their comparisons concluding 
neural networks predicted with greater accuracy than induction. Fisher and McKusick 
(1989) and Shavlik et al. (1991) indicated that neural networks performed better than 
induction. 
Fisher and McKusick (1989) compared induction and backpropagation neural 
networks in both their accuracy and learning speed on a processing control problem. 82 
The induction method they chose (ID3) could not tolerate aberrations in the data. 
Newer induction methods can handle noise much better and may have yielded 
different results.  Also, their method for comparing learning rate was biased toward 
induction. They calculated speed as the number of example representations required 
for analysis. For induction each observation was used only once; but for neural 
networks observations were used repeatedly until trained to a 10% tolerance. A more 
accurate representation of learning rate would be the actual time that the methods took 
for analysis.  In addition to these problems, the training data set, the Garvan Institute's 
thyroid disease data set, was mostly symbolic data and researchers were unable to 
fully explore the differences between the two methods for numeric data sets.. 
Shavlik et al. (1991) and Mooney et al. (1989) used a more comprehensive 
selection of data sets to compare neural networks and induction. Their data sets were 
separated into a collection of training and test sets. The performance of each method 
was determined by evaluating the error rate on the corresponding test set. These 
researchers measured speed in terms of the total length of training time. All of the 
mentioned researchers found that back-propagation was significantly slower than 
induction. 
Other comparisons were performed by Huang and Lippmann (1987), Sethi and 
Often (1990), and Bonelli and Parodi (1991). All of these researchers concluded that 
the various neural networks performed equal to or slightly better than induction and 
statistical classifications. There have been numerous comparisons between the various 
analytical methods with varying results. There is no clear-cut understanding of what 
method is best. 83 
Empirical Comparisons 
Multiple linear regression is the most widely used of the three modeling 
methods. If theoretical functional forms that are linear or linearizable are known, then 
this method is the most appropriate. The model can be forced to fit a specific 
predefined linear expression and the results of the analysis are clearly defined and 
relationships are easily quantified.  Often, however, the relationships that exist are not 
known prior to analysis and there is little or no basis for what the functional form of 
the relationships should look like. Sometimes multiple regression is still appropriate if 
the relationships are relatively simple and linear. As the actual systems become more 
complex, however, linear regression begins to break down because some of the 
underlying assumptions are violated. These assumptions include a normal distribution 
and independence between variables. Additionally, when complicated relationships 
exist, they are often nonlinear and/or the relationships are too difficult to theorize or 
guess. Trying to fit a linear model through relationships that are discontinuous or 
nonlinear in nature will mask the true relationships that are present. This will result in 
an ineffective model that may result in poor predictions. Even so, multiple linear 
regression should be tried before more complicated analysis methods as a basis of 
comparison because of the possibility that a linear model will result in acceptable data 
representation. 
For many situations other modeling strategies may be more appropriate and 
more effective than linear regression. For example, neural networks frequently 
provide good predictive capabilities if sufficiently representative data sets are available 
for training. The functional relationship the network embodies is expressed in the 84 
topology of the network and is not easily determined. With some effort, however, 
input/output sensitivities can be determined by systematically altering some inputs 
while holding the rest constant to determine the effect of individual variables and 
interactions.  Induction and regression give a better understanding than neural 
networks of individual causes and effects. Depending on the complexity of the 
relationships, either induction or regression may be more appropriate. 
Highly variable data sets make it difficult for neural networks to train to a 
desired tolerance level. The conflicting data points (discussed previously) associated 
with highly variable data sets may cause the model to cycle between different 
input/response mapping regimes during training, never arriving at a final model. If the 
number of conflicting data points are relatively low, they can be eliminated, allowing 
the network to train to a better tolerance without significantly changing the 
relationships that are present. 
Data sets where input/response relationships change rapidly may be more suited 
for induction than other methods. By analyzing the information in a piecewise 
fashion, much of the variation in output response can be eliminated. Neural networks 
will attempt to adjust to kinks in response functions, but this process may require 
additional hidden layer neurons at a sacrifice of generalization capability. 
Comparisons between methods are difficult to generalize because of the diverse 
nature of various data sets. The best model will depend on the modeling objectives 
and on data constraints, problems, and complexities. The most appropriate strategy 
may be to try more than one method and compare the results using the objectives for 
the research (prediction, understanding) for each research application. 85 
Comparison Using a Specific Application in the Pacific Whiting Surimi Industry 
Pacific whiting is the largest stock of trawl fish on the west coast of the 
contiguous United States. The fish is characterized by a relatively soft flesh and a 
multitude of other product quality problems. The majority of the fish are processed 
into surimi (minced fish) which is used in the production of imitation crab and other 
products. Domestic utilization of Pacific whiting grew from around 20,000 metric 
tons (mt) in 1990 to 200,000 mt in 1991. This rapid increase in domestic utilization 
has made it difficult to understand and control the quality attributes which critically 
affect the product's market value because processors and fishermen have not had time 
to develop experience about the fishery. 
Data was collected from all Pacific whiting surimi processing plants in the 
Pacific Northwest for the 1991 through 1994 Pacific whiting seasons. In addition, 
information was collected from vessels harvesting the fish, and government observers 
both aboard vessels and in the plants. All of the information was combined into a 
large, comprehensive data set with information on all aspects of the fishery from 
harvest to final product. Over 8,000 observations and 88 variables were examined to 
determine potential impacts of variables on surimi product quality. All response 
variables were continuous and numeric as were all input variables except a few 
indicator variables such as year, vessel, plant, etc.  Certain records were removed due 
to criteria described earlier. A subset of the combined data set (20%) was extracted at 
random from the original data set to be used for model validation. The remaining data 
set was analyzed using multiple regression, neural network, and induction techniques 
to establish patterns and relationships among the input and response variables. The 86 
models were compared for their prediction capabilities of product quality and the ease 
of understanding the structural relationships between the response and the measured 
variables. 
Expected results were determined anecdotally through professional opinions of 
industry personnel and academics familiar with the fishery. The opinions resulted in 
an understanding of only a small number of the variables impacting product quality. 
Most of the individuals had a different opinion on the possible relationships that exist. 
One common opinion was that the relationships were poorly understood. The 
assumptions made by these individuals were used as a starting point to develop the 
models. Most everyone mentioned the longer it takes to process, the worse the 
quality. Many also mentioned that the fish storage temperature is important. Other 
variables mentioned as being important were the air temperature in the factory, 
inhibitor lot, size of the fish, tow size, and time of year. Some of these were later 
determined to be important, and others had no apparent effect. 
Many attempts were made to model the relationships using multiple regression 
(Statgraphics, version 5).  Several months were spent testing various functional forms 
and interactions relating the various inputs to product quality. After extensive 
analysis, linear regression yielded only three significant variables of the 88 tested; the 
time it takes to process the fish, the temperature at which the fish were stored prior to 
harvest, and the date of harvest. These variables and their interactions explained 73% 
of the variation in the data. The model's ability to explain variation is defined as the 
total sum of squares - the residual sum of squares all divided by the total sum of 
squares. This ratio is also known as r2.  Linear regression showed the importance of 87 
these variables, but due to a high degree of variation, discontinuities, and nonlinear 
effects, other possible important influences were not detected. 
Neural networks predicted quality more accurately than regression and 
induction. The backpropagation neural network was trained to a 10% tolerance level 
using Brainmaker (California Scientific Software, 1988). The significance of any 
given variable and their exact relationship to the response variable(s) could not be 
determined because the input/response variable mapping is stored in the topology of 
the network. By alternating inputs, it was possible to determine which variables most 
strongly affect the prediction of surimi quality. These variables included process time, 
storage temperature, salinity, moisture content, pH, meat:water wash ratios, date, 
geographic location, and length and weight of the fish. Many more variables were 
important than in the linear regression model. The neural network model was capable 
of explaining 90% of the variation of the data. 
The final method of modeling used an induction algorithm for model 
development. For the described analysis, a program called M5 was chosen (Quinlan, 
1992, 1993). This induction program was designed to be used with numeric data sets. 
It divides the data sets into smaller more defined subsets. Given a collection T of 
Training cases, each case is specified by its value of a fixed set of attributes and has 
an associated target value. M5 induction models are constructed by the divide-and­
conquer method by recursively dividing the data set into smaller, more defined data 
sets, then fitting a linear model through the final subsets. The first step in building a 
model tree is to compute the standard deviation of the target values of cases in T. 
Unless the data set contains very few cases or their values vary only slightly, T is split 88 
on the outcomes of a test. Every potential split is evaluated by determining the subset 
of cases associated with each outcome. Let T, denote the subset of cases in a 
particular subset. The standard deviation sd(T, ) of the target values is a measure of 
error. M5 defines the expected error reduction due to a split as: 
A error = sd(T) - E, (Obs. in T,  / Obs. in T) x sd(T, ) 
After examining all possible splits, M5 chooses the one that maximizes this expected 
error reduction. The process is repeated for each subset until no additional error 
reduction can be achieved. A multivariate linear model is constructed for all data 
subsets using forward selection stepwise multiple regression for a resulting series of 
linear equations that relate variables to their effects on quality under various 
conditions. The resultant decision tree yields a set of If-Then rules that describe the 
data set.  Similar variables were significant for both induction and neural network 
analysis although not as many were important in the induction model. Induction 
modeling handled the discontinuities in data sets better than multiple linear regression, 
but the results were more complex. The resulting relationships were more clearly 
defined than with neural network modeling, although prediction capabilities were not 
as good. A major advantage was the ability to identify threshold levels where quality 
relationships change. These thresholds can often be tested in the laboratory for 
validation. For example, the induction method found that a different relational model 
explained fish processed in less than 20 hrs and fish that took more than 20 hrs to 
process. Using this strategy, the significant variables included processing time, 
holding temperature, moisture content, salinity, meat:water wash ratios, and the length 89 
and weight of the fish. The induction model was capable of explaining 82% of the 
variation in the data. 
Hybrid Model 
A hybrid model was developed for this research combining induction and 
neural network modeling. This procedure dubbed neural induction used the induction 
algorithm to subdivide the data sets as before, but when the subdivision was complete, 
a neural model was fit for each subset instead of a regression model. In this way, the 
best of both the induction and neural network models are used. Discontinuities are 
eliminated and relationships are more clearly defined than with neural networks. 
Modeling of any remaining nonlinearities and complicated interactions is possible 
using neural network analysis of the subsets rather than regression. For this research, 
the data set was divided into six different subsets based on the time it took to process 
the fish, the temperature of the storage tanks, the moisture content, and the length of 
the fish. These subdivisions were established using the M5 induction algorithm and 
were identical to the subsets in the induction analysis. Once the divisions were made, 
however, instead of using the linear model derived by the induction program, a neural 
network model was used to analyze each of the six individual subsets. Using this 
strategy, it was possible to more easily understand the relationships that exist based on 
the subdivisions and the difference in variables between the various subgroups. For 
example, when fish were processed in less than 19.67 hrs, the moisture content of the 
fish did not have an impact on surimi gel strength for the neural network submodel, 
but when the fish took longer than 19.67 hrs to process, the moisture content was 90 
related to gel strength. This led to the hypothesis that as fish remain in the storage 
water awaiting processing, the moisture content of the fish may change either up or 
down (depending on the salinity of the storage water) due to osmotic forces. This 
moisture change either causes or is directly related to quality changes in surimi 
processed from the higher or lower moisture fish. The model identified the optimum 
moisture level of the fish for maximum surimi quality (82.3%) for a specific 
combination of other inputs, in this case, the mean value for all other attributes. Other 
variables have similar effects, that change from subgroup to subgroup. Using this 
hybrid method, relationships were more clearly defined than with neural networks 
alone because the subdivision into similar subgroups eliminated discontinuities in the 
data and allowed the neural network to model the data more accurately giving a better 
representation than either neural networks or induction alone. Figure 4.4 diagrams the 
hybrid model that was developed from the Pacific whiting data set. Because each 
neural network model stores its relationships in the topology of the network, the exact 
numeric relationship is not shown. The variables that were important for each 
submodel are shown in the diagram. These variables were determined by holding all 
other variables constant, while alternating one input variable.  If there was a 
significant change in the response value (gel strength), the variable was considered 
important. A significant variable was defined as one having a difference in gel 
strength of more than 1% between the optimal value and minimum value over the 
range tested for that variable. Time was important for all submodels, although the 
effect changed. For time less than 19.67 hrs, there was an optimum between 2 and 8 
hrs depending on the temperature. Fish salinity and meat:water wash ratios were also 91 
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Figure 4.4 Hybrid neural induction model for Pacific whiting surimi industry. 
important for all submodels, but their effects were similar across models. The 
variables that were significant in the submodels  included: Fish length, fish weight, 
temperature at fish storage, date, moisture content, pH, and geographic location where 
fish were caught. The fact that they were not all important for all models, indicates 
that they may be important only under certain conditions. When those conditions are 
not met, these factors do not have a major impact on product quality for Pacific 92 
whiting. For example, when fish are held below 4°C, temperature is not a significant 
variable. When the fish are stored above 4°C, temperature has a significant impact on 
gel strength. 
This hybrid procedure worked well for Pacific whiting due to the large amount 
of available data. For many situations this strategy may not be as successful because 
after subdivision, each subset needs to have a relatively large data set remaining for 
neural analysis. For Pacific whiting surimi analysis, all of the same variables were 
significant as with neural networks alone, but 93% of the variation could be explained, 
and a more visual representation of the results could be shown rather than in the 
neural model. 
Figure 4.5 diagrams the effects of time, temperature, and capture date on gel 
strength as predicted by the different models. Similar graphs could be made for all 
variables. For the effect of time, the neural and neural induction models, showed a 
high order relationship that begins low, increases to an optimum, then declines. The 
induction and regression models did not show the same effect. They started with the 
highest gel strength and values declined the longer it took to process. In the storage 
temperature graph, both the induction and neural induction models showed no change 
in predicted gel strength below 4°C. Above that temperature, quality declines. The 
neural network model showed very little change over the initial range, then gel 
strength declined as temperature increased. Differences between modeling methods for 
each variable are compounded when all variables are included and there may be as 
much as a 15% difference in predicted value between the different methods. 93 
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Figure 4.5. Comparison of predicted values for four different models 94 
Comparison using connived data set 
An arbitrary fourth order polynomial equation was developed with one 
independent variable and one response variable. The relationship between the two 
variables was developed with a discontinuous jump at independent value 35. All 
responses from 1 to 35 have one equation representing the input/response relationship 
and all values from 35 to 50 have a different equation representing the relationship. A 
500 observation data set was developed from this two-part line using a normal 
distribution with a standard deviation of 10%. A regression model which included 
second order terms, an induction model, a neural network model and a neural 
induction model were developed from the data. The data and the results of the four 
models are shown in Figure 4.6. The r-squared value for the different models were 
0.27, 0.85. 0.91, and 0.95 respectively. This simple simulation helps to demonstrate 
the differences between methods. The regression model did not perform well because 
of the change in relationship.  If a modeler were able to look at the data prior to 
analysis, it would be possible to piecewise analyze the data separately for the two 
groups and would result in an identical model to induction. As more variables are 
introduced with high order interactions, the relationships would be much more difficult 
to isolate to analyze the data separately. This is a major strength of induction which 
improved the data fit dramatically by automatically subdividing the data. The neural 
network model did better than either regression or induction because of the high order 
input/response relationships. A weakness in the neural network model, however, was 
immediately around the discontinuous area. At this point, the model did not fit the 95 
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Figure 4.6. Comparison of different modeling methods using a contrived data set. 
data accurately. By subdividing the data first and then fitting the neural network 
model (neural induction), a good fit was accomplished across the range of the data. 
Summary 
All four models were tested on the extracted portion of the original data set not 
used for development of the models. To compare performance, an objective 
measurement was developed. This measurement was to quantify the portion of the 
extracted data that was predicted accurately (within 10%) using the developed models. 
Results were basically the same as with the modelled data. The regression model had 96 
the poorest prediction capabilities. The model could predict only 74% of the data 
within 10% error tolerance. The induction model did better and predicted 84% of the 
data accurately. Neural network modeling resulted in 92% accuracy, yielding the 
highest accuracy of the three methods. The hybrid neural induction model performed 
the best, however, with 96% of the testing data falling within the 10% error tolerance 
level.  This performance was due to the grouping of data into similar subsets and 
analyzing the data using nonlinear methods. 
Whenever a researcher has a preconceived notion of the functional form of the 
model, either by theory or from expert opinion, and the functional form can be 
represented by linear functions, regression should be tried to fit the model to that 
functional form. When there is some doubt concerning the functional form, or if there 
is no preconceived notion of the functional form, other methods should be used as 
well. 
Depending on the application and what is desired of the model, one method 
may be more appropriate than another.  If prediction is the only concern, then neural 
networks should be included as a possible modeling strategy.  If determining the 
relationships that exist in a form easy to understand is desired, regression and 
induction should be used, depending on discontinuities and thresholds in the data. 
These methods give a more visual and understandable representation of the data and 
not just a "black box" as is the case with a neural network model. If the data set is 
large enough, a hybrid neural induction model may achieve good prediction 
capabilities and a clearer understanding of the relationships that exist. When to use 
each of the three methods is not clearly defined and researchers must make that 97 
decision on a case-by-case basis depending on the number of variables, amount of data 
and objectives of the research. Table 4.1, however, summarizes some of the features 
of each modeling method. The best strategy is probably still to use more than one 
method to model the data, and compare the results of each. The method that is better 
at filling the research objectives (i.e., determining functional form, or good prediction) 
should be used. 
Table 4.1.  Characteristics of four different modeling methods. 
Feature  Regression  Neur Net  Induction  Neur Induct 
data driven/model driven  model  data  data  data 
easy to understand  yes  no  yes  no 
functional forms 
problems with nonlinear  yes  no  maybe  no 
response functions 
problems with discon- yes  maybe  no  no 
tinuous response functions 
assumes normal  yes  no  yes  no 
distribution 
assumes input variables  yes  no  yes  no 
are independent 98 
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Chapter 5. SUMMARY 
Of the numerous variables examined for this research, only ten and their 
interactions were significantly related to the final product quality for surimi products. 
These variables include the time it takes to process the fish from capture, the 
temperature the fish are stored until processing, the salinity, moisture content, and pH 
of the fish flesh, the length and weight of the fish, the date and place where the fish 
were captured, and the water:meat wash ratio of the various surimi washes during 
processing. 
Some variables not mentioned are significantly related to surimi quality but can 
be explained by the other variables. For example, the protein content of the fish is 
important, but it is highly correlated to the moisture content of the fish.  After 
accounting for the effects of moisture content, protein content is not significant. 
Protein content could be included in the model and moisture eliminated, but moisture 
determination is much easier and quicker than calculating the protein content. Other 
variables have similar relationships to the ten significant variables. 
Some processing variables were not shown to be important due to lack of 
changes in processing methods. For example, all surimi processors used a very similar 
mixing time. Although a small scale experiment proved this variable has an effect on 
both quality and yield for surimi, this effect was not determined using the larger 
model because mixing times remained relatively constant throughout processing. 
The analysis methods used for this research have shown tremendous promise 
for natural resource modeling. Neural networks have good prediction capabilities, 102 
however, the complex relationships are stored in the architecture of the network and 
are not easily extracted. Induction gave a better visual representation of the 
information, and isolated thresholds that made the model simple and easy to 
understand relative to the neural network. The trade-off for the ease of determining 
relationships is that the induction model did not predict as well as the neural network 
model, although better than traditional regression methods. By combining the two 
artificial intelligence methods, both good prediction capabilities and easy to understand 
relationships were achieved. In fact, the hybrid model predicted better than either 
model individually. When each method should be used, changes depending on the 
specific objectives of the research. Often more than one method should be tested, and 
the best model chosen. 
These artificial intelligence methods used for modeling the Pacific whiting 
fishery are already being used to model other natural resource relationships. A similar 
model is being developed for the pollock industry in Alaska. Although the 
relationships are different, the same modeling methods can be used for many fisheries. 
In addition to fisheries modeling, the procedures are being used to determine 
relationships and interactions between various insects and spiders on potato production. 
Researchers at the Hermiston research station have begun to use the techniques to 
develop models that were not possible using traditional multiple regression methods. 
More and more researchers are acknowledging that these relatively new 
modeling methods are ideal for a number of problem types. These methods are 
particularly useful for problems involving large amounts of data, uncertain 
information, and complex, often non-linear, relationships. Wise management of 103 
natural resources is becoming increasingly important due to dwindling opportunities. 
Resources are being locked up for purposes of environmental preservation. Whether it 
be less timber to harvest, fewer fish to catch, less land to farm, or decreased mining 
opportunities, the increasing scarcity of natural resource opportunities mandates the 
wise utilization of remaining resource opportunities. This necessity will drive more 
researchers to achieve a more complete understanding of relationships that exist for 
these resources. Whether it be to determine the relationships between spotted owls 
and timber harvesting, or between salmon and the many factors influencing its 
survival, the artificial intelligence methods described in this thesis are valuable tools 
for exploring these relationships and should be examined. 104 
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PACIFIC WHITING GRADING GUIDE 
I.	  On-board Handling Practices 
For Pacific whiting, careful observation of on-board handling practices needs to be recorded.  Follow 
the list below, but be sure to add additional comments and observations when warranted. 
1.	  General condition of fishing vessel 
2.	  Method of on-board storage (slush-ice, champaign ice, boxed ice, etc.).  With ice systems, 
estimate residual ice in the hold.  Measure temperature of the hold (or ice-water). 
3.	  Note time from harvest until off-loading in the plant.
 
Also note time from off-loading until processing.
 
4.	  Record approximate length of tow, and tonnage of set. 
As close an estimate as possible and if separated in storage by lots, then record for each lot 
5.	  Method of off-loading 113 
PACIFIC WHITING GRADING GUIDE 
II.  Whole Fish 
1.  Record temperature 
In order to assess whether fish 
has been properly iced at sea, 
determine its temperature.  Insert a 
thermometer into the collar of the fish 
and push it through the flesh to a point 
midway down the flank. 
Ensure that the tip of the thermometer is 
completely embedded in the flesh. Leave 
it in place for about 1 minute before 
reading and recording temperature. 
Any accurate thermometer that can be 
inserted into the flesh is suitable. A 
dial or probe type may provide the least 
resistance.  Accuracy of thermometer 
should be checked; temperature of Ice and 
freshwater mixture is 0 C. 
Z-tsert  441er ~top., e.te­
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PROCEDURE 
2.  Assess texture of fish flesh 
Press thumb along lateral fine for the 
anterior two-thirds of the fish. 
Do not press along the tail section, 
as it contains little flesh  and mostly 
bones, and will not give a true 
indication of texture. 
GRADE 
0 - flesh is firm and resilient, and 
springs back immediately when 
released. 
- reasonably firm, some	 loss of
 
resiliency, thumb indentations
 
slowly fill  out.
 
1 
2 - moderately soft, thumb indentations 
may remain in flesh. 
3 - excessively soft flesh. 114 
PACIFIC WHITING GRADING GUIDE 
3.  Assess odor at neck 
For Pacific whiting, using a sharp knife,
 
make a 1 to 2 cm deep cut across the back
 
of the neck just behind the gills.
 
Spread the cut apart and determine odor
 
by placing exposed flesh within 1 cm of nose.
 
Do not cut more than 2 cm into the
 
neck, because gill odors may be detected
 
through the flesh.
 
4.  Assess odor of gills 
Grasp the bony coverings of the gills 
and pull them apart to expose and 
separate the gills.  Examine the 
odor by placing the gills within 
1 cm of the nose. 
5.  Examine general appearance of fish 
Look at both sides of the fish and examine 
its overall condition, giving particular 
attention to the skin. 
0 - characteristic odor, fresh 
- neutral, total absence of odor; 
characteristic odor no longer 
detectable but off-odors haven't 
developed. 
1 
2 - slight detection of off-odors 
3 - off-odor, sour, putrid,  bilgy, 
ammonia, unnatural odor. 
0 - characteristic of species, fresh 
1 - Neutral - total absence of odor,
 
characteristic odor no longer
 
detectable but off-odors haven't
 
developed
 
2 - slight to moderate sour odor 
3 - very sour, strong, or putrid 
0 - good overall appearance; skin lustrous 
and shiny, no fading 
- good overall appearance, very slight 
bleaching of skin 
2 - some loss of metallic lustre, some 
bleaching 
3 - bloom gone from skin, color faded and 
bleached 
1 115 
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6.  Examine eyes 
Closely examine the eyes on both 
sides of the head.  It is essential to 
consider both eyes, so that a damaged 
eye (punctured by ice or fork; 
frozen; or flattened by other fish) is 
not mistaken for an eye which is sunken 
or cloudy from poor handling or aging. 
Assign the grade for the best eye. 
0 - clear, bright, convex eyes 
- slightly sunken or somewhat dull 
2 - dull and/or cloudy 
3 - very dull, sunken,  and cloudy 
1 
7.  Note the appearance of the gills 
Pull the bony gill coverings apart and 
examine the gils closely for color and 
presence or absence of mucus. 
0 - bright red, little mucus 
1  - red, some mucus 
2 - pinkish red to brownish, some mucus 
3  brown, may be covered with mucus 116
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III.  Fillets 
After completing the examination of the round, gutted or headed fish, one fillet is removed per 
fish, and used for examination of the cut surfaces. 
PROCEDURE 
1.  Examine fillets  for blood clots 
Closely check both sides of the fillets for blood 
clots.  Clots are free blood on the surface or 
open to the surface (e.g. blood around a fork 
hole) which are larger than a 1/2 cm 
diameter circle. 
2.  Assess texture 
The texture grade is a combination of the
 
firmness component of the fish along with
 
the amount of gaping and raggedness in the
 
fillets.  Using the cut side of the fillets,
 
press the flesh with thumb or forefinger
 
to determine resiliency. Do not downgrade
 
the fillets for a separation of the major
 
muscle along the back; this is a result of
 
manipulation during filleting, and is not
 
indicative of poor quality.
 
3.  Examine the fillet  for discoloration 
Remove the skin and look at both sides of 
the fillets for any abnormally discolored 
areas, i.e. do not consider very slight 
green or yellow hues as discoloration. 
For Pacific Whiting, pink or red 
discoloration is occasionally seen 
as a result of bruising. 
GRADE 
0 - no blood clots 
- few blood clots less than the 1/2 cm  1 
2 - no combination of blood clots 
exceeding 4 square cm total 
area (4, 1x1 squares on measuring 
template) in any one fillet 
3 - one or any combination of blood
 
clots which exceed 4 square cm
 
total area in any one
 
0 - uniform, firm fillets with little
 
or slight gaping.
 
- reasonably firm, resilient flesh
 
with moderate gaping.
 
1 
2 - moderately soft flesh with
 
unacceptable amount of gaping
 
3 - excessively soft flesh with
 
unacceptable amount of gaping
 
0 - no single discoloration, nor any
 
combination, exceeding 2 square cm
 
in any one fillet
 
1  - no single discoloration, nor any 
combination, exceeding 5 square cm 
2 - any single discoloration, or combination 
the total surface area of which does 
not exceed 50% of the total surface area 
3 - any single discoloration or combination 
which does exceeds 50% of the total 
surface area 117 
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4.  Presence of black spores 
In Pacific whiting, especially the older 
larger fish, small black lines of no 
more than a few mm may appear. 
This black spotting can occur 
as a reaction to the parasite. 
To give a best estimate of % infestation 
think of the fillets in sq cm. One spot 
per sq cm is 100% infestation.  One 
spot per 4 sq cm is 25% infestation. 
5.  Assess odor of fillets 
Using the skin side of the fillets, 
determine odor by placing the 
nose within 1 cm of the fillet 
surface. 
0 - absence of black spots 
1 - one or more spots 
2 - less than 50% of fillet 
3 - more than 50% of fillet 
Note:  try to give % of infestation 
0 - odor characteristic of species 
1  - neutral, total absence of odor 
2 - slight off-odor, but not objectionable 
3 - any objectionable odor 118 
SAMPLING SCHEDULE
 
AVERAGE WEIGHT OF FISH
 
NUMBER
 
OF FISH
 
IN THE LOT
 
100 FISH OR LESS
 
101 -130
 
131 -160
 
161 -190
 
191 -220
 
221 -250
 
251 -300
 
301 -350
 
351 -400
 
401 -450
 
451 -500
 
501 -600
 
601 -700
 
701 -800
 
801 -900
 
901 -1000
 
1001-1200
 
1201-1400
 
1400-1600
 
1601-1800
 
1801-2000
 
2001-2200
 
2201-2400
 
2401-2600
 
2601-2800
 
2801-3000
 
3001-3200
 
3201-3400
 
3401-3600
 
3601-3800
 
3801-4000
 
4001-4200
 
4201-4400
 
4401-4600
 
4601-4800
 
4801-5000
 
EACH 2000 FISH
 
HAN 1 KG
 
NO. OF SAMPLES
 
LESS
 
5
 
5
 
5
 
5
 
5
 
5
 
6
 
7
 
8
 
9
 
10
 
11
 
12
 
13
 
14
 
15
 
16
 
17
 
18
 
19
 
20
 
21
 
22
 
23
 
24
 
25
 
26
 
27
 
28
 
29
 
30
 
31
 
32
 
33
 
34
 
35
 
ADDITIONAL 5
 
1 KG OR MORE
 
NO. OF SAMPLES
 
5
 
6
 
7
 
8
 
9
 
10
 
11
 
12
 
13
 
14
 
15
 
16
 
17
 
18
 
19
 
20
 
21
 
22
 
23
 
24
 
25
 
26
 
27
 
28
 
29
 
30
 
31
 
32
 
33
 
34
 
35
 
36
 
37
 
38
 
39
 
40
 
ADDITIONAL 5
 
Samolina and Sample Size
 
that is the number of fish to be graded,
 
The sample size,
 
is determined by randomly sampling 10 fish from the lot to
 
Divide the average
 weight of each  fish.
 
determine the average
  actual weight of the lot to be
 
weight into the estimated or
 
the total number of fish in the lot.
 
examined to determine
 
number of fish, the above sampling schedule
 
Based on the total
 
shall be applied.
 119 
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Species:  Date Landed:  Date Inspected: 
Name of 
Vessel: 
Name of 
Fisherman: 
Name of Landing 
Site: 
Total Catch (Ibs): 
Sample Size (No): 
Fish (No) 
Whole Fish 
Iced/Temp F 
Texture 
Odor at Neck 
Odor of Gills 
General Appearance 
Eyes 
Color of Gills 
Fillets 
Blood Clots 
Texture 
Discoloration 
Black Spots 
Odor 120 
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QUALITY GUIDELINES FOR THE PACIFIC WHITING FISHERY 
The major factors influencing the quality of Pacific whiting are the time it 
takes to process the product, the temperature at which the fish are stored until 
processing, and the time of year the fish are processed.  Surprisingly, to maximize 
product quality, it is necessary to wait at least 2 hrs between capture and processing 
when fish are not refrigerated. The time to wait varies depending on the storage 
temperature of the fish (Fig. B.1). If the fish are stored at refrigerated temperatures, 
waiting times should be 6 to 8 hours to maximize quality. The quality of the fish 
Figure B.1. Effect of time and temperature on product quality 121 
declines rapidly after a certain period of time. For non refrigerated fish, processing 
should be completed in less than 8 to 10 hours. With refrigerated fish, processing can 
be extended as long as 20 hours for the best quality fish.  Quality declines rapidly 
after these crucial time periods. Figure B.1 shows how the quality of fish change with 
storage time and temperature. There is no apparent difference in quality between fish 
held at ambient temperature for 6 to 8 hr and fish held at or below 4°C for 18-20 hr. 
In addition to quality changes in the fish, if fish are not allowed to age 
properly (wait 2 to 8 hrs), dewatering time in the surimi process will be more difficult 
and production must proceed at a slower rate. The effect of aging a fish is most likely 
due to the fish passing through rigor. This is generally not a problem for shoreside 
plants because the time it takes to transfer the fish from the ocean to the plant exceeds 
this time threshold. 
The cooling rate of the fish is also important. Fish that are rapidly cooled are 
at warmer temperatures for less time. Therefore, the fish retain their quality for a 
longer time. Figure B.2 shows the relationship between a representative refrigerated 
seawater (RSW) system and slush ice system. Slush ice cools faster than RSW but ice 
can be difficult and expensive to obtain. With RSW systems, to maintain product 
quality, the tank water should be near freezing before fishing occurs in order to hasten 
the cooling of the fish.  Also, for both systems, it is better to use two smaller tows 
than one big tow. Fish are less subject to crushing by the weight of the fish in the 
cod-end and are cooled much more rapidly. There is no statistical difference in 
quality between the two storage methods. 122 
Refrigerated Seawater System Slush Ice System 
20 
15 
C 
10  20  30  40 
Hours from Deployment 
50  10 
Ho
20 
urs from 
30 
Deplo
40 
yment 
50 
a- finish unloading, start of trip 
b- addition of tow Into fish hold 
c- begin offloading shoreside 
Time-Temperature Graphs of Pacific Whiting Fishing Vessel Holding Tanks 
Figure B.2. Hold water temperature for slush ice and RSW systems. 
Other factors are also important for surimi product quality. Different times of 
year produce different yields and quality than others. Typically, early in the season, 
the fish are thinner and both the yield and quality are down. This is related to the 
proximal composition (fat, protein, moisture) of the fish. The earliest date at which 
good quality products can be obtained changes from year to year. In 1994, for 
example, the fish were of adequate quality earlier than the previous two years. On 
average, the quality of the fish will begin to increase around the first to the middle of 
May. 123 
Figure B.3 diagrams the proximal composition (fat, protein, moisture) changes 
over the season for the 1992 to 1994 whiting seasons. There is a maximum quality 
and yield in the middle of the season. The quality and yield are directly related to the 
protein content of the fish and indirectly related to the moisture content. The protein 
content should be above 15.2% before processing begins for best results. 
Different schools of fish may be very different from each other.  If a school of 
poor quality fish is encountered, it is best to pull up gear and search for a different 
school of fish.  Surimi quality is dependent on the fish characteristics (moisture 
content, protein content, salt content, length, weight, and parasite concentration) as 
well as certain processing characteristics (time, temperature, wash ratios, date, total 
amount processed). The fish attributes can be tested to determine the fish's suitability 
for surimi production and processing characteristics can be adjusted to maximize 
production from a specific group of fish. 
Moisture content of the fish is highly related to other variables such as salinity, 
and processing time. Even so, after accounting for these relationships there is an 
effect of moisture content on gel strength. At both a low and high moisture content, 
there was a negative effect on gel strength. There is an apparent optimum moisture 
content for maximum gel strength at around 82.5% moisture. 
Note: A Julian date of 105 corresponds to the start of the season on April 15th. 124 
Pacific Whiting Composition 
Figure B.3. Proximal changes of Pacific whiting (1992-1994 seasons). 125 
Figure B.4 diagrams the average expected quality (gel strength) and yield 
changes throughout the season. Another factor affecting yield is the amount of surimi 
processed in a day. The more surimi processed, the higher the yield. Many other 
factors may be important. 
Expected change throughout season 
Figure B.4. Expected yield and gel strength of Pacific whiting throughout 
the season. 126 
Fish less than 43 cm in length have a lower recovery than larger fish, however, 
the quality was slightly higher. This information can be used to trade-off quality for 
yield depending on market conditions in order to maximize profits.  Smaller 
length/weight ratios (i.e., the thicker the fish), give higher product quality 
characteristics and a higher yield. The length/weight ratio, size, and protein content of 
the fish all change throughout the season and from school to school. 
In the processing plant alterations can be made to either increase yield or 
quality. The higher the water to meat ratio in the wash tanks, the higher the gel 
strength and the lower the yield. There is an optimal wash ratio depending on the 
prices for the various grades. When high grades have a premium price, wash ratios 
can be increased and the additional price for the higher grade more than offsets the 
loss in yield. Alternately, when there is little difference between grades, wash ratios 
can be decreased to increase the yield which more than offsets the lower price per 
pound. 
In addition to wash ratios, mixing times have a similar effect. Most of the 
effect of washing occurs in the first 90 seconds of mixing. Any time after that 
removes very little additional material and only improves gel strength slightly. 
Nevertheless, by adjusting mixing times, quality and yield can be traded off for each 
other. 
Moisture content can be adjusted or maintained by continuous monitoring. 
Moisture levels can be decreased by slowing down the screw presses or increasing the 
mesh size of the screen. By continuously monitoring and adjusting production, 
product of a uniform moisture content can be obtained. 127 
In summary, it is best to keep raw fish stored below 4°C before processing 
unless processing can occur in less than 10 hrs.  If fish are kept below 4°C, then 
processing should occur in less than 20 hrs. The fish should generally be caught 
between mid-May to mid-October. These dates change from year to year depending 
on oceanic conditions and food supply of the fish. Fish should be examined upon 
arrival for processing to determine pH, moisture content, flesh salinity, length, weight, 
temperature, parasitation, and other factors.  If the tolerances are not met, it may be 
beneficial to capture alternative schools of fish at a different geographic location or, if 
necessary, fishing can be halted until conditions improve. Table B.1 illustrates the 
acceptable levels for different fish characteristics. 
Table B.1. Optimum range for various fish attributes 
Fish moisture content  81.0-83.5% 
Fish protein content  >15.2% 
Fish pH  6.8 to 7.0 
Fish salinity  0.65-0.85% 
Weight/length ratio  >12 
Depending on market conditions yield can be traded off for quality.  Yields can 
be increased by decreasing the water to meat ratio  in the wash tanks, however, quality 
will decline slightly. Mixing times can also be decreased. There  is very little benefit 
to washing more than 90 seconds, but additional washing does enhance gel strength 
and color slightly while reducing yield slightly. 