In this paper an extension to the standard error backpropagation learning rule for multi-layer feed forward neural networks is proposed, that enables them to be trained for context dependent information. The context dependent learning is realised by using a different error function (called Average Risk: AVR) in stead of the sum of squared errors (SQE) normally used in error backpropagation and by adapting the update rules. It is shown that for applications where this context dependent information is important, a major improvement in performance is obtained.
INTRODUCTION
The error backpropagation learning rule, as described hy Rumelhart, Hinton and Williams [13] uses the squared error (SQE) as an error measure. The error backpropagation learning rule is an optimisation method that is used to minimise this error measure. In many cases the application of the least squares criterion results in optimal or acceptable suboptimal solutions. The accuracy of the approximation of the resulting behaviour to the desired behaviour of a neural network depends on the following factors: quality of the used training set size and architecture of the used network optimisation method opt,imisation criterion Papers addressing the influence of training sets are among others: [8, 12, 181. A paper addressing the problem of choosing the optimal size for the network for a certain application is [9] and some enhancements to error back-propagation and other optimisation methods for feed forward neural networks can be found in [l, 7, 111. In [6] an alternative error measure is proposed based on a logarithmic combination of the actual and target outputs. The authors show that this improves generalisation, reliability and convergence speed of the training process. In [lo] an error measure is proposed that minimises the probability on classification errors, rather than the SQE. Neither of these error measures takes into account different types of errors and the costs of the errors that are typical for specific applications. This research was initiated because we wanted to design neural network edge detectors [14. 151 that were to ignore certain types of errors and avoid others in accordance with the application. The performance measure we use for the evaluation of edge detectors, the average risk (AVR) evaluation method 14, 16, 171, takes into account different types of errors and weights them in accordance with the a1)plication. E.g. if the objective of an image proceshing system is to recognise an object in an image, it, may be acceptable if the edges are not detected 011 their exact position as long as they are detected reliably. Thus, in this case small displacement errors can be safely ignored. The squared error measure that is used in the error backpropagation learning rule, however, appears to penalise these displacement ('rrors very heavily, as will be explained in detail later. The next sections are addressed to the analysis of when the least squares error criterion does not result in a correct solution and how it can be replaced by a more appropriate optimisation criterion. A neural network for pulse detection in a one dimensional signal is used as an illustration of choosing an error measur($ matched to the application. As a more extensive tcist, neural network step detectors were compared t o a number of other step detectors.
NON-OPTIMAL LEAST SQUARES SOLU-TIONS
If the training set is of good quality and there are no generalisation problems, optimisation for the SQE can still yield neural networks that do not exhibit the desired behaviour. E.g. a neural network can exhibit the desired behaviour while the SQE is relatively high. It is even possible that a network approximates the desired behaviour better for certain higher values of the SQE error measure. This is e.g. the case if the SQE error measure punishes heavily certain typcis of errors that are in fact less serious. The reverse is also possible, that the SQE is not sensitive for or too insensitive for certain types of errors. The problem and solution presented in this paper refer to these types of defects of the SQE as an error measure. The above described problem is very likely to turn up in cases where the input patterns of a neural network are not independent, but have a mutual relation. This is the case e.g. in signal and image filtering with neural networks where a small neural network "s( ans" the signal or image. As an example, consider a iieural network with 3 inputs that has to detect pulsi~s in a one dimensional digital signal (see fig.1 ). In order to detect if there is a pulse at time t in the signal, the sample at time t and the neighbouring samples are presented as input pattern to the network. The single output of the network should be 1 if there is a pulse at time t and 0 if not. In this case the relation between the input patterns is a temporal relation. The input patterns presented to the neural network pulse detector cannot simply be considered as independent patterns, but have a mutual relation, which also determines the types of errors that can occur. Suppose that training data is available of which the pulses have been localised (e.g. by human inspection) with an accuracy of 1 sample period. This means that if for a sample in the training set the target is 1 (a pulse is present), it might have been the previous or the next sample that actually is the position of the pulse. Now consider the effect of this on the squared error. In fig.2 the target output t of sample p is 1, but actually the pulse is at position p -1. The network correctly detected the pulse at position 1'-1, i.e. its output y for input pattern p -1 is 1 and for p it is 0. As shown in fig.2 this results in a contribution to the total squared error of 2 for these two input patterns. Thus the error due to a one sample period displacement of the pulse is counted twice. Since the SQE due to simply missing the pulse is only 1, the network will tend to suppress the pulse. Therefore, a network that is trained for minimum SQE for this problem will probably fail to detect many of the pulses.
The conclusion that can be drawn from this is that an error measure for a certain application should be able to differentiate between the different types of errors that can occur for this application and can tale into account the seriousness of the different errors (generally called costs). The application of the SQE error meailre in this light is rather limited. For each lower layer, the 6's can be calculated from the 6's in tlie higher layers:
USE OF OTHER OPTIMISATION CRITE-RIA IN ERROR BACK PROPAGATION
with f'() the derivative of the transfer function of a processing element, net: the weighted sum of the inputs of processing element z in layer I; for input pattern xp and the summation is over all processing elements h in layer IC + 1.
The question now is how do these equations change if another eiror measure than eq. 1 is used. Since the 6's in the lower layers are calculated from the 6's in the higher layers, it follows that the error measure is only explicitly present in the calculation of the 6's of the output layer. If eq. 1 is not substituted into the calculation of the 6's of the output layer, in stead of eq. 3 the following expression is obtained:
Note that sirice L is the last (output) layer, ypa = o r . This is a general formula for the calculation of the 6's of the output layer, for any error measure E . Thus other error measures require only a slight modification of the learning rule.
AVERAGE RISK, AN ERROR MEASURE MATCHED TO THE APPLICATION
The average risk (AVR) [3, 16, 17] is an error measure that takes into account the different types of errors, their costs and their probabilities. The average risk for a certain type of error is defined as the product of the probability of this type of error and its cost. The average risk of all errors is the sum of the average risks of the individual errors:
AVR = x P ( e 2 ) X ( c , )
with P(ci) the probability of error type ~i , X(c2) its rest,, and the summation is over all error types i.
The probabilities of the different error types can be cstiniated from a training set. Thus. for a given set of costs: x', the AVR can be estimated from the training set. A neural network should he optirnised for the average risk in order to obtain the best approxiillation of the desired behaviour. From eq.5 it is clear that the error measure for error backpropagation must be a continuous and differentiable function in or, the output of the network.
Because the average risk error measure of eq. 6 is neither; in order to train a neural network for minimum average risk, an approximation of eq. 6 must be derived that is continuous and differentiable. Below an approximation is derived that makes use of thc assiimption that for classification problems at the end of the learning process for most input patterns tho outputs of the neural network will be either close to 0 or close to 1. The method is best explained by first arialvsing the SQE error measure under these assumptions. Consider a 2 class problem that is to be solved with a iieural network with a single output, that should bo 0 for class 0 and 1 for class 1. The squared error of this network is:
P Bccause the desired output t P can only be 0 or 1, the right term can be split into two parts:
If it is assumed that y P is always close to 0 or 1, the following approximations are valid:
with N the number of samples in the training set, and P ( y = 1 , t = 0) and P ( y = 0 , t = 1) the probabilities of incorrectly classifying a sample of resp. class 0 and class 1.
In this simple problem, two errors can be distinguished: incorrectly labelling of a sample as class 0 or as class 1. The squared error can be approximated using eq. 0 and eq. 10, by:
S Q E x iU(P(y = 1,t = O ) + P ( y = 0,t = 1)) (11) which, excopt for the factor N , is equal to the average risk if the i.osts of both types of errors are set to 1. For this example, the error measure can easily be adjusted to incorporate different costs for the two different types of errors:
with X(ll0) the cost of incorrect assignment of label 1 and X(0ll j the cost of incorrect assignment of label 0.
The resulting error measure is an approximation of the AVR and a continuous and differentiable function in the output y of the network.
Note: if thv assumption that yP Y 0 or yP Y 1 is not valid, it can be shown that the squared error measure and the average risk for unity costs, although different dii have the same minimum (provided that the trainini: set is very large). This is also valid for the cost weighted squared error measure of eq.12 [2] . This follows from the fact that for large enough training sets and correct training the outputs of the neural network converge to the a posteriori conditional class probability density functions [2] . Choosing the ontput with tile maximum value (or in networks with one output thresholding at 0.5) then results in the minimum crror classifier (i.e. minimum average risk with unity c:osts).
Next consider the pulse detection problem described earlier in this paper. In this case three types of errors can be distinguished:
false alarm misseil pulse displacement over 1 period
The first error type (false alarm) occurs if the networkoutput :yp = 1, and all the target outputs within a one period distance are zero:
The second error type (missed pulse) occurs if the target output t P = 1, and all network outputs for the patterns within a one period distance are zero:
The third type of error (displacement) occurs if t"-' = 1 V tP'l = 1,and yp = 1
If it is assumed that there will always be at least two periods between successive pulses, the V and A can be substituted by additions. The average risk can then be approximated in a similar way as in eq.12:
with X l r X z , X 3 are the costs of the three types of errors.
As an alternative, the A's can be substituted by multiplications. For step detection a similar optimisation criterion can be used, because the desired output is similar to that of pulse detection.
EXPERIMENTAL VERIFICATION
Two experiments were set up. A pulse detection experiment to demonstrate the validness of the proposed method and a step detection experiment in which the performance of the neural networks are also compared to other operators. Eq.16 and the alternative using multiplications in stead of additions were used as error measures.
Pulse detection
For the experiments with pulse detection, the cost of displacements was set to 0 and the costs of missed pulses and false alarms were both set to 1:
As a training set a signal similar to the one in fig.1 was used, i.e. pulses with some low frequency noise. In the target output signal, shifts of 1 period in random directions were artificially generated with a probability of 4 for both directions left and right.
The pulse amplitude of the input signal was random with a uniform distribution between 0.0 and 1.0. Noise, obtained by filtering Gaussian noise with amplitude 1.0 with a Gaussian filter with upsf = 2.0 was added to the signal. The training set contained 10000 patterns. The network used for detection of pulses was a 3 layer network with 7 inputs, 1 output and 4 processing elements in the hidden layer. The network was trained with 5000 cycles through the training set. The learning rate was set to 0.001 to avoid problems with convergence, that sometimes occur for high learning rates. No momentum was used. For the initialisation of the weights random values with a uniform distribution between 0.0 and 0.1 were used. All evaluations were performed with independent evaluation sets with the same statistics as the training sets. Fig.3 shows the results of the pulse detection experiment. Fig.3a shows the reference and input signal (The reference is given in a different scale for clarity; it ranges from 0 to 1). Clearly some of the pulses are shifted to the left and some to the right. Fig.3b shows the output of the SQE trained network. As expected, the network tends to suppress the shifted pulses.
Both AVR trained networks ( fig.3~ and fig.3d ) show a nearly perfect output. Fig.3e shows the squared error for each of the three networks. The SQE trained network (solid curve) has the lowest SQE and it is quite clear that the AVR trained networks do not attempt to minimise the SQE. Fig.3f shows Step detection Fig.4 shows the input signal and target output signal of the step detection experiment. For this case the AVR error measure for training of the network was extended with error types for displacement over 3 periods and an improved definition of missed pulse and false alarm errors. Furthermore the input signal was normalised before presentation to the networks. 
CONCLUSIONS
It has been shown that under certain circumstances the sum of squared errors criterion (SQE), as is used in the standard back-propagation learning rule, does not always lead to a correct solution. This is e.g. the case if training patterns are not independent. The sum of squared errors cannot differentiate between the different types of errors that occur in these signals. Also the SQE does not take into account different costs of errors. The average risk (AVR), that does not have these defects, is proposed as an alternative error measure. An important advantage of the AVR is that it can be adjusted to a certain problem to take into account those errors that are specific for the problem and by assigning appropriate costs.
A method is proposed to use the AVR as an optimisation criterion in error backpropagation. The proposed method is demonstrated with networks for pulse and step detection.
