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Let p be a prime and q = pκ . We study the permutation properties
of the polynomial gn,q ∈ Fp[x] deﬁned by the functional equation∑
a∈Fq (x + a)n = gn,q(xq − x). The polynomial gn,q is a q-ary
version of the reversed Dickson polynomial in characteristic 2.
We are interested in the parameters (n, e;q) for which gn,q is a
permutation polynomial (PP) of Fqe . We ﬁnd several families of
such parameters and obtain various necessary conditions on such
parameters. Initial results, both theoretical and numerical, indicate
that the class gn,q contains an abundance of PPs over ﬁnite ﬁelds,
many of which are yet to be explained and understood.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let q = pκ where p is a prime and κ is a positive integer. Let Fq denote the ﬁnite ﬁeld with q
elements. It is shown in [6] that for each integer n 0, there exists a unique polynomial gn,q ∈ Fp[x]
such that ∑
a∈Fq
(x+ a)n = gn,q
(
xq − x). (1.1)
In fact, Waring’s formula provides an explicit expression for gn,q (see [6]):
gn,q(x) =
∑
n
ql nq−1
n
l
(
l
n − l(q − 1)
)
xn−l(q−1). (1.2)
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marily interested in the following question: When is gn,g a permutation polynomial (PP) of Fqe?
When q = 2, gn,2 is the nth reversed Dickson polynomial over F2. (For the deﬁnition of the Dick-
son polynomial and the reversed Dickson polynomial, see [2,9].) The reversed Dickson polynomial has
been the focus of several recent papers [6–9]; the main point there is that the reversed Dickson poly-
nomial, like its well-known twin, the Dickson polynomial, is also a rich source of PPs over ﬁnite ﬁelds.
Moreover, there is an interesting connection between reversed Dickson polynomials and almost per-
fect nonlinear (APN) functions which are a class of well studied functions in cryptography [9,11]. The
polynomial gn,q was introduced in [6] as a q-ary version of the reversed Dickson polynomial. What
led to this q-ary version was the observation that the reversed Dickson polynomial in characteristic 2
and those in odd characteristics behave quite differently. The intention is to bring about a coherent
theory modeled on the reversed Dickson polynomial in characteristic 2.
There are four families of reversed Dickson polynomials that are PPs of F2e ; we shall name them
as family I–IV according to the order they appear in [8, Table 1]. The expectation is that these four
families of PPs of F2e shall be generalized to PPs of Fqe of the form gn,q . However, what begins to
unfold is more complex and subtle. Among the four families of PPs of F2e mentioned above, family I
has a q-ary version [6, Example 3.2] and a p-ary (not q-ary) version of family II has been found [6,
Theorem 1.2]. As for the remaining two families, their generalizations have not been found; it is not
even clear what their q-ary versions, if exist at all, should look like. On the other hand, when q > 2,
the polynomial gn,q gives rise to many new PPs of Fqe that are not present in the case q = 2; see
Table 3 of the present paper for the case q = 3 and e  4. This phenomenon adds complexity and
subtlety to the problem.
The purpose of the present paper is to bring up to date what is known about the permutation
properties of gn,q . In Section 2, we ﬁrst examine some basic properties of gn,q which are parallel to
those of the reversed Dickson polynomial in characteristic 2. Afterwards, we prove several necessary
conditions on the parameters (n, e;q) for which gn,q is a PP of Fqe ; we shall call such triples (n, e;q)
desirable. In Section 3, we construct numerous families of desirable triples. Our approach is to write
n = α(q0e +q1e +· · ·+q(p−1)e)+β , where α,β ∈ Z, and impose conditions on α and β so that (n, e;q)
is desirable. The rationale of this method is explained there. We ﬁnd suﬃcient (but not necessary)
conditions on α and β so that (n, e;q) is desirable and these conditions generalize a result of [6]. We
also ﬁnd a remarkable family of desirable triples with (n, e;q) = (4(1+3e +32e)−7, e;3) which is not
covered by the aforementioned suﬃcient conditions. Section 3 also contains a table of all desirable
triples (n, e;3) (up to equivalence) with e  4. A natural problem concerning the polynomial gn,q is to
ﬁnd a criterion for gm,q and gn,q to represent the same function on Fqe , i.e., gm,q ≡ gn,q (mod xqe −x).
This problem has been solved for gn,2 (and for all reversed Dickson polynomials) in [9]. In Section 4,
we prove some special results in this regard; these results indicate that the problem for general q is
not a simple parallel of the case q = 2. Section 5 is devoted to the computation of the power sum∑
x∈Fqe gn,q(x)
k , which gives a criterion and additional necessary conditions for gn,q to be a PP of Fqe .
Throughout the paper, x and t always denote the indeterminate of a polynomial or a formal power
series while x denotes an element of a ﬁnite ﬁeld and t denotes an element of a ﬁnite ﬁeld or an
integer.
2. Basic properties of gn,q
Let q = pκ , where p is a prime and κ is a positive integer.
Proposition 2.1. The polynomial gn,q satisﬁes the recurrence relation
⎧⎨
⎩
g0,q = · · · = gq−2,q = 0,
gq−1,q = −1,
gn,q = xgn−q,q + gn−q+1,q, n q.
(2.1)
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∑
a∈Fq
an =
{
0 if 0 n q − 2,
−1 if n = q − 1,
we have
gn,q
(
xq − x)= ∑
a∈Fq
(x+ a)n =
n∑
i=0
(
n
i
)
xi
∑
a∈Fq
an−i =
{
0 if 0 n q − 2,
−1 if n = q − 1,
which proves that g0,q = · · · = gq−2,q = 0 and gq−1,q = −1. For n q we have
gn,q
(
xq − x)= ∑
a∈Fq
(x+ a)n =
∑
a∈Fq
(
xq + a)(x+ a)n−q
= (xq − x)∑
a∈Fq
(x+ a)n−q +
∑
a∈Fq
(x+ a)n−q+1
= (xq − x)gn−q,q(xq − x)+ gn−q+1,q(xq − x).
Thus
gn,q = xgn−q,q + gn−q+1,q, n q. 
Remark. We can use the same recurrence relation in (2.1) to deﬁne gn,q for n < 0:
gn,q = 1
x
(gn+q,q − gn+1,q).
Note that for n < 0, gn,q belongs to Fp[x,x−1], the ring of Laurent polynomials in x over Fp . The
functional equation (1.1) holds for all n ∈ Z. For an explicit formula of gn,q with n < 0, see [1] or [12,
Section 5.6.3]. For a connection between the reciprocal sum
∑
a∈Fq (x+ a)n (n < 0) and the Carlitz–
Goss zeta value at −n, see [3, Chapter 8].
Let Fq be the algebraic closure of Fq . Let e be a positive integer and deﬁne
V = {x ∈ Fq: xq − x ∈ Fqe}. (2.2)
Then x → xq − x is a q-to-1 onto Fq-map from V to Fqe with kernel Fq . We will see that V ⊂ Fqpe .
In fact, we can choose  ∈ Fqe such that TrFqe /Fq () = 1. Since TrFqpe /Fq () = TrFqe /Fq (TrFqpe /Fqe ()) =
TrFqe /Fq (0) = 0, there exists u ∈ Fqpe such that uq − u =  . Then we have
V =
·⋃
b∈Fq
(bu + Fqe ). (2.3)
Proposition 2.2. (See [6, Lemma 3.1].) The polynomial gn,q is a PP of Fqe if and only if the mapping x →∑
a∈Fq (x+ a)n from V to Fqe is q-to-1.
Deﬁnition 2.3 (Desirable triple). If gn,q is a PP of Fqe , we say that the triple (n, e;q) is desirable.
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(i) We have gpn,q = gpn,q.
(ii) If n1,n2 > 0 are integers such that n1 ≡ n2 (mod qpe − 1), then gn1,q(xq − x) = gn2,q(xq − x) for all
x ∈ Fqpe . In particular, gn1,q(x) = gn2,q(x) for all x ∈ Fqe , i.e., gn1,q ≡ gn2,q (mod xqe − x).
Proof. (i) We have
gpn,q
(
xq − x)= ∑
a∈Fq
(x+ a)pn =
(∑
a∈Fq
(x+ a)n
)p
= [gn,q(xq − x)]p .
(ii) For all x ∈ Fqpe , we have
gn1,q
(
xq − x)= ∑
a∈Fq
(x+ a)n1 =
∑
a∈Fq
(x+ a)n2 = gn2,q
(
xq − x). 
Remark 2.5.
(i) If 0< n ≡ 0 (mod qpe −1), we do not have gn,q ≡ g0,q (mod xqe −x). In fact, for x ∈ Fqpe we have
gn,q
(
xq − x)= ∑
a∈Fq
(x+ a)n =
{
0 if x /∈ Fq,
−1 if x ∈ Fq.
So
gn,q(x) =
{
0 if x ∈ F∗qe ,
−1 if x = 0. (2.4)
Note that gn,q(x) = g0,q(x) if x ∈ F∗qe but gn,q(0) = g0,q(0).
(ii) For n1,n2 ∈ Z (not necessarily positive) such that n1 ≡ n2 (mod qpe − 1), we still have gn1,q ≡
gn2,q (mod x
qe−1 − 1) in Fp[x,x−1].
If two positive integers n1 and n2 are in the same p-cyclotomic coset modulo qpe − 1, we say
that the two triples (n1, e;q) and (n2, e;q) are equivalent and we denote this as (n1, e;q) ∼ (n2, e;q).
It is clear from Proposition 2.4 that if (n1, e;q) ∼ (n2, e;q), then (n1, e;q) is desirable if and only if
(n2, e;q) is.
It is known that if (n, e;2) is desirable, then gcd(n,22e − 1) = 3 [8, Theorem 2.5]. Unfortunately,
when q > 2, we do not see a similar necessary condition in terms of gcd(n,qpe − 1) for a triple
(n, e;q) to be desirable. For example, one can look at the following entries from Table 3.
Desirable triple gcd(n,33e − 1)
(7,2;3) 7
(5,4;3) 5
(7,4;3) 7
(6895,4;3) 5 · 7
The following fact is rather obvious.
Lemma 2.6. Let (n, e;q) be desirable. Then gcd(n,q − 1) = 1.
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x ∈ Fqpe \ Fq such that xq − x ∈ Fqe . Then
∑
a∈Fq
(x+ a)n =
∑
a∈Fq
(x+ a)n =
∑
a∈Fq
(
x

+ a
)n
.
Since (n, e;q) is desirable, by Proposition 2.2, x− x ∈ Fq , which implies x ∈ Fq , which is a contradic-
tion. 
The next fact was ﬁrst evidenced in [9, Table 2] and then in Table 3 of the present paper.
Proposition 2.7. Let (n, e;q) be desirable where q > 2 or e > 1. Then the p-cyclotomic coset of n modulo
qpe − 1 has cardinality peκ (q = pκ ).
Proof. Let s be a positive integer such that n(ps − 1) ≡ 0 (mod ppeκ − 1). We want to show that
peκ | s. We may assume s | peκ since we may replace s with gcd(s, peκ).
By Proposition 2.4, [gn,q(x)]ps = gnps,q(x) = gn,q(x) for all x ∈ Fqe . Since gn,q is a PP of Fqe , we have
xp
s = x for all x ∈ Fqe . So Fqe ⊂ Fps , which implies eκ | s. Assume to the contrary that peκ  s, then
s = eκ , so n ≡ 0 (mod qpe−1qe−1 ). Write
n = α q
pe − 1
qe − 1 = α
(
q0e + q1e + · · · + q(p−1)e), α ∈ Z.
Let  ∈ Fqe and u ∈ Fqpe be as in (2.3). Then for b ∈ F∗q and all y ∈ bu + Fqe we have
∑
a∈Fq
(y + a)n =
∑
a∈Fq
[ p−1∏
i=0
(
yq
ie + a)
]α
.
Since uq = u+  , we have uqe = u+  + q +· · ·+ qe−1 = u+1. Write y = bu+ x, where x ∈ Fqe . Then
yq
e = buqe + x = b(u + 1) + x = y + b. Hence yqie = y + ib. So we have
∑
a∈Fq
(y + a)n =
∑
a∈Fq
[ p−1∏
i=0
(y + ib + a)
]α
=
∑
a∈Fq
[
bp
p−1∏
i=0
(
y + a
b
+ i
)]α
=
∑
a∈Fq
bpα
[(
y + a
b
)p
− y + a
b
]α
=
∑
c∈Fq
bpα
(
z + cp − c)α (z = ( y
b
)p
− y
b
, c = a
b
)
= 0 (since cp − c takes each value p times).
Therefore, the pre-image of 0 in V of the mapping y →∑a∈Fq (y+a)n has a cardinality  (q−1)qe >
q (since q > 2 or e > 1). This is impossible by Proposition 2.2. 
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desirable is n = 3. The cardinality of the 2-cyclotomic coset of 3 modulo 22 − 1 is 1.
Proposition 2.8. Let (n, e;q) be desirable. Assume that s and t are positive integers such that s | κt, t | pe, and
n ≡ 0 (mod qt−1ps−1 ). Then x ∈ Fqt and xq
e − x ∈ Fq imply that xps − x ∈ Fq. The conclusion is equivalent to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t′ = 1 or t
′κ ′
s′
= 1,
min
{
pνp(tκ), pνp(κ) + pνp(eκ)}min{pνp(tκ), pνp(κ) + pνp(s)} if t′ = 1, t′κ ′
s′
= 1,
νp(t) = 0 if t′ = 1, t
′κ ′
s′
> 1,
min
{
νp(tκ), νp(eκ)
}
 νp(s) if t′ > 1,
t′κ ′
s′
= 1,
(2.5)
where νp is the p-adic order function and t′ is the p-free part of t, i.e., t = t′pνp(t) .
Proof. 1◦ We ﬁrst show that given x ∈ Fqt with xqe − x ∈ Fq , we have xps − x ∈ Fq . Note that xqe − x ∈
Fq implies xq − x ∈ Fqe , so x ∈ V . (V is deﬁned in (2.2).) We have∑
a∈Fq
(
xp
s + a)n = ∑
a∈Fq
(
xp
s + aps)n = ∑
a∈Fq
(x+ a)nps
=
∑
a∈Fq
(x+ a)n(ps−1)(x+ a)n
=
∑
a∈Fq
(x+ a)n (∵ n(ps − 1)≡ 0 (mod qt − 1)).
Since (n, e;q) is desirable, by Proposition 2.2, we must have xps − x ∈ Fq .
2◦ Now we prove that the conclusion in 1◦ is equivalent to (2.5). First note that
xq
e − x ∈ Fq ⇔ F (x) := xp(e+1)κ − xpeκ − xpκ + x = 0,
xp
s − x ∈ Fq ⇔ G(x) := xps+κ − xps − xpκ + x = 0.
Both F and G are Fp-linear maps from Fqt to Fqt . Let β,β
p, . . . , β p
tκ−1
be a normal basis of Fqt
over Fp . Then the matrix of F and G with respect to this basis are respectively f (C) and g(C), where
C =
⎡
⎢⎢⎢⎢⎢⎣
0 1
· · ·
· · ·
· · ·
0 0 · · · 1
1 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎦
tκ×tκ
and
f (x) = x(e+1)κ − xeκ − xκ + 1= (xκ − 1)(xeκ − 1),
g(x) = xs+κ − xs − xκ + 1= (xκ − 1)(xs − 1).
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⎡
⎢⎢⎢⎣
0 1
· ·
· ·
· 1
0
⎤
⎥⎥⎥⎦
pνp (tκ)×pνp (tκ)
⊕ · · · ⊕
⎡
⎢⎢⎢⎣
t
′κ ′−1 1
· ·
· ·
· 1
t
′κ ′−1
⎤
⎥⎥⎥⎦
pνp (tκ)×pνp (tκ)
.
It follows that ker F ⊂ kerG if and only if for each 0 i  t′κ ′ − 1,
min
{
pνp(tκ), multiplicity of x−  i in (xκ − 1)(xeκ − 1)}
min
{
pνp(tκ), multiplicity of x−  i in (xκ − 1)(xs − 1)}. (2.6)
Note that
(
multiplicity of x−  i in xκ − 1)= { pνp(κ) if t′ | i,
0 if t′  i,
(2.7)
(
multiplicity of x−  i in xeκ − 1)= pνp(eκ), (2.8)
(
multiplicity of x−  i in xs − 1)=
{
pνp(s) if t
′κ ′
s′ | i,
0 if t
′κ ′
s′  i.
(2.9)
First assume that (2.6) is satisﬁed. We must have t′ = 1 or t′κ ′s′ = 1. Otherwise, let i = t′κ ′ − 1.
Then t′  i and t′κ ′s′  i. Applying (2.7)–(2.9) in (2.6) we have min{pνp(tκ), pνp(eκ)} 0, which is a con-
tradiction. The remaining statements in (2.5) follow the same way by letting i = t′κ ′ − 1 in (2.6).
Now we assume (2.5) is satisﬁed. We ﬁx 0 i  t′κ ′ − 1 and show that (2.6) holds.
Case 1. Assume t′ = 1 and t′κ ′s′ = 1. In this case, (2.6) is precisely the inequality in the second line
of (2.5).
Case 2. Assume t′ = 1 and t′κ ′s′ > 1. If t
′κ ′
s′  i, we have
LHS of (2.6)=min{pνp(tκ), pνp(κ) + pνp(eκ)} (by (2.7) and (2.8))
= pνp(κ) (∵ νp(t) = 0)
= RHS of (2.6) (by (2.7) and (2.9)).
If t
′κ ′
s′ | i, we have
LHS of (2.6)=min{pνp(tκ), pνp(κ) + pνp(eκ)}
=min{pνp(tκ), pνp(κ) + pνp(s)} (∵ νp(t) = 0)
= RHS of (2.6).
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LHS of (2.6)=min{pνp(tκ), pνp(eκ)}
 pνp(s)
(
∵min
{
νp(tκ), νp(eκ)
}
 νp(s)
)
= RHS of (2.6).
If t′ | i, we have
LHS of (2.6)=min{pνp(tκ), pνp(κ) + pνp(eκ)},
RHS of (2.6)=min{pνp(tκ), pνp(κ) + pνp(s)}.
If νp(tκ)  νp(eκ), then νp(tκ) = min{νp(tκ), νp(eκ)}  νp(s). Thus LHS of (2.6)  RHS of (2.6). If
νp(tκ) > νp(eκ), then νp(t) 1 and νp(eκ) =min{νp(tκ), νp(eκ)} νp(s). Thus
pνp(κ) + pνp(eκ)  pνp(tκ)−1 + pνp(tκ)−1  pνp(tκ)
and
pνp(κ) + pνp(eκ)  pνp(κ) + pνp(s).
So we also have LHS of (2.6) RHS of (2.6). 
3. Families of desirable triples
3.1. The case n = qpe − 2 and related cases
Proposition 3.1. Assume q > 2. We have
gqpe−2,q ≡ −xqe−2
(
mod xq
e − x).
Hence (qpe − 2, e;q) is desirable.
Proof. We show that
gqpe−2,q(x) =
{−x−1 if x ∈ F∗qe ,
0 if x = 0.
By (5.1),
∑
n0 gn,q(0)t
n = −tq−1
1−tq−1 , so
gn,q(0) =
{−1 if n ≡ 0 (mod q − 1) and n > 0,
0 otherwise.
(3.1)
In particular, gqpe−2,q(0) = 0. For x ∈ F∗qe we have gqpe−2,q(x) = g−1,q(x) = −x−1. 
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(i) Let q = 3κ . Then
gq3e−2,q ≡ gq2e−qe−1,q
(
mod xq
e − x).
Hence (q2e − qe − 1, e;q) is desirable.
(ii) We have
g32e−3e−1,3 ≡ g32e+1−2·3e−2,3
(
mod x3
e − x).
Hence (32e+1 − 2 · 3e − 2, e;3) is desirable.
The proof of Proposition 3.2 will be given in Section 4.
3.2. The case wq(n) = q
For any integer n  0, let wq(n) denote the base q weight of n, i.e., wq(n) = α0 + · · · + αt , where
n = α0q0 + · · · + αtqt , 0 αi  q − 1.
Lemma 3.3. Let n = α0q0 + · · · + αtqt , 0 αi  q − 1. Then
gn,q =
⎧⎪⎨
⎪⎩
0 if wq(n) < q − 1,
−1 if wq(n) = q − 1,
α0x
q0 + (α0 + α1)xq1 + · · · + (α0 + · · · + αt−1)xqt−1 + δ if wq(n) = q,
(3.2)
where
δ =
{
1 if q = 2,
0 if q > 2.
Proof. We have
gn,q
(
xq − x)= ∑
a∈Fq
(x+ a)n
=
∑
a∈Fq
∑
β0,...,βt
(
α0
β0
)
· · ·
(
αt
βt
)
aβ0+···+βtx(α0−β0)q0+···+(αt−βt )qt
= −
∑
β0,...,βt
0<β0+···+βt≡0 (mod q−1)
(
α0
β0
)
· · ·
(
αt
βt
)
x(α0−β0)q0+···+(αt−βt )qt . (3.3)
It is clear from (3.3) that
gn,q
(
xq − x)= {0 if α0 + · · · + αt < q − 1,−1 if α0 + · · · + αt = q − 1,
which proves the ﬁrst two cases in (3.2). When α0 + · · · + αt = q, (3.3) gives
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(
xq − x)
= −[α0xq0 + · · · + αtxqt ]+ δ
= −[α0(xq0 − xq1)+ (α0 + α1)(xq1 − xq2)+ · · · + (α0 + · · · + αt−1)(xqt−1 − xqt )]+ δ
= α0
(
xq − x)q0 + (α0 + α1)(xq − x)q1 + · · · + (α0 + · · · + αt−1)(xq − x)qt−1 + δ, (3.4)
which proves the last case in (3.2). 
In Lemma 3.3, when wq(n) = q, the polynomial gn,q + δ is a q-linearized polynomial over Fp . The
following proposition is an immediate consequence of (3.2) and [10, Theorem 3.62].
Proposition 3.4. Let n = α0q0 + · · · +αtqt , 0 αi  q− 1, with wq(n) = q. Then (n, e;q) is desirable if and
only if
gcd
(
α0 + (α0 + α1)x+ · · · + (α0 + · · · + αt−1)xt−1, xe − 1
)= 1.
3.3. A general construction
In this subsection we assume q = p. We consider triples (n, e; p) where n is written in the form
n = α(p0e + p1e + · · · + p(p−1)e) + β with α,β ∈ Z, and we try to impose conditions on α and β
such that the triple is desirable. This consideration is motivated by a special case with α = 1 and
β = (p − 1)pm which appeared in [6]. The following lemma shows the beneﬁt of this consideration.
Lemma 3.5. Let n = α(p0e + p1e + · · · + p(p−1)e) + β , where α,β  0 are integers. Then for x ∈ Fpe ,
gn,p(x) =
{
gαp+β,p(x) if TrFpe /Fp (x) = 0,
xα gβ,p(x) if TrFpe /Fp (x) = 0.
(3.5)
Proof. 1◦ First assume TrFpe /Fp (x) = 0. Then x = yp − y for some y ∈ Fpe . We have
gn,p(x) = gn,p
(
yp − y)= ∑
a∈Fp
(y + a)n =
∑
a∈Fp
(y + a)αp+β
= gαp+β,p
(
yp − y)= gαp+β,p(x).
2◦ Now assume TrFpe /Fp (x) = b = 0. Let  ∈ Fpe such that TrFpe /Fp () = 1 and let u ∈ Fppe such
that up − u =  . Then x = yp − y for some y ∈ bu + Fpe . We have
gn,p(x) = gn,p
(
yp − y)= ∑
a∈Fp
(y + a)n =
∑
a∈Fp
(y + a)β
[ p−1∏
i=0
(
yp
ie + a)
]α
.
By the poof of Proposition 2.7, yp
ie = y + ib. Thus
gn,p(x) =
∑
a∈Fp
(y + a)β
[ p−1∏
i=0
(y + a + ib)
]α
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a∈Fp
(y + a)β
= (yp − y)α gβ,p(yp − y)
= xα gβ,p(x). 
Let
δ =
{
1 if p = 2,
0 if p > 2.
Proposition 3.6. In Lemma 3.5, (n, e; p) is desirable if the following two conditions are satisﬁed.
(i) Both gαp+β,p + δ and xα gβ,p are Fp-linear on Fpe and are 1–1 on Tr−1Fpe /Fp (0) = {x ∈ Fpe :
TrFpe /Fp (x) = 0}.
(ii) gβ,p(1) = eδ.
Proof. Assume that (i) and (ii) are satisﬁed.
1◦ First assume p > 2. Since gα+β,p and xα gβ,p are Fp-linear on Fpe and have coeﬃcients in Fp ,
both of them are p-linearized polynomials over Fp modulo xp
e − x. Thus gαp+β,p maps Tr−1Fep/Fp (0)
onto itself. Also we have
TrFep/Fp
(
xα gβ,p(x)
)= gβ,p(1)TrFep/Fp (x), x ∈ Fpe . (3.6)
Thus the mapping x → xα gβ,p(x) maps {x ∈ Fpe : TrFep/Fp (x) = 0} to itself. This mapping is 1–1: As-
sume x1, x2 ∈ {x ∈ Fpe : TrFep/Fp (x) = 0} such that xα1 gβ,p(x1) = xα2 gβ,p(x2). Then by (3.6), TrFep/Fp (x1 −
x2) = 0. By (i), we must have x1 − x2 = 0. Now it follows from Lemma 3.5 that gn,p is a PP of Fpe .
2◦ Now assume p = 2. By modifying the above argument slightly, we can show that gα2+β,2 maps
Tr−1
F2e /F2
(0) to Tr−1
F2e /F2
(e) bijectively and xα gβ,2 maps Tr
−1
F2e /F2
(1) to Tr−1
F2e /F2
(e + 1) bijectively. We
leave the details to the reader. 
Remark 3.7. Eq. (3.5) can be written as
gn,p ≡
[
TrFep/Fp (x)
]p−1[
xα gβ,p − gαp+β,p
]+ gαp+β,p (mod xpe − x).
Therefore in Proposition 3.6, the PP gn,p of Fpe , modulo xp
e − x, is of the form [TrFep/Fp (x)]p−1(P +
δ) + Q + δ, where P , Q ∈ Fp[x] are p-linearized polynomials.
The following proposition describes many instances where condition (i) of Proposition 3.6 is satis-
ﬁed. For each m ∈ Z, let m∗ denote the integer such that 0m∗  ppe −2 and m∗ ≡m (mod ppe −1).
Proposition 3.8. Let n,α,β be as in Lemma 3.5 with 0< α < ppe − 1.
(i) Assume ⎧⎪⎨
⎪⎩
wp
(
(αp + β)∗)= p,(
α
i
)
= 0 or wp
((
α + β + (p − 1)i)∗) p if 0 i  α − 1. (3.7)
Then both gαp+β,p + δ and xα gβ,p are Fp-linear on Fpe .
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gαp+β,p
(
xp − x)+ δ ≡ e−1∑
i=0
aix
pi (mod xpe − x),
(
xp − x)α gβ,p(xp − x)≡ e−1∑
i=0
bix
pi (mod xpe − x).
Then gαp+β,p is 1–1 on Tr−1Fpe /Fp (0) if and only if
gcd
(
e−1∑
i=0
aix
i,xe − 1
)
= x− 1; (3.8)
xα gβ,p is 1–1 on Tr
−1
Fpe /Fp
(0) if and only if
gcd
(
e−1∑
i=0
bix
i,xe − 1
)
= x− 1. (3.9)
Proof. (i) Since wp((αp + β)∗) = p, by Lemma 3.3 and Proposition 2.4(ii), gαp+β,p + δ is p-linear
on Fpe .
By (2.1) we have
xgn,p = gn+p,p − gn+1,p, n 0. (3.10)
Also note that if n1,n2  0 and n1 ≡ n2 (mod ppe − 1), then by Remark 2.5(ii),
gn1,p ≡ gn2,p
(
mod xp
e−1 − 1). (3.11)
By (3.10) and (3.11) we have
x
⎡
⎢⎣
g0,p
...
gppe−2,p
⎤
⎥⎦≡ (C p − C)
⎡
⎢⎣
g0,p
...
gppe−2,p
⎤
⎥⎦ (mod xpe−1 − 1), (3.12)
where
C =
⎡
⎢⎢⎣
0 1
. . .
1
1 0 · · · 0
⎤
⎥⎥⎦
(ppe−1)×(ppe−1)
. (3.13)
Therefore
xα
⎡
⎢⎣
g0,p
...
g pe
⎤
⎥⎦≡ (C p − C)α
⎡
⎢⎣
g0,p
...
g pe
⎤
⎥⎦ (mod xpe−1 − 1). (3.14)p −2,p p −2,p
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Values of α, β satisfying (3.16), p = 2.
α (α + β)∗ gαp+β,p(xp − x) + 1 (xp − x)α gβ,p(xp − x) When are Proposi-
tion 3.6(i), (ii) satisﬁed?
n No.
20 2 j ,
0< j < 2e
x+ x2 j x+ x2 j j ≡ e + 1 (mod 2),
(1+ x j ,xe − 1) = x− 1
2e + 2 j 1
20 + 2 j ,
1< j < 2e
x2
1 + x2 j x+ x21 e even,
(x+ x j ,xe − 1) = x− 1
20 + 2e + 2 j 2
20 + 21 21 x+ x22 x21 + x22 never
20 + 21 x21 + x22 0 never
20 + 2 j ,
1< j < 2e − 1
20 x2
1 + x2 j x+ x21 e even,
(x+ x j ,xe − 1) = x− 1
20 + 2e + 2e+ j 2
20 + 2 j x21 + x2 j+1 0 never
Note. 1. gαp+β,p(xp − x) + 1 is computed by (3.4). 2. (xp − x)α gβ,p(xp − x) is computed by (3.4) and (3.15). 3. (α,β) is
considered in p-cyclotomy modulo ppe − 1: If (α1, β1) ≡ pl(α2, β2) (mod ppe − 1), (α1, β1) and (α2, β2) are considered the
same.
Since
(
C p − C)α = α∑
i=0
(−1)α−i
(
α
i
)
Cα+(p−1)i,
it follows from (3.14) and (3.11) that for all α,β  0,
xα gβ,p ≡
α∑
i=0
(−1)α−i
(
α
i
)
g(β+α+(p−1)i)∗,p
(
mod xp
e−1 − 1). (3.15)
Then it follows from (3.15) and (3.7) that xα gβ,p is p-linear on Fpe .
(ii) Note that gαp+β,p(x) + δ is 1–1 on Tr−1Fpe /Fp (0) if and only if the roots of gαp+β,p(xp − x) + δ
in Fpe are precisely the elements of Fp . This latter condition holds if and only if gcd(
∑e−1
i=0 aixi,
xe − 1) = x − 1 [10, Theorem 3.62]. In the same way, xα gβ,p is 1–1 on Tr−1Fpe /Fp (0) if and only if
gcd(
∑e−1
i=0 bixi,xe − 1) = x− 1. 
For integers α = ∑ j0 α j p j and i = ∑ j0 i j p j , where 0  α j, i j  p − 1, we say that i ≺ α if
i j  α j for all j. Condition (3.7) can be succinctly stated as
wp
((
α + β + i(p − 1))∗){ p if i  α,= p if i = α. (3.16)
It can be shown that all (α,β) (α,β  0) satisfying (3.16) must have wp(α) p. (We omit the proof
of this claim which is rather lengthy and tedious.) Therefore for small p, it is possible to list all (α,β)
satisfying (3.16). Once such pairs (α,β) are enumerated, one can further determine those satisfying
condition (ii) of Proposition 3.8 and condition (ii) of Proposition 3.6. The surviving pairs (α,β) give
rise to desirable triples (n = α∑p−1i=0 pie + β, e; p). For the results with p = 2 and 3, see Tables 1
and 2.
Proposition 3.8(i) states that if (3.16) is satisﬁed, then both gαp+β,p + δ and xα gβ,p are Fp-linear
on Fpe . However, the converse is not true. In the following theorem, p = 3, α = 8, and β = 7. Since
w3(8) = 4> 3, (3.16) is not satisﬁed. Yet both gαp+β,p and xα gβ,p are p-linear on Fpe .
Theorem 3.9. Let n = 8(1+ 3e + 32e)+ 7. Then (n, e;3) is desirable if and only if gcd(1+x+x3,xe − 1) =
x− 1.
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3.6(i), (ii) satisﬁed? n No.
− 1
3e + 32e + 3 j 1
= x− 1 30 + 3e + 32e + 3 j + 3k 2
= x− 1
2(3e + 32e) + 3 j 3
− 1 2(3e + 32e) + 7 4
− 1 4(3e + 32e) + 3 2
1 (1+ 3 j)(3e + 32e) + 1 2
1) = x− 1 (1+ 2 · 3 j)(3e + 32e) + 1 5
x− 1 (2 · 30 + 31)(3e + 32e) + 31 5Table 2
Values of α, β satisfying (3.16), p = 3.
α (α + β)∗ −gαp+β,p(xp − x) −(xp − x)α gβ,p(xp − x) When are Proposition
30 3 j , 0< j < 3e −x+ x3 j −x+ x3 j j ≡ 0 (mod 3),
(−1+ x j ,xe − 1) = x
30 + 3 j + 3k, 0 j k < 3e x31 + x3 j + x3k −x+ x31 (x+ x j + xk,xe − 1)
2 · 30 3 j , 0 j < 3e x+ x31 + x3 j x31 − x3 j j − 1 ≡ 0 (mod 3),
(1+ x+ x j ,xe − 1)
= (x− x j ,xe − 1)
30 + 2 · 31 −x+ x32 −x31 + x32 (−1+ x2,xe − 1) = x
2 · 30 + 3 j , 1< j < 3e −x31 + x3 j 0 never
30 + 31 31 −x+ x32 −x31 + x32 (−1+ x2,xe − 1) = x
30 + 31 + 3 j , 0 j < 3e x31 + x32 + x3 j 0 never
30 + 3 j ,
1< j < 3e − 1
30 x3
1 − x3 j −x+ x31 (x− x j ,xe − 1) = x−
30 + 3 j + 3k, j < k < 3e x31 + x3 j+1 + x3k 0 never
30 + 3 j + 3k,
0< j < k < 3e
30 + 3 j + 3k x31 + x3 j+1 + x3k+1 0 never
30 + 2 · 3 j ,
0< j < 3e − 1
30 x3
1 + x3 j + x3 j+1 x− x31 (x+ x j + x j+1,xe −
30 + 2 · 3 j x31 − x3 j+1 0 never
2 · 30 + 31 30 −x+ x32 x+ x31 + x32 never
31 x+ x31 + x32 x31 − x32 (1+ x+ x2,xe − 1) =
2 · 30 + 31 −x31 + x32 0 never
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Desirable pairs (n, e;3), e 4.
e n 3-adic digits of n Reference
1 5 2 1 Proposition 3.4
1 7 1 2 Proposition 3.4
1 17 2 2 1 Proposition 3.1
2 5 2 1 Proposition 3.4
2 7 1 2 Proposition 3.4
2 31 1 1 0 1 Proposition 3.4
2 37 1 0 1 1 Proposition 3.4
2 71 2 2 1 2 Proposition 3.2(i)
2 95 2 1 1 0 1 Table 2, No. 2
2 101 2 0 2 0 1 Table 2, No. 2
2 103 1 1 2 0 1 Table 2, No. 2
2 119 2 0 1 1 1 Table 2, No. 2
2 151 1 2 1 2 1 Table 2, No. 5
2 197 2 2 0 1 2 Proposition 3.2(ii)
2 485 2 2 2 2 2 1 Proposition 3.1
3 5 2 1 Proposition 3.4
3 7 1 2 Proposition 3.4
3 11 2 0 1 Proposition 3.4
3 19 1 0 2 Proposition 3.4
3 31 1 1 0 1 Proposition 3.4
3 37 1 0 1 1 Proposition 3.4
3 83 2 0 0 0 1 Proposition 3.4
3 85 1 1 0 0 1 Proposition 3.4
3 101 2 0 2 0 1
3 109 1 0 0 1 1 Proposition 3.4
3 163 1 0 0 0 2 Proposition 3.4
3 253 1 0 1 0 0 1 Proposition 3.4
3 271 1 0 0 1 0 1 Proposition 3.4
3 407 2 0 0 0 2 1
3 475 1 2 1 2 2 1
3 605 2 0 1 1 1 2
3 619 1 2 2 1 1 2
3 671 2 1 2 0 2 2
3 701 2 2 2 1 2 2 Proposition 3.2(i)
3 761 2 1 0 1 0 0 1 Table 2, No. 2
3 769 1 1 1 1 0 0 1 Table 2, No. 2
3 775 1 0 2 1 0 0 1 Table 2, No. 2
3 779 2 1 2 1 0 0 1
3 785 2 0 0 2 0 0 1 Table 2, No. 2
3 787 1 1 0 2 0 0 1 Table 2, No. 2
3 827 2 2 1 0 1 0 1
3 839 2 0 0 1 1 0 1 Table 2, No. 2
3 847 1 0 1 1 1 0 1 Table 2, No. 2
3 925 1 2 0 1 2 0 1 Table 2, No. 5
3 1003 1 1 0 1 0 1 1 Table 2, No. 2
3 1007 2 2 0 1 0 1 1 Theorem 3.10
3 1009 1 0 1 1 0 1 1 Table 2, No. 2
3 1097 2 2 1 1 1 1 1
3 1175 2 1 1 1 2 1 1
3 1247 2 1 0 1 0 2 1
3 1423 1 0 2 1 2 2 1
3 1519 1 2 0 2 0 0 2 Table 2, No. 4
3 1739 2 0 1 1 0 1 2
3 1753 1 2 2 1 0 1 2
3 1915 1 2 2 1 2 1 2
3 2021 2 1 2 2 0 2 2 Theorem 3.9
3 2117 2 0 1 0 2 2 2
3 2131 1 2 2 0 2 2 2 Proposition 3.2(ii)
3 2537 2 2 2 0 1 1 0 1
3 2723 2 1 2 1 0 2 0 1
X.-D. Hou / Finite Fields and Their Applications 18 (2012) 492–521 507Table 3 (continued)
e n 3-adic digits of n Reference
3 2819 2 0 1 2 1 2 0 1
3 2897 2 2 0 2 2 2 0 1
3 3137 2 1 0 2 2 0 1 1
3 3317 2 1 2 2 1 1 1 1
3 3361 1 1 1 1 2 1 1 1
3 3517 1 2 0 1 1 2 1 1
3 3551 2 1 1 2 1 2 1 1
3 3559 1 1 2 2 1 2 1 1
3 3833 2 2 2 0 2 0 2 1
3 4019 2 1 2 1 1 1 2 1
3 4253 2 1 1 1 1 2 2 1
3 4261 1 1 2 1 1 2 2 1
3 5093 2 2 1 2 2 2 0 2
3 5507 2 2 2 2 1 1 1 2
3 5557 1 1 2 1 2 1 1 2
3 5665 1 1 2 2 0 2 1 2
3 5719 1 1 2 1 1 2 1 2
3 13121 2 2 2 2 2 2 2 2 1 Proposition 3.1
4 5 2 1 Proposition 3.4
4 7 1 2 Proposition 3.4
4 31 1 1 0 1 Proposition 3.4
4 37 1 0 1 1 Proposition 3.4
4 85 1 1 0 0 1 Proposition 3.4
4 109 1 0 0 1 1 Proposition 3.4
4 173 2 0 1 0 2 Table 2, No. 3
4 245 2 0 0 0 0 1 Proposition 3.4
4 253 1 0 1 0 0 1 Proposition 3.4
4 271 1 0 0 1 0 1 Proposition 3.4
4 487 1 0 0 0 0 2 Proposition 3.4
4 733 1 1 0 0 0 0 1 Proposition 3.4
4 973 1 0 0 0 0 1 1 Proposition 3.4
4 1477 1 0 2 0 0 0 2 Table 2, No. 3
4 2215 1 0 0 1 0 0 0 1 Proposition 3.4
4 2269 1 0 0 0 1 0 0 1 Proposition 3.4
4 6479 2 2 2 2 1 2 2 2 Proposition 3.2(i)
4 6647 2 1 0 0 1 0 0 0 1 Table 2, No. 2
4 6653 2 0 1 0 1 0 0 0 1 Table 2, No. 2
4 6655 1 1 1 0 1 0 0 0 1 Table 2, No. 2
4 6661 1 0 2 0 1 0 0 0 1 Table 2, No. 2
4 6671 2 0 0 1 1 0 0 0 1 Table 2, No. 2
4 6679 1 0 1 1 1 0 0 0 1 Table 2, No. 2
4 6725 2 0 0 0 2 0 0 0 1 Table 2, No. 2
4 6727 1 1 0 0 2 0 0 0 1 Table 2, No. 2
4 6733 1 0 1 0 2 0 0 0 1 Table 2, No. 2
4 6751 1 0 0 1 2 0 0 0 1 Table 2, No. 2
4 6887 2 0 0 0 1 1 0 0 1 Table 2, No. 2
4 6895 1 0 1 0 1 1 0 0 1 Table 2, No. 2
4 7135 1 2 0 0 1 2 0 0 1 Table 2, No. 5
4 7373 2 0 0 0 1 0 1 0 1 Table 2, No. 2
4 7375 1 1 0 0 1 0 1 0 1 Table 2, No. 2
4 7381 1 0 1 0 1 0 1 0 1 Table 2, No. 2
4 7399 1 0 0 1 1 0 1 0 1 Table 2, No. 2
4 8119 1 0 2 0 1 0 2 0 1 Table 2, No. 5
4 8831 2 0 0 0 1 0 0 1 1 Table 2, No. 2
4 8839 1 0 1 0 1 0 0 1 1 Table 2, No. 2
4 8855 2 2 2 0 1 0 0 1 1 Theorem 3.10
4 11071 1 0 0 2 1 0 0 2 1 Table 2, No. 5
4 17717 2 1 0 2 2 0 0 2 2 Theorem 3.9
4 19519 1 2 2 2 0 2 2 2 2 Proposition 3.2(ii)
4 26725 1 1 2 2 2 1 0 0 1 1
4 28669 1 1 2 2 2 0 0 1 1 1
(continued on next page)
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e n 3-adic digits of n Reference
4 29525 2 1 1 1 1 1 1 1 1 1
4 36997 1 2 0 2 0 2 2 1 2 1
4 43933 1 1 0 1 2 0 0 2 0 2
4 53149 1 1 1 0 2 2 0 0 2 2
4 57575 2 0 1 2 2 2 0 2 2 2
4 84965 2 1 2 2 1 1 2 2 0 1 1
4 88655 2 1 1 1 2 1 1 1 1 1 1
4 90815 2 1 1 0 2 1 1 2 1 1 1
4 91525 1 1 2 2 1 1 2 2 1 1 1
4 107765 2 2 0 1 1 2 0 1 1 2 1
4 133079 2 1 2 2 1 1 2 0 2 0 2
4 148415 2 1 2 0 2 1 2 1 1 1 2
4 167173 1 2 1 2 2 0 1 1 1 2 2
4 265805 2 2 1 1 2 1 1 1 1 1 1 1
4 267935 2 1 1 2 1 1 1 2 1 1 1 1
4 272375 2 2 2 1 2 1 1 1 2 1 1 1
4 272615 2 1 2 1 2 2 1 1 2 1 1 1
4 273095 2 2 1 1 2 1 2 1 2 1 1 1
4 354293 2 2 2 2 2 2 2 2 2 2 2 1 Proposition 3.1
Proof. Since 8 · 3+ 7= 31= 1 · 30 + 1 · 31 + 0 · 32 + 1 · 33, by (3.2) we have
g8·3+7,3(x) = g31,3(x) = x30 − x31 − x32 .
Also, g7,3(x) = x, so x8g7,3 = x9. Both g8·3+7,3 and x8g7,3 are F3-linear on F3e . Moreover, x8g7,3 is
1–1 on Tr−1
F3e /F3
(0) and g7,3(1) = 1 = 0. So by Proposition 3.6, gn,3 is a PP of F3e if and only if g31,3 is
1–1 on Tr−1
F3e /F3
(0). We have (by (3.4)) −g31,3(x3 − x) = x+ x3 + x33 . So g31,3 is 1–1 on Tr−1F3e /F3 (0)
if and only if gcd(1+ x+ x3,xe − 1) = x− 1. 
3.4. The case p = 3 and n = 4(1+ 3e + 32e) − 7
Theorem 3.10. Let n = 4(30 +3e +32e)−7. Then (n, e;3) is desirable. (Note. (n, e;3) ∼ (32e +32e−1 +3e +
3e−1 − 1, e;3).)
Proof. We ﬁrst note that in Lemma 3.5, the assumption α,β  0 can be weakened as n  0 and
αp + β  0. Therefore, for x ∈ F3e ,
gn,3(x) =
{
g4·3−7,3(x) = g5,3(x) if TrF3e /F3(x) = 0,
x4g−7,3(x) if TrF3e /F3(x) = 0.
We have g5,3(x) = −x. Also, using the recurrence relation
⎧⎪⎪⎨
⎪⎪⎩
gn,3 = 1
x
(gn+3,3 − gn+1,3),
g0,3 = g1,3 = 0,
g2,3 = −1,
we ﬁnd that
g−7,3 = −x−3 + x−5 − x−7.
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gn,3(x) =
{−x if TrF3e /F3(x) = 0,
−x+ x−1 − x−3 if TrF3e /F3(x) = 0.
Therefore, it suﬃces to show that −x + x−1 − x−3 is 1–1 on F3e \ Tr−1F3e /F3 (0). This fact has been
stated in [5] and proved in [13, Lemma 5.1]. The proof we provide below is slightly different.
Assume to the contrary that there exist x, y ∈ F3e such that x = y, TrF3e /F3 (x) = 0, TrF3e /F3 (y) = 0,
and
−x+ x−1 − x−3 = −y + y−1 − y−3. (3.17)
Let x1 = x−1 and y1 = y−1. Then
(x1 − y1)3 − (x1 − y1) + y1 − x1
x1 y1
= 0,
(x1 − y1)2 − 1− 1
x1 y1
= 0,
x21 + y21 + x1 y1 − 1−
1
x1 y1
= 0,
x21 + y21 − x1 y1 = x1 y1 +
1
x1 y1
+ 1,
(x1 + y1)2 = 1
x1 y1
(x1 y1 − 1)2. (3.18)
We claim that x1 + y1 = 0. Otherwise, x = −y, so TrF3e /F3 (x) = −TrF3e /F3 (y). However, by (3.17),
TrF3e /F3 (x) = TrF3e /F3 (y). Thus we must have TrF3e /F3 (x) = TrF3e /F3 (y) = 0, which is a contradiction.
By (3.18), x1 y1 is a square in F∗3e . Write y1 = t2x1, where t ∈ F∗3e . Then (3.18) becomes
x21
(
1+ t2)2 = ( t2x21 − 1
tx1
)2
=
(
1
tx1
− tx1
)2
.
Replacing t by −t if necessary, we may assume
x1
(
1+ t2)= 1
tx1
− tx1.
Then
x1
(
1+ t2 + t)= 1
tx1
,
x21(t − 1)2 =
1
t
. (3.19)
So t = s2 for some s ∈ F∗3e . By (3.19), x−21 = s2(s2 − 1)2 = (s3 − s)2. Hence x = x−11 = ±(s3 − s). Then
TrF3e /F3 (x) = 0, which is a contradiction. 
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When q = 2, this question has been answered in [9]. For the general case, we only have some
partial results.
Proposition 4.1. Let m,n be positive integers such that
m ≡ α(q0e + q1e + · · · + q(p−1)e)+ βque + γ qve (mod qpe − 1),
n ≡ α(q0e + q1e + · · · + q(p−1)e)+ γ que + βqve (mod qpe − 1),
where α,β,γ ,u, v ∈ Z and u, v  0. Assume that one of the following conditions is satisﬁed.
(i) β = qi , γ = q j for some i, j  0.
(ii) β = qi − qk, γ = q j − qk for some i, j,k 0.
Then
gm,q ≡ gn,q
(
mod xq
e − x).
Proof. First note that for integers l, i  0 we have
gl+qi ,q
(
xq − x)= ∑
a∈Fq
(x+ a)l+qi
=
∑
a∈Fq
(x+ a)l(xqi + a)
=
∑
a∈Fq
(x+ a)l(x+ a + xqi − x)
=
∑
a∈Fq
(x+ a)l+1 + (xqi − x)∑
a∈Fq
(x+ a)l
= gl+1,q
(
xq − x)+ Si(xq − x)gl,q(xq − x),
where
Si = x+ xq + · · · + xqi−1 .
Therefore
gl+qi,q = gl+1,q + Si gl,q. (4.1)
For the rest of the proof, “≡” always means congruence modulo xqe −x unless speciﬁed otherwise.
Let l = α(q0e + q1e + · · · + q(p−1)e). We may assume that α is large enough such that in the following
computations, all subscripts of g are positive.
X.-D. Hou / Finite Fields and Their Applications 18 (2012) 492–521 511(i) Let s be a multiple of p such that smax{u, v}. We have
gm,q ≡ gq
(s−v)e
m,q
= g(l+qi+ue+q j+ve)q(s−v)e,q
≡ gl+qi+(s−v+u)e+q j+se,q
≡ gl+qi+(s−v+u)e+q j,q
= gl+qi+(s−v+u)e+1,q + S j gl+qi+(s−v+u)e,q
≡ gl+q(s−u+v)e+qi ,q + S j gl+qi ,q
= gl+q(s−u+v)e+1,q + Si gl+q(s−u+v)e,q + S j(gl+1,q + Si gl,q)
≡ gl+qve+que,q + (Si + S j)gl+1,q + Si S j gl,q.
Since the last expression is symmetric with respect to u, v and i, j, we have gm,q ≡ gn,q .
(ii) We may assume k = 0. (To have this condition, let t > 0 be an integer such that qt+k ≡
1 (mod qpe − 1) and consider mqt and nqt instead of m and n.) Again, let s be a multiple of p
such that smax{u, v}. We have
gm,q = gl−que−qve+qi+ue+q j+ve,q
≡ gl−q(s−v+u)e−1+qi+(s−v+u)e+q j,q
= gl−q(s−v+u)e−1+qi+(s−v+u)e+1,q + S j gl−q(s−v+u)e−1+qi+(s−v+u)e,q
≡ gl−1+qi,q + S j gl−1−q(s−u+v)e+qi ,q
≡ gl−1+1,q + Si gl−1,q + S j(gl−1−q(s−u+v)e+1,q + Si gl−1−q(s−u+v)e,q)
≡ gl,q + (Si + S j)gl−1,q + Si S j gl−que−qve .
Since the last expression is symmetric with respect to u, v and i, j, we have gm,q ≡ gn,q . 
Remark. Let m = a0q0e + · · · + ap−1q(p−1)e , n = b0q0e + · · · + bp−1q(p−1)e . If (b0, . . . ,bp−1) is a cyclic
shift of (a0, . . . ,ap−1), then gm,q ≡ gn,q (mod xqe − x). However, if (b0, . . . ,bp−1) is an arbitrary per-
mutation of (a0, . . . ,ap−1), we do not have gm,q ≡ gn,q (mod xqe − x). For example, consider q = 3,
e = 1 and 5= 2 · 30e + 1 · 31e + 0 · 32e , 7= 1 · 30e + 2 · 31e + 0 · 32e . We have g5,3 = 2x, g7,3 = x.
For m,n ∈ Z, we write m ≈(q,e) n if m ≡ n (mod qpe − 1); we write m ∼(q,e) n if gm,q ≡
gn,q (mod xq
e−1 − 1). Recall that by Remark 2.5(ii), m ≈(q,e) n implies m ∼(q,e) n.
Proposition 4.1 provides a quick proof of Proposition 3.2 which has been deferred until now.
Proof of Proposition 3.2. (i) By (3.1), gq3e−2,q ≡ gq2e−qe−1,q (mod x). So it suﬃces to show gq3e−2,q ≡
gq2e−qe−1,q (mod xq
e−1 − 1), i.e., q3e − 2∼(q,e) q2e − qe − 1. We have
q3e − 2≈(q,e) −1= −
(
q0 + qe + q2e)+ q0 · q2e + qe · q0
∼(q,e) −
(
q0 + qe + q2e)+ qe · q2e + q0 · q0 (by Proposition 4.1)
≈(q,e) 1− qe − q2e
≈(q,e) q2e − qe − 1.
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32e+1 − 2 · 3e − 2= (30 + 3e + 32e)+ (3e − 3)3e + (32e − 3)30
∼(3,e)
(
30 + 3e + 32e)+ (32e − 3)3e + (3e − 3)30 (by Proposition 4.1)
= 32e − 3e + 33e − 2
≈(3,e) 32e − 3e − 1. 
For the remaining part of this section we assume q = p.
Proposition 4.2. Let α,β  0 be integers such that
wp
((
α + β + i(p − 1))∗)< p − 1 for all i  α.
Let m,n > 0 be integers such that m ≡ α(p0e + p1e + · · · + p(p−1)e) + β (mod ppe − 1) and n ≡ αp +
β (mod ppe − 1). Then
gm,p ≡ gn,p
(
mod xp
e − x).
Proof. This follows immediately from (3.5) and (3.15). 
The above proposition also has a version for α  0.
Proposition 4.3. Let α,β  0 be integers such that
wp
(
(β − αp + i)∗)< p − 1 for all 0< i ≺ α. (4.2)
Let m,n > 0 be integers such that m ≡ −α(p0e + p1e + · · · + p(p−1)e) + β (mod ppe − 1) and n ≡ −αp +
β (mod ppe − 1). Then
gm,p ≡ gn,p
(
mod xp
e − x).
Proof. Clearly, gm,p ≡ gn,p (mod x). So it suﬃces to prove gm,p ≡ gn,p (mod xpe−1 − 1).
We ﬁrst note that in (3.5), if x = 0, then the assumption α,β  0 can be removed. Thus for x ∈ F∗qe ,
we have
gm,p(x) =
{
g−αp+β,p(x) if TrFpe /Fp (x) = 0,
x−α gβ,p(x) if TrFpe /Fp (x) = 0.
Therefore it suﬃces to prove x−α gβ,p ≡ g−αp+β,p (mod xpe−1 − 1).
By (3.12) we have
C p
⎡
⎢⎣
g0,p
...
g pe
⎤
⎥⎦≡ (xI + C)
⎡
⎢⎣
g0,p
...
g pe
⎤
⎥⎦ (mod xpe−1 − 1),p −2,p p −2,p
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x−1
⎡
⎢⎣
g0,p
...
gppe−2,p
⎤
⎥⎦≡ C−p(I + x−1C)
⎡
⎢⎣
g0,p
...
gppe−2,p
⎤
⎥⎦ (mod xpe−1 − 1),
hence
x−α
⎡
⎢⎣
g0,p
...
gppe−2,p
⎤
⎥⎦≡ C−αp(I + x−1C)α
⎡
⎢⎣
g0,p
...
gppe−2,p
⎤
⎥⎦ (mod xpe−1 − 1).
Since
C−αp
(
I + x−1C)α = α∑
i=0
(
α
i
)
x−iC−αp+i,
it follows that
x−α gβ,p ≡
α∑
i=0
(
α
i
)
x−i gβ−αp+i,p
(
mod xp
e−1 − 1)
≡ gβ−αp,p
(
mod xp
e−1 − 1) (by (4.2) and (3.2)). 
5. Power sums
It is well known [10, Lemma 7.3] that a function f : Fqe → Fqe is bijective if and only if
∑
x∈Fqe
f (x)k
{= 0 if 0< k < qe − 1,
= 0 if k = qe − 1.
It is therefore relevant to consider the power sum
∑
x∈Fqe gn,q(x)
k . We begin with the case k = 1. By
(2.1) we have
∑
n0
gn,qtn = −t
q−1
1− tq−1 − xtq . (5.1)
From here we have
∑
n0
gn,qtn = −t
q−1
1− tq−1 ·
1
1− tq
1−tq−1x
= −t
q−1
1− tq−1
∑
k0
(
tq
1− tq−1
)k
xk
= −t
q−1
1− tq−1
[
1+
qe−1∑
k=1
∑
l0
(
tq
1− tq−1
)k+l(qe−1)
xk+l(qe−1)
]
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q−1
1− tq−1
[
1+
qe−1∑
k=1
∑
l0
(
tq
1− tq−1
)k+l(qe−1)
xk
] (
mod xq
e − x)
= −t
q−1
1− tq−1
[
1+
qe−1∑
k=1
( t
q
1−tq−1 )
k
1− ( tq
1−tq−1 )
qe−1 x
k
]
= −t
q−1
1− tq−1
[
1+
qe−1∑
k=1
(1− tq−1)qe−1−ktqk
(1− tq−1)qe−1 − tq(qe−1)x
k
]
. (5.2)
On the other hand, gn1,q ≡ gn2,q (mod xqe − x) when n1,n2 > 0 and n1 ≡ n2 (mod qpe − 1). So we
have
∑
n0
gn,qtn =
qpe−1∑
n=1
∑
l0
gn+l(qpe−1),ptn+l(q
pe−1)
≡
qpe−1∑
n=1
gn,q
∑
l0
tn+l(qpe−1)
(
mod xq
e − x)
= 1
1− tqpe−1
qpe−1∑
n=1
gn,qtn. (5.3)
Combining (5.2) and (5.3) we have
qpe−1∑
n=0
gn,qtn ≡ −t
q−1(1− tqpe−1)
1− tq−1
[
1+
qe−1∑
k=1
(1− tq−1)qe−1−ktqk
(1− tq−1)qe−1 − tq(qe−1)x
k
] (
mod xq
e − x).
Summing the above equation as x runs over Fqe , we get
qpe−1∑
n=0
( ∑
x∈Fqe
gn,q(x)
)
tn = t
q−1(1− tqpe−1)
1− tq−1 ·
tq(q
e−1)
(1− tq−1)qe−1 − tq(qe−1)
= − t
qe+1−1(tqpe−1 − 1)
(tqe−1 − 1)[tqe(q−1) − (tqe−1 − 1)q−1] . (5.4)
Since the left side of (5.4) belongs to Fp[t], so does the right side of (5.4). Let
u(t) = t
qpe−1 − 1
(tqe−1 − 1)[tqe(q−1) − (tqe−1 − 1)q−1] ∈ Fp[t]. (5.5)
Then (5.4) can be stated as
qpe−1∑
n=0
( ∑
x∈Fqe
gn,q(x)
)
tn = −tqe+1−1u(t). (5.6)
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∑
x∈Fqe
gn,q(x) = the coeﬃcient of tn in −tqe+1−1u(t). (5.7)
Write
u(t) =
qpe−qe+1∑
i=0
aitq
pe−qe+1−i .
Then
qpe−qe+1∑
i=0
aiti = tqpe−qe+1u
(
1
t
)
= − t
qpe−1 − 1
(tqe−1 − 1)[(tqe − t)q−1 − 1]
= − t
qpe − t
(tqe − t)q − (tqe − t) . (5.8)
Let  ∈ Fqpe such that qe −  = 1. Then
1(
tqe − t)q − (tqe − t) = −
∑
a∈Fq
1
tqe − t+ a
(
by [1,4]
)
= −
∑
a∈Fq
1
tqe − t+ (a)qe − a
= −
∑
a∈Fq
1
(t+ a)qe − (t+ a)
=
∑
a∈Fq
∑
b∈Fqe
1
t+ a + b
(
by [1,4]
)
=
∑
(a,b)∈Fq×Fqe
1
t− (a + b)
= 1
t
+
∑
(0,0) =(a,b)∈Fq×Fqe
1
t− (a + b)
= 1
t
+
∑
(0,0) =(a,b)∈Fq×Fqe
∑
i0
−ti
(a + b)i+1
= 1
t
−
∑
i0
( ∑
(0,0) =(a,b)∈Fq×Fqe
(a + b)−i−1
)
ti
= b−1t−1 + b0t0 + · · · , (5.9)
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bi = −
∑
(a,b)∈Fq×Fqe
(a + b)qpe−2−i, −1 i < qpe − 2.
It follows from (5.8) and (5.9) that
ai = bi−1, 0 i  qpe − qe+1.
Therefore by (5.7)
∑
x∈Fqe
gn,q(x) =
{
0 if 0 n < qe+1 − 1,
−aqpe−1−n = −bqpe−2−n if qe+1 − 1 n qpe − 1.
To summarize, we have the following proposition.
Proposition 5.1.We have
∑
x∈Fqe
gn,q(x) =
{
0 if 0 n < qe+1 − 1,∑
(a,b)∈Fq×Fqe (a + b)n if qe+1 − 1 n qpe − 1,
(5.10)
where  ∈ Fqpe is an element such that qe −  = 1.
In Proposition 5.1,
∑
(a,b)∈Fq×Fqe
(a + b)n =
n∑
i=0
(
n
i
)
 i
(∑
a∈Fq
ai
)( ∑
b∈Fqe
bn−i
)
. (5.11)
If
(n
i
)
 i(
∑
a∈Fq a
i)(
∑
b∈Fqe b
n−i) = 0, then 0< i < n, i ≡ 0 (mod q− 1), n− i ≡ 0 (mod qe − 1), and the
sum i + (n− i) has no carry in base p. Then by Lemma 5.2 we must have n qe+1 − 1. Therefore, the
sum in (5.11) is 0 unless n qe+1 − 1. So (5.10) can be stated as
∑
x∈Fqe
gn,q(x) =
∑
(a,b)∈Fq×Fqe
(a + b)n (5.12)
for all n 0. (We also dropped the restriction n qpe −1 since in both sides of (5.12) we may replace
a positive n with its positive remainder modulo qpe − 1.)
Lemma 5.2. Assume that 0 < i < n, i ≡ 0 (mod q − 1), n − i ≡ 0 (mod qe − 1), and the sum i + (n − i) has
no carry in base q. Then n qe+1 − 1.
Proof. Write n− i = k(qe − 1). If k q, then n = (n− i) + i  q(qe − 1) + q − 1= qe+1 − 1 and we are
done. So assume that 0< k q−1. Then the base q digits of n− i are (q − 1− (k − 1),q − 1, . . . ,q − 1︸ ︷︷ ︸,e
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with 0 l k − 1 and s 0. Since i ≡ 0 (mod q − 1), we must have s q − 1− l. Therefore,
n k
(
qe − 1)+ l + qe(q − 1− l)
= qe(q − 1) + (k − l)(qe − 1)
 qe(q − 1) + qe − 1
= qe+1 − 1. 
Note that in (5.12),
∑
(a,b)∈Fq×Fqe
(a + b)n =
∑
a∈Fq
gn,qe
(
aq
e − a)= ∑
a∈Fq
gn,qe (a).
So we have the following curious duality formula:
∑
x∈Fqe
gn,q(x) =
∑
x∈Fq
gn,qe (x). (5.13)
When n q2e − 1, the sum in (5.12) can be explicitly determined.
Lemma 5.3. Let 0 α,β, i  qe − 1. Then in Fp ,
(
α
i
)(
β
qe − 1− i
)
= (−1)α−i
(
α + β − qe + 1
α − i
)(
β
qe − 1− α
)
. (5.14)
Proof. If α < i or α +β < qe − 1, then both sides of (5.14) are 0. So assume α  i and α +β  qe − 1.
We have (
α
i
)(
β
qe − 1− i
)
=
(
α
α − i
)(
β
qe − 1− i
)
= (−1)α−i
(
qe − 1− i
α − i
)(
β
qe − 1− i
) (
by [7, Lemma 2.1]
)
= (−1)α−i 1
(α − i)!(qe − 1− α)! · β!(β − qe + 1+ i)!
= (−1)α−i
(
α + β − qe + 1
α − i
)
β!
(qe − 1− α)!(α + β − qe + 1)!
= (−1)α−i
(
α + β − qe + 1
α − i
)(
β
qe − 1− α
)
. 
Proposition 5.4. Let 0 n q2e − 1 and write n = α + βqe , 0 α,β  qe − 1. Then
∑
x∈Fqe
gn,q(x) =
{
0 if n ≡ 0 (mod q − 1) or α + β  qe − 1,(
β
qe−1−α
)
if n ≡ 0 (mod q − 1) and α + β  qe.
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x∈Fqe
gn,q(x) =
∑
(a,b)∈Fq×Fqe
(a + b)n
=
∑
(a,b)∈Fq×Fqe
(a + b)α(aqe + b)β
=
∑
(a,b)∈Fq×Fqe
(a + b)α(a( + 1) + b)β
=
∑
(a,b)∈Fq×Fqe
∑
i, j
(
α
i
)(
β
j
)
(a)α−i
[
a( + 1)]β− jbi+ j
= −
∑
a∈Fq
∑
0<i+ j≡0 (mod qe−1)
(
α
i
)(
β
j
)
(a)α−i
[
a( + 1)]β− j.
First, by Lemma 5.3,∑
i+ j=qe−1
(
α
i
)(
β
j
)
(a)α−i
[
a( + 1)]β− j
=
(
β
qe − 1− α
)∑
i
(−1)α−i
(
α + β − qe + 1
α − i
)
(a)α−i
[
a( + 1)]β−qe+1+i
=
(
β
qe − 1− α
)[−a + a( + 1)]α+β−qe+1
=
(
β
qe − 1− α
)
aα+β−qe+1.
When (α,β) = (qe − 1,qe − 1),∑
x∈Fqe
gn,q(x) = −
∑
a∈Fq
∑
i+ j=qe−1
(
α
i
)(
β
j
)
(a)α−i
[
a( + 1)]β− j
= −
(
β
qe − 1− α
)∑
a∈Fq
aα+β−qe+1
=
{(
β
qe−1−α
)
if qe  α + β ≡ 0 (mod q − 1),
0 otherwise.
When α = β = qe − 1,∑
x∈Fqe
gn,q(x) = −
∑
a∈Fq
( ∑
i+ j=qe−1
+
∑
i+ j=2(qe−1)
)(
α
i
)(
β
j
)
(a)α−i
[
a( + 1)]β− j
= −
[(
β
qe − 1− α
)∑
a∈Fq
aα+β−qe+1 +
∑
a∈Fq
1
]
= 1.
The proposition is thus proved. 
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We do not know if the calculation in Proposition 5.4 can be generalized to n > q2e − 1.
Now we consider the power sum
∑
x∈Fqe gn,q(x)
k .
Lemma 5.5.We have
gm,q gn,q = −
∑
i1
(
n
i(q − 1)
)
gm+n−i(q−1),q. (5.15)
Proof. We have
gm,q
(
xq − x)gn,q(xq − x)= (∑
a∈Fq
(x+ a)m
)(∑
b∈Fq
(x+ b)n
)
=
∑
a,b∈Fq
(x+ a)m(x+ b)n
=
∑
a,b∈Fq
(x+ a)m(x+ a + b)n
=
∑
a,b∈Fq
(x+ a)m
∑
i
(
n
i
)
(x+ a)n−ibi
=
∑
a∈Fq
(x+ a)m
∑
i1
(
n
i(q − 1)
)
(x+ a)n−i(q−1)(−1)
= −
∑
i1
(
n
i(q − 1)
)∑
a∈Fq
(x+ a)m+n−i(q−1)
= −
∑
i1
(
n
i(q − 1)
)
gm+n−i(q−1),q
(
xq − x),
which is the lemma. 
Remark. It follows from (5.15) that
∑
i1
( m
i(q−1)
)
gm+n−i(q−1),q =∑i1 ( ni(q−1)) gm+n−i(q−1),q , which is
not entirely obvious.
Proposition 5.6. Let k > 0 be an integer. Then
∑
x∈Fqe
gn,q(x)
k =
∑
(a,b)∈Fq×Fqe
(a + b)n
[∑
c∈Fq
(a + b + c)n
]k−1
,
where  ∈ Fqpe is an element such that qe −  = 1.
Proof. By (5.15) and induction we have
gkn,q = (−1)k−1
∑
i ,...,i 1
(
n
i1(q − 1)
)
· · ·
(
n
ik−1(q − 1)
)
gkn−(i1+···+ik−1)(q−1),q. (5.16)1 k−1
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∑
x∈Fqe
gn,q(x)
k
= (−1)k−1
∑
i1,...,ik−11
(
n
i1(q − 1)
)
· · ·
(
n
ik−1(q − 1)
) ∑
x∈Fqe
gkn−(i1+···+ik−1)(q−1),q(x)
= (−1)k−1
∑
i1,...,ik−11
(
n
i1(q − 1)
)
· · ·
(
n
ik−1(q − 1)
) ∑
(a,b)∈Fq×Fqe
(a + b)kn−(i1+···+ik−1)(q−1)
(
by (5.12)
)
= (−1)k−1
∑
(a,b)∈Fq×Fqe
(a + b)n
[∑
i1
(
n
i(q − 1)
)
(a + b)n−i(q−1)
]k−1
.
In the above,
∑
i1
(
n
i(q − 1)
)
(a + b)n−i(q−1) = −
∑
i0
(
n
i
)
(a + b)n−i
∑
c∈Fq
ci
= −
∑
c∈Fq
(a + b + c)n.
So
∑
x∈Fqe
gn,q(x)
k =
∑
(a,b)∈Fq×Fqe
(a + b)n
[∑
c∈Fq
(a + b + c)n
]k−1
. 
Corollary 5.7. (n, e;q) is desirable if and only if
∑
(a,b)∈Fq×Fqe
(a + b)n
[∑
c∈Fq
(a + b + c)n
]k−1 {= 0 if 1 k < qe − 1,
= 0 if k = qe − 1.
In the last proposition of this section, we exploit Proposition 5.4 and Eq. (5.16).
Proposition 5.8. Assume that (n, e;q) is desirable, where q  n  q2e − 1. Let k be an integer such that
0< kmin{qe −1, q2e−qn−q+1 } and k ≡ 0 (mod q−1). For each k−1 j  (k−1) nq−1 , write kn− j(q−1) =
α j + β jqe , 0 α j, β j  qe − 1. Then
∑
i1,...,ik−11
(
n
i1(q − 1)
)
· · ·
(
n
ik−1(q − 1)
)(
βi1+···+ik−1
qe − 1− αi1+···+ik−1
){= 0 if k < qe − 1,
= 0 if k = qe − 1.
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∑
x∈Fqe
gn,q(x)
k
= (−1)k
∑
i1,...,ik−11
(
n
i1(q − 1)
)
· · ·
(
n
ik−1(q − 1)
) ∑
x∈Fqe
gkn−(i1+···+ik−1)(q−1),q(x)
(
by (5.16)
)
=
∑
i1,...,ik−11
(
n
i1(q − 1)
)
· · ·
(
n
ik−1(q − 1)
)(
βi1+···+ik−1
qe − 1− αi1+···+ik−1
)
(by Proposition 5.4).
Hence the proposition. 
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