Two principal classes of methods for the generation of uniform pseudorandom numbers can nowadays be distinguished, namely linear and nonlinear methods, and contributions to both types of methods are presented. A very general linear method, the multiple-recursive matrix method, was recently introduced and analyzed by the author. This method includes as special cases several classical methods, and also the twisted GFSR method. New theoretical results on the multiple-recursive matrix method are discussed. Among nonlinear methods, the digital inversive method recently introduced by EichenauerHerrmann and the author is highlighted. This method combines real and finite-field arithmetic and, in contrast to other inversive methods, allows a very fast implementation, while still retaining the advantages of inversive methods.
INTRODUCTION
Pseudorandom numbers are generated by a deterministic algorithm and should simulate a sequence of i.i.d. random variables sufficiently well. We concentrate on the imp0rtan.t case where the target distribution is the uniform distribution on the interval I = [0,1], i.e., on the case of unzform pseudorandom numbers. Recent reviews of the area of uniform pseudorandom number generation can be found in the books of Niederreiter (1992) and Tezuka (1995) and in the survey articles of L' Ecuyer (1994) and Niederreiter (1995~) . We also touch upon unzform pseudorandom vectors, the parallelized versions of uniform pseudorandom numbers, which are needed in parallelized simulation methods.
Two principal classes of methods for uniform pseudorandom number generation can nowadays be distinguished, namely linear and nonlinear methods. Most classical methods, such as the linear congruentia1 method and shift-register methods, are of the linear type. A very general linear method for uniform pseudorandom number generation, the multiplerecursive matrix method, was introduced in Niederreiter (1993) and further analyzed in Niederreiter (1995a) . In Section 2 we briefly review this method and then present new theoretical results that improve on earlier theorems. We also explain how the multiple-recursive matrix method can be used for uniform pseudorandom vector generation and discuss results that go beyond those in Niederreiter (1995b) for uniform pseudorandom vectors. A very promising nonlinear method is the digital inversive method of Eichenauer-Herrmann and Niederreiter (1994) which is discussed in Section 3. Some conclusions are drawn in Section 4.
We recall the following concepts that form the basis of the serial test for uniform pseudorandom numbers and vectors; see Chapter 7 of Niederreiter (1992) for a full treatment of this test We use the following notation: for a purely periodic sequence of arbitrary elements U,, n = 0, l, . . . ,
we write per(u,) for the least period length of the sequence.
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General Description
The multiple-recursive matrix method for the generation of uniform pseudorandom numbers and vectors was introduced in Niederreiter (1993) 
There is a considerable amount of flexibility in this method: we may either choose M to be a large modulus and m small, or we may take A4 to be a small modulus and m sufficiently large to obtain a small discretization. The multiple-recursive matrix method includes as special cases the linear congruential method (take k = m = l ) , the multiple-recursive congruential method, the GFSR method, and also the twisted GFSR method of Matsumoto and Kurita (1992) . The multiple-recursive matrix method is not only an extension of earlier methods, but it also provides a general framework for studying many types of linear pseudorandom number generators.
If we want to use the multiple-recursive matrix method for uniform pseudorandom vector generation, With k = 1 we get the matrix method for pseudorandom vector generation as a special case.
It is an interesting mathematical problem to analyze the periodicity properties of a sequence zo, z1, . . . generated by a kth-order vector recursion as above. We report here on the results of Niederreiter (1993 Niederreiter ( , 1995a (1995a) . The larger the figure of merit, the more uniform the distribution of these points, according to Theorem 5 in Niederreiter (1995a) . The following existence theorem for large figures of merit, whose proof depends on Lemma 1, improves on Theorem 6 in Niederreiter (1995a ( B , c ) 5 2p". Thus, the figure of merit e ( S ) ( B , u ) given by Theorem 3 above has the best possible order of magnitude, up to logarithmic factors. Niederreiter (1995b) . In view of Theorem 8 and Corollaries 3 and 4 in Niederreiter (1995b) , a larger figure of merit indicates a more uniform distribution of these points. The following existence theorem for large figures of merit, whose proof depends on Lemma 1, improves on Theorem 10 in Niederreiter (1995b) .
Inversive methods for the generation of uniform pseudorandom numbers rely on the operation of multiplicative inversion in modular arithmetic or in finite fields to create pseudorandomness. An expository account of such methods can be found in Chapter 8 of Niederreiter (1992) , and an up-to-date survey is given in Niederreiter (1995~) . Inversive methods lead to pseudorandom numbers with very attractive properties, but until recently these methods suffered from the disadvantage that the generation algorithms are relatively slow. Although pseudorandom number generation is usually not the bottleneck in calculations for simulation methods, it would still be desirable to find a faster inversive method. Such a method is now available in the form of the digital inversive method due to Eichenauer-Herrmann and Niederreiter (1994).
We select a precision 6 2 1 and let Fq be the finite field of order y = 2" We denote by Fg* the multiplica- for n = 0 , 1 , .
This sequence is purely periodic, and we have per(x,) = y if and only if x2 -P x -Q is a so-called IMP polynomial over Fq. We note that any primitive quadratic polynomial over Fq is an IMP polynomial over Fq.
This method can be implemented in a fast manner because of an efficient algorithm due to Itoh and Tsujii (1988) for the calculation of multiplicative inverses in Fq. For y E FJ we have and so it suffices to describe how to compute powers of the form y Z m -l . The idea is to reduce the calculation of y Z m -l to that of yzLm/2'-1 . This is achieved by the identities for odd m.
Note that the second of these identities was not printed correctly in Eichenauer-Herrmann and Niederreiter (1994) . This paper provides further details on the implementation of the digital inversive method.
If the pseudorandom numbers x o , z 1 , . . . are as in ( 6 ) , then the discrepancy 06") of the points xg, XI, , , , xq-l given by (4) satisfies with an absolute implied constant. On the other hand, for a positive fraction of the possible parameters, OF' is at least of the order of magnitude y-lI2 for s 2 2. These results of Eichenauer-Herrmann and Niederreiter (1994) demonstrate that digital inversive pseudorandom numbers show a satisfactory behavior under the s-dimensional serial test.
