Abstract. Discrete Phase-Type (DPH) distributions have one property that is not shared by Continuous Phase-Type (CPH) distributions, i.e., representing a deterministic value as a DPH random variable. This property distinguishes the application of DPH in stochastic modeling of real-life problems, such as stochastic scheduling, in which service time random variables should be compared with a deadline that is usually a constant value. In this paper, we consider a restricted class of DPH distributions, called Mixed Shifted Negative Binomial (MSNB), and show its exibility in producing a wide range of variances as well as its adequacy in tting fat-tailed distributions. These properties render MSNB applicable to represent data on certain types of service time. Therefore, we adapt an ExpectationMaximization (EM) algorithm to estimate the parameters of MSNB distributions that accurately t trace data. To present the applicability of the proposed algorithm, we use it to t real operating room times and a set of benchmark traces generated from continuous distributions as case studies. Finally, we illustrate the e ciency of the proposed algorithm by comparing its results with those of two existing algorithms in the literature. We conclude that our proposed algorithm outperforms other DPH algorithms in tting trace data and distributions.
Introduction
Phase-type (PH) distributions, introduced by Neuts [1, 2] , are a family of discrete and continuous probability distributions constructed by mixtures of geometric or exponential phases. Special properties and characteristics of PH distributions make them attractive for approximating a variety of random variables and modeling real-world stochastic arrival or should be compared with constant deadline values in order to compute the objective function.
Shifted Negative Binomial (SNB) distribution is a subclass of DPH distributions and the discrete analogous to the Erlang distribution in the CPH class. The Mixed Shifted Negative Binomial (MSNB) distribution is a mixture of independent SNB distributions and a subclass of DPH. The MSNB family is the discrete equivalent of Hyper-Erlang Distribution (HErD) in the CPH family. Similar to the HErD, which can approximate any distribution on R [4, 5] , the MSNB subclass models distributions that are de ned on N. Moreover, the Coe cient of Variation (CoV) of MSNB distribution can be tuned to less than, equal to, or greater than unity. Also, it provides good approximations to fat-tailed distributions. These properties render MSNB desirable for tting data on high variance service times or when the tail of service time distribution is heavier than the exponential distribution [6] . Therefore, in this research, our goal is to estimate the parameters of the MSNB distribution in order to t empirical service time data with such characteristics.
In the previous research, some approaches to tting the parameters of a general DPH distribution have been provided. Horv ath and Telek [7] presented a tool called Ph t, which estimated the parameters of Acyclic DPH (ADPH) and Acyclic CPH (ACP) distributions to minimize a distance measure by using a non-linear optimization method. The purpose of their algorithm was optimization by iterative linearization to numerically compute the partial derivatives.
The rst detailed study on DPH and ADPH distributions and their tting methods by Maximum Likelihood (ML) estimation was conducted by Bobbio et al. [8] . They also proved several properties of ADPH distributions and showed that the ADPH distributions had a unique minimal representation, named the canonical form.
Callut and Dupont [9] studied the ExpectationMaximization (EM) algorithm to t the general DPH distributions. Their algorithm was an adapted version of the EM algorithm proposed by Asmussen et al. [10] , which applied to continuous PH distributions. Three di erent methods, namely an EM algorithm, a Gibbs sampler algorithm, and a Quasi-Newton method, were applied for maximum likelihood estimation of general DPH distributions by Bladt et al. [11] .
New results on the canonical representation of DPH with 2 and 3 phases (DPH (2) and DPH (3)) as well as Discrete Markov Arrival Processes (DMAP) with 2 phases (DMAP (2)) were presented by Mesz aros et al. [12] . They presented explicit formulae to match parameters applying canonical forms (DPH (2) , DPH (3), and DMAP (2)) and gave moments and correlation bounds. They showed the e ciency of tting procedures with numerical examples. The Canonical Representation of DPH (CRDPH) distributions with 3 phases (CRDPH (3)) was investigated by Horv ath et al. [13] . They demonstrated that the problem of CRDPH (3) was far more complicated than the one of CPH distribution with 3 phases. They also needed to de ne 8 di erent subclasses of DPH distribution with 3 phases for their canonical representation.
In this research, we present an EM algorithm to estimate the parameters of MSNB distributions. The advantages of the EM algorithm over other alternatives such as non-linear programming have been explored by Springer and Urban [14] . The most signi cant property of the EM algorithm is guaranteeing the increase in the likelihood at each iteration. The other reason is that the EM algorithm needs neither the analytic expression nor the gradient of the log-likelihood function, and it does not even require being di erentiable. It also estimates the parameters of the distribution from a given data trace when the data has some missing values or is incomplete. The time complexity of the EM algorithm is linear, only depending on the number of SNB branches, and independent of the number of states. The number of SNB branches might be remarkably lower than the number of states in most cases. Therefore, the tting algorithm by EM algorithm is rather stable because of the speci c structure of the ADPH distribution, which provides a reliable and fast convergence of the EM algorithm.
In Section 2, we de ne the MSNB distribution by PH representation and prove some of its properties for approximating fat-tailed trace data. In Section 3, we propose a specialized EM algorithm to t the parameters of the MSNB distribution and use this modi ed EM algorithm to t continuous distributions. In Section 4, we showcase the applicability of the proposed algorithm to t real-world operating room service time data as well as a set of benchmark traces generated from conventional distributions. We compare the accuracy of our results with two other algorithms designed by Th ummler et al. [4] and Bladt et al. [11] . In Section 5, we provide the conclusions and show directions for future research.
Mixed shifted negative binomial distribution and its properties
The DPH distributions are constructed by a system of one or a group of inter-related geometric distributions occurring in sequence or phases (see Appendix A for detailed description and properties). Shifted Geometric (SG) distribution is another nonequivalent de nition of the geometric distribution, which describes the number of failures before the rst success (as opposed to the number of trials until success) in an in nite sequence of independent Bernoulli trials. Shifted Negative Binomial (SNB) distribution is the convolution of a number of SG random variables, de ned as the number of failures before reaching a xed number of successes in a sequence of Bernoulli trials. In Appendix B, we present the de nition and properties of SG and SNB distributions in PH representation. In the rest of this section, we present the de nition and properties of the Mixed Shifted Negative Binomial (MSNB) distribution.
A mixed shifted negative binomial distribution (X MSNB(m; n i ; p i ; i )) is considered as a mixture of m mutually independent SNB random variables, weighted by the probability vector = 
The state space includes one absorbing state and P m i=1 n i transient states. The DPH representation of the MSNB distribution can be described by Eq. (2) and is illustrated in Figure 1 . 
The kth factorial moment of the MSNB distribution is calculated by Eq. (4): 
Let H be a set of all MSNB distributions with n states, i.e.:
Note that set H contains all MSNB distributions including at most n states and the MSNB with less than n states can be acquired by setting some i values to zero. We present the following theorem to show the versatility of the MSNB in approximating general distributions on N. Proof. (1) is proven by weak convergence rule as shown by Verbelen [15] . We concentrate on the proof of (2) . The rst and the second moments of MSNB distribution are given by Eqs. (1) and (4):
We calculate the coe cient of variation by Eq. (7):
Let us choose m = 2 and de ne: 1) . This ends the proof of (2).
Notably, Theorem 1 states that any probability mass function with its domain in the natural numbers can be approximated arbitrarily closely by the proper selection of MSNB parameters. Then, for every point of a general probability mass function f 2 F, choosing a sequence of MSNB distributions with m SNB branches with each one having scale parameter, p, is possible.
Next, we show that the MSNB distribution can also approximate the fat-tailed distributions properly. Let F (x) be a cumulative MSNB distribution function given in Eq. (1), and F (x) = 1 F (x) be a complementary cumulative MSNB distribution function calculated by:
The distribution is called fat-tailed if Complementary Cumulative Distribution Function (CCDF) ( F (x)) is in the order of 1 x r , where x is su ciently large for r > 0. Intuitively, a fat-tailed distribution has a \fat tail" compared to the exponential distribution. Based on the de nition of fat-tailed distribution, we study the property of F (x). In order to determine whether a distribution is a fat-tailed distribution, we observe the probability mass functions on the log-linear distributions can be tuned to take a nite bounded expectation with a su ciently large variance. In Eq. (6) (11) In this section, we demonstrated the PH representation of MSNB distribution and its properties such as approximating any distribution on N, wide range of CoV, and fat-tailed property.
In the next section, we introduce an EM algorithm to estimate the parameters of the MSNB distribution by tting high variance or fat-tailed service time data.
3. An EM algorithm to t mixed shifted negative binomial distributions
The EM algorithm is an iterative approach to derive maximum likelihood for estimating the parameters of stochastic models, which are dependent on unobserved latent variables. Each iteration of EM algorithm consists of two steps: an expectation (E) step and a maximization (M) step. In the E step, a function is created for the expectation of the log-likelihood and evaluated using the current estimate of the parameters. In the M step, the parameters are computed while maximizing the expected log-likelihood determined in the E step. These estimated parameters are then applied to nd the distribution of the latent variables in the next E step. In the rest of this section, we rst explain tting a mixture-density with the EM algorithm and present its application to the MSNB distributions. Then, we discuss the implementation of the EM algorithm over the weighted discrete sample to t continuous distributions by the MSNB distribution.
MSNB parameter estimation via an EM algorithm
One of the most common issues related to EM algorithm is the mixture-density parameter estimation method [16, 17] . The probabilistic model of this method is assumed as follows:
where the parameters are = ( 1 ; ; m ; 1 ; ; m ), in which P m i=1 i = 1 and each Pr i is a probability mass function parameterized by i . In other words, mcomponent probability mass functions are mixed using m mixing coe cients: i , i = 1; ; m. Generally, i is a vector of parameters for each probability mass function, Pr i , while it is a single value in the proposed EM algorithm.
Let X = fx 1 ; ; x N g be an incomplete dataset and Y = fy j g N j=1 be the existence of unobserved data items, where the values inform which component function \generates" each data item of X. Therefore, assume that y j 2 f1; ; mg, for j = 1; ; N, and log y j Pr y j x j y j : (13) The dilemma in dealing with Eq. (13) is that the values of y j are usually unknown. If y j is considered as random values drawn from a random variable Y, the derivation of expression for the probability mass function of unobserved data, shown by q(y), is possible. At rst, the parameters for probability mass function are guessed, i.e., the parameterŝ = (^ 1 ; ;^ m ; 1 ; ; m ) are guessed as proper parameters for likelihood L(^ jX; Y). Given^ , the probability Pr i (x j j i ) can be easily computed for each i and j. Moreover, the mixing parameters, denoted by i , are considered as prior probabilities of each mixture component or the probability of selecting the ith mixture component. Thus, the probability mass function of the unobserved data calculated by the observed data X and the estimates^ are computed by applying Bayes's rule in Eqs. (14) and (15) . 
Integrating Eqs. (13) and (15) into Eq. (16) produces Eq. (17) according to Bilmes [18] .
The computation of the expectation in Eq. (17) includes the E step of the EM algorithm. Generally, the main problem in calculating this expectation is to nd an expression for the distribution of the unobserved data, although the distribution of the unobserved data can be easily calculated by Eqs. (14) and (15) . The purpose of M step in EM algorithm is to maximize the expectation determined in the E step by considering . To maximize Eq. (17), we can independently maximize the term including i ( rst sum in Eq. (17)) and the term including i (second sum in Eq. (17)), because both terms are not relevant. According to Bilmes [15] and McLachlan and Krishnan [16] , a Lagrange multiplier can be used to obtain the expression for i , resulting in:
In order to estimate the parameters of MSNB distributions, we apply the proposed EM algorithm. The ith mixture component of MSNB distributions is an SNB distribution with a xed number of phases shown in Eq. (19) .
The mixture distribution is de ned by the vector of . The parameters i and p i , i = 1; ; m, are determined according to Eqs. (18) and (21) . The value of p i can be calculated by Eq. (21) 
Note that the value of p i is always no more than one and the condition of probability is satis ed by this equation.
3.1.1. Implementation and time complexity of the EM algorithm The EM algorithm starts with estimating the initial parameters = ( 1 ; ; m ; p 1 ; ; p m ) and iterates between the E step and the M step by using three Eqs. (14), (18) , and (21) to reach the stopping criteria. The owchart of this algorithm is presented in Figure 3 . Each iteration is guaranteed to increase the log-likelihood value and the algorithm is guaranteed to converge to a local maximum of the likelihood function [19] . To check whether convergence is achieved, the relative di erence of the log-likelihood values of successive iterations is computed and the algorithm stops when the computed di erence is less than a prede ned value of ", e.g., " = 10 6 .
By a given number of branches (m) and a number of phases of each branch (n i ), the EM algorithm determines the best setting of parameter vectors and p. However, in order to nd the \best" distribution, all MSNB distributions have to be considered as candidates. Th ummler et al. [4] presented the discrete parameter setting for Hyper-Erlang Distribution (HErD) and used the recursive formula to consider all possible settings in an algorithmic fashion. In this paper, Th ummler's recursive formula [4] is applied to nd the best MSNB distribution according to Eq. (22) . 
The time complexity of the proposed EM algorithm depends on its two main steps (E and M). The complexity of the E step is O(m:N) in computing the numerator and denominator of the unobserved data based on Eq. (14) . The complexity of the M step is also O(m:N). The overall complexity of each iteration in the EM algorithm is O(m:N).
Fitting MSNB distributions to continuous distributions
In this section, we apply the proposed algorithm to t the data generated from continuous distributions.
To approximate a continuous distribution by MSNB, a discretization method should be considered. The following steps are required to this end.
Step 1: Apply the discretization method and generate discrete samples;
Step 2: Implement the EM algorithm by using MSNB over the discrete sample provided in Step 1. 3.2.1. Discretization method Bobbio et al. [8] introduced a discretization method based on the Cumulative Distribution Function (CDF).
In this method, nite (ordered) set S = fx 1 ; x 2 ; x 3 ; g (with x 1 < x 2 < x 3 < ) is de ned by multiplying an integer with discretization interval ( ), i.e., x i = i . Then, a probability mass is assigned to each element of S by Eq. (25):
i > 1 and
where F X (x) is the cdf of x and w i is the probability associated with x i . Dougherty et al. [20] proposed the \equal with interval binning" method for the case of using the generated traces instead of probability distribution function. It involves sorting the value bounded by x min and x max , and dividing the range of values by k equally sized bins by Eq. 
The owchart of the modi ed EM algorithm is shown in Figure 4 . Similar to the proposed algorithm in Section 3, the modi ed EM algorithm based on Eq. 
Results
In this section, we apply the proposed EM algorithm to t real-world operating room service times as well as six synthetically generated trace datasets from continuous distributions. The algorithm is coded in MATLAB 2014a [21] and performed on a personal computer with Intel(R) Core(TM) i3-2120, running at 3.30 GHz with 8 GB RAM.
Fitting MSNB distributions to real operating room data
To study an example with real data, the proposed EM algorithm is applied to t three di erent datasets of Start Anesthesia to Start Operation (SASO), Operating Room (OR), and Post-Anesthesia Care Unit (PACU) times. SASO time is de ned as the duration of time from starting anesthesia procedure until starting the operation. OR time is the time of operation and PACU time is the recovery time of patients from anesthesia after the operation. The three datasets are collected from orthopedic operating theatre in the Scottish NHS hospital from 1998 to 1999, and are used in other studies [22] . We compare the tting quality of the proposed EM algorithm (EM-MSNBD) with the quality of an EM algorithm designed for general DPH distributions (EM-DPH) presented by Bladt et al. [11] and the EM algorithm for the continuous HErD (EM-HErD) developed by Th ummler et al. [4] . This algorithm is one of the best-performing algorithms in tting CPH [23] . The tting quality is measured by four di erent criteria, i.e., the rst three moments and the chi-square statistic ( 2 = (trace data result of algorithm) 2 trace data ). The stopping criterion for all algorithms is convergence with " = 10 6 .
In Figures 5 to 7 , the empirical distributions of SASO, OR, and PACU traces as well as the probability mass and density functions for the tted MSNB, general DPH, and HErD with 10 states are illustrated. The curve tting of MSNB shows that the proposed algorithm ts adequately to the fat-tailed data traces and con rms the fat-tailed property of MSNB distributions discussed in Section 2.
The results of tting quality are presented in Table 1 . Relative errors of the rst three moments and the chi-square measure are represented in Table 2.  According to Table 2 , the relative errors of the rst moment for all algorithms in each dataset are zero. The relative errors of the second and third moments and the chi-square measure for EM-MSNBD and EMHErD algorithms are nearly equal in all datasets, while these measures are relatively high for the EM-DPH algorithm. Therefore, we conclude that the tting quality of our proposed EM-MSNBD algorithm is as adequate as the tting quality of EM-HErD. A single-factor (algorithm e ect) experiment with three levels (number of algorithms) is performed in order to statistically compare the performance of the three mentioned algorithms [24] . The hypothesis to be tested is as follows: The second and third moments of each dataset, b = 1; ; 6; " ab
The error term.
The three algorithms are considered as the e ect factor and the second and third moments of each dataset are considered as blocks. The experimental design is coded in the Statistical Analysis System (SAS) software package, release 9.1 [25] , with a signi cance level of 10%. The ANOVA tables are provided in Table 3 . Based on the results of ANOVA, there is a statistically signi cant di erence among the algorithms (the p-values are less than 0.1).
In order to nd the algorithm with the best performance, we also perform the Tukey test (Table 4) . The results show that there is a signi cant di erence among the EM-DPH and the two other algorithms, and the EM-MSNBD and EM-HErD algorithms are not statistically di erent. Throughout all experiments, the EM-MSNBD and EM-HErD algorithms outperform EM-DPH in terms of tting quality and CPU time requirements.
Fitting MSNB distributions to continuous distributions
Th ummler et al. [4] generated six groups of samples by applying partial peak function of Weibull (1.0, 5.0), value function of uniform (0.5, 1.5), a fat- [26] . Uniform and shifted exponential distributions are di cult to closely approximate with a PH distribution [26] . Pareto-II distribution is an example of a heavy-tailed distribution, which is not monotonically decreasing [4] . The matrix exponential distribution has a matrix exponential representation, while it is not PH [26] . In this part, we test the three algorithms, namely the modi ed EM algorithm proposed in Section 3.2 (M-EM-MSNBD), the EM-DPH, and the EM-HErD, using the six groups of samples used by Th ummler et al. [4] . The tting e ects of the six groups of samples with three algorithms are illustrated in Figure 8 and the detailed records of tting quality measures are presented in Tables 5 and 6 .
In order to compare our proposed algorithm with the two other algorithms, we draw conclusions based on Table 6 for each algorithm. The results of relative errors of the moments and the chi-square measure show that the M-EM-MSNBD algorithm can be considerably more e cient than the other two algorithms in tting the fat-tailed distributions such as Weibull (1.0, 0.5), as seen in Figure 8(a) , and in the matrix exponential distributions, as shown in Figure 8 The results of EM-HErD algorithm show that the tting quality of the EM-HErD in Pareto-II (1.5, 2.0) and shifted exponent distributions (Figure 8(d) and (e)) is as good as the tting quality for EM-MSNBD. Based on six groups of samples, we rstly conclude that the results of relative errors of moments and the chi-square measure for the proposed algorithm and EM-HErD are nearly close to each other and di erent from the third one. Secondly, our proposed algorithm ts adequately to the fat-tailed distribution.
To statistically compare the performance of the three mentioned algorithms, we perform a single-factor (algorithm e ect) experiment with three levels (number of algorithms), as in Section 4.1 and Eqs. (30) and (31). The rst, second, and third moments of each function are considered as blocks.
The experimental design is coded in SAS, release 9.1 [25] , with a signi cance level of 10%. The ANOVA tables and the results of Tukey test are provided in Tables 7 and 8 . These results show that there is a signi cant di erence among the EM-DPH and the two other algorithms, and the M-EM-MSNBD and EM-HErD algorithms are not statistically di erent. Throughout all experiments, M-EM-MSNBD and EMHErD algorithms perform better than EM-DPH in terms of CPU time requirement, as seen in Table 5 . Also, in the majority of cases, M-EM-MSNBD and EM-HErD algorithms outperform EM-DPH in terms of tting quality, as seen in Table 6 .
Conclusions and suggestions for future research
Discrete phase-type distributions have several advantages over their continuous equivalents. In this research, we considered the problem of tting a restricted class of DPH distributions, namely Mixed Shifted Negative Binomial (MSNB) distributions, to trace data. We proved some properties of MSNB distribution to t trace data and developed a tting algorithm based on Expectation Maximization (EM) to estimate its parameters.
We measured the e ectiveness of this algorithm by comparing it with two existing methods in the literature, EM-HErD (for continuous data) and EM-DPH, using the operating room data and six benchmark traces. To evaluate their goodness of t, we considered the rst three moments and the chi-square ( 2 ) measure and devised a single-factor (algorithm e ect) experiment with three levels (number of algorithms).
The results of the experiment showed that (M-) EM-MSNBD and EM-HErD algorithms were not statistically di erent, but they both outperformed the EM-DPH algorithm. Given that the EM-HErD algo- rithm is known as one of the most appropriate ones to t continuous PH distributions, we consider our proposed (M-)EM-MSNBD algorithm as equivalently appropriate to t discrete PH. For further research, applying the result of the proposed EM algorithm in operating room scheduling and developing a suitable method to solve this kind of problem are suggested. where T is a square matrix of dimension n, t is a column vector, and 0 is a row vector of dimension n. Since P is a transition probability matrix, we have T ij 0, t i 0 8i, j 2 S, and T1 + t = 1, where 1 is the column vector of 1s of the appropriate dimension n. The probability distribution of the initial states is denoted with the row vector (; 0 ) and 0 = 1 1.
The cumulative distribution function of the DPH 
Closure properties
One of the appealing features of PH distributions is that the class is closed under a number of operations. The closure properties are the main contributing factors to the popularity of these distributions in stochastic modeling. In particular, it is shown that the DPH distributions are closed under convolution, nite mixtures, minimum, maximum, and shifted and deterministic time.
Assume that Z i PH d ( (i) ; T (i) ) for i = 1; 2 are two independent DPH distributed random variables of order n i .
The basic properties of DPH distribution are presented as follows: 
