Abstract-Document retrieval from digital libraries based on user's query is highly affected by the terms appeared in the query. In many cases, there are some documents in the digital libraries that do not share exactly the same terms with the query, but they are related to the user's need. We address this challenge in this paper by introducing a new subject-based retrieval approach in which, apart from ranking documents based on the terms in the query, a new subject-based scoring scheme is defined between the query and a document. We define this score by introducing a new vector space model in which a vectorized subject-based representation is defined for each document and its keywords, and the terms in the query, as well. We have tested the new subject-based scoring scheme on a database of scientific papers obtained from Web of Science. Our Experimental results show that in 83% of times users prefer the proposed scoring scheme with respect to the classic scoring ones.
I. INTRODUCTION
N OWADAYS a considerable amount of information is spread over billions of various documents saved in digital libraries. Although, various retrieval tools and algorithms have been developed to address accessing such information easily, in many cases these algorithms and tools are limited by the user's query. Many of the retrieval methods try to go beyond the exact terms in user's query. In other words, instead of only relying on Bag-of-Words (BoW) representation of the query, new approaches have been developed such as interactive query refinement, relevance feedback from user, word sense disambiguation, and clustering search results [1] , [2] , [3] , [4] , [5] to guid the user in his/her journey of information retrieval. More specifically, some of these methods are based on improving user involvement (implicitly or explicitly) in the retrieval process by receiving relevance feedback or providing interactive search tools. Some other methods rely on expanding user's query using query expansion techniques [6] .
In this paper, we address these challenges by introducing a new subject-based document retrieval approach. Instead of applying query expansion techniques or using semantic relations between words and terms based on ontologies, we introduce a new subject-based representation for each document in the digital library, using vector space model. By the use of the proposed approach, we can measure how much a document and a given query are similar and share same subjects, even if they do not share same terms. The proposed approach is applicable in specialized, scientific digital libraries in which in addition to a set of keywords/tags usually assigned to each document, a set of predefined disciplines/subjects are also available and each document usually falls into a specific discipline, subject or category. In such specialized libraries, documents are usually indexed based on subjects and keywords assigned to them, to improve the indexing, retrieval and archiving tasks.
In the proposed method, first, a new subject-based vectorized representation for each keyword is introduced by relying on the knowledge obtained from all documents that have been already indexed in the digital library. Then, a probabilistic, vectorized subject-based representation for each document is estimated. Each element of this vector shows how much each document belongs to a specific subject. This consideration is based on the assumption that each document might belongs to more than one subject/category. This is a valid assumption that is usually considered in well-known retrieval/indexing approach such as topic modeling. Then we use these vectors in order to calculate subject-based similarity between a given query and documents.
After a brief literature review in section two, we describe our method in details in section three. Then, in section four, a series of experiments are presented to show the effectiveness of our approach, and The experimental results are analyzed. Finally, we present our conclusions in section five.
II. LITERATURE REVIEW
Different types of research have been done in order to improve the performance of retrieval algorithms, by considering semantic relationship between the query and documents. Tai et al. used supervised learning to improve vector space information retrieval model [7] by using matrices with 1s and 0s to show the relevance of queries and documents. Hofmann presented a statistical model based on Latent Semantic Analysis (LSA) leading to probabilistic latent Semantic Analysis [9] . Wang et al. presented a new document retrieval framework that learns a probabilistic knowledge model for improving document retrieval [10] . The model was represented by a network of association among concepts defining key domain entities and is extracted from a corpus of documents or from a domain knowledge base. Campos et al. proposed a probabilistic model based on Bayesian network for document retrieval [11] and used the network to compute posterior probabilities for the relevance of the documents. Mohebi et al. proposed a new subject-based retrieval method to retrieve all documents from a scientific digital library related to that subject. Their proposed method does not rely on user's query, rather the user specifies a specific topic or subject, and all related scientific documents related to this subject are retrieved [12] . Siddiqui proposed a hybrid IR model with two stages: first, the document collection is downsized using vector model based on a given query, second a conceptual graph based representation is used to rank the documents [13] .
Sometimes retrieving the relevant text is hard because the query and the document may use different vocabularies. Mitra et al. trained a word2vec embedding model to improve the ranking of retrieved documents. In their model they map the query words into the input space and the document words into output space, and compute a relevance score by aggregating the cosine similarities across all word pairs [14] .
Relevant document may be clustered together with other relevant items that may not contain query terms and could be retrieved through a clustered search [15] .
Most of the methods in the literature rely completely or partially on the terms presented in the user's query. However, when a document does not contain any of the terms in the query, but is related to the query, then that document has a low chance to appear in the top retrieved documents. We address this challenge in this research by proposing a new method based on Vector Space Model. In this model a new subject-based representation for each document and the query is defined, that is independent of the query terms. Subjectbased mapping of all documents in this method is a preprocessing activity that should be done once for all documents in the data-base.
III. PROPOSED SUBJECT-BASED SCORING SCHEME
The proposed scoring scheme can be applied on a basic retrieval model such as BM25, in order to re-order the ranking of a set of retrieved documents. The proposed scheme calculates a new subject-based distance between a document and a query. This distance is a semantic-based one which calculates the relationship between a query and a given document apart from their joint terms. For this purpose, we assume that D is the document collection, with N documents, while every document has a set of keywords and a set of subjects associated with it. We aggregate all subjects and all keywords of all documents in set S and K, respectively, i.e.:
Our ultimate goal is to define a vector space model in order to represent each document as a subject-based vector. Consequently, the subject-based vector for each document can be compared with the subject-based vector of a given query to compute their relationship. In order to do so, we rely on the keywords for each document. In other words, we introduce a method to represent each keyword as a subject-based vector, with the size of M , to reflect how much the keyword is related to every subject. For a keyword k l , this vector is defined as:
where p l (s m ) shows how much keyword k l is related to subject s m . In other words, p l (s m ) can be considered as the conditional probability that a given keyword belongs to a specific subject, defined by:
We estimate this probability based on the data available in D, as follows:P
where D l is the set of all documents with keyword k l , and ds For the sake of simplicity, we assume that k 1 , k 2 , . . . , k Li are keywords of d i , then we have:
(5) Now we can define a subject-based representation vector for every document, based on the matrix in 5. We call this vector vs l . Each component in this vector corresponds to a subject in S, showing how much the document is related to that subject. Thus, each document d i is mapped to a subject-based vector:
Every query Q, can also be mapped to a subject-based, Msized, vector too. For this purpose, the query is processed first in order to extract its distinguished terms, i.e. q 1 , q 2 , . . . , q r . Thus, we have:
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Based on the subject-based vectors for d i and Q, a new subject-based scoring function is defined:
A. Final combined scoring scheme
The proposed subject-based scoring scheme can be combined with different basic retrieval scoring schemes such as Okapi BM25 which is based on the probabilistic retrieval framework and ranks a set of documents based on the query terms appearing in each document. Given a query Q with r distinct terms, BM25 score is:
where q i is i-th term of query, f req( 
where N is the total number of documents in the collection, and n(q i ) is the number of documents containing term q i . Now, we can define a combined scoring scheme based on the subject-based and BM25 scores:
where α ∈ [0, 1] is a weighing parameter that need to be tuned. This score is applied on a set of documents retrieved based on a basic model such as BM25, in order to represent a new ranking for the retrieved documents.
IV. EXPERIMENTS AND RESULTS
In order to examine the proposed method, we have considered a collection of scientific documents (articles) extracted from Web of Science (WoS) which contains all papers published from Iran in years 2013 − 2017. The collection contains 98497 documents. Each document has a title, abstract, author, keywords and subjects. The subjects are assigned for each document by WoS, based on a list of predetermined categories in WoS. The collection contains 340836 keywords and 1200 different subjects. Two domain experts have classified 1200 subjects to eight main subjects including Art, Biosciences and Natural Sciences, Basic Sciences, Empirical Sciences, Humanities Sciences, Medicine and Treatment, Engineering.
In our experiment, we choose the top 100 documents for our query. Then, the top selected documents are ranked again based on Score f inal . The subject-based vectors for keywords and documents in the database are calculated once. Thus, all vectors are calculated offline, and for every query presented to the system, only the corresponding vector for the query is calculated. For instance, given the following query: "A Robust optimization for the milkrun problem under demand and travel time uncertainty", the subject-based vector for the query is calculated based on the vectors of each term in the query, after stop word removal, as shown in Table I . Score f inal is calculated for the selected top documents based on the query vs q . Table II shows the Score BM25 , Score subject , and Score f inal for the top retrieved documents, when α = 0.3. Thus, we calculated retrieved documents changes as following:
while R i is rank of i-th result in BM25 ranking and n q is number of queries in experiment. In Fig. 1 we show how the ranking changes based on (12) in terms of α. In the proposed scoring scheme, when α is very small, the contribution of subject-based score is small, thus BM25 plays the key role in ranking the results. Alternatively, when α is large, near 1, the subject-based scoring share the most contribution in the final score. However, in a specific range, i.e. when α ∈ [0.25, 0.55], there is a competition between BM25 ranking and subjectbased ranking. In this range, we see the maximum changes in the ranking between these two ranking schemes. In order to evaluate the proposed approach on users' opinion, we have launched our model on a server and represented users the ranking obtained based on BM25 and proposed approach for a set of queries, while α changes. Then, we have asked the users to choose the best ranking. We have observed that the users prefer more the results based on the proposed scoring scheme than BM25 scoring scheme, when α = 0.3. Fig. 1 . How much the proposed method is able to change the ranking, when α changes. The vertical axis reflects the ranking difference between proposed method and BM25. We have also represented 10 users, 10 different queries (users and queries are independent) with both BM25 and proposed ranking scheme and ask them to choose the best results.
Based, on 100 experiments and results, we have obtained that in 83% of times, users preferred the proposed ranking scheme, as shown in Fig. 2 .
V. CONCLUSIONS
This paper introduced a new vector based model for improving document retrieval, specifically when the documents are from a set of scientific databases, and each contains a set of keywords, and subjects assigned to it. A new scoring scheme is defined in which each document is represented as a vector of subjects. Based on this vector, a new subjectbased scoring scheme is defined that can be combined with a basic scoring scheme such as BM25 in order to assign a new score for each document. The new scoring scheme is specifically practical when some terms in the user's query have not been appeared in the database. Thus, rather than retrieving documents based on the exact appearance of the user's term in the database, the proposed approach looks for documents related to the query conceptually, by comparing the subject-based vectorized representation. We have evaluated our proposed scoring scheme to examine how much it is able to change the results effectively, comparing with BM25. In addition we have evaluated the proposed approach based on user's satisfaction, and obtained that in 83% of times the users prefer the proposed scoring scheme than the basic frequencybased scoring scheme. For future research directions, we propose to examine other basic retrieval method rather than BM25, and combine them with the subject-based scoring scheme.
