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In this paper, we analyze and characterize the cone of nonsymmet-
ric positive semideﬁnite matrices (NS-psd). Firstly, we study basic
properties of the geometry of the NS-psd cone and show that it is a
hyperbolic but not homogeneous cone. Secondly, we prove that the
NS-psd cone is a maximal convex subcone of P0-matrix cone which
is not convex. But the interior of the NS-psd cone is not a maximal
convex subcone of P-matrix cone. As the byproducts, some new
sufﬁcient andnecessary conditions for anonsymmetricmatrix tobe
positive semideﬁnite are given. Finally, we present some properties
of metric projection onto the NS-psd cone.
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1. Introduction
Weconsider the space ofn × n realmatrices, denotedbyMn, with the trace inner product 〈X, Y〉 :=
tr(XTY) for X, Y ∈ Mn and the induced Frobenius matrix norm ‖X‖ =
√
tr(XTX). A nonsymmetric
matrix X ∈ Mn is called positive semideﬁnite (NS-psd for short) if uTXu 0 for all u ∈ Rn, and called
positive deﬁnite if uTXu > 0 for all 0 /= u ∈ Rn. We use Mn+ to denote the set of all nonsymmetric
positive semideﬁnitematrices inMn, andMn++ to denote the set of all nonsymmetric positive deﬁnite
matrices inMn. ThenMn+ is a closed convex cone andMn++ is the interior ofMn+.
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Let Sn be the subspace of n × n symmetric matrices in Mn. Correspondingly, let Sn+ denote the
cone of positive semideﬁnite matrices in Sn, and Sn++ denote the cone of positive deﬁnite matrices in
Sn. Sn+ is a closed convex cone and its interior is Sn++.
It is well known that Sn+, as an very important non-polyhedral convex cone, has nice geometric
properties and arises in many areas, including engineering, statistics, and system and control theory,
etc. Linear optimization problem over Sn+, known as semideﬁnite programming (SDP), plays a fun-
damental role in mathematical programming, see, e.g., [21,2,7]. However, compared with the Sn+, the
NS-psd coneMn+ has not beenwell studied on convex analysis. Actually, Sn+ andMn+ are very different
in many aspects. Let us observe the following four examples:
• Sn+ is a self-dual homogenous cone in Sn, butMn+ is a hyperbolic cone and not a homogeneous
cone inMn (see Theorem 3.2).
• Amatrix X ∈ Sn+ is invertible if and only if it belongs to the interior of Sn+, whereas an invertible
matrixX ∈ Mn+ doesnot imply thatX is in the interiorofMn+. In fact, ifwe takeX =
(
0 1
−1 0
)
∈
M2+, then for any  > 0,we have(
0 1
−1 0
)
+ 
(
1 0
0 1
)
=
(
 1
−1 
)
∈ M2++,
meanwhile(
0 1
−1 0
)
− 
(
1 0
0 1
)
=
(− 1
−1 −
)
/∈ M2+.
This means that
(
0 1
−1 0
)
belongs to the boundary ofM2+ but it is invertible.
• It is well known that a symmetric matrix belongs to Sn+ (resp. Sn++) if and only if it is a P0 (resp.
P)-matrix, but the equivalence fails when symmetry assumption is dropped (see Example 3.3.2
in [5]).
• Sn+ andMn+ are subsets ofP0-matrix cone (P0 for short). ForSn+,bd(Sn+) ⊆ bd(P0),which implies
bd(Sn+) ∩ int(P0) = ∅. While, forMn+, bd(Mn+) ∩ int(P0) /= ∅ (see Proposition 4.1 (ii)).
In this paper, we will take a close look at the NS-psd cone in the view of convex analysis. First, we
study the facial structure of Mn+ in Section 3, which is a representative property for closed convex
cones. We will show that Mn+ is a hyperbolic cone but not a homogeneous cone in Mn, while Sn+
is a self-dual homogenous cone in Sn. In Section 4, we study the relationship between the NS-psd
cone and the P0-matrix cone, where the latter one is a very important class of matrices in linear
complementarity theory and it containsMn+ as a proper subclass. By proving some fundamental and
interesting results about matrix determinant and the boundary properties of P0 and Mn+, we obtain
that Mn+ is a maximal convex subcone of P0, however, Mn++ is not a maximal convex subcone of P .
Somenecessary and sufﬁcient conditions for amatrix to beNS-psd are also presented. Finally,we study
the metric projection onto Mn+ in Section 5, including the strong semismoothness, explicit formulas
of directional derivative and Clarke’s generalized Jacobian of the projection, which extend a series of
results in [12,17,18].
2. Preliminaries
In this section, we review some concepts and properties about convex cones in a ﬁnite-dimensional
real vector space E equipped with a inner product 〈·, ·〉 and the induced norm ‖ · ‖.
Convex cone.A convex coneK ⊆ E is a nonempty set that is closed under nonnegative linear combina-
tion of all itsmembers, i.e., λK ⊆ K,K + K ⊆ K,∀λ 0. The biggest subspace contained inK is called
the linearlity space of K, denoted by L(K). If L(K) = {0}, we call the convex cone K is pointed. In other
words, a convex cone K is pointed iff it has no lines. If a closed convex pointed cone has nonempty
interior, we call it a proper cone.
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Given two nonempty convex conesK1 andK2 in E , letK1 ⊕ K2 denote the direct sum ofK1 andK2,
i.e., each vector x ∈ K1 + K2 can be expressed uniquely in the form x = y + z where y ∈ K1, z ∈ K2.
One special case of K1 ⊕ K2 is when 〈K1,K2〉 = 0.
Given a set C ⊆ E , the dual cone of C is deﬁned as C∗ = {x : 〈x, y〉 0,∀y ∈ C}. The convex hull of
C is denoted by conv(C), cone(C) denotes the convex cone generated by C. We let int(C), cl(C), bd(C),
ri(C) and rb(C) denote the interior, closure, boundary, relative interior and relative boundary of C,
respectively. And we use C1 ⊂ C2 denote a proper subset, i.e., C1  C2.
Typical closed convex cones. A closed pointed convex cone K ⊆ E with nonempty interior is homo-
geneous if for any x, y ∈ int(K) there exists an invertible linear mapping g such that g(K) = K and
g(x) = y, i.e., the groupof automorphisms ofK acts transitively on the interior ofK. IfK is homogenous
and K∗ = K (self dual), we call K a symmetric cone. It is well known that Sn+ is a symmetric cone in
Sn. And there are several other common symmetric cones, such as the nonnegative orthant (Rn+), the
Lorentz cone (i.e., second order cone), and so on. For more details about homogeneous and symmetric
cones, see [6,8,20,19], etc.
Besides the homogenous cone, there exists a more general closed convex cone, called hyperbolic
cone. It is deﬁned as follows. Given a homogeneous polynomial p of degree n on E , p is called to be
hyperbolicwith respect to the direction d ∈ E , if p(d) /= 0 and the polynomial t → p(td + x) has only
real roots for every x ∈ E . Theassociatedhyperbolic coneof thehyperbolic polynomialpwithdirectiond
is deﬁned as the set of all such x that the univariate polynomial λ → p(λd − x) has only nonnegative
roots, where λ → p(λd − x) is called the characteristic polynomial of x. Hyperbolic cones contain
homogeneous cones as a subclass. For more details see [1,14,9] and references therein.
Faces of a closed convex cone. LetK ⊆ E be a closed convex cone. A convex subset F ⊆ K is a face of
K, denoted by F K, if
x ∈ F , 0KyKx ⇒ cone({y}) ⊆ F ,
where K denotes the partial order with respect to K, that is, x1Kx2 means that x2 − x1 ∈ K.
Equivalently,F K if x + y ∈ F , x ∈ K, and y ∈ K implies that x ∈ F and y ∈ F . IfF K butF /= K,
we write F K. If ∅ /= F K, then F is a proper face of K. Every proper face of K belongs to rb(K).
The complementary or conjugate face ofF K, denoted byFc , is deﬁned asFc = K∗ ∩ F⊥. For C ⊆ K,
we let F(C,K) denote the smallest face that contains C, i.e., F(C,K) is the intersection of all faces
containing C. Followings are two important properties about facial structure of the closed convex cone
K (see [15] or [16]):
F = F(C,K) if and only if ri(C) ⊆ ri(F); (2.1)
U := {ri(F),F K} is a partition of rb(K). (2.2)
Here, (2.2) means that the elements of U are pairwise disjoint and cover bd(K). Due to (2.1), it holds
for any x¯ ∈ ri(C) that
F(C,K) = {y ∈ K : αx¯ − y ∈ K, ∃α > 0}. (2.3)
The ray generated by 0 /= x ∈ K is called an extreme ray if cone{x}K. Every extreme ray is a one-
dimensional face. And a zero-dimensional face is called a extreme point, or a vertex. We use Exe(K)
denote the set of extreme rays of K. For Sn+,
Exe(Sn+) = {uuT : 0 /= u ∈ Rn}. (2.4)
If the closed convex coneK is not pointed, then it has no extreme ray and no extreme point. Conversely
(see Section 2.8, [7]),
Every proper cone is equivalent to the convex hull of its extreme points and extreme rays. (2.5)
A face F K is an exposed face if it is the intersection of K with a hyperplane. If every face of K is
exposed, we callK the facially exposed. Further, K is called a nice cone if F∗ = K∗ + F⊥ for all F K.
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All nice cones are facially exposed (see [11]). And all proper faces of hyperbolic cones are exposed
(Theorem 23, [14]), so do homogeneous cones.
Basic notations
X  0 : X is a nonsymmetric positive semideﬁnite matrix.
K1 \ K2 : difference of two sets K1 and K2, i.e., {x ∈ K1 : x /∈ K2}.
ASn : the subspace of antisymmetric matrices.
N(A) : the null space of a linear operator or a matrix A.
K⊥ : the orthogonal complement of K inMn.
K⊥s : the orthogonal complement of K in Sn.
span(K) : linear space spanned by set K.
Eij: the matrix inMn with (i, j)th element being 1, all else being zeros.
Xαβ : (Xij)i∈α,j∈β , where α,β are subsets of {1, . . . , n}.
I : identity matrix of size depending on the context.
diag(X) : a vector generated by the diagonal elements of X ∈ Mn.
X∗ : the classic adjoint matrix of X ∈ Mn, i.e., the transpose of the matrix formed by taking the
cofactor of each element of X .
3. The geometry of NS-psd cone
In this section, we study some basic properties ofMn+, mainly on its facial structure of it.
Since any real square matrix A ∈ Mn has a representation in terms of its symmetric and antisym-
metric parts by
A = A + A
T
2
+ A − A
T
2
, (3.1)
the antisymmetric part vanishes under quadratic form, i.e., uT A−AT
2
u = 0 ∀u ∈ Rn, and the symmetric
part has a role determining positive semideﬁniteness, we easily obtain the following basic facts and
proposition.
Fact 1. X  0 ⇔ XT  0 ⇔ X+XT
2
 0.
Fact 2.Mn = Sn ⊕ ASn.
Fact 3. {X ∈ Mn : X + XT ∈ C} = C ⊕ ASn for any subset C ⊆ Sn.
Proposition 3.1. In spaceMn, the following statements are true:
(i) Mn+ = Sn+ ⊕ ASn.
(ii) L(Mn+) = ASn.
(iii) (Mn+)∗ = Sn+.
Proof
(i) Direct result of Fact 3 by taking C = Sn+.
(ii) Since Sn+ is a pointed cone, i.e., Sn+ contains no line. The biggest subspace in Mn+ is just ASn
by (i).
(iii) It is known that Sn+ is self dual in Sn. Then using the property (K1 + K2)∗ = K∗1 ∩ K∗2 for any
cones K1 and K2 ([16]), and by item (i), we have
(Mn+)∗ = (Sn+ ⊕ ASn)∗ = (Sn+)∗ ∩ (ASn)∗ = (Sn+)∗ ∩ (ASn)⊥ = (Sn+)∗ ∩ Sn = Sn+.
This completes the proof. 
722 Y. Wang et al. / Linear Algebra and its Applications 433 (2010) 718–736
Clearly, Mn+ is not a symmetric cone since Mn+ /= (Mn+)∗. Also, due to the above statement (ii),
Mn+ is not a pointed cone. This implies thatMn+ is not a homogeneous cone. Actually, it is a hyperbolic
cone.
Theorem 3.2. Mn+ is a hyperbolic cone and not a homogeneous cone.
Proof. Let P(X) = det
(
X+XT
2
)
, X ∈ Mn. Then P(X) is a homogeneous polynomial of degree n onMn.
Since a real symmetric matrix has only real eigenvalues,
P(X + tI) = det
(
tI + X + X
T
2
)
= 0
has only real roots for all X ∈ Mn. Thus, P(X) is a hyperbolic polynomial with respect to the identity
matrix I. Let Λ1(X),Λ2(X), · · · ,Λn(X) denote n roots of P(λI − X) = det
(
λI − X+XT
2
)
= 0. Due to
the fact that
X ∈ Mn+ ⇔
X + XT
2
∈ Sn+,
we conclude thatMn+ = {X ∈ Mn : Λi(X) 0, i = 1, 2, . . . , n}, i.e.,Mn+ is a hyperbolic cone of P with
direction I. 
From (2.5), Proposition 3.1 and Theorem 3.2, we know that all proper faces ofMn+ are exposed and
Mn+ has no extreme ray and no extreme point.
To establish the facial structure ofMn+, we ﬁrst present the following two lemmas.
Lemma 3.3. Given closed convex cones K1 ⊂ E and K2 ⊂ E , 〈K1,K2〉 = 0. If x ∈ K1, y ∈ K2, C1 ⊆
K1, C2 ⊆ K2, and x + y ∈ C1 ⊕ C2, then there holds x ∈ C1, y ∈ C2.
Proof. By the given, there exist x1 ∈ C1, y1 ∈ C2 such that x + y = x1 + y2. From 〈span(K1), y〉 =〈span(K1), y2〉 = 0, we obtain
〈span(K1), x〉 = 〈span(K1), x + y〉 = 〈span(K1), x1 + y2〉 = 〈span(K1), x1〉,
i.e., 〈span(K1), x − x1〉 = 0. As x − x1 ∈ span(K1), we have
〈x − x1, x − x1〉 = 0,
which implies that x = x1 ∈ C1. Similarly, we have y ∈ C2. This ﬁnishes the proof. 
Lemma 3.4. IfK = K1 ⊕ K2, whereK1,K2 are two closed convex cones in E , andK  x = x1 + x2, x1 ∈
K1, x2 ∈ K2, then F(x,K) = F(x1,K1) ⊕ F(x2,K2).
Proof. We ﬁrst show that (F(x1,K1) ⊕ F(x2,K2)) K. Let F := F(x1,K1) ⊕ F(x2,K2) and y, z ∈
K satisfying y + z ∈ F . Then there exist y1, z1 ∈ K1, y2, z2 ∈ K2 such that y = y1 + y2, z = z1 + z2.
So, (y1 + z1) + (y2 + z2) = y + z ∈ F=F(x1,K1) ⊕ F(x2,K2). Noting that y1 + z1 ∈ K1, y2 + z2∈
K2, by Lemma 3.3 we have y1 + z1 ∈ F(x1,K1), y2 + z2 ∈ F(x2,K2). Using the deﬁnition of face, we
immediately imply that
y1, z1 ∈ F(x1,K1), y2, z2 ∈ F(x2,K2).
Thus,
y = y1 + y2 ∈ F , z = z1 + z2 ∈ F ,
which means that F = F(x1,K1) ⊕ F(x2,K2) is a face of K.
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Now we prove the desired result.
(1) “⊆" : Noting that x = x1 + x2 ∈ (F(x1,K1) ⊕ F(x2,K2)), we have F(x,K) ⊆ F(x1,K1) ⊕
F(x2,K2) due to the deﬁnition of minimal face.
(2) “⊇" : By (2.3), we have
F(x1,K1) = {y ∈ K1 : αx1 − y ∈ K1, ∃α > 0},
F(x2,K2) = {y ∈ K2 : αx2 − y ∈ K2, ∃α > 0}.
Let y1 ∈ F(x1,K1), y2 ∈ F(x2,K2). Then there exist α1 > 0,α2 > 0 such that α1x1 − y1 ∈ K1,
α2x2 − y2 ∈ K2. Let α := max{α1,α2}. Thus
α(x1 + x2) − (y1 + y2)=(α1x1 − y1) + (α − α1)x1 + (α2x2 − y2)
+ (α − α2)x2 ∈ K1 ⊕ K2,
i.e.,
αx − (y1 + y2) ∈ K,
whichyieldsy1 + y2 ∈ F(x,K). SoF(x1,K1) ⊕ F(x2,K2) ⊆ F(x,K).Theproof is complete. 
Utilizing Lemma 3.4, we give out the following results.
Theorem 3.5. In spaceMn, the following statements are true:
(i) (F ⊕ ASn)Mn+, ∀F  Sn+; adversely, ∀F Mn+, ∃F1 Sn+ s.t. F = F1 ⊕ ASn.
(ii) F(X,Mn+) = {Y  0 : N(Y + YT ) ⊇ N(X + XT )}, X ∈ Mn+.
(iii) F∗ = (Mn+)∗ + F⊥, for any F Mn+.
(iv) bd(Mn+) = bd(Sn+) ⊕ ASn.
Proof. We present two existing results in Sn (see [7] or [21]):
F(X, Sn+) = {Y ∈ Sn+ : N(Y) ⊇ N(X)}, (3.2)
F∗ = Sn+ + F⊥s ,∀F  Sn+. (3.3)
Then we prove (i)–(iv):
(i) Let F  Sn+ and take X ∈ Mn such that X+X
T
2
∈ ri(F). Due to (2.1), we have F = F
(
X+XT
2
, Sn+
)
.
Note that for any subspace L ⊂ Mn, F(X,L) ≡ L,∀X ∈ L. From Lemma 3.4, we obtain
F(X,Mn+) = F
(
X + XT
2
+ X − X
T
2
,Mn+
)
= F
(
X + XT
2
, Sn+
)
⊕ F
(
X − XT
2
, ASn
)
= F ⊕ ASn.
That is, F ⊕ ASnMn+.
Adversely, for each F Mn+, taking Y ∈ ri(F), we have F = F(Y,Mn+) = F
(
Y+YT
2
, Sn+
)
⊕
ASn = F1 ⊕ ASn where F1 = F
(
Y+YT
2
, Sn+
)
.
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(ii) By Lemma 3.4, Fact 3 and (3.2), we have
F(X,Mn+)=F
(
X + XT
2
, Sn+
)
⊕ F
(
X − XT
2
, ASn
)
=F(X + XT , Sn+) ⊕ ASn
={Y ∈ Mn : Y + YT ∈ F(X + XT , Sn+)}
={Y  0 : N(Y + YT ) ⊇ N(X + XT )}.
(iii) Let F Mn+. Due to above result (i), there exists F1 Sn+ such that F = F1 ⊕ ASn. By (3.3), we
have F∗ = (F1 ⊕ ASn)∗ = F∗1 ∩ Sn = Sn+ + F⊥s1 . Moreover, (Mn+)∗ + F⊥ = Sn+
+ (F1 ⊕ ASn)⊥ = Sn+ + (F⊥1 ∩ Sn) = Sn+ + F⊥s1 . Hence, F∗ = (Mn+)∗ + F⊥.
(iv) By (2.2), the boundary bd(Mn+) consists of all the relative interior of proper faces inMn+. Using
the result (i), we immediately get the result (iv). 
Theorem 3.5 (iii) tells us that Mn+ is a nice cone in Mn. And the fact bd(Mn+) = bd(Sn+) ⊕ ASn
fromTheorem3.5 (iv) implies that int(Mn+) = int(Sn+) ⊕ ASn, which furthermeans that for any given
matrix X ∈ Mn+, X belongs toMn++ if and only if (X + XT ) is invertible.
From Proposition 3.1, Theorems 3.2 and 3.5, we can see the difference between the psd cone and
the NS-psd cone in geometry.
4. Relation with P0-matrix cone
Amatrix X ∈ Mn is said to be a P0 (resp. P)-matrix if all its principal minors are nonnegative (resp.
positive). Let P0 and P denote the sets of P0-matrices and P-matrices respectively [10], i.e.,
P0 := {X ∈ Mn : det(Xαα) 0, ∀α ⊆ {1, . . . , n}} ,
P := {X ∈ Mn : det(Xαα) > 0, ∀α ⊆ {1, . . . , n}} .
Then, they have following properties ([10], or see Section 3, [5]):
• X ∈ P0 ⇔ ∀α ⊆ {1, . . . , n}, all real eigenvalues of Xαα are nonnegative.• X ∈ P ⇔ ∀α ⊆ {1, . . . , n}, all real eigenvalues of Xαα are positive.• X ∈ P0 ⇔ ∀ε > 0, X + εI ∈ P.
Further, there exist
(i) P0 ∩ Sn = Sn+,P ∩ Sn = Sn++,
(ii) P0 ⊃ Mn+,P ⊃ Mn++,
(iii) P = int(P0).
Obviously,P0 is a cone inMn, but it is not convex. For example,
(
0 1
0 0
)
and
(
0 0
1 0
)
are P0 matrices,
but their sum
(
0 1
1 0
)
does not belong to P0.
Followings are some basic facts about geometry of P0.
Proposition 4.1. The following statements are right:
(i) conv(P0) = cone(P0) = {X ∈ Mn : diag(X) 0}.
(ii) bd(Mn+)  P , bd(Mn+) ∩ P /= ∅.
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Proof. (i) Given matrices Eij, 1 i, j n and −Ekl, 1 k /= l n. It is trivial that they are all
P0-matrices. Thus
conv(P0) = cone(P0) ⊇ cone({Eij, 1 i, j n} ∪ {−Ekl, 1 k /= l n})
=
⎧⎨⎩ ∑
1 i,j n
λijE
ij + ∑
1 k /=l n
μkl(−Ekl) : λij ,μkl  0, ∀i, j, k, l
⎫⎬⎭
=
⎧⎨⎩ ∑
1 i n
λiiE
ii + ∑
1 i /=j n
ηijE
ij : ηij ∈ R, λii  0, ∀i, j
⎫⎬⎭
= {X ∈ Mn : diag(X) 0}.
Since every P0-matrixmust bewith nonnegative diagonal elements by its deﬁnition, i.e.,P0 ⊆ {X ∈
Mn : diag(X) 0}, there holds
conv(P0) ⊆ conv({X ∈ Mn : diag(X) 0}) = {X ∈ Mn : diag(X) 0}.
Thus conv(P0) = {X ∈ Mn : diag(X) 0}. The proof of statement (i) is complete.
(ii) By Theorem 3.5 (iv), bd(Mn+) = bd(Sn+) ⊕ ASn+ ⊃ bd(Sn+). Note that
bd(Sn+) = {X ∈ Sn+ : det X = 0}  P.
We know bd(Mn+)  P . To prove bd(Mn+) ∩ P /= ∅, we just need to ﬁnd an element X in P and
bd(Mn+). For example, take anupper triangularmatrixX =
⎛⎜⎜⎜⎜⎜⎝
1 2 · · · 2
. . .
...
. . . 2
1
⎞⎟⎟⎟⎟⎟⎠ ∈ P . ThenX + XT =
⎛⎜⎜⎜⎜⎜⎝
2 2 · · · 2
2
. . .
...
...
. . . 2
2 · · · · · · 2
⎞⎟⎟⎟⎟⎟⎠ belongs to bd(Sn+),which means X ∈ bd(Mn+). This completes the proof. 
Since P0 is not a convex cone, we are interested in the maximal convex subcone contained in P0
whose deﬁnition is introduced as below.
Deﬁnition 4.2. Given a cone C ⊂ E . A subset D ⊆ C is said to be a maximal convex subcone of C if it
is a convex cone and there are no other convex cones in C containing D. In other words, there is not
such x ∈ C \ D that cone(x ∪ D) ⊆ C.
Because the convexity for a cone is equivalent to the closedness under nonnegative linear combi-
nation of any two elements in it, by the above deﬁnition, a convex coneD is amaximal convex subcone
of C if and only if
∀x ∈ (C \ D), ∃y ∈ D such that x + y /∈ C. (4.1)
In other words, a convex cone D is a maximal convex subcone of C if and only if
x + y ∈ C,∀y ∈ D ⇒ x ∈ D. (4.2)
The implication (4.2) tells us that D cannot be expanded to a larger convex cone than itself in C.
Obviously, if cone C is not empty, the maximal convex subcone of C must exist. And, for a convex
cone, its maximal convex subcone is just itself. For a general nonconvex cone, its maximal convex
subcones are not always unique.
726 Y. Wang et al. / Linear Algebra and its Applications 433 (2010) 718–736
Now, we investigate the relationship between the NS-psd cone and P0-matrix cone in
low-dimensional spaceM2.
Proposition 4.3. Let X ∈ M2. The following statements are true:
(i) det(X + ddT ) = det X + dTX∗d,∀d ∈ R2.
(ii) X  0 ⇔ X∗  0 ⇔ det(X + ddT ) 0,∀d ∈ R2.
(iii) M2+ is a maximal convex subcone of P0.
Proof
(i) For any d ∈ R2, expanding det(X + ddT ), we have
det(X + ddT ) = det
(
X11 + d1d1 X12 + d1d2
X21 + d2d1 X22 + d2d2
)
= (X11X22 − X12X21) + X11d22 − (X12 + X21)d1d2 + X22d21
= det X + dT
(
X22 −X12−X21 X11
)
d
= det X + dTX∗d.
(ii) The ﬁrst “⇔" is due to the following fact:
X∗ =
(
X22 −X12−X21 X11
)
 0
⇔
(
X22 − X12+X212− X12+X21
2
X11
)
 0
⇔
(
X11
X12+X21
2
X12+X21
2
X22
)
 0
⇔ X + X
T
2
 0 ⇔ X  0.
For the second “⇔", the necessity is due to
X∗  0 ⇒ X  0 ⇒ X + ddT  0, ∀d ∈ R2 ⇒ det(x + ddT ) 0,∀d ∈ R2.
For the sufﬁciency, by (i), we have
det X + dTX∗d 0,∀d ∈ R2.
which implies
dTX∗d 0,∀d ∈ R2,
otherwise, if dˆTX∗dˆ < 0 for some dˆ ∈ R2, then
(λdˆ)TX∗(λdˆ) = λ2dˆTX∗dˆ → −∞, when λ → ∞.
Thus X∗  0. This completes the proof of statement (ii).
(iii) InM2, suppose thatM2+ is not a maximal convex subcone of P0. Then by (4.1),
∃X ∈ (P0 \ Mn+), s.t. X + Y ∈ P0, ∀Y ∈ Mn+.
Hence, for all d ∈ R2, X + ddT ∈ P0, i.e., det(X + ddT ) 0. By (ii), we get X  0, which con-
tradicts the known fact X ∈ (P0 \ Mn+). So we conclude thatM2+ is a maximal convex subcone
of P0 inM2. 
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Wewill try to generalize the above results to high-dimensional spaceMn(n > 2) in the rest of this
section.
Proposition 4.4. Let X ∈ Mn with n > 2. The the following statements hold:
(i) det(X + ddT ) = det X + dTX∗d,∀d ∈ Rn.
(ii) If det X > 0, then
X  0 ⇔ X∗  0 ⇔ det(X + ddT ) 0, ∀d ∈ Rn.
Proof
(i) Clearly, (X + ddT )ij = Xij + didj,∀i, j = 1, . . . , n. Then
det(X + ddT ) = ∑
j1j2···jn
(−1)τ(j1j2...jn)(X1j1 + d1dj1)(X2j2 + d2dj2) · · · (Xnjn + dndjn)
= ∑
j1j2···jn
⎡⎢⎢⎣(−1)τ(j1j2···jn)
× ∑
k=0,...,n
1 i1<i2<···<ik  n
(
Xi1ji1Xi2ji2 · · · Xikjik · dik+1djik+1 · · · dindjin
)⎤⎥⎥⎦
= ∑
j1j2···jn
(−1)τ(j1j2···jn)
⎡⎣ n∏
i=1
Xiji +
n∏
i=1
didji
+
n−2∑
k=1
∑
{l1 ,...,lk}⊆{1,...,n}
⎛⎝ ∏
t∈N\{l1 ,...,lk}
dtdjt
⎞⎠⎛⎝ ∏
t∈{l1 ,...,lk}
Xtjt
⎞⎠+ n∑
i=1
didji
∏
t /=i
Xtjt
⎤⎥⎥⎦
= ∑
j1j2···jn
⎡⎣(−1)τ(j1j2···jn) n∏
i=1
Xiji
⎤⎦+ ∑
j1j2···jn
⎡⎣(−1)τ(j1j2···jn) n∏
i=1
didji
⎤⎦
+ ∑
j1j2···jn
⎡⎢⎢⎣(−1)τ(j1j2···jn) n−2∑
k=1
∑
{l1 ,...,lk}⊆{1,...,n}
⎛⎝ ∏
t∈N\{l1 ,...,lk}
dtdjt
⎞⎠⎛⎝ ∏
t∈{l1 ,...,lk}
Xtjt
⎞⎠
⎤⎥⎥⎦
+ ∑
j1j2···jn
⎡⎣(−1)τ(j1j2···jn) n∑
i=1
didji
∏
t /=i
Xtjt
⎤⎦
= det X + det ddT +
n−2∑
k=1
∑
{l1 ,...,lk}⊆{1,...,n}
∑
j1j2···jn
⎡⎣(−1)τ(j1j2···jn)
⎛⎝ ∏
t∈N\{l1 ,...,lk}
dtdjt
⎞⎠
×
⎛⎝ ∏
t∈{l1 ,...,lk}
Xtjt
⎞⎠⎤⎦+ n∑
i=1
∑
j1j2···jn
⎡⎣(−1)τ(j1j2···jn)didji ∏
t /=i
Xtjt
⎤⎦
= det X + det ddT +
n−2∑
k=1
∑
{l1 ,...,lk}⊆{1,...,n}
A{l1 ,...,lk} +
n∑
i=1
Bi, (4.3)
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where, j1j2 · · · jn is a permutation of 12, . . . , n, τ(j1j2 · · · jn) denotes the inverse ordinal number of this
permutation,N denotes the set {1, 2, . . . , n}, and
A{l1 ,...,lk} :=
∑
j1j2···jn
⎡⎣(−1)τ(j1j2···jn)
⎛⎝ ∏
t∈N\{l1 ,...,lk}
dtdjt
⎞⎠⎛⎝ ∏
t∈{l1 ,...,lk}
Xtjt
⎞⎠⎤⎦ ,
Bi :=
∑
j1j2···jn
⎡⎣(−1)τ(j1j2···jn)didji ∏
t /=i
Xtjt
⎤⎦ .
Note that, A{l1 ,...,lk} = det Y , where Y = (Yij)n×n, and Yij =
{
Xtjt , t ∈ {l1, . . . , lk}
dtdjt , t ∈ N \ {l1, . . . , lk} . When
1 k n − 2, Y has at least two rows whose components are proportional. Thus
A{l1 ,...,lk} = det Y = 0, ∀1 k n − 2.
Meanwhile,
Bi=
∑
j1j2···jn
(−1)τ(j1j2···jn)X1j1 · · · Xi−1ji−1didjiXi+1ji+1 · · · Xnjn
=det
⎛⎜⎜⎜⎜⎜⎜⎜⎝
X11 · · · X1n
...
...
did1 · · · didn
...
...
Xn1 · · · Xnn
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=did1(X∗)1i + · · · + didn(X∗)ni (expanding by the ith row),
from which we conclude that
n∑
i=1
Bi =
∑
1 i,j n
(X∗)ijdidj = dTX∗d.
Above all, due to (4.3), we obtain det(X + ddT ) = det X + dTX∗d.
(ii) The ﬁrst “⇔": If X  0, then X + ddT  0 for all d ∈ Rn. Thus det(X + ddT ) 0, for all d ∈ Rn.
By statement (i), we have
det X + dTX∗d 0,∀d ∈ Rn ⇒ dTX∗d 0, ∀d ∈ Rn ⇒ X∗  0.
If X∗  0, applying the above implication again, we have (X∗)∗  0. Since det X > 0 and
(X∗)∗ = det X∗ · (X∗)−1 = det[det X · X−1] · (det X · X−1)−1 = (det X)n−2X,
we have X  0.
The second “⇔": By (i) and the ﬁrst “⇔", we easily obtain the desired result. 
Proposition 4.4 can be generalized to any principal submatrix of X by replacing X with Xαα(α ⊂{1, . . . , n}). And Proposition 4.4 (i) is the generalization of Proposition 4.3 (i) to case n > 2. However,
Proposition 4.3 (ii) is no longer correct for n > 2, because rank(X∗) ≡ 0 whenever rank(X) n − 2,
whichmeans “X∗  0 X  0” for n > 2. Comingwith it, is it still true thatMn+ is amaximal convex
subcone of P0 for general n? The answer is afﬁrmative. In order to prove it, we present several basic
facts on theory of maximal convex subcones.
LetMcs(l, C) denote the collection of maximal convex subcones of C that contain l, where l ⊂ C, C
is a cone in E . And we call D a maximal convex cone generated by l in C if D ∈ Mcs(l, C). Since cone(l)
is the smallest convex cone containing l, every maximal convex cone generated by l in C (if it exists)
contains cone(l) as a subset, the maximal convex cones generated by l in C equal the maximal convex
cones generated by cone(l) in C, i.e.,
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Mcs(l, C) = Mcs(cone(l), C). (4.4)
Apparently, Mcs(l, C) = {∅} if cone(l)  calC. Two evident facts can be directly derived from
Deﬁnition 4.2:
(i) If l1 ⊆ l2, thenMcs(l1, C) ⊇ Mcs(l2, C). (4.5)
(ii) If D ∈ Mcs(l, C),D ⊆ K ⊆ C, and K is a convex cone, then K = D. (4.6)
Lemma 4.5. Suppose thatMcs(l, C) = {D}. Then the following statements hold:
(i) Mcs(D1, C) = {D}, for any subset D1 ⊂ C such that l ⊆ D1 ⊆ D.
(ii) If l is a convex cone, then
x + y ∈ C,∀ y ∈ l ⇒ x ∈ D.
Proof
(i) By the factMcs(l, C) = {D} and (4.5), we have
{D} = Mcs(D, C) ⊆ Mcs(D1, C) ⊆ Mcs(l, C) = {D}.
So we get the proof of statement (i).
(ii) By contradiction, suppose that x /∈ D and x + y ∈ C for any y ∈ l. Since l is a convex cone and C
is a cone, it follows that, for any nonnegative integer k,⎧⎨⎩μx +
k∑
i=1
λiyi : yi ∈ l,μ 0, λi  0, i = 1, . . . , k
⎫⎬⎭ ⊆ C.
In other words,
cone({x} ∪ l) ⊆ C.
Since cone({x} ∪ l) is a convex cone and cone({x} ∪ l) ⊃ l, there exists D̂1 ∈ Mcs(l, C) such that
D̂1 ⊇ cone({x} ∪ l). Noting that x /∈ D, we know D̂1 /= D, which contradicts Mcs(l, C) = {D}.
So we get the proof of statement (ii). 
Lemma 4.6. Suppose that Mcs(l, C) /= {∅}, where ri(C) = ri (cl(C)) and l = ri(l) ⊆ ri(C). Let K be a
subset of E . If D1 ⊆ K holds for any D1 ∈ Mcs(l, C), then D2 ⊆ cl(K) holds for any D2 ∈ Mcs(l, cl(C)).
Proof. By contradiction, we assume that there exists D̂2 ∈ Mcs(l, cl(C)) such that D̂2  cl(K). We
will show that
ri(D̂2)  K.
If ri(D̂2) ⊆ K, by convexity of D̂2, we have
D̂2 ⊆ cl(D̂2) = cl (ri(D̂2)) ⊆ cl(K),
which contradicts D̂2  cl(K). So ri(D̂2)  K.
Note that ri(D̂2) ⊆ ri (cl(C)) = ri(C) ⊆ C and ri(D̂2) is a convex cone which contains ri(l) = l. So
thereexists D̂1 ∈ Mcs(l, C) such that ri(D̂2) ⊆ D̂1. Since ri(D̂2)  K,wehave Dˆ1  K. This contradicts
the precondition that Dˆ1 ⊆ K since Dˆ1 ∈ Mcs(l, C). The proof is complete. 
Utilizing the Lemma 4.6 and Proposition 4.4, we are ready to prove the main result of this
section.
Theorem 4.7. Mn+ is the unique maximal convex subcone generated by Sn++ in P0.
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Proof. First we show that
D ⊆ Mn+for any D ∈ Mcs(Sn++,P). (4.7)
For any D ∈ Msc(Sn++,P), take 0 /= d ∈ Rn. There exists n − 1 vectors v1, . . . , vn−1 ∈ Rn such that[
v1, · · · , vn−1, d‖d‖2
]
forms an orthogonal matrix. In this case, for any λ > 0, λi > 0, i = 1, . . . , n − 1,∑n−1i=1 λivivTi + λddT
is a symmetric matrix whose eigenvalues are all positive, i.e.,⎧⎨⎩
n−1∑
i=1
λiviv
T
i + λddT : λi > 0, λ > 0, i = 1, . . . , n − 1
⎫⎬⎭ ⊂ Sn++.
Taking any X ∈ D, by the convexity of D and Sn++ ⊆ D, we have⎧⎨⎩X +
n−1∑
i=1
λiviv
T
i + λddT : λi > 0, λ > 0, i = 1, . . . , n − 1
⎫⎬⎭ ⊂ D,
which implies that
det
⎛⎝X + n−1∑
i=1
λiviv
T
i + λddT
⎞⎠ > 0, ∀λi > 0, λ > 0, i = 1, . . . , n − 1.
Taking limit when λi → 0, i = 1, . . . , n − 1, and ﬁxing λ = 1, we have
det(X + ddT ) 0.
By the arbitrariness of d ∈ Rn, we obtain
det(X + ddT ) 0, for all d ∈ Rn.
For n = 2, this implies X  0 by Proposition 4.3. For n > 2, noting that X ∈ P means det X > 0, by
Proposition 4.4 (ii), we also get X  0. Hence, D ⊆ Mn+.
Seeing that ri(P) = ri (cl(P)) and Sn++ = ri(Sn++) ⊂ ri(P0) = P , then applying Lemma 4.6 to
(4.7), we have
D ⊆ cl(Mn+) for any D ∈ Mcs(Sn++, cl(P)),
i.e.,
D ⊆ Mn+ for any D ∈ Mcs(Sn++,P0). (4.8)
SinceMn+ is a convex cone andMn+ ⊆ P0, applying the fact (4.6) to (4.8), it holds that
D = Mn+ for any D ∈ Mcs(Sn++,P0).
That is to say
Mcs(Sn++,P0) ≡ {Mn+}. (4.9)
This completes the proof. 
Consequently, we obtain the following corollary.
Corollary 4.8. Let X ∈ Mn. The following statements are true:
(i) X ∈ Mn+ if and only if X + Y ∈ P0 for all Y ∈ Sn++, i.e.,
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X  0 ⇔ det(X + Y)αα  0, ∀Y ∈ Sn++,∀α ⊆ {1, . . . , n}.
(ii) Mcs(Exe(Sn+),P0) = {Mn+}.
Proof
(i) The necessity of statement (i) is trivial. The sufﬁciency is the straight result of (4.9) and
Lemma 4.5 (ii).
(ii) Combining with (4.9) and Lemma 4.5 (i), we have
Mcs(Sn+,P0) ≡ {Mn+}.
And due to the fact that cone(Exe(Sn+)) = cone({ddT : d ∈ Rn}) = Sn+ and by (4.4), we have
Mcs(Sn+,P0) = Mcs(Exe(Sn+),P0).
Hence
Mcs(Exe(Sn+),P0) = {Mn+}.
The proof is complete. 
However,Mn++ is not a maximal convex subcone of P .
Theorem 4.9. Mn++ is not a maximal convex subcone of P . Therefore, if X ∈ P , then
det(X + Y)αα > 0,∀Y ∈ Sn++, ∀α ⊆ {1, . . . , n}  X  0.
Proof. By Proposition 4.1 (ii), bd(Mn+) ∩ P /= ∅. Let X ∈ bd(Mn+) ∩ P . Then cone({X}) ⊂ bd(Mn+)∩ P . Moreover,
Mn++ ⊂
(
Mn++ ∪ cone({X})
)
⊂ P ,
where
(
Mn++ ∪ cone({X})
)
is a convex cone since for any Y ∈ Mn++, Z ∈ bd(Mn+), Y + Z ∈ Mn++.
Thus,Mn++ is not a maximal convex subcone of P . 
We end this section by stating some other maximal convex subcones in P0.
Theorem 4.10. LetMu = {X ∈ Mn : diag(X) 0, Xij = 0, i > j},Ml = {X ∈ Mn : diag(X) 0, Xij =
0, i < j}. Then bothMu andMl are maximal convex subcones of P0.
Proof. It is clear that Mu,Ml are two convex cones in Mn. And for any X ∈ Mu or Ml , any α ⊆{1, . . . , n}, the eigenvalues of Xαα are exactly the diagonal elements of Xαα . So all eigenvalues of Xαα
with α ⊆ {1, . . . , n} are nonnegative, which means X ∈ P0. This further implies thatMu,Ml are two
convex subcones of P0.
Next, we just prove the maximal convexity ofMu in P0. The proof forMl is in the similar way. As
we know, the maximal convexity ofMu in P0 is equivalent to
∀X ∈ P0 \ Mu, ∃Y ∈ Mu, s.t. (X + Y) /∈ P0.
Take any X ∈ P0 \ Mu, which implies that Xkl /= 0 for some k > l. Choose Y ∈ Mu satisfying XklYlk >
0 and (Xll + Yll)(Xkk + Ykk) < XklXlk + XklYlk . Such Y always exists because of the arbitrariness of Ylk
(one just needs to make |Ylk| big enough such that the right hand side of the above inequality is bigger
enough than the left). Let α = {l, k}, it follows
det(X + Y)αα = det
(
Xll + Yll Xlk + Ylk
Xkl Xkk + Ykk
)
= (Xll + Yll)(Xkk + Ykk) − (XklXlk + XklYlk) < 0,
which implies X + Y /∈ P0. SoMu is a maximal convex subcones of P0. 
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Above all, the setsMu,Ml andMn+ are members ofMcs(I+,P0), where
I+ := {X ∈ Mn : diag(X) 0, Xij = 0 ∀i /= j}
is the intersection ofMu,Ml andMn+. Therefore,
Mcs(I+,P0) ⊇ {Mu,Ml ,Mn+} ⊃ {Mn+} = Mcs(Sn+,P0).
This inclusion is consistent with the fact (4.5), which says that the smaller l is, the largerMcs(l, C) is.
5. Projection onto NS-psd cone
Let
∏
C : E → E denote themetric projection of x onto C, where C ⊆ E is a nonempty closed convex
set. Then, for any x ∈ E ,∏
C
(x) = arg min
{
1
2
‖x − y‖2 : y ∈ C
}
.
Equivalently,〈∏
C
(x) − y,∏
C
(x) − x
〉
≤ 0, ∀y ∈ C. (5.1)
It is well known that
∏
C(·) is unique and contractive, i.e., ‖∏C(x) −∏C(y)‖ ‖x − y‖,∀x, y ∈ E. Let
dist(x, C) := min{‖x − y‖ : y ∈ C}. Then dist(x, C) = ‖x −∏C(x)‖.
For the projection onto Mn+, Qi and Sun have already given its expression as follows (see
Section 4.3, [13])
∏
Mn+
(X) = ∏
Sn+
(
X + XT
2
)
+ X − X
T
2
. (5.2)
From the positive homogeneity of
∏
K(·) for any closed convex cone K, we immediately get
dist(X,Mn+) =
1
2
dist(X + XT , Sn+). (5.3)
We now discuss the tangent cone and second order tangent set of Mn+. For the closed convex set
C ⊆ E , the tangent cone of C at x ∈ C is deﬁned as (see Section 2.2.4, [4])
TC(x) := {y ∈ E : dist(x + ty, C) = o(t), t  0}.
And the inner and outer second order tangent sets of C at x ∈ C in direction h ∈ E are respectively deﬁned
by (see Section 3.2.1, [4])
Ti,2C (x, h) :=
{
y ∈ E : dist
(
x + th + 1
2
t2y, C
)
= o(t2), t  0
}
and
T2C(x, h) :=
{
y ∈ E : ∃tk ↓ 0, dist
(
x + tkh + 1
2
t2k y, C
)
= o(t2k ), tk  0
}
.
Obviously T
i,2
C (x, h) ⊆ T2C(x, h).
From Example 3.40 of [4], we know that in space Sn, the inner and outer second order tangent
sets for Sn+ are the same at any point and in any direction, and their explicit formulas are presented
therein. For convenience, let TsSn+(·), T
s,2
Sn+(·, ·) and T
s,i,2
Sn+ (·, ·) denote the tangent cone, inner and outer
second order tangent sets of Sn+ restricted in space Sn, respectively. Then T
s,2
Sn+(X, H) = T
s,i,2
Sn+ (X, H) for
any X ∈ Sn and any H ∈ Sn. For the tangent cone and second order tangent sets ofMn+ in spaceMn,
they have the following forms.
Y. Wang et al. / Linear Algebra and its Applications 433 (2010) 718–736 733
Theorem 5.1. For any X ∈ Mn, the following statements hold:
(i) TMn+(X) = TsSn+(X + XT ) ⊕ ASn.
(ii) T2Mn+(X, H) = T
i,2
Mn+(X, H) = T
s,2
Sn+(X + XT , H + HT ) ⊕ ASn.
Proof. From (5.3) and Fact 3, we have
TMn+(X) = {Y : dist(X + tY ,Mn+) = o(t), t  0}
=
{
Y : 1
2
dist(X + XT + t(Y + YT ), Sn+) = o(t), t  0
}
= {Y : Y + YT ∈ TsSn+(X + XT )} = TsSn+(X + XT ) ⊕ ASn.
Similarly,
T2Mn+(X, H) = {Y : Y + YT ∈ T
s,2
Sn+(X + XT , H + HT )}
= Ts,2Sn+(X + XT , H + HT ) ⊕ ASn,
T
i,2
Mn+(X, H) = {Y : Y + YT ∈ T
s,i,2
Sn+ (X + XT , H + HT )}
= Ts,i,2Sn+ (X + XT , H + HT ) ⊕ ASn.
Then the proof is complete. 
Now, we discuss the differentiability of
∏
Mn+(·). LetX and Y be two ﬁnite-dimensional real vector
spaces equipped with a inner product 〈·, ·〉 and the induced norm ‖ · ‖. We say that f : X → Y is
directionally differentiable at x in the Fréchet sense if f is directionally differentiable at x, and f (x +
h) = f (x) + f ′(x; h) + o(‖h‖), h ∈ X . In addition, if f ′(x; ·) is linear and continuous, then f is said
to be F(réchet)-differentiable at x. Suppose that f : X → Y is a locally Lipschitz function. Thus f is F-
differentiable almost everywhere inX from the well-known Rademacher’s theroem that every locally
Lipschitz continuous function is F-differentiable almost everywhere. Let Df denote the set of points
where f is F-differentiable in X . Then the Clarke’s generalized Jacobian of f at x is deﬁned as
∂ f (x) := conv{∂Bf (x)}
with
∂Bf (x) :=
{
lim
k→∞J f (y
k) : yk ∈ Df , yk → x
}
,
whereJ f (yk) denotes the F-derivative of f at yk . Bonnans et al. [3] showed that∏Sn+(·) is directionally
differentiable everywhere in Sn. Sun and Sun [17] proved that∏Sn+(·) is strongly semismooth on Sn.
Qi and Sun [13] showed the strong semismoothness of
∏
Mn+(·) over Mn. Furthermore, we have the
following conclusions.
Theorem 5.2. The following statements hold:
(i)
∏
Mn+(·) is directional differentiable everywhere inMn, and the directional derivative∏′
Mn+
(X;H) = ∏′
Sn+
(
X + XT
2
; H + H
T
2
)
+ H − H
T
2
, H ∈ Mn. (5.4)
(ii) For any V1 ∈ ∂B∏Mn+(X) (resp. ∂ ∏Mn+(X)), there exists V2 ∈ ∂B∏Sn+ ( X+XT2 ) (resp. ∂ ∏Sn+(
X+XT
2
))
, such that
V1(H) = V2
(
H + HT
2
)
+ H − H
T
2
, H ∈ Mn.
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Proof
(i) Taking X ∈ Mn, by the deﬁnition of directional derivative and from (5.2), we have
∏′
Mn+
(X;H) = lim
t↓0
∏
Mn+(X + tH) −
∏
Mn+(X)
t
= lim
t↓0
∏
Sn+
(
X+XT
2
+ t H+HT
2
)
−∏Sn+ ( X+XT2 )
t
+ H − H
T
2
= ∏′
Sn+
(
X + XT
2
; H + H
T
2
)
+ H − H
T
2
.
The result (i) is proved.
(ii) Let DM and DS , respectively, denote the sets of points inMn and Sn where
∏
Mn+(·) and
∏
Sn+(·)
are F-differentiable. Since
∏
Mn+(·) and
∏
Sn+(·) are almost everywhere F-differentiable overMn,
DM and DS are nonempty. From (5.4), it is clear that
X ∈ DM ⇔ X + X
T
2
∈ DS . (5.5)
Taking any V1 ∈ ∂B∏Mn+(X), there exists a sequence {Xk} in DM converging to X such that
V1 = lim
k→∞J
∏
Mn+(X
k). Then by (5.5), it follows that for any H ∈ Mn,
V1(H) = lim
k→∞J
∏
Mn+
(Xk)(H)
= lim
k→∞
∏′
Mn+
(Xk;H)
= lim
k→∞
∏′
Sn+
⎛⎝Xk + XkT
2
; H + H
T
2
⎞⎠+ H − HT
2
=
⎡⎢⎣ lim
k→∞J
∏
Sn+
⎛⎝Xk + XkT
2
⎞⎠
⎤⎥⎦(H + HT
2
)
+ H − H
T
2
.
Letting V2 = lim
k→∞J
∏
Sn+
(
Xk+XkT
2
)
, we obtain the desired result. Taking the convex hull of the
above limit points will yield the corresponding result for ∂
∏
Mn+(X). Here, we omit the proof.

Utilizing Theorem 5.2 and combining with the results in [17,18,12], we can obtain the explicit
formulas for the directional derivative and Clarke’s generalized Jacobian of
∏
Mn+(·).
Let X ∈ Mn with the spectral decomposition X+XT
2
= PΛPT , where Λ is the diagonal matrix of
eigenvalues of X+XT
2
and P is a corresponding orthogonal matrix of orthonormal eigenvectors. Denote
three index sets of positive, zero and negative eigenvalues of X+XT
2
, respectively, by
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α :=
{
i : λi
(
X + XT
2
)
> 0
}
,β :=
{
i : λi
(
X + XT
2
)
= 0
}
, γ :=
{
i : λi
(
X + XT
2
)
< 0
}
.
Rearrange Λ as
⎡⎣Λα 0 00 Λβ 0
0 0 Λγ
⎤⎦ and P as [Pα , Pβ , Pγ ], where Pα ∈ Rn×|α|, Pβ ∈ Rn×|β|,
Pγ ∈ Rn×|γ |. And deﬁne the matrix U ∈ Sn with entries
Uij =
max
{
λi
(
X+XT
2
)
, 0
}
+ max
{
λj
(
X+XT
2
)
, 0
}
|λi
(
X+XT
2
)
| + |λj
(
X+XT
2
)
| , i, j = 1, . . . , n,
where 0/0 is also deﬁned to be 1. Using Sun and Sun’s results (Corollary 10 and Lemma 11, [12];
Proposition 4, [18]) we have
∏′
Sn+
(
X + XT
2
; H + H
T
2
)
= P
⎡⎢⎣ H˜αα H˜αβ Uαγ ◦ H˜αγH˜Tαβ ∏S|β|+ (H˜ββ) 0
H˜Tαγ ◦ UTαγ 0 0
⎤⎥⎦ PT , (5.6)
where H˜ := PT
(
H+HT
2
)
P, and ◦ denotes the Hadamard product. Clearly, from the above expression
(5.6) and Theorem 5.2 (i), we claim that
∏′
Mn+
(X;H) = P
⎡⎢⎣ H˜αα H˜αβ Uαγ ◦ H˜αγH˜Tαβ ∏S|β|+ (H˜ββ) 0
H˜Tαγ ◦ UTαγ 0 0
⎤⎥⎦ PT + H − HT
2
.
Moreover we obtain:
• ∏Mn+(·) is F-differentiable at X ∈ Mn if and only if X + XT is nonsingular.
• Thedirectional derivative ∏′
Mn+
(X; ·) is F-differentiable atH ∈ Mn if andonly if H˜ββ is nonsingular.
• For any V ∈ ∂B∏Mn+(X) (resp.∂ ∏Mn+(X)), there exists a W ∈ ∂B∏S|β|+ (0)(resp.∂ ∏S|β|+ (0))
such that
V(H) = P
⎡⎢⎣ H˜αα H˜αβ Uαγ ◦ H˜αγH˜Tαβ W(H˜ββ) 0
H˜Tαγ ◦ UTαγ 0 0
⎤⎥⎦ PT + H − HT
2
.
Conversely, for any W ∈ ∂B∏S|β|+ (0)(resp.∂ ∏S|β|+ (0)), there exists a V ∈ ∂B∏Mn+(X) (resp.
∂
∏
Mn+(X)) such that the above equation holds.
6. Conclusions
In this paper, we mainly have given a convex analysis on the NS-psd cone from three aspects that
are presented in Sections 3–5. Especially, we have given some conditions on determining the positive
semideﬁniteness of a nonsymmetric matrix in Propositions 4.3, 4.4 and Corollary 4.8. The research
results are useful for us to study nonlinear optimization problems over the NS-psd cone, and may
help us to open a typical instance for hyperbolic cone programming, where the hyperbolic cone is a
research-worthy and more general kind of convex cones so far as we have known.
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