A simple one-dimensional transformation xn = axn~\ + 2 -a (0 xn-\ < 1 -1 /a), xn = a( 1 -xn-i) (1 -1 ja ^ xn-\ 5^1) (1 < a ^ 2) is investigated by introducing the probability distribution function W n {x). IY n (x) converges when n -> oo for a >/2, but oscillates for 1 < a |/2. The final distribution of ll r n(a;) does not depend on the initial distributions for a > j/2, but does for 1 < n |/2. Time-correlation functions are also calculated.
Introduction
Chaos is found sometimes in simple dynamical systems. The striking example is May's one-dimensional transformation [1],
where G is a nonlinear function which has a single hump in the interval of x under consideration, such as given by G(x) = ax(\ -x). Similar mapping is also found in Lorenz systems [2] , Stimulated by these works, Li and Yorke demonstrated a theorem [3] which states that the existence of a solution of period three implies chaos in the sense that for each integer n= 1,2, ... there is a periodic point with period n and furthermore there is an uncountable subset of points x in an interval which are not even asymptotically periodic. Necessary and sufficient condition for chaos was given by Oono [4] , so that period 4=2 W implies chaos. However we still do not know what is the nature of chaos, or what are the quantities which characterize the chaos.
In this paper we consider a simple example,
xn = G {xn-i) = a xn-i
(0 xn-\ < 1/2) = a(l -xn-i) (1/2
(1 < a rgj 2).
which gives rise to chaos since this system has the solution of period three for a ( 1 + |/5)/2, and discuss the temporal behavior of the distribution function and the time-correlation function. The case a = 2 allows us an analytical treatment which will be given in Sect. 2 and 4.
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Since 1 <a^2inEq. (2), G(1/2) = a/2> 1/2, and G(a/2) = a(l -a/2) < 1 /2, it is easy to see that there exists an integer N such that for a?e[0,a(l -a/2)) u (a/2, 1],
and that for
Therefore the interval [a(l -a/2), a/2] absorbs the interval [0, a(l -a/2)) U (a/2, 1], Since we consider the asymptotic behavior of G(x). we may restrict G(x) to the interval [a(l -a/2), a/2]. Thus (2) is equivalent to (3) in Sect. 2 (see Figure la) .
Distribution Functions
It is well known that the Baker's transformation is isomorphic to the Bernoulli shift 5(1/2, 1/2), and J3(l/2, 1/2) coincides with a coin tossing from a stand point of the stochastic process. We consider a one-dimensional linear transformation,
which is a projection onto the a;-axis of a modified area-preserving Baker's transformation defined by
here a is a parameter (1 < a fS 2).
0340-4811 / 79 / 1100-1283 $ 01.00/0. -Please order a reprint rather than making your own copy. Equation (3) determines the sequence of the values, x0,xi,x2, .... resulted by iterations of (3). We study the behavior of (3) by introducing the probability distribution (or density) function \Vn (x) defined in the interval [0, 1], so as to mean that the probability of finding the value x in the interval (x, x-\-dx) is Wn{x) dx. In general Wn(x) for Eq. (1) obeys the equation
x'=G~ Hz)
where G:
] is nonsingular and L is a linear operator, which is equivalent to the FrobeniusPerron operator [6] .
In the case of (3), (o) becomes
Our problem is to see the convergence, or the existence of lim Wn(x).
«-» oo
In the case a = 2, any arbitrary initial distribution of class L 2 is shown analytically to converge to the uniform distribution for n oo, as discussed below.
In the case a = 2, (6) becomes
To apply the Fourier-cosine transformation to Wn(x), we extend Wn(x) to the interval (-00,00), by assuming 1F W ( -x) = Wn(x), and a periodic function with period 2. It is understood from (7) that if Wn-\ (x) has these properties then also Wn(x) does. Therefore we can put as 00
where
Thus from induction we get A ( £> = Ai 0 Jm. Therefore the coefficient A^ for m 4=0 tends to zero, because we have A^ -^0 for k -> 00 by virtue of the relation Now we consider the case a =j = 2, and take the uniform distribution for Wo (x) as an initial condition and compute Wn(x) through Eq. (6) (see Figure 2a ). Numbers written in Fig. 2 a indicate the successive points of discontinuity resulted by the iteration of (6) . Notice that as the number becomes larger, the height of the gap becomes lower. This fact is also understood from (6) since the height of the new gap is multiplied by a factor of 1 /a at each iteration. Using this fact it is understood that Wn {x) converges when n -> oo, provided that the gap points are not degenerate. Generally we have an infinite number of gap points of the function lim Wn (x), which is «-> OO invariant under the operator L, and is considered In the special cases when the gap point coincides with a peak of the transformation (x = 1 -1/a) or a fixed point (x = a/(l+ a )) a certain number of transformations, the number of the gap points is finite. Simple examples are given; for a = (1 + \/5)/2, a minimum value for the existence of period three, the gap point agrees with the peak by one iteration: for a = 1.512 ..., a minimum value for the existence of period five, the gap point agrees with the peak by three iterations. These values of a are given by the maximal solution of the equation,
When j becomes very large, a solution of (10) approaches j/2 from above (see also May [1]).
Computer experiments suggest that for the value a > ]J2 Wn (x) converges, but for a j/2 the convergence breaks down suddenly. (12) and is zero on the interval (a 2 -a, 2 -a). The same situation occurs also for 2 1/8 <a^2 1/4 , and in general for 2 1/2 " <a Therefore the transformation (3) has a hierarchy structure and the distribution function becomes the limiting distribution in the successively decomposed 2 n intervals if the initial distribution satisfies a condition similar to those mentioned above, and if the condition is not satisfied, then the distribution function continues oscillating.
Temporal Behavior of TF n (x) for n -> oo
In this section the long-time behavior of Wn(x) will be discussed. In analogy to a = 2 in Sect. 2, we extend Wn(x) to the interval (-oo. oo), by assuming Wn( -x)= Wn (;x), Wn-1 (-x) = Wn-1 (a-), and periodic functions with period 2. Therefore we can put oo 
in particular
Substituting (6) into (14) we obtain, Fig. 3 , where the oo x oo matrix is approximated as 50 X 50 in Fig. 3a, 100x 100 in Fig. 3b , and 150x 150 in Fig. 3 c, by ignoring Bmm> for larger ra, m' (ra, ra' >50, 100, 150 in Fig. 3a, b. c, respectively) . One finds that the eigenvalues of B' can be calculated approximately by truncating at about ra=150, provided that we do not consider the eigenvalues close to 0. In Fig. 4a when a \ j 2. we see one of the eigenvalues approaching to -1, keeping the absolute values of the others smaller than 1. The eigenvalue of -1 always exists for a j/2 (Fig. 4b) , from which we can understand the oscillation of W (x) with period 2. Generally for a <^2 1!2 "~\ eigenvalues A satisfying (17) exist,
A { £> = 2 (ft = 0. 1,2, ...,ft) and other eigenvalues have absolute values smaller than 1, from which we can also understand the oscillation of IF(x) with period 2 n~l , as mentioned in the end of Sect. 2.
If we restrict ourselves to the case J 2<a<2, the largest eigenvalue of matrix B is 1 and simple. The other eigenvalues are also simple as confirmed by the computer calculations in the 150 X 150 matrix shown in Figure 4 . Therefore we assume that the eigenvalues of B are simple. Substituting on the rhs of (13) from (15) successively, we This limiting distribution of Wn(x) is independent of the initial one, and is the one obtained in Sect. 2, where the initial condition is taken as a uniform is a column vector. Since the eigenvalues of B are distribution.
Time-Correlation Functions
The properties mentioned above are also reflected into the time-correlation functions. Time-correlation functions have been calculated by Grossmann et al. [6] and Fujisaka et al. [7] for transformations similar to (3).
In this paper the correlation functions are calculated for some values of a from 2 to j/2. critical values of (3). The time-correlation function C(n) is defined by
where <(• • •) means the averages either by invariant measure or by long-time calculation. We take the former average for a > j/2, since in this case both averages take the same value. W T e can easily show that C(n) = 6(n) for a = 2. The numerical results of C (n) for some values of a are shown in Figure 5 . As the parameter a approaches 0 123^56 7 j/2, the correlation length becomes long. Eventually at a = j/2, C(n) does not decay for This phenomenon reflects the switching effect of two intervals as mentioned in Sect. 2.
To analyze these behaviors of the correlation functions, let us take the right and left eigenfunctions f*(:r) and of the operator L defined in (6) . In accordance with (18), it is seen that x L(x) = \ dx' s T (*) B s{x') (for f * (*)). -l Therefore (x) and (x) must satisfy the relations 
Now we can expand x and F n (x) by using (x) and ¥l(x), For } 2 <a < 2, it is seen that C(n) -> 0 for n -> oo. since the absolute value of ?. m 's (ra=#0) is smaller than 1. When a\ j/2, one of the A m 's (/?i=j=0) approaches -1. Therefore the length of C (n) becomes long and at a = j/2, C(n) does not decay as seen in computer calculations.
Conclusions
To summarize, we have shown in the model (2) or (3) that 1. lim W n (x) for arbitrary initial distributions n-> oo exists for j/2<a^2. This limiting distribution is considered as the absolutely continuous invariant measure. 2. If we put the lowest value of a for the existence of odd period j given by (10) as a;, we have lim dj = (j = odd integer).
For 1 j/2, this system does not have odd periods, but it is in chaos according to Oono [4] , 3. For 1 j/2, the distribution function Wn{x) does not necessarily converge for n -> oo, but it generally oscillates. 4. The correlation function has properties corresponding to the ones mentioned above of the distribution function Wn(x). 5. The present method of employing the matrix B
can also be applied to general one-dimensional transformations given by (1). We can expect results similar to those mentioned above for these transformations.
