Orthogonal matching pursuit (OMP) algorithm for the multiple measurement vectors (MMV) is a greedy method to find the sparse matrix with few nonzero rows that represents the measurement vectors under the sensing matrix. This paper analyzes the recovery performance of OMP for MMV (OMPMMV) in the bounded noise scenarios, and provides the sufficient conditions that are related to the sensing matrix and sparse matrix for exact support recovery. We start with the intuitive sufficient conditions for exact support recovery, and then apply these conditions to scenarios of two types of bounded noise. The results show that under some conditions on the coherence of the sensing matrix and the minimum 2  norm of any nonzero row vector from the sparse matrix, exact support recovery of sparse matrix can be guaranteed.
INTRODUCTION
Compressed sensing (CS) is a rapidly developing theory, aimed at representing a high-dimensional sparse signal with low-dimensional measurements, as well as recovering the sparse signal from the measurements [1] . The basic model is
where m  y  is the measurement vector; n  x  is the sparse signal to be recovered, with at most K nonzero entries. x is also called a K-sparse signal. e represents the bounded noise. Two types of bounded noise are widely considered, 2  bounded noise where 2 || || e is bounded and   bounded noise, where
|| ||
T  e  is bounded. Equation (1) is about the sparse recovery of single measurement vector (SMV), which can be further extended to the problem of multiple measurement vectors (MMV), expressed as 
Orthogonal matching pursuit (OMP) algorithm is an efficient greedy method to solve equation (1) . This algorithm iteratively selects, from the sensing matrix, the column that is most correlated with the residual. OMP is also adjusted to solve the problem of MMV. And the correlation between the residual and a certain column from the sensing matrix is measured by the q  norm, instead of modulus in the SMV problem. And different choice of q results in variations of OMP for MMV (OMPMMV) [2] . To analyze the recovery performance of OMPMMV, two properties of  are often utilized, restricted isometry property (RIP) [3] and mutual incoherence property (MIP) [4] .  satisfies RIP of order K with constant K  if the
holds for any K-sparse x . MIP is related to the coherence of the sensing matrix. The coherence is defined as max | , |
Mo et.al [5] and Wang et.al [6] showed that 1   , perturbation and the minimum magnitude of the nonzero entries of the best K-sparse approximation of the compressible signal, the exact recovery of support of the best K-sparse approximation is guaranteed. Later, this work was extended to the MMV problem [10] , where the measurement of perturbation is adjusted to the MMV case and the minimum magnitude of the nonzero entries is replaced by the minimum 2  norm of any nonzero row vector. MIP-based conditions for exact support recovery are also considered in many researches. Tropp [11] analyzed the SMV recovery in the noiseless case, and pointed out that 1/ (2 1) K    is sufficient for the exact support recovery of the K-sparse vector. In [12] , Cai and Wang studied the OMP for SMV recovery with noise, and showed that under 1/ (2 1) K    and some conditions on the minimum magnitude of the nonzero entries of the K-sparse signal, the support of the sparse signal can be recovered exactly (specially, with high probability in Gaussian noise). Tropp [13] analyzed the recovery performance of OMPMMV in terms of cumulative coherence, in the noisy case, and proved that under some conditions of cumulative coherence and the minimum 1  norm of any nonzero row vector, the support is recovered exactly.
In this paper, we study the OMPMMV based on MIP in bounded noise scenarios, and provide conditions for exact support recovery. Though this work refers to the ideas of work in [12] that deals with the SMV problem, the work still presents its creativity, for the MMV problem is more complex than SMV problem in some way. What's more, different from [13] , this work obtains the results from a more straightforward perspective, and the results are related to the noise in a more obvious way.
The rest of the paper is organized as follows. In section II, we introduce fundamental concepts and details of OMPMMV. Main results related to the conditions for exact support recovery of MMV are presented in section III. The work is summarized in section IV. In section V, we provide the brief proofs of the theorems and lemmas in section III. 
BACKGROUND

Notations and assumptions
It is easy to obtain that the (2, )  norm is the maximum 2  norm of any row of A; ( , )   norm represents the maximum 1  norm of any row of A; (1,1) norm yields the maximum 1  norm of any column of A. In this paper, we assume the columns of  is normalized, i.e. 2 || || 1 i   .
Analysis of OMPMMV algorithm
For convenience, we restate the OMPMMV algorithm in [2] . 1) Initialization:
It should be noted that the choice of q determines the way to measure the correlation, and each choice of q corresponds to a variation of OMPMMV. In many scenarios, such as direction of arrival (DOA) estimation, we utilize multiple vectors to improve the signal-to-noise ratio (SNR), thus the energy of the signal matters a lot. Therefore, in this paper, we set 2 q  , for 2  norm of the vector is closely related to energy.
One more aspect about the OMPMMV is the stopping rule. If the support of the sparse matrix is known, the algorithm should stop after K iterations; otherwise, we need the set the stopping rule based on the condition for exact support recovery.
THE RECOVERY PERFORMANCE OF OMPMMV
The recovery performance of MMVOMP under bounded noise is discussed in this section. We start with the analysis on how to recover support exactly, and then provide the sufficient conditions for exact support recovery under F_norm bounded noise and (2, )  bounded noise, respectively.
Analysis of exact support recovery
Now we consider equation (2) . Suppose the support to be recovered is denoted as  , so that 
The residual after the t th iteration can be expressed as
where ( ) t C P represents the projection operator on the space spanned by columns of ( ) t C  , and I denotes the unit matrix.
Three useful variables are defined below.
In order to obtain the insight of the sufficient conditions for exact support recovery, we need some lemmas. 
Lemma 2 is a special case of Theorem 3.5 in [11] . Lemma 1 and 3 are proved in section IV. Obviously, if we want to select a correct index at the t+1 th iteration, we need
, so a sufficient condition for
 , according to Lemma 1 and Lemma 2, condition (4) can be relaxed to
We can further express ( )
Through Lemma 3, Lemma 4 and Lemma 5, we obtain
Therefore, combining (5) and (6), we find that if (7) is satisfied, a correct index can be recovered at the t+1 th iteration.
Based on the analysis above, we can establish the sufficient conditions for exact support recovery in the noise scenarios.
Sufficient conditions for exact support recovery
In this part, we provide the sufficient conditions for the exact support recovery under bounded noise. 
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   Therefore, t N   . Combining (7) , we have that
Then follows condition (8) . Now prove the algorithm would not stop early. 
For each column of ( )
On the other hand, similar to Lemma 3, we can obtain that
Substituting (9) (11) and (12) into (10), we obtain that (13) for t<K. Therefore the algorithm would not stop early.
We still need to prove that until stop, no incorrect support is selected. When all K indices are selected, 
at the t+1 th step if all the nonzero rows satisfy
Combining (15) with (7), we have that (16) ensures the exact recovery.
( ) || ( ) || 2 (1 )
Then follows condition (14). We need to ensure that the algorithm would not stop early. For t<K, 
