Abstract. The principle of maximum entropy is a powerful framework that can be used to estimate class posterior probabilities for pattern recognition tasks. In this paper, we show how this principle is related to the discriminative training of Gaussian mixture densities using the maximum mutual information criterion. This leads to a relaxation of the constraints on the covariance matrices to be positive (semi-) definite. Thus, we arrive at a conceptually simple model that allows to estimate a large number of free parameters reliably. We compare the proposed method with other state-of-the-art approaches in experiments with the well known US Postal Service handwritten digits recognition task.
Introduction
The maximum entropy framework is based on principles applied in the natural sciences. It has been applied to the estimation of probability distributions [6] and to classification tasks such as natural language processing [1] and text classification [8] .
The contributions of this paper are -to show the relation between maximum entropy and Gaussian models, -to present a framework that allows to estimate a large number of parameters reliably, e.g. the entries of full class specific covariance matrices, and -to show the applicability of the maximum entropy framework to image object recognition.
Gaussian Models for Classification
To classify an observation x ∈ IR D , we use the Bayesian decision rule
Here, p(k|x) is the class posterior probability of class k ∈ {1, . . . , K} given the observation x, p(k) is the a priori probability, p(x|k) is the class conditional probability for the observation x given class k and r(x) is the decision of the classifier. This decision rule is known to be optimal with respect to the number of decision errors, if the correct distributions are known. This is generally not the case in practical situations, which means that we need to choose appropriate models for the distributions. In the training phase, the parameters of the distribution are estimated from a set of training data {(x n , k n )}, n = 1, . . . , N , k n ∈ 1, . . . , K. If we denote by Λ the set of free parameters of the distribution, the maximum likelihood approach consists in choosing the parametersΛ maximizing the log-likelihood on the training data:
Alternatively, we can maximize the log-probability of the class posteriors,
which is also called discriminative training, since the information of out-of-class data is used. This criterion is often referred to as mutual information criterion in speech recognition, information theory and image object recognition [3, 9] . We will regard Gaussian models for the class conditional distributions:
The free parameters of these models are the class means µ k and the class specific covariance matrices Σ k . The conventional method for estimating these parameters is to maximize the log-likelihood (1) on the training data, which yields the empirical mean and the empirical covariance matrix as solutions. Problems with this approach arise if the feature dimensionality is large with respect to the number of training samples. This is common e.g. in appearance based image object recognition tasks, where each pixel value is considered a feature. The problems are that the large number of K · D · (D + 1)/2 parameters of the covariance matrices often cannot be estimated reliably using the usually small amount of training data available. Common methods for coping with this problem are to constrain the covariance matrices, e.g. to use diagonal covariance matrices, or to use pooling, i.e. to estimate only one covariance matrix Σ instead of K matrices.
Maximum Entropy Modeling
The principle of maximum entropy has origins in statistical thermodynamics, is related to information theory and has been applied to pattern recognition tasks such as language modeling and text classification. Applied to classification, the basic idea is the following: We are given information about a probability distribution by samples from that distribution (training data). Now, we choose the distribution such that it fulfills all the constraints given by that information, but otherwise has the highest possible entropy. (This inherently serves as regularization to avoid overfitting.) It can be shown that this approach leads to so-called log-linear models for the distribution to be estimated. Consider a set of so-called feature functions {f i }, i = 1, . . . , I that are supposed to compute 'useful' information for classification:
From the information in the training set, we can compute the numbers
Now, the maximum entropy principle consists in maximizing
over all possible distributions with the requirements:
-normalization constraint for each observation x:
-feature constraint for each feature i:
It can be shown that the resulting distribution has the following log-linear or exponential functional form:
Maximum Entropy and Discriminative Training for Gaussian Models
Consider first-order feature functions for maximum entropy classification
where δ(k, k ) := 1 if k = k , and 0 otherwise denotes the Kronecker delta function. In the context of image recognition, we may call the functions f k,i appearance based image features, as they represent the image pixel values. The duplication of the features for each class is necessary to distinguish the hypothesized classes. The functions f k allow for a log-linear offset in the posterior probabilities. Now, using the properties of the Kronecker delta, the structure of the posterior probabilities becomes
where α k denotes the coefficient for the feature function f k . Now, consider a Gaussian model (3) for p(x|k) with pooled covariance matrix Σ k = Σ. Using Bayes' rule, and the relation
we can rewrite the class posterior probability (note that the terms that do not depend on the class k cancel in the fraction):
As result, we see that for unknown class priors p(k) the resulting model (6) is identical to the maximum entropy model (5). We can conclude that the discriminative training criterion (2) for the Gaussian model (3) with pooled covariance matrices results in exactly the same functional form as the maximum entropy model for first-order features. This allows to use the well understood algorithms for maximum entropy estimation to estimate the parameters of a Gaussian model discriminatively.
If we repeat the same argument as above for the case of Gaussian densities without pooling of the covariance matrices, we find that we can again establish a correspondence to a maximum entropy model:
Here, the square matrix S k corresponds to the negative of the inverse of the covariance matrix Σ k . These parameters can be estimated using a maximum entropy model with the second-order feature functions
One interesting consequence of using the corresponding maximum entropy model and estimation is that we implicitly relax the constraints on the covariance matrices to be positive (semi-) definite. Therefore, the resulting model is not exactly equivalent to a Gaussian model. This result is in contrast to the approach taken in [5] , where the authors derive discriminative models for Gaussian densities based on priors of the parameters and the minimum relative entropy principle. Their solution results in discriminatively trained weights for the training data and therefore preserves the mentioned constraints.
Experiments and Results
We performed experiments on the well known US Postal Service handwritten digit recognition task (USPS). It contains normalized greyscale images of handwritten digits taken from US zip codes of size 16×16 pixels. The corpus is divided into a training set of 7,291 images and a test set of 2,007 images. Reported recognition error rates for this database are summarized in Table 1 .
In most of the experiments performed we obtained better results using 'feature normalization'. This means that we enforced for each observation during training and testing that the sum of all feature values is equal to one by scaling the feature values appropriately. Thus, we obtain new feature functions {f i }:
In the following, we only report result obtained using feature normalization. The parameters were trained using generalized iterative scaling [4] . Table 2 shows the main results obtained in comparison to other approaches along with the number of free parameters of the respective models. The error rates show that we can already gain recognition accuracy by using the maximum entropy framework to only estimate the pooled covariance matrix of a Gaussian model, while fixing the mean vectors to their maximum likelihood values. Taking into account the class information in training using the maximum entropy framework increases the recognition accuracy for first-order features from 18.6% to 8.2% error rate using less parameters. Furthermore, it can be observed that the maximum entropy models perform better for second-order features than for first-order features. This is in contrast to the experience gained with maximum likelihood estimation of Gaussian densities, where best results were obtained using pooled diagonal covariance matrices [2] . Note for example that the maximum likelihood estimation of class specific diagonal covariance matrices already imposes problems for the USPS data, because in some of the classes some of the dimensions have zero variance in the training data. This can be overcome e.g. by using interpolation with the identity matrix, but the maximum entropy framework offers an effective way to overcome these problems.
Using the equivalent of a full class specific covariance matrix, i.e. secondorder features, the error rate of a 'pseudo Gaussian' model with 5.7% error rate approaches that of a nearest neighbor classifier, which has more than five times as many parameters. Fig. 1 shows the eigenvalues of the 'covariance matrix' of this 'pseudo Gaussian' model for the class '5' ordered by size. It can be observed that about half of the eigenvalues are positive, while the other half is negative. The distribution of the negative eigenvalues seems to match the distribution of the positive eigenvalues. We can conclude that besides the typical important eigenvectors with large positive eigenvalues there are also important eigenvectors with large negative eigenvalues in this discriminative context. This means that the relaxation of the constraint on the covariance matrix to be positive (semi-) definite leads to discriminative models that are not Gaussian any more.
Conclusion
We presented the connection between the following classification models: (a) discriminative training using the maximum mutual information criterion of Gaussian models for the class conditional probability and (b) models for the class posterior probability based on the principle of maximum entropy. We showed that these models lead to identical functional forms for the correct choice of feature functions for the maximum entropy model. One of the main differences is that the maximum entropy model implicitly relaxes the constraint on the covariance matrices to be positive (semi-) definite. This leads to a conceptually simpler model with well understood estimation algorithms. A further advantage of the maximum entropy approach is that it is easily possible to include new feature functions into the classifier.
We evaluated the approach for image object recognition using the US Postal Service handwritten digits recognition task, obtaining significant improvements with respect to maximum likelihood based training. The best result of 5.7% error rate using second-order features is competitive with other results reported on this dataset, although approaches with significantly better performance exist. (Note that the latter are highly tuned to the specific task at hand while the maximum entropy approach is of very general nature.) The accuracy of the resulting model shows that the maximum entropy approach allows robust estimation of the equivalent of full covariance matrices even on this small training set, which may be a problem for approaches based on maximum likelihood.
