BACKGROUND
Jade's TimeWarp is a simulation executive for synchronizing distributed simulations.
It is a commercial implementation of the Time Warp mechanism invented by Jefferson and Sowizral (Jefferson 1985) and is part of the Jade Simulation Environment (Baezner, Lomow, and Unger 1991), a C++-based development and run-time environment for creating and executing sequential and distributed simulations. The Jade Simulation Environment supports sequential and distributed simulations on networks of Sun/3 and Sun/4 workstations, and on the transputer-based Meiko Computing Surface. It is currently being ported to the HP-9000 700 series, and will be ported to the IBM RS-6000 series in the near future.
ModSim is a Modula-2-based object-oriented simulation language originally developed by CACI Products under contract to the U.S. Army (west 1985, West and Mullamey 1988) . ModSim refers to the U.S. Army's version of ModSim, and not CACI'S sequential simulation product, MODSIM II, although the two share a common ancestry and a largely similar syntax. From its Modula-2 heritage, ModSim inherits strong typing,
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Us. Army TRADoc ATRC-FPE, Building 193, Ft. Leavenworth, Kansas modular decomposition, and much of its syntax. To this were added support for object-oriented programming and process-oriented simulation.
The ModSim Environment includes a ModSim-to-C translator and a compilation manager that automates the compilation of projects.
The original development of ModSim included a prototype implementation of ModSim on the U.S. Army's Time Warp Operating System (TWOS) developed at JPL (Jefferson et al. 1987 ), The original design specified that simulation objects would inherit a process object and thereby become TWOS processes, Substantial difficulties in the implementation of that design resulted in an extreme simplification: each ModSim object was mapped directly to a TWOS process. To minimize the potentially significant message-passing overheads resulting from this simplification, applications needed to be developed such that only the simulation objects would be implemented as ModSim objects, whereas data aggregates would be implemented using records with associated procedures. Such an approach is consistent with other TWOS applications, written directly in C, that achieved significant speedup (Hontalas et al. 1989 , Presley et al. 1989 , Wieland et al. 1989 .
The first ModSim application developers initiated their design based on the original distinction between objects and processes. Early in their design process, the implementation of ModSirn was changed such that every object was a TWOS process. Unfortunately, the design of the application was not modified to reflect these changes.
As a result, the implementation of that simulation was never able to run on TWOS (Rich and Michelsen 1991 Jade's TimeWarp distinguishes between simulation objects, hereafter referred to as en(ities, and data aggregates, hereafter referred to as objecfs. Entities are represented by distributed processes, and objects are dynamically allocated data aggregates owned by whatever entity creates them. In addition, it is possible to create objects of global scope during the initialization of a simulation.
These objects are subsequently accessible to all entities for read-only use. Global data was not supported in the implementation of ModSim on TWOS. Given the current state of the art in distributed simulation, the entity/object paradigm is believed to be crucial for creating efficient distributed simulations. Specifically, it is important for programmers to identify which elements of a simulation should be represented by distributed processes and which elements should be represented by objects.
It should be noted that the entity/object paradigm is not solely a distributed simulation paradigm.
The In the above example, aircraft is declared to be a reference (i.e., a pointer) to an aircraft entity. The call to CREATE creates an aircraft entity and stores a reference to that entity in aircraft.
The Each of the speedup graphs that follows is presented in terms of actual speedup. Actual speedup is defined as the total time to execute all entities sequentially divided by the total time to execute all entities in parallel.
The time taken to execute all entities sequentially is calculated from runs with 36 sectors.
For the input configurations used in this study, 36 sectors typically produced the lowest sequential execution times. The exceptions to this are the results for runs with a military unit density greater than 0.05 units per square km. The sequential time for these runs benefited from additional sectors and was calculated from runs using 100 sectors.
In addition to the actual speedup achieved by Jade's TimeWarp, corresponding graphs of the inherent parallelism of the model are given for 12, 24, 32, 40, and 48 processors.
Although the speedup for any problem executing in parallel is limited by the number of processors on which it is run, real problems are further limited by causal relationships between entities and communication delays. Inherent parallelism is calculated by a performance analysis tool based on data collected by Jade's TimeWarp during the execution of the actual simulation.
The tool simulates the execution of the same simulation using global knowledge provided by the data to ensure that each entity executes its messages in the exact order that it would in a sequential run, but on the same number of processors as the actual run. With its global knowledge, the tool eliminates the overhead imposed by the distributed synchronization mechanism,
The resulting inherent parallelism is an upper bound on speedup for a given application on a given number of processors.
All performance results are compared to the following basic configuration of the Core Eagle model. The parameters for this configuration are believed to represent a typical scenario. All configurations of Core Eagle were run for 50 simulated hours. The number of sectors per dimension indicates the number of sectors from east to west and from north to south (e.g., 10 sectors per dimension would result in a simulation with 100 sectors). For the results reported here, the terrain was 100 km by 100 km and consisted of unifomdy distributed mobility corridors, with each mobility corridor having a mobility factor of one. A uniform terrain was used to avoid the effects of bottlenecks possible with a non-uniform distribution of mobility corridors and mobility factors. Additional runs using a non-uniform terrain supplied by the U.S. Army typically reduced actual speedup by 5% to 15%, depending on the scenario.
Each of the parameters in the basic scenario was varied individually so that its effect could be analyzed separately.
The list of values chosen for these parameters is given below. For the sake of brevity, only the graphs for the basic scenario, the worst scenario, and the best scenario are shown. A more detailed presentation can be found in (Robs and Baezner 1992). As seen in these graphs, Jade's TimeWarp achieves between 70% and 80% of the inherent parallelism on 12 processors. The remaining 20% to 30% is the overhead for distributed synchronization. Due to memory consuaints on 24, 32, 40, and 48 processors, the percentage of inherent parallelism achieved drops as low as 50% as the overhead for executing within limited memory grows. Nevertheless, this still allows for a near doubling of speedup behveen 12 and 48 processors. Less obvious from the graphs is that the inherent parallelism is typically only 30% to 60?Z0 of the number of processors.
For example, on 48 processors, the basic scenario has an inherent limit of 14 times speedup, or 30%. Given the intended long-term use of Eagle, further effort toward improving the model's suitability for distributed execution is warranted.
ADDITIONAL RESULTS
In evaluating the performance of Core Eagle, it was found that attrition calculations were not as substantial in Core Eagle as in the original version of Eagle on which it is based. Furthermore, it was found that route calculations typically created momentary bottlenecks in the sectors engaged in calculating them, For example, route calculations of one second or more were observed in some sectors, while the average computation between timesteps was about 20 milliseconds.
It is estimated that calculation of the shortest or fastest routes will require up to 30 seconds for a single route.
As a result of these findings, additional experiments were conducted in which the amount of computation between timesteps was artificially increased by an additional 10 milliseconds, and in which military units skipped route calculations and moved in straight lines. The increased computation is intended to reflect more substantial attrition calculations. The skipped route calculations are intended to reflect an implementation were the routes connecting any two mobility corridors can be either precomputed or computed on rhe jl'y as military units move from sector to sector. The extent to which this is possible is still being investigated. Figure 4 shows the inherent parallelism up to 200 simulated processors when these assumptions are made for the basic scenario scaled up to 400 sectors. The maximum inherent parallelism is 65 when each of the 400 sectors is mapped to its own processor.
Since the computation in this scenario is relatively uniform across all sectors, the peaks in the inherent parallelism curve occur when the number of sectors is an even multiple of the number of processors, Actual speedup in this case was 14.0 on the 48 processors actually available. 
