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Abstract
In this paper, the rst part is concerned with the study of backward{forward stochastic dif-
ferential equations without the non-degeneracy condition for the forward equation. We show
existence and unicity of the solution to such equations under weaker monotonicity assumptions
than those of Hu and Peng (1990).
In a second part, we apply the results of the rst part for studying the problem of existence of
open-loop Nash equilibrium points for nonzero sum linear-quadratic stochastic dierential games
with random coecients. We show existence, and give their expression, of such points without
any limitation of the duration of the game. c© 1998 Elsevier Science B.V. All rights reserved.
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Let us consider the following backward{forward stochastic dierential equation
(BFSDE):
Xt = x +
Z t
0
f(s; Xs; Ys; Zs) ds+
Z t
0
(s; Xs; Ys; Zs) dWs;
Yt = g(XT )−
Z T
t
h(s; Xs; Ys; Zs) ds−
Z T
t
Zs dWs;
(1)
where t 2 [0; T ], W is a standard Brownian motion on Rm dened on a probability
space (
; F; P), (X; Y; Z) is an adapted process valued in RmRmL(Rm;Rm) and f,
h,  and g are Lipschitz functions with appropriate dimensions.
There are several papers on BFSDEs, see e.g. Antonelli (1993), Ma et al. (1994) and
Hu and Peng (1995) each one deals with a particular setting. Antonelli (1993) shows
that backward{forward SDE's have solutions if the duration T is small enough whereas
Ma et al. (1994) solve such equations by means of a four-step scheme which is closely
linked to partial dierential equations. In this latter work, two conditions among others
are basic. The rst is that the matrix  satises a non-degeneracy assumption and does
not depend on z, the second is the non-dependence on ! of the coecients of the
equation.
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Recently, Hu and Peng (1995) consider the backward{forward equation (1). They
show existence and unicity of a solution if f, h and , on the one hand, and g, on
the other hand, verify a so-called monotonicity condition (see Theorem 1.1).
In the rst part of this paper, we improve the result of Hu and Peng (1995). We show
existence and unicity of a solution for Eq. (1) under weaker monotonicity assumptions,
(H1) or (H2) below, than those of Hu and Peng (1995). Under (H1) or (H2), they
show only the unicity of the solution (if it exists) for Eq. (1). We prove here that
these assumptions are also sucient for existence.
The second part deals with the nonzero sum linear-quadratic stochastic dierential
game with random coecients and open-loop strategies. Let us describe a little bit this
game problem.
Let n players control a system whose evolution is described by a process X , which
is a solution of a linear stochastic dierential equation. For i=1; : : : ; n, the ith player
chooses his strategy ui in a set of open-loop controls Ui. So, when a collective strategy
(u1; : : : ; u2)2 Qi=ni=1Ui is deployed, it corresponds to, for each player i, a quadratic cost
J i(u1; : : : ; un). The problem is to nd ~u=( ~u1; : : : ; ~un)2 Qi=ni=1Ui, called a Nash equilib-
rium point for the game, such that for i=1; : : : ; n, we have J i( ~u)6J i( ~u1; : : : ; ~ui−1; ui;
~ui+1; : : : ; ~un) for any ui 2Ui.
The deterministic version of this stochastic nonzero sum game problem has been
considered by many authors (Friedman, 1971; Lukes and Russel, 1971; Bensoussan,
1974, 1981; Eisele, 1982). Friedman (1971), on one hand and, Lukes and Russel
(1971), on the other hand, have shown the existence of a Nash equilibrium point
if the duration of the game T is small enough. While, for the other values of T ,
Eisele (1982) has proved that the game may have as it may not have an equilibrium
point.
The nonzero sum linear-quadratic stochastic dierential game with or without random
coecients is less studied. Basically, the main reason for this situation is that behind
this problem hides a backward{forward equation or=and a stochastic Ricatti equation
which is a backward SDE. But not until recently have we know how to solve, partially
it must be stated, these types of equations.
Hu (1991) deals with the same problem than ours but the dynamic of the system X
is valued in a Hilbert space and the coecients are deterministic. However, he gives
only formal conditions for existence of an open-loop Nash equilibrium point.
In Hamadene (1999), the author considers the problem described above. As in
Friedman (1971) and Lukes and Russel (1971) in the deterministic case, using re-
sults on backward{forward SDE's inspired by the work of Antonelli (1993), he shows
the existence of an open-loop Nash equilibrium point for the game if its duration T is
small enough. Otherwise the game may have as it may not have an equilibrium point.
Both situations may happen.
In this paper we look into for which regularity conditions on the coecients of
the nonzero sum linear-quadratic stochastic dierential game with open-loop strategies,
there exists a Nash equilibrium point for any duration T and not only for T small
enough.
Indeed, using the results obtained in the rst part, and under some regularity assump-
tions on the coecients, we prove that the backward{forward SDE associated with this
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game problem has a solution, and then the game has an open-loop Nash equilibrium
point, for any duration T .
1. Backward{forward stochastic dierential equations
As it was said in the introduction, in the following (Wt)t6T is a standard m-
dimensional Brownian motion, dened on a probability space (
; F; P), whose nat-
ural ltration is (F0t )t6T , i.e, 8t6T; F0t = fWs; s6tg; P is the -algebra of F0t -
progressively measurable sets on [0; T ]
. By another way we denote Rm+m+mm
(resp. M2; k) the space RmRmL(Rm;Rm) (resp. of P-measurable processes which
belong to L2Rk ([0; T ]
; dt⊗ dP)).
Let us now consider the BFSDE (1) where we assume:
(a) f, h and  are functions dened on [0; T ]
Rm+m+mm, valued respectively
in Rm, Rm and L(Rm;Rm) and which satisfy:
(i) For any u=(x; y; z)2Rm+m+mm, the process (f(t; u))t6T (resp. (h(t; u))t6T ;
resp. ((t; u))t6T ) belongs to M2; m (resp. M2; m; resp. M2; mm).
(ii) f; h and  are Lipschitz in (x; y; z) uniformly in (t; !)2 [0; T ]
, that is, there
exists a constant C>0 such that for any t 2 [0; T ], (x; y; z), (x0; y0; z0)2Rm+m+mm we
have
jf(t; x; y; z)− f(t; x0; y0; z0)j+ jh(t; x; y; z)− h(t; x0; y0; z0)j
+k(t; x; y; z)− (t; x0; y0; z0)k6C(jx − x0j+ jy − y0j+ kz − z0k); P-a.s. (2)
where kzk2 = tr(zz); () is the transpose.
(b) g is a function dened on 
Rm valued in Rm such that, for any x2Rm, g(x) is
F0T -measurable and belongs to L
2(
; dP); moreover, g is Lipschitz in x uniformly in
!, i.e, there exists a constant c such that, jg(x)− g(x0)j6cjx− x0j; 8x; x0 2Rm; P-a.s.
For t 2 [0; T ], u=(x; y; z) and u0=(x0; y0; z0) elements of Rm+m+mm we dene the
function A(t; u; u0) by
A(t; u; u0) = (f(t; x; y; z)− f(t; x0; y0; z0)):(y − y0)
+ (h(t; x; y; z)− h(t; x0; y0; z0)):(x − x0)
+ [(t; x; y; z)− (t; x0; y0; z0); z − z0];
where for any x; y2Rm, and ;2L(Rm;Rd), x:y is the scalar product and [;] =Pd
j=1 
j:j; j, j are, respectively the jth columns of  and .
Hu and Peng (1995) show the following theorem about the existence and unicity of
a solution of Eq. (1).
Theorem 1.1. Suppose there exist strictly positive constants k and k 0 such that
(i) 8t 2 [0; T ]; 8u; u0 2Rm+m+mm;
A(t; u; u0)6− k(jx − x0j2 + jy − y0j2 + kz − z0k2) (3)
(ii) 8x; x0 2Rm; (g(x)− g(x0)):(x − x0)>k 0jx − x0j2; P-a:s: (4)
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then there exists a unique process (X; Y; Z) in M2; m+m+mm which is solution of the
BFSDE (1).
In the sequel of this part, we study how it can be possible to weaken the conditions
(3){(4) above for getting a solution of the backward{forward equation (1). To be
more precise, we show the existence and unicity of a solution to Eq. (1) if one of the
following assumptions (H1) or (H2) below, which are weaker than the conditions (3)
and (4) of Theorem 1.1, is satised.
(H1)
8<
:
(i) 9k>0; 8t 2 [0; T ]; 8u; u0 2Rm+m+mm;
A(t; u; u0)6− kjx − x0j2; P-a.s.
(ii) The function g satises the inequality (4) of Theorem 1.1.
(H2)
8<
:
(i) 9k>0; 8t 2 [0; T ]; 8u; u0 2Rm+m+mm;
A(t; u; u0)6− k(jy − y0j2 + kz − z0k2); P-a.s.
(ii) 8x; x0 2Rm; (g(x)− g(x0)):(x − x0)>0; P-a.s.
Theorem 1.2. If (H1) is assumed, then there exists a unique process (X; Y; Z) which
belongs to M2; m+m+mm and which is solution of the BFSDE (1).
Proof. Let 2 ]0; 1] and (X n; Y n; Zn)n>0 be the sequence of processes dened re-
cursively as follows: (X 0; Y 0; Z0)= (0; 0; 0) and for n>0, (X n+1; Y n+1; Zn+1) is the
unique process of M2; m+m+mm (which exists according to Theorem 1.1) which satis-
es: 8t6T ,
X n+1t = x +
Z t
0
ff(s; X n+1s ; Y n+1s ; Zn+1s )− Y n+1s + Y ns g ds
+
Z t
0
f(s; X n+1s ; Y n+1s ; Zn+1s )− Zn+1s + Zns g dWs;
Y n+1t = g(X
n+1
T )−
Z T
t
h(s; X n+1s ; Y
n+1
s ; Z
n+1
s ) ds−
Z T
t
Zn+1s dWs:
(5)
Now for n>0, let us set X^
n+1
t =X
n+1
t −X nt , Y^
n+1
t = Y
n+1
t −Y nt , Z^
n+1
t = Z
n+1
t −Znt , f^
n+1
(t)
=f(t; X n+1t ; Y
n+1
t ; Z
n+1
t )−f(t; X nt ; Y nt ; Znt ), h^
n+1
(t)= h(t; X n+1t ; Y
n+1
t ; Z
n+1
t )−h(t; X nt ; Y nt ;
Znt ) and ^
n+1(t)= (t; X n+1t ; Y
n+1
t ; Z
n+1
t )−(t; X nt ; Y nt ; Znt ), t6T .
We show that for  small enough, (X n; Y n; Zn)n>0 is a Cauchy sequence in
M2; m+m+mm. Indeed, using Ito^'s formula we have
X^
n+1
T :Y^
n+1
T − X^
n+1
0 :Y^
n+1
0 =
Z T
0
Y^
n+1
s :ff^
n+1
(s)− Y^ n+1s + Y^
n
sg ds
+
Z T
0
Y^
n+1
s :f^n+1(s)− Z^
n+1
s + Z^
n
sg dWs
+
Z T
0
X^
n+1
s :h^
n+1
(s) ds+
Z T
0
X^
n+1
s :Z^
n+1
s dWs
+
Z T
0
[^n+1(s)− Z^n+1s + Z^
n
s ; Z^
n+1
s ] ds: (6)
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For n>0, we have E[(supt6T jX nt j)2]<1 (Karatzas and Shreve, 1991, p. 389); on
the other hand, since Y^
n
is a continuous (F0t ; P)-semimartingale then (Protter, 1990,
p. 190), E[(supt6T jY^
n
t j)2]6cst:E[jY^
n
0j2+
R T
0 kZ^
n
sk2 ds+(
R T
0 jh^
n
(s)j ds)2]<1 where cst.
is, here and later, a constant which may change from a line to another. So, using the
Burkholder{Davis{Gundy inequality (Karatzas and Shreve, 1991, p. 166), it follows
that for any n>0,
E

sup
t6T

Z t
0
X^
n+1
s : Z^
n+1
s dWs


6cst:E
2
4
sZ T
0
jZ^n+1s X^
n+1
s j2 ds
3
5
6cst:E
2
4 sup
t6T
jX^ n+1t j
sZ T
0
kZ^n+1s k2 ds
3
5
6cst:
(
E
"
sup
t6T
jX^ n+1t j
2#
E
 Z T
0
kZ^n+1s k2 ds
)1=2
:
In the same way, we show that E[supt6T j
R t
0 Y^
n+1
s :f^n+1(s)− Z^
n+1
s + Z^
n
sg dWsj]<1,
hence the processes
R :
0 X^
n+1
s : Z^
n+1
s dWs and
R :
0 Y^
n+1
s :f^n+1(s) − Z^
n+1
s + Z^
n
sg dWs are
(F0t ; P)-martingales and then taking expectation in Eq. (6), we get
E[X^
n+1
T :(g(X
n+1
T )− g(X nT ))] + E
Z T
0
fjY^ n+1s j2 + kZ^
n+1
s k2g ds
−E
 Z T
0
fX^ n+1s :h^
n+1
(s) + Y^
n+1
s :f^
n+1
(s) + [Z^
n+1
s ; ^
n+1(s)]g ds

= E
 Z T
0
fY^ n+1s :Y^
n
s + [Z^
n+1
s ; Z^
n
s ]g ds

:
Taking account of the inequalities (H1(i)), (H1(ii)) and the fact that 8a; b2Rm; ja:bj6
1
2 (jaj2 + jbj2) we have
k 0E[jX^ n+1T j2] + kE
 Z T
0
jX^ n+1s j2 ds

+

2
E
 Z T
0
fjY^ n+1s j2 + kZ^
n+1
s k2g ds
6

2
E
 Z T
0
fjY^ ns j2 + kZ^
n
sk2g ds

:
(7)
Now, let us show that 8n>1, E[R T0 fjY^ ns j2+kZ^nsk2g ds]6cst:(E[jX^ nT j2+R T0 jX^ ns j2 ds]).
Using Ito^'s formula with the semimartingale Y^
n
in Eq. (5) we obtain, for any t6T ,
jY^ nt j2 +
Z T
t
kZ^nsk2 ds= jY^
n
T j2 − 2
Z T
t
Y^
n
s : h^
n
(s) ds− 2
Z T
t
Y^
n
s : Z^
n
s dWs
and then, since
R :
0 Y^
n
s : Z^
n
s dWs is an (F
0
t ; P)-martingale, we have
E[jY^ nt j2] + E
 Z T
t
kZ^nsk2 ds

=E[jg(X nT )− g(X n−1T )j2]− 2E
 Z T
t
Y^
n
s : h^
n
(s) ds

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which implies that 8t6T ,
E[jY^ nt j2] +
1
2
E
 Z T
t
kZ^nsk2 ds

6E[jg(X nT )− g(X n−1T )j2]
+cst:E
 Z T
t
(jY^ ns j2 + jX^
n
s j2) ds

since h is Lipschitz and 8>0; 8a; b2Rm; ja:bj6jaj2 + 1 jbj2. Hence,
E[jY^ nt j2] +
1
2
E
 Z T
t
kZ^nsk2 ds

6E[jg(X nT )− g(X n−1T )j2]
+cst:

E
 Z T
t
jY^ ns j2 ds

+ E
 Z T
0
jX^ ns j2 ds

:
Then by the Gronwall's inequality we get E[jY^ nt j2]6cst:(E[jg(X nT ) − g(X n−1T )j2] +
E[
R T
0 jX^
n
s j2 ds]) and, consequently,
E
 Z T
0
kZ^nsk2 ds

+ E
 Z T
0
jY^ ns j2 ds

6 cst:
(
E[jg(X nT )− g(X n−1T )j2]
+E
Z T
0
jX^ ns j2 ds

6 cst:

E

jX^ nT j2 +
Z T
0
jX^ ns j2 ds

(8)
since g is Lipschitz in x. Now putting the last inequality of Eq. (8) in Eq. (7) and
minoring k and k 0 by min(k; k 0), we get
E[jX^ n+1T j2 +
Z T
0
jX^ n+1s j2 ds]6
cst:
2min(k; k 0)
E

jX^ nT j2 +
Z T
0
jX^ ns j2 ds

:
If we take =min(k; k 0)=cst: then for any n>1 we have
E[jX^ n+1T j2 +
Z T
0
jX^ n+1s j2 ds]6
1
2n
E

jX^ 1T j2 +
Z T
0
jX^ 1s j2 ds

and from Eq. (8) we also get,
E
Z T
0
fjY^ ns j2 + jZ^
n
s j2g ds

6
cst:
2n−1
E

jX^ 1T j2 +
Z T
0
jX^ 1s j2 ds

:
It follows that (X nT )n>0 is a Cauchy sequence in L
2(
; dP) and (X n)n>0, (Y n)n>0,
(Zn)n>0 are Cauchy sequences in L2([0; T ]
; dt⊗ dP). Let X (resp. Y ; resp. Z) be
the limit of (X n)n>0 (resp. (Y n)n>0; resp. (Zn)n>0) in L2([0; T ]
; dt⊗ dP); passing
to the limit in Eq. (5) we obtain,
Xt = x +
Z t
0
f(s; Xs; Ys; Zs) ds+
Z t
0
(s; Xs; Ys; Zs) dWs;
Yt = g(XT )−
Z T
t
h(s; Xs; Ys; Zs) ds−
Z T
t
Zs dWs
that is, (X; Y; Z) is a solution of the BFSDE (1).
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For completeness, we show the unicity of the solution of Eq. (1) even though the
proof of this fact is given in Hu and Peng (1995). So, let (X 1; Y 1; Z1) be another
solution of Eq. (1). Using Ito^'s formula and taking expectation we get
E[(X 1T − XT ):(Y 1T − YT )] = E
 Z T
0
f(f(s; X 1s ; Y 1s ; Z1s )− f(s; Xs; Ys; Zs)):(Y 1s − Ys)
+(h(s; X 1s ; Y
1
s ; Z
1
s )− (h(s; Xs; Ys; Zs)):(X 1s − Xs)
+ [(s; X 1s ; Y
1
s ; Z
1
s )− (s; Xs; Ys; Zs); Z1s − Zs)]g ds

:
The inequalities (H1(i)) and (H1(ii)) yield k 0E[jX 1T −XT j2]+kE[
R T
0 jX 1s −Xsj2 ds]60
and then X 1 =X and X 1T =XT . But this implies also that Y
1 = Y and Z1 = Z since the
solution of the backward equation in Eq. (1) is unique (Pardoux and Peng, 1991,
Theorem 3.1 or Darling and Pardoux, 1996, Theorem 2.2).
We are going now to suppose that instead of (H1), the assumptions (H2) are satised
and show, once again, that Eq. (1) has a solution.
Theorem 1.3. If (H2) is assumed then there exists a unique process (X; Y; Z) in
M2; m+m+mm which satises the BFSDE (1).
Proof. Let 2 ]0; 1] and (X n; Y n; Zn)n>0 be the sequence of processes dened recur-
sively as follows: (X 0; Y 0; Z0)= (0; 0; 0) and for n>0, (X n+1; Y n+1; Zn+1) is the unique
triple of processes in M2; m+m+mm which satises: 8t6T ,
X n+1t = x +
Z t
0
f(s; X n+1s ; Y
n+1
s ; Z
n+1
s ) ds+
Z t
0
(s; X n+1s ; Y
n+1
s ; Z
n+1
s ) dWs;
Y n+1t = (g(X
n+1
T ) + X
n+1
T − X nT )
−
Z T
t
fh(s; X n+1s ; Y n+1s ; Zn+1s )− X n+1s + X ns g ds−
Z T
t
Zn+1s dWs:
(9)
As in the proof of Theorem 1.2 we are going to show that (X n; Y n; Zn)n>0 is a Cauchy
sequence in L2([0; T ]
; dt⊗ dP). For n>1 we dene X^ n; Y^ n; Z^n, f^n, h^n and ^n as
in the proof of Theorem 1.2. So, for n>0 and t6T , using Ito^'s formula we get,
X^
n+1
T :Y^
n+1
T − X^
n+1
0 :Y^
n+1
0 =
Z T
0
Y^
n+1
s :f^
n+1
(s) ds+
Z T
0
Y^
n+1
s :^
n+1(s) dWs
+
Z T
0
X^
n+1
s :fh^
n+1
(s)− X^ n+1 + X^ nsg ds
+
Z T
0
X^
n+1
s :Z^
n+1
s dWs +
Z T
0
[^n+1(s); Z^
n+1
s ] ds: (10)
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As
R :
0 X^ s
n+1: Z^ sn+1 dWs and
R :
0 Y^ s
n+1: ^n+1(s) dWs are (F0t ; P)-martingales then, taking ex-
pectation in Eq. (10), we have
E[X^ Tn+1: (g(X n+1T )− g(X nT )) + jX^ Tn+1j2 − X^ n+1: X^ Tn] + E
Z T
0
jX^ sn+1j2 ds

−E
Z T
0
fX^ sn+1: h^n+1(s) + Y^ sn+1: f^n+1(s) + [Z^ sn+1; ^n+1(s)]g ds

= E
Z T
0
X^ sn+1: X^ sn ds

: (11)
Hence taking account of the assumptions (H2(i)), (H2(ii)) and the fact that ja:bj6
1
2 (jaj2 + jbj2); 8a; b2Rm, we obtain,

2
E[jX^ Tn+1j2] + kE
Z T
0
fjY^ sn+1j2 + kZ^ sn+1k2g ds

+

2
E
Z T
0
jX n+1s j2 ds

6

2

E
Z T
0
jX^ snj2 ds

+ E[jX^ Tnj2]

: (12)
Now, let us show that E[(sups6T jX^ snj)2]6cst: E[
R T
0 fjY^ snj2 + kZ^ snk2g ds]. Indeed, as
X^ n is a continuous (F0t ; P)-semimartingale then (Protter, 1990, pp. 190) for t6T ,
E
"
sup
s6t
jX^ snj
2#
6cst:E
"Z t
0
jf^n(s)j ds
2
+
Z t
0
k^n(s)k2 ds
#
6cst:E
Z t
0
jf^n(s)j2 ds+
Z t
0
k^n(s)k2 ds

6cst:E
Z t
0
fjX^ snj2 + jY^ snj2 + kZ^ snk2g ds

since f and  are Lipschitz functions. Hence 8t6T , we have
E
"
sup
s6t
jX^ snj
2#
6cst:
(Z t
0
E
"
sup
u6s
jX^ unj
2#
ds
+

E
Z T
0
fjY^ snj2 + kZ^ snk2g ds

and then using the Gronwall's inequality we get, 8t6T , E[(sups6t jX^ snj)2]6cst:E[
R T
0
fjY^ snj2 + kZ^ snk2g ds] whence the desired inequality if we take t= T . Now putting this
inequality in Eq. (12) we obtain kE[
R T
0 fjY^ sn+1j2 + kZ^n+1k2g ds]6cst:E[
R T
0 fjY^ snj2 +
kZ^nk2g ds]. Hence if  is small enough then the process sequences (Y n)n>0 and (Zn)n>0
are Cauchy sequences in L2([0; T ]
; dt⊗ dP) and, as in the proof of Theorem 1.2,
(X n)n>0 is also a Cauchy sequence in the same space. So let X (resp. Y ; resp. Z) be
the limit of (X n)n>0 (resp.(Y n)n>0; resp. (Zn)n>0); passing to the limit in Eq. (9) we
get easily that (X; Y; Z) is a solution to Eq. (1).
The proof of the unicity of the solution is easily seen. Indeed, if (X 1; Y 1; Z1) is an-
other solution of the BFSDE (1), using Ito^'s formula with the product (X−X 1):(Y−Y 1),
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taking expectation and taking account of the inequalities of (H2) we get, E[
R T
0 fjY 1s −
Ysj2 + kZ1s − Zsk2g ds]60 which implies that Y 1 = Y and Z1 = Z . It follows also that
X 1 =X , since the solution for the forward stochastic dierential equation in Eq. (1) is
unique, whence the unicity of the solution.
2. Nonzero sum linear-quadratic dierential game with stochastic coecients
2.1. The model
For i=1; : : : ; n, let Ui=M2; pi , the set of open-loop admissible controls for the
player i; U=
Qn
i=1U
i, is said to be the set of open-loop admissible strategies for the
players.
In the sequel, if  is a process with values in L(Rl;Rl
′
), one says that  is bounded
if sup(t;!)2[0; T ]
 kt(!)k2 is nite.
For u=(u1; : : : ; un) in U, let X u be the solution of the following linear m-dimensional
SDE:
X ut = x +
Z t
0
(
AsX us +
nX
i=1
Cisu
i
s + s

ds+
Z t
0
(s  X us + s) dWs; t6T; (13)
where,
(a) A; ;  and Ci are bounded and F0t -adapted processes with values respectively in
L(Rm;Rm), Rm, Rm and L(Rpi ;Rm); i=1; : : : ; n.
(b) =(1; : : : ; m) with j, j=1; : : : ; m, is an L(Rm;Rm)-valued, bounded and P-
measurable process and for any x2Rm, (t; !)2 [0; T ]
, t(!)  x is the element of
L(Rm;Rm) whose jth column, j=1; : : : ; m, is t(!) jx, that is, t(!)  x=(1t (!)x; : : : ;
mt (!)x).
For any u=(u1; : : : ; un)2U, we associate n costs J i(u); i=1; : : : ; n, which are the
costs corresponding to the players (J i(u) is the cost that the ith player pays for his
action on the system governed by the process X u) dened as follows:
8i=1; : : : ; n; J i(u)= 1
2
E
Z T
0
(X us :M
i
sX
u
s + u
i
s :N
i
su
i
s) ds+ X
u
T :Q
iX uT

;
where for any i=1; : : : ; n, Mi; N i are P-measurable and bounded process with values,
respectively, in L(Rm;Rm) and L(Rpi ;Rpi), Qi is an L(Rm;Rm)-valued, F0T -measurable
and bounded random variable; Mit (!); N
i
t (!) and Q
i(!) are positive and symmetric ma-
trices, moreover, Nit (!) is invertible and its inverse (N
i)−1 = (Nit (!)
−1)t6T is bounded.
The problem is then to nd ( ~u1; : : : ; ~un)2U, called a Nash equilibrium point for
the game, such that for any i=1; : : : ; n, J i( ~u1; : : : ; ~un)6J i( ~u1; : : : ; ~ui−1; u; ~ui+1; : : : ; ~un);
8u2Ui.
Let us remark that for any u2U, E[(supt6T jX ut j)2] and J i(u), i=1; : : : ; n, are nite
quantities.
If  0,  0 and the coecients A; ; Ci;M i; N i and Qi, i=1; : : : ; n, do not depend
on ! then the game becomes deterministic and has been studied by many authors
(Friedman, 1971; Lukes and Russel, 1971; Bensoussan, 1974, 1981; Eisele, 1982).
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Friedman (1971) (Theorem 8.5.1, p. 310) on one hand and Lukes and Russel (1971),
(Theorem 9, p. 114) on the other hand, have proved the existence of an open-loop
Nash equilibrium point for this deterministic game if T is small enough.
Hamadene (1999) has considered yet a little bit less general problem than this one.
As in the deterministic case, he shows also the existence of an open-loop Nash equi-
librium point for the game if T is small enough. Otherwise, the game may have as it
may not have an equilibrium point.
So in the sequel of this paper we are going to look into for which regularity condi-
tions on the coecients we can state that the game has an equilibrium point for any
duration T and not only for T small enough.
2.2. Existence of an equilibrium point criterion
In order to solve this problem, rst we give sucient conditions (Proposition 2.2.1)
for the existence of an equilibrium point for the game. These conditions, expressed by
means of a backward{forward equation, follow from the stochastic maximum principle
(Cadelinas and Karatzas, 1995; Bensoussan, 1981) associated with this game problem.
Second, we use Theorem 1.2 to show that these conditions are fullled.
So, for i=1; : : : ; n, let Hi be the map, called the ith Hamiltonian associated with
the game, from [0; T ]
Rm+m Qni=1 Rpi onto R which to (t; !; x; i; v1; : : : ; vn)
associates Hi[t; !; x; i; v1; : : : ; vn] = i:(Atx +
Pn
j=1 C
j
t vj + t) +
1
2 (x:M
i
t x + v:N
i
t v).
We say that the generalized minimax condition is satised if there exists a function
( ~u1; : : : ; ~un) : (t; !; x; 1; : : : ; n) 7! ( ~u1(t; !; x; 1; : : : ; n); : : : ; ~un(t; !; x; 1; : : : ; n)) from
[0; T ]
Rm (Rm)n onto Qni=1 Rpi such that:
(i) ( ~u1; : : : ; ~un) is P⊗B(Rm (Rm)n)-measurable.
(ii) For any (t; x)2 [0; T ]Rm, (1; : : : ; n)2 (Rm)n, u2Rpi and for any i=1; : : : ; n
we have
Hi[t; !; x; i; ( ~u
1; : : : ; ~un)(t; !; x; 1; : : : ; n)]
6Hi[t; !; x; i; ( ~u
1; : : : ; ~ui−1)(t; !; x; 1; : : : ; n); u; ( ~ui+1; : : : ; ~un)
(t; !; x; 1; : : : ; n)]; P-a.s.
The generalized minimax condition, introduced by Friedman (1972), is not so strange
than it appears. It is an adaptation to the nonzero sum stochastic dierential game
setting, of the realization of the inmum of the Hamiltonian function in optimal control
of diusion processes (Davis, 1973).
Lemma 2.1. The function ( ~u1; : : : ; ~un) from [0; T ]
Rm (Rm)n onto Qni=1 Rpi ,
which to (t; !; x; 1; : : : ; n) associates (−(N 1t )−1C1t 1; : : : ;−(Nnt )−1Cnt n) satises
the generalized minimax condition.
Proof. For i=1; : : : ; n,
Hi[t; !; x; i; v1; : : : ; vn] = i:
0
@Atx + Cit vi + nX
j=1; j 6=i
Cjt vj + t
1
A+ 1
2
(x:M it x + v:N
i
t v)
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= (i:Cit vi +
1
2vi:N
i
t vi) + i:
0
@Atx + nX
j=1; j 6=i
Cjt vj + t
1
A
+
1
2
x :M it x:
But i:Cit vi +
1
2vi:N
i
t vi=
1
2(vi + (N
i
t )
−1Cit i):N
i
t (vi + (N
i
t )
−1Cit i) − 12 (Cit i):(Nit )−1
(Cit i); hence, since N
i
t (!) is a positive matrix, the function which to vi 2Rpi asso-
ciates i:Cit vi +
1
2vi:N
i
t vi attains its minimum for vi= − (Nit )−1Cit i. It yields, for any
(v1; : : : ; vi−1; vi+1; : : : ; vn)2
Q
j=1; n; j 6=i Rpi and u2Rpi , we have
Hi[t; x; !; i; v1; : : : ; vi−1;−(Nit )−1Cit i; vi+1; : : : ; vn]
6Hi[t; !; x; i; v1; : : : ; vi−1; u; vi+1; : : : ; vn]
and then, in particular, if vj = − (Njt )−1Cjt j, j=1; : : : ; i − 1; i + 1; : : : ; n, we get the
desired inequality.
Remark 2.2. Let us point out that the function that makes the generalized minimax
condition holds is independent of x. This comes from the nature of the costs and the
dynamics of the system. So, since for i=1; : : : ; n, ~ui(t; !; x; 1; : : : ; n) is independent
of x and 1; : : : ; i−1; i+1; : : : ; n, we denote it simply ~ui(t; !; i).
We are now ready to give the existence of an equilibrium point criterion which is,
once again, in a sense the converse of the stochastic maximum principle associated
with this game problem.
Proposition 2.3 (Existence criterion). Suppose there exists a P-measurable process
(X; p1; : : : ; pn; q1; : : : ; qn) such that for i=1; : : : ; n, (pi; qi) belongs to M2; m+mm and
which solves the following backward{forward equation: 8t6T
Xt = x +
Z t
0
 
AsXs +
nX
i=1
Cis ~u
i(s; pis) + s
!
ds+
Z t
0
(s  Xs + s) dWs; (14)
pit =Q
iXT +
Z T
t
0
@As pis +MisXs + mX
j=1
js q
i; j
s
1
A ds− Z T
t
qis dWs; i=1; n; (15)
where, for j=1; : : : ; m, qi; jt is the jth column of the matrix qit .
Then the open-loop admissible strategy ~u=( ~u1; : : : ; ~un)= ( ~u1(t; p1t ); : : : ; ~u
n(t; pnt ))t6T
is a Nash equilibrium point for the game.
Proof. First, let us notice that in the backward{forward equation (14) and (15), X is an
optimal trajectory for the system and (p1; q1); : : : ; (pn; qn) are the associated stochastic
adjoint processes (Cadelinas and Karatzas, 1995; Bensoussan, 1981).
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We now give the proof. The fact that ~u is an open-loop admissible strategy for the
players is an immediate consequence of the boundedness of Ci, (Ni)−1 and the fact
that pi 2M2; m, i=1; : : : ; n.
Let u be an element of U1, let us show that J 1( ~u)6J 1(u; ~u2; : : : ; ~un). If we denote
X u the solution of Eq. (13) associated with the admissible control (u; ~u2; : : : ; ~un), then
it is easily seen that
J 1(u; ~u2; : : : ; ~un)− J 1( ~u)
= 12E
Z T
0
(X us :M
1
s X
u
s − Xs:M 1s Xs + us:N 1s us − ~us:N 1s ~us) ds
+ X uT :Q
1X uT − XT :Q1XT
#
= 12E
Z T
0
f(X us − Xs):M 1s (X us − Xs) + (us − ~u1s ):N 1s (us − ~u1s )g ds

+12E
Z T
0
f2(X us − Xs):M 1s Xs + 2(us − ~u1s ):N 1s ~u1sg ds
+ (X uT :Q
1X uT − XT :Q1XT )
#
> 12E
Z T
0
f(X us − Xs):M 1s (X us − Xs) + (us − ~u1s ):N 1s (us − ~u1s )g ds

+E
Z T
0
f(X us − Xs):M 1s Xs + (us − ~u1s ):N 1s ~u1sg ds+ (X uT − XT ):Q1XT

: (16)
since 12 (X
u
T :Q
1X uT −XT :Q1XT )= (X uT −XT ):Q1XT + 12(X uT −XT ):Q1(X uT −XT ) and Q1 is
a positive matrix. But Q1TXT =p
1
T and (p
1; q1) is a stochastic adjoint process then the
last term of the last member of (16) is null. Indeed, using Ito^'s formula with X u − X
and p1 we get,
(X uT − XT ):p1T =
Z T
0
f−(X us − Xs):M 1s Xs + p1s :C1s (us − ~u1s )g ds
+
Z T
0
(X us − Xs):q1s dWs +
Z T
0
p1s :s  (X us − Xs) dWs:
As for any control u2U, E[(supt6T jX ut j)2]<1 then, using the Burkholder{Davis{
Gundy inequality (as in the proof of Theorem 1.2), we can show that
R :
0 (X
u
s −Xs):q1s dWs
and
R :
0 p
1
s  s:(X us − Xs) dWs are martingales. Hence,
E
Z T
0
f(X us − Xs):M 1s Xs + (us − ~u1s ):N 1s ~u1sg ds+ (X uT − XT ):Q1XT

=E
Z T
0
f(us − ~u1s ):N 1s ~u1s + p1s :C1s (us − ~u1s )g ds

=0
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since for any t6T , (ut − ~u1t ):N 1t ~u1t + p1t :C1t (ut − ~u1t ) 0; P-a.s (see the denition of
~u1). It follows that J 1(u; ~u2; : : : ; ~un)− J 1( ~u)>0 since M 1 and N 1 are positive matrices.
In the same way, we can show that for i=2; : : : ; n,
J i( ~u1; ~u2; : : : ; ~ui−1; u; ~ui+1; : : : ; ~un)−J i( ~u1; : : : ; ~un)>0 for any u2Ui, whence ~u=( ~u1; : : : ;
~un) is a Nash equilibrium point for the game.
2.3. Existence of a Nash equilibrium point
Now, with the help of Theorem 1.2, we are able to show the existence of a process
(X; p1; : : : ; pn; q1; : : : ; qn) which satises the BFSDE (14) and (15) if the assumptions
(H) below, which are easy to satisfy if the processes dening the game are valued in
R, are in force. This theorem comes at the right moment since the well-known results
on backward{forward equations (Antonelli, 1993; Hu and Peng, 1995; Ma et al., 1994)
do not provide a solution for the equation of Proposition 2.3.
(H)
8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:
(i) 8 i=1; : : : ; n; the matricial process (Cit (Nit )−1Ci;t )t6T is
independent of t;which we denote, for simplicity, Ki:
(ii) 9>0 such that x:
 
nX
i=1
KiQi
!
x>jxj2 and
x:
 
nX
i=1
KiMit
!
x>jxj2; P-a.s; for any t 2 [0; T ] and
x2Rm:
(iii) 8i=1; : : : ; n; KiAt =At Ki and Ki jt = jt Ki; P-a.s for any
t 2 [0; T ] and j=1; : : : ; n:
Proposition 2.4. If (H) is assumed, then there exists a process (X; p1; : : : ; pn; q1; : : : ; qn)
such that for any i=1; : : : ; n, (pi; qi)2M2; m+mm and which solves the BFSDE (14)
and (15).
Proof. Let us consider the following backward{forward stochastic dierential equation:
8t6T ,
Xt = x +
Z t
0
fAsXs − ~Y s + sg ds+
Z t
0
fs  Xs + sg dWs;
~Y t =
 
nX
i=1
KiQi
!
XT −
Z T
t
(
−As ~Y s −
 
nX
i=1
KiMis
!
Xs −
mX
i=1
js ~Z
j
s
)
ds
−
Z T
t
~Zs dWs: (17)
First, let us point out that under (H), if (X; p1; : : : ; pn; q1; : : : ; qn) satises the system
(14) and (15) then (X; Y )=
Pn
i=1 K
ipi; Z =
Pn
i=1 K
iqi) solves the backward{forward
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equation (17). So, the idea of the proof is to use Eq. (17) for constructing X , the
optimal trajectory of the system, and then obtaining ((pi; qi))i=1;:::; n as solutions of
ordinary backward stochastic dierential equations.
According to Theorem 1.2, the condition (H(ii)) and the boundedness of the pro-
cesses A; Ki;M i; : : : we can say that there exists a unique process (X; ~Y ; ~Z) in
M2; m+m+mm which solves Eq. (17).
For i=1; : : : ; n, let (pi; qi) be the solution in M2; m+mm, which exists according
to (Pardoux, 1991, Theorem 3.1; Darling and Pardoux, 1996, Theorem 2.2), of the
following backward equation:8>><
>>:
−dpit =
0
@At pit +Mit Xt + mX
j=1
jt q
i; j
t
1
A dt − qitdWt ; t6T
piT =Q
iXT :
The process (
Pn
i=1 K
ipi;
Pn
i=1 K
iqi) belongs to M2; m+mm. Moreover, taking account
of the assumptions (H(i)) and (H(iii)), it satises
−d
 
nX
i=1
Kipit
!
=
8<
:At
 
nX
i=1
Kipit
!
+
 
nX
i=1
KiMit
!
Xt+
mX
j=1
jt
 
nX
i=1
Kiqi; jt
!9=
; dt
−
 
nX
i=1
Kiqit
!
dWt ; t6T
 
nX
i=1
KipiT
!
=
 
nX
i=1
KiQi
!
XT :
It follows that ~Y =
Pn
i=1 K
ipi and ~Z =
Pn
i=1 K
iQi since the solution of the backward
equation of the system (17) is unique in M2; m+mm. Hence (X; p1; : : : ; pn; q1; : : : ; qn) is
such that for any i=1; : : : ; n, (pi; qi)2M2; m+mm and (X; p1; : : : ; pn; q1; : : : ; qn) satises
the BFSDE (14) and (15).
As a consequence of Propositions 2.4 and 2.3 we deduce,
Theorem 2.5. If (H) is assumed, then the admissible control ~u=( ~u1(t; p1t ); : : : ; ~u
n(t;
pnt ))t6T is an open-loop Nash equilibrium point for the nonzero sum linear-quadratic
stochastic dierential game.
Remark 2.6. Without the assumptions (H), the game may not have an equilibrium
point for some values of T , its duration, great enough. An example of such games is
given in (H).
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