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Abstract
We study the development of two numerical algorithms for long nonlinear wave runup 
that utilize the generalized Carrier-Greenspan transform. The Carrier-Greenspan transform 
is a hodograph transform that allows the Shallow Water Wave equations to be transformed 
into a linear second order wave equation with nonconstant coefficients. In both numerical 
algorithms the transform is numerically implemented, the resulting linear system is numer­
ically solved and then the inverse transformation is implemented. The first method we 
develop is based on an implicit finite difference method and is applicable to constantly slop­
ing bays of arbitrary cross-section. The resulting scheme is extremely fast and shows promise 
as a fast tsunami runup solver for wave runup in coastal fjords and narrow inlets. For the 
second scheme, we develop an initial value boundary problem corresponding to an inclined 
bay with U or V  shaped cross-sections that has a wall some distance from the shore. A 
spectral method is applied to the resulting linear equation in order to find a series solution. 
Both methods are verified against an analytical solution in an inclined parabolic bay with 
positive results and the first scheme is compared to the 3D numerical solver FUNWAVE 
with positive results.
v
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C h apter 1
In trod u ction
Tsunami waves are long waves that pose a major hazard to coastal regions and can re­
sult in tremendous damages to affected communities. For example the 2004 Indian Ocean 
tsunami reportedly resulted in more than 228,000 deaths and an estimated 10 billion USD 
economic impact [BR09]. More recently the March 2011 Tohku tsunami is reported to 
have caused 15,889 deaths and had an estimated economic impact of over 250 billion USD 
[Nat14, NCD11]. In order to mitigate damages tsunamis cause, potentially affected com­
munities must be identified and emergency plans must be made. Since large underwater 
earthquakes could trigger a major tsunami, coastal communities near subduction zones have 
an increased risk for tsunami damages.
The Aleutian megathrust, where the Pacific plate is being subducted underneath the 
North American plate, has delivered numerous great earthquakes and is considered one of 
the most seismically active fault zones in the U.S. [RLK07, BDN+11]. Recently there have 
been many large earthquakes in the Aleutian megathrust. Notable large earthquakes are the 
M8.3 earthquake west of Kodiak Island in 1938, the M8.6 Andreanof Island event in 1957, the 
M9.2 Alaska earthquake in 1964, and the M8.7 Rat Island earthquake in 1965. These earth­
quakes ruptured almost the entire length of the megathrust and generated large tsunami 
waves that traveled for several hours and impacted exposed shorelines across the Pacific 
Ocean [GMO97, NGD13]. In particular the devastating 1964 tsunami struck the seaboard 
of southeast Alaska and then traveled into the narrow channels and canals further inland. 
The communities of Skagway and Haines located at the end of Lynn Canal were struck by
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3.0 and 5.8 meter waves during the 1964 event [NGD13]. It is believed that the Aleutian 
megathrust has the greatest potential to generate tsunamis that would affect Alaska [DW08].
The impact of a tsunami depends on how well a community is prepared and on how effi­
cient emergency managers can evacuate the near-shore areas. Depending on the information 
bulletin issued by Tsunami Warning Centers, emergency managers and harbor masters are 
recommended to take actions ranging from limiting access to the waterfront to a full evacu­
ation of the near-shore areas [Ewi11, WAB+13]. Since over-evacuation may result in heavy 
costs to businesses, and potentially damage public confidence in response activities, emer­
gency managers cannot simply use worst case scenarios to determine the evacuation plan 
[Kif12, WMew]. Because of this, a quick and robust assessment of the incoming tsunami 
is paramount to the determination of an emergency plan. To this effect, the Warning Cen­
ters process all available data to provide a forecast of the potential inundation at selected 
sites [TTC09]. Unfortunately at some locations (such as small coastal towns in Alaska) the 
only information available may be a near-shore tsunami height estimation [WAB+13]. Thus, 
quick and efficient estimates of the potential wave height at locations, where forecasts by 
the Warning Centers are not yet available, are important to select an appropriate evacua­
tion procedure (R. Wilson, California Department of Conservation Agency and K. Miller, 
California Governors’ Office of Emergency Services, personal communication, 2014). The 
process of finding the maximum/minimum values the wave height achieves at the shore is 
referred to as the tsunami runup/rundown problem. The runup is the maximum height and 
the rundown is the minimum wave height.
Recent studies of the 2011 Tohoku tsunami have suggested that the local bathymetry 
(U-shaped verses V-shaped) is a key component in predicting the local runup. V-shaped 
bays have larger runup than U-shaped bays [LST+13, SSO+12, KKP+13, SCP+14]. In light 
of these studies, an understanding of the runup characteristics in such bays may help com­
munities where no warning center forecast is available.
The nonlinear shallow water theory in two dimensions is commonly used to predict the 
runup of long waves in coastal areas [SB06]. In the case of narrow, long channels and fjords,
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the governing 2D equations can be simplified into a 1D system [Sto57, PT94, DP11b, RPD14]. 
Under this simplification the mass and linear momentum conservation principles become the 
so called shallow water wave equations (SWEs)
dS d
m  +  ax  (uS) =  0- <L1)
du du dH dh
Tt +  u Tx +  q i x  =  qd x  <L2)
Here, u =  u (x ,t)  is the cross-section averaged velocity, n =  n(x, t) and h =  h(x) are the wa­
ter displacement and unperturbed water depth along the main axis of the bay, respectively.
The quantity H (x, t) =  n(x, t) +  h(x) is the total water depth, q is the acceleration of gravity, 
and S(x, t) is the area of the water cross-section of the bay. We assume that S is a function 
of total depth H  only; i.e. the cross-section of the bay does not change with respect to x. 
Figure 1.1 is a defining diagram in the particular case of a N-wave in a parabolic bay.
In 1957, Carrier and Greenspan developed a hodograph transform (known as the clas­
sical Carrier-Greenspan transform) from (1.1-1.2) into a linear second order wave equation 
in the case of a plane sloping beach (i.e. h(x) =  a x  for some constant a >  0)[CG57]. The 
classical Carrier-Greenspan transformation has been an invaluable tool in the development 
of solutions to shallow water wave equations [Shu73, Spi76, Syn87, Syn91, PM92, TS94, 
Pel95, MP01, CWY02, Kan04, TT05, ZPGO06, Bar11]. In 2011, the Carrier-Greenspan 
transformation was generalized to sloping bays with parabolic cross-sections (i.e. bays with 
bathymetry of the form Z (x , y) =  y2 +  a x  for some constant a >  0) and then to sloping bays 
with U-shaped cross-sections (i.e. bays with bathymetry of the form Z (x ,y )  =  |y|m +  ax  
for some constants m >  0 and a >  0)[DP11a, DP11b]. This generalization has led to an 
analytic solution for N-wave runup in a constantly sloping parabolic bay [DP11b], the devel­
opment of a spectral solution for a parabolic bay of infinite length [DP11b], and a spectral 
solution for U-shaped bays of infinite length [Gar13]. Following the 2011 generalization, the 
Carrier-Greenspan transformation was generalized to the case of sloping bays with arbitrary 
cross-section [RPD14].
3
Figure 1.1: Top Left: a (x,z) cross-sectional view of an N-wave in a constantly sloping 
parabolic bay, Top Right: a (y,z) cross-sectional view of a parabolic bay with water displace­
ment n(x), and Bottom: the 3D view of the bay and N-wave given by the two cross-sections.
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Because of the recent generalization of the Carrier-Greenspan transform as well as the 
recent interest in the runup characteristics of long waves in U and V  shaped bays, a study 
of the viability of the generalized-Carrier transform as a numerical tool to study wave runup 
in such bays is of great interest. This paper will present two fast and accurate numerical 
methods that use the generalized Carrier-Greenspan transformation.
1.1 C h apter O verview
In Chapter 2 we give an overview of the generalized Carrier-Greenspan transform [RPD14]. 
Following our discussion of the generalized transformation we show how to compute the 
Carrier-Greenspan transformation for the case of U-shaped bays and present the analytic 
solution given in [DP11b]. We then develop a numerical method to implement the general­
ized transform as in [HNPR15].
In Chapter 3 we turn our attention to the development of a finite difference method to 
solve the linear system that results from the generalized Carrier-Greenspan transform. To 
test our method we compare the numerical solution given by our method to an analytic 
solution found by Didenkulova [DP11b]. This is followed by a comparison of our method to 
the 3D numerical solver FUNWAVE for the case of a N-wave runup in a trapezoidal bay. 
This work is the same as the work in [HNPR15].
In Chapter 4 we first develop an appropriate initial value boundary problem (IVBP) for 
wave runup in a U-shaped sloping bay with a wall located a finite distance from the shore. 
Our IVBP is similar to the work by [Bar11] and [KS06a]. We then use the Carrier-Greenspan 
transformation to find a spectral solution via the use of Sturm-Liouville theory. A numerical 
algorithm to utilize the spectral solution is then developed. This algorithm is tested by using 
an analytic solution.
The methods in Chapters 3 and 4 are significantly faster then similar numerical methods 
that are known to us.
5

C h apter 2
C arrier-G reen span  T ransform
We give a brief overview of the generalized Carrier-Greenspan transformation. The key to 
be able to implement the Carrier-Greenspan transform is a function F (a ). We thus discuss 
how to compute F (a ) for two bays that are of interest. For the second bay F (a ) cannot be 
found analytically suggesting that numerical methods are needed for many bays. We thus 
discuss how to numerically find F (a ) and implement the Carrier-Greenspan transform.
2.1 G eneralized  C arrier-G reen span  T ran sform ation
In this section, we provide a brief review of the generalized transformation by Rybkin et 
al. [RPD14] for a linearly inclined bay of arbitrary cross-sections. Following Rybkin et al. 
[RPD14] we assume that the bay bathymetry is determined by Z  =  f  (y) — h(x), where f  (y) 
describes the cross-section of the bay and h(x) is restricted to h(x) =  a x  for some bay slope 
a >  0. Since (1.1) - (1.2) forms a conservative system of two first order hyperbolic equations, 
it admits two characteristic curves and corresponding Riemann Invariants. Rybkin et al. 
found the Riemann invariants and corresponding characteristics to be J± =  u ±  f  -\JgjHdH
and c± =  u ±  \JqSd f . With the characteristics and corresponding Riemann invariants 
known, Rybkin, et al. showed that equations (1.1) and (1.2) can be written in characteristic 
form as
dx dt . .
— =  0 (2.1)
0IT ± 0 IT
where I± =  J± +  aqt are modified Riemann Invariants. Consequently a new coordinate 
system (a, A) is defined in terms of the modified Riemann Invariants. In particular we define
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A =  (I+ +  I - ) /2  and a =  (I+ — I - )/2 , or
n H(x,t)
A(x,t) =  u (x ,t) +  aqt, a ( x , t ) =  / fg D (h )d h , (2.2)
J 0
where ______________
D (H ) =  ^ d H  (ln S (H )). (2.3)
As seen by (2.2), the variable A is related to time, while a is associated with the spatial vari­
able x. Note that at the shoreline H (x ,t) =  0, and thus the shoreline location is associated 
with a =  0. This is major advantage of the (a, A) coordinate system as the shoreline location 
in (x ,t) coordinates varies for any nontrivial runup problem. Now note that as H (x ,t) is 
non-negative, a is as well. Finally note that if the initial water velocity u0(x, 0) =  0 then 
t =  0 corresponds to A =  0 for all x. Throughout this theses the (x ,t) coordinate system 
will be referred to as physical coordinates and the (a, A) coordinate system will be referred 
to as nonphysical coordinates.
In order to exploit the convenient properties of the (a, A) coordinate system Rybkin, et 
al. [RPD14] introduced a function F  =  F (a ) and the potential $  =  $ (a , A) such that
T?( \ 2f 9  $7 (n
F  (a) =  c+ — c-  =  D C H M )' u =  T  ■ <2-4)
In terms of (2.4) equation (2.1) becomes the linear system
2 F
$  aa — $ 77 — W  (a )$ 7 =  0, W  (a) =  . (2.5)
Furthermore utilizing (2.2), (2.4) and the fact that H (x, t) =  n(x, t) +  h(x) the transformation 
from the physical and nonphysical coordinate system can be found as
u =  $ 7 , n =  7T ($ a — u2) , x =  - 1 -  ( $ a — 2qH — u2) , t =  A— - . (2.6)F 2q v ' 2qa aq
In order to solve (2.5), it is necessary to specify the initial conditions and boundary 
conditions. Typically, the initial water disturbance n0(x) =  n(x, 0) and velocity u0(x) =  
u(x, 0) are available in terms of physical variables (x, t) and need to be transformed into the
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initial conditions in (a, A) coordinates. Exploiting (2.6), we obtain
(a, 0) =  Uo(x(a, 0 ))F (a ), $ A(a, 0) =  2gno(x(a, 0)) +  u0(x(a, 0)), (2.7)
where x(a, 0) can be found via (2.2). Finding the initial conditions for arbitrary u0(x) in
sloping bays of arbitrary cross section is still an open research question. There has however
been some research in the case of a plane sloping beach. In particular [KS06b] were able to 
find an analytic solution to the runup problem for arbitrary u0. For the solution techniques 
used in this paper the technique employed by [KS06b] can only be used when no(x) is 
sufficiently small. For arbitrary n0(x) we thus limit the scope of this paper by assuming that 
u0 =  0. Now to define the boundary condition at a =  0, we note that F (0) =  0, and since 
the water velocity u =  / F  should be bounded we impose
(0, A) =  0. (2.8)
The offshore boundary condition will be changed throughout the paper depending on if the 
bay is finite or infinite. In particular Chapter 3.1.1 will develop a boundary condition for a 
bay of infinite length and Chapter 4 will develop a boundary condition for a bay of finite 
length.
2.2 C om p u tin g  F (a ) for B ays o f  Interest
We will now demonstrate how one can compute F (a ) for U and V  shaped bays followed by a 
discussion of the complications in computing F (a ) for bays of trapezoidal cross-sections. The 
complications for computing F (a ) in the case of a bay with trapezoidal cross-sections is the 
motivation of the development of a numerical method that utilized the Carrier-Greenspan 
transformation.
2.2.1 F (a ) for U and V  Shaped Bays
For U and V  shaped bays we are referring to a constantly sloping bay with cross sections 
of the from f  (y) =  |y|m for m >  1 and 0 <  m  <  1 respectively. A sample U shaped bay 
for m =  2 (the so called parabolic bay) is shown in Figure 1.1. To compute F (a ) for such 
bays, we must first find the cross-sectional area S (H ) for such bays. Since the only difference
9
between U and V  shaped bays is the value of m, we will compute F (a ) for both types of 
bays simultaneously. For a given height H  the cross-sectional area S (H ) is given by
H1/m TTm + 1m
S (H ) =  2 H  — ymdy +  1 
./0 m +  1
Thus D (H ) is computed via (2.3),
1 zS/(H ) / m + 1
D (H  ) =  ' / s h )  =  v w
From (2.2) we compute a (H ) and thus see that
m 2H  (a) =  ■— --------— a
4g(m +  1)
and thus
, , „  2f q (m  +  1)
D (H  (a)) =  --------- -.
ma
Finally we see that
F  (a) =  - m a -. (2.9)
v '  m +  1
The key step in being able to analytically compute F (a ) is finding H (a) analytically. We 
postulate that there are many bays where F (a ) can not be found analytically.
2.2.2 F (a ) for a T rapezoida l B a y
We now consider bays given by a trapezoidal channel. An example of such a channel is 
shown in Figure 2.1. We will define the quantity y0 as half of the base length, and as the 
slope of the lateral walls. Using the formula for the area of a trapezoid, we find that
H 2
S (H ) =  —  +  2^y0H.
Thus, computing D (H ) using (2.3) we see that
D (H ) ' 2H +  2'%<l
H 2 +  2^y«H
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Now to find H (a) we must invert the function
=  f H g  h +  ^y0
a J0 V h2 +  2/3y0h .
Evaluation of this integral leads to an expression in terms of elliptic integrals of the second 
kind. It is well known that the elliptic integral of the second kind does not admit an analytic 
solution [AS65]. Because of this it was not possible to find H (a) analytically. Furthermore as 
trapezoidal bays are a simple extension of the V  shaped bay given by cross-section f  (y) =  |y |, 
the lack of an analytically computable expression for H (a) suggest that there are many bays 
that lack an analytic expression for F (a ). We now note that for all cross-sections S '(H ) >  0 
and thus D (h) >  0 for all h >  0, it then follows that H (a) is a well defined function for any 
cross-section.
2.3 A n a ly tica l S olu tion  in a P a ra bo lic  B ay
One of the most valuable tools to verify numerical algorithms are analytical solutions. Such 
a solution allows one to explicitly compute the error of a numerical method. Throughout 
Chapters 3 and 4 we will need to have some solution to verify that our numerical algorithms 
are correctly computing wave runup. With this in mind we will discuses an analytical solution 
found by Didenkulova and Pelinovsky [DP11b] for the case of runup in parabolic bays. Given 
the initial condition in (a, A) coordinates
n0(a) =  — 2 
gp2
4A \a — a0 - (g—7o)2 i a +  a0 -(g+2<7o)2
-e p +------------ e p
a a
and u0(a) =  0
where A represents the maximum wave height, a0 is the distance of the wave from the shore, 
and p is the wave length. Such a wave profile is called an N-wave because of its shape. 
Figure 2.2 shows a picture of n(a, 0) in terms of physical coordinates. For this initial profile 
Didenkulova and Pelinovsky found the following D ’Alembert solution:
A
$ (a  >  0, A) =  — 
a
e-(a+\-ao)2/p2 _  e - (a- x- ao)2/p2 +  e - (a+x+ao)2/p2 — e - (a- x+ao)2/p2
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Figure 2.1: Top: A schematic view of a wave propagating in the trapezoidal beach with 
lateral walls slope ^ =  1/ 2, bottom width of 2y0 =  100 meters and the beach inclination of 
a  =  0.01. Bottom: a transverse cross-section of the bay.
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Initial Condition in physical coordanates
W ater displacem ent 
Unpertrubed w ater heigth
\ i
2500 1500 500 0
X
Figure 2.2: Initial condition in physical coordinates for an analytical solution for the runup 
problem in a parabolic bay.
Recalling that F (a ) =  (2 /3 )a  for a parabolic bay, to show that $  is indeed a solution one 
must verify that
n (a ,0) =  - g  0) — 4/9 ( $ - 0 °
and that
2
$AA — $aa — -  $  =  0.a
These are straight forward calculations that are quite tedious so we will omit the details 
here. The interested reader is refereed to [DP11a] for a derivation of this analytic solution.
2.4 N um erica l Im plem en tation  o f  the C arrier-G reen span  T ran sform ation
In order to utilize the Carrier-Greenspan transformation we must numerically realize the 
transformation between physical and nonphysical coordinates. We first show how to convert 
from initial physical coordinates into nonphysical coordinates and then how to convert back 
to physical coordinates.
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The main challenge in converting to nonphysical coordinates is computing F (a ) and 
Fa (a) for an arbitrary sloping bay. For numerical purposes we need to develop a method to 
find F (a ) and Fa(a) for any set of points {a k} N=1. To do this, we note that the function 
F  can be explicitly obtained in terms of H  via (2.4). Thus to compute F (a k), the function 
H (ak) needs to be known. As was discussed in Section 2.2.2, H (a) may not be computable as 
an analytic function since the equation a (x ,t) =  J0H ^gD( h) dh may not be analytically 
invertible. To resolve this problem we turn to numerical methods. In particular for a given 
ak we numerically solve
r Hk
ak (x ,t) — ^gD (h )dh  =  0
0
for Hk via the Newton-Raphson method. With F (a k) known, Fa (ak) is then computed via 
the finite difference method (i.e. Fa(ak) ~  (F (a k +  A a ) — F (a k — A a ) ) / ( 2£a)).
Once F (a ) and Fa (a) are known, (a(x, t), A(x, t)) and $A(a(x, t), A(x, t)) can be com­
puted from (2.7) and A(a(x, t), A(x, t)) can be computed via (2.6). Furthermore a (x ,t) can 
be found through (2.2).
Once in nonphysical space the wave runup can be computed by solving (2.5). Methods 
to solve (2.5) are the subject of Chapters 3 and 4. With the wave runup known, we compute 
(a, A) and $A(a, A) via second order finite differences. With (a, A) and $A(a, A) along 
with F (a ) known, equation (2.6) is used to first compute u, then n and finally x and t.
2.5 C on clu sions
The most recent generation of the Carrier-Greenspan transformation greatly extends the 
range of problems that can be addressed. The method in 2.4 allows one to utilize the 
Carrier-Greenspan transformation for numerical experiments. In particular, runup in U and 
V  shaped bays can now be addressed by solving a linear wave equation with analytically 
known nonconstant coefficients and converting back to physical coordinates. Furthermore for 
any constantly sloping bay with constant cross-sections, the generalized Carrier-Greenspan 
transformation allows one to numerically solve a linear wave equation to compute the wave 
runup.
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C h apter 3
N u m erica lly  S olvin g the S W E s in an In fin ite S lop ing B ay w ith  C onstant 
C ross-S ection s
As discussed in section 2.4, a method is needed to compute the wave runup in nonphysical 
coordinates. This chapter develops a robust finite difference method (refereed to as the 
semianalytic method) that is valid for any sloping bay with some fixed arbitrary cross­
section. We then demonstrate the validity of our method by comparing our method to the 
analytical solution discussed in Chapter 2.3. This is followed by two comparisons of our 
method to the verified and validated 3D numerical solver FUNWAVE.
For the comparison to the analytic solution, we use the maximum relative error through­
out our domain as the metric for the models agreeing. This metric is appropriate as we are 
directly comparing our method to that of an analytic solution. Furthermore for the numer­
ical comparison we will use the maximum runup as our comparison metric. This metric is 
appropriate as FUNWAVE is solving a different system (3D vs. 2D averaged) and thus it 
would not be expected that the two solutions would agree everywhere.
It is extremely notable that FUNWAVE takes approximately 2 CPU days to run (on 
a single core a8-5600k processor) and our method takes 2 CPU minutes (on a single core 
a8-5800k).
3.1 N um erica l A lg or ith m  for R u n u p  in Bays o f  In fin ite Length
Here we present a finite difference method for computing wave runup in the non-physical 
system (equation (2.5)). In the case of U and V  shaped bays W (a) =  (m +  2 )/(m a). From 
this expression we immediately see that a ^  0+ implies W (a ) ^  ro and furthermore when 
a ^  ro, W (a ) ^  0. The primary obstacle that must be overcome when solving (2.5) is
15
the singularity in W (a) at a =  0. Thus we split (2.5) into a system of coupled PDES. The 
resulting coupled system is more numerically stable and allowed for the development of a 
stable finite difference method.
3.1.1 D evelop m en t o f  an In itial V alue B ou n d ary  P ro b le m  (IV B P )
To avoid the singularity at a =  0, the auxiliary functions ^ =  $ a and 0  =  $ a are introduced. 
With these new functions direct substitution shows that (2.5) becomes
— 0a — W  (a )0  =  0. (3.1)
Differentiating equation (3.1) in respect to a and using Young’s theorem (i.e. ^a =  0 a), one 
obtains
$aAA =  $aaa +  W  (a)$aa +  W '(a )$ a
0AA =  0aa +  W  (a)^a +  W '(a )0 . (3.2)
Equations (3.1)-(3.2) form a coupled system that is equivalent to our original system. 
Thus by numerically solving (3.1)-(3.2) we can find the solution to (2.5).
For this system, the method developed in Chapter 2.4 enables us to find the non-physical 
analog of the initial wave height ($ a) and initial wave velocity ($ a) for small initial velocities. 
These conditions are
< (^a, 0) =  $ A(a, 0) and 0 (a , 0) =  $ a(a, 0) (3.3)
respectively. Furthermore the boundary condition at the moving shoreline given in (2.8) 
becomes
$ a (0, A) =  -0(0, A) =  0. (3.4)
We now need to find a boundary condition for the offshore boundary.
To match the work done by Pelinovsky et al. [DP11b, RPD14], we wish to have a 
boundary condition that simulates a wave in an sloping bay of infinite length. If we fix 
some point a =  ai such that ai ^  1 then W  ~  0. Consequently equation (3.2) can be 
approximated by the linear wave equation 0 aa =  0 aa. Therefore, a wave traveling away
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from the shore at a =  a 1 can be approximated via the one directional wave equation
^ A(ai, A) =  — ^ ( a i , A). (3.5)
We note that the choice to expand (W (a )^ ) in (3.2) was to facilitate the enforcement 
of the boundary condition ^(0, A) =  0 at the origin.
We now develop a numerical method to solve (3.1)-(3.2) with the initial conditions (3.3) 
and boundary conditions (3.4)-(3.5).
3.1.2 N um erica l A lg or ith m
With any numerical method to solve a partial differential equation, the stability condition is a 
major restriction. For our system the Courant-Friedrichs-Lewy (CFL) stability condition for 
explicit finite difference methods [CFL28] imposes severe requirements on the time step near 
the origin. In particular the CFL condition requires our time step to approach 0 whenever 
a wave approaches the shoreline. These restrictions mean that it is not feasible to apply an 
explicit finite difference scheme to (3.2). We thus choose to apply an implicit method to 
(3.2) [Fle91]. To compute ^ aa, we employ the second order central difference formula
^ (A +  A A ,a ) — 2^ (A ,a )+  ^ (A — A A ,a )
^AA(A,a) = -----------------------------a a -------------------------- ■
The boundary condition (3.5) is discretized by first order one sided differences in both time 
and space (i.e. (0(A +  AA, a) — ^(A, a )) /A A  =  — (0(A, a +  A a ) — ^(A, a ) ) /A a )  and the 
boundary (3.4) is computed directly. We reiterate that one major factor expanding (3.2) is 
to allow the boundary condition (3.4) to be computed directly.
A numerical scheme for a second order PDE requires knowledge of the initial condition at 
two consecutive time steps. The initial condition ^ (a , 0) is readily available via the method 
outlined in Chapter 2.4. To obtain an approximation to ^  at the second time step, i.e. at 
A =  A  A we apply a Taylor series expansion
^(a, AA) =  ^(a, 0) +  AA^A(a, 0) +  ^ AA(a, 0)AA2/2 +  O (AA3).
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We now note that
d
0 A(a, 0) =  $aA(a, 0) =  d a (2gn(a, 0) +  u2(a, 0))
and that d2
0 AA(a, 0) =  $aAA(a, 0) =  — — (2gn(a, 0) +  u2(a, 0)) =  0.
dadA
Thus our second initial condition becomes
0 (a , AA) =  0 (a , 0) +  AA(2gna(a, 0) +  2u(a, 0)ua(a, 0)) +  O (AA3). (3.6)
Note that 0 (a , AA) can be approximated with third order accuracy and our numerical 
scheme is at least second order accurate in space and time.
Now for any discretization of the domain in the form {kA a, / AA}n=0 1=0 where A a  and AA 
are the spatial and temporal discretization intervals for non-physical variables, we can com­
pute 0 (k A a ,/A A ) by applying the above method. Once the solution 0 (k A a ,/A A ) is found, 
we compute ^ at the same points by numerically solving (3.1). In particular ^a is discretized 
by a forward first order finite differences (i.e. <^A(a, A) ~  (< (^a, A +  AA) — < (^a, A ))/A A), 
while 0 a is computed by a central second order difference (i.e. 0 a (a, A) ~  (0 (a  +  Aa, A) — 
2 0 (a, A) +  0 (a  — Aa, A )) /A a 2) to preserve the overall accuracy of the numerical calcula­
tions. Finally, once the values of ^(fcAa,/AA) and 0 (k A a ,/A A ) are computed, we apply 
our method for the inverse transformation outlined in Chapter 2.4. In general the points 
{ x , t } kl =  ^ (kA a,/A A ) will not have a uniform stepping in both the x and t directions.
This is because the mapping from (a, A) to (x ,t) is nonlinear. Thus, in order to compute 
profiles of the water height n at constant time, we employ the Delaunay triangulation algo­
rithm in Matlab [MAT11] and linearly interpolate (n,u) between the nodes { x , t } kl.
The choice of using Delaunay triangulation to transform the solution from (kAa, /AA) to 
{ x , t } kl is much faster than the Newton-Raphson method employed by [Kan04] and [KS06b] 
with only a small cost to accuracy. It is notable that we only use the Newton-Raphson 
method to calculate Fk and Wk and not the time series at specific location or spatial vari­
ation at specific time as Synolakis and others have done [Syn87]. The difference in using a
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Delaunay triangulation as opposed to Newton-Raphson method to calculate the runup on 
an even grid leads to a great improvement of the speed of our method over previous methods.
Putting all of our work together, our algorithm for calculating wave dynamics is as follows
1. Given ak, compute Hk in order to find Fk, (Fa)k and finally Wk and (Wa)k.
2. Setup the initial condition 0 (a k, 0) according to (3.3).
3. Compute 0 (a k, A1) at the second time step A1 =  AA according to (3.6).
4. Find 0 (a k, Al) for consecutive time steps / >  2 according to the presented finite differ­
ence method for (3.2).
5. Compute ^ (ak, Al) for k, / >  1 according to the presented finite difference method for
(3.1).
6. Use ^(ak, Ai), 0 (ak , Ai), Fk, and Hk to find u(xk,ti), and n(xk,ti) via (2.6).
7. Find the values of runup and rundown using n(xk, ti) and optionally interpolate 
n(xk, ti), u (xk, ti) to uniformly spaced points (x, t) to produce indentation maps (space 
time diagrams for the wave runup).
3.2 V erification  and V a lidation  o f  the N um erica l M e th o d
We now check the accuracy of the algorithm presented in Chapter 3.1.2. In particular we run 
two numerical experiments: one in a parabolic bay with the initial condition given in Figure
2.2 and one in a trapezoidal bay with the same initial condition as Figure 2.2. The first 
experiment is compared to the analytical solution discussed in Chapter 2.3 and the second
experiment is compared to the 3D numerical solver FUNWAVE.
3.2.1 V erification  in a P a ra bo lic  B ay
Recall that Didenkulova and Pelinovsky [DP11b] found an analytic solution for the case of 
the wave given by the initial profile n(a, 0) =  2A2'g- 2a°) e-(a-ao)2/p2 in a constantly sloping 
parabolic bay (Chapter 2.3). To test our method, we will use the initial profile defined by
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the constants A =  0.5, p =  1.5 and a0 =  15. The choice of these particular constants is 
to follow the work done by Didenkulova and Pelinovsky. The bottom picture in Figure 1.1 
shows the scaled initial wave profiles in a parabolic bay with bay slope a  =  .1. The prop­
agation of the solitary wave towards the shore and its reflection is depicted in Figure 3.1. 
The shoreline is clearly fixed at the point a =  0 in the nonphysical system. On the other 
hand the shoreline moves with the wave height in physical coordinates (x, t) with the largest 
deviations of the shoreline from its initial position occurring at runup and rundown. Fur­
thermore in the nonphysical coordinate system, the wave characteristics can be clearly seen 
as straight lines as opposed to the parabolic like characteristic curves in the physical system. 
This linearization of wave characteristics is the key to the Carrier-Greenspan transformation.
For this parabolic sloping bay it has analytically derived that the values of runup and run­
down are Ru =  8Ae- 3/ 2/3p2, Rd =  —4A /3p2, respectively [DP11b]. For the above-mentioned 
values of A ,p, a0, the maximum wave runup is Ru ~  0.1322 and the minimum wave rundown 
is Rd ~  —0.2963. We will denote the computed runup/rundown by Ru and Rd respectively. 
Tables 3.1 and 3.2 list the relative error in the computed runup and rundown for several 
different combinations of AA and A a. Figure 3.2 graphically shows the points in Tables 3.2 
and 3.1. In both tables it is notable that the error decreases rapidly as we decrease both A a 
and AA together. The effect of decreasing AA on the error is greater than the effect of Aa. 
This is primarily because our model is overall first order in computing ^ in respect to AA 
but quadratic in terms of A a ; Thus when decreasing A a  (with A  A =  constant) out method 
converges to the solution much quicker than when AA (with A a  =  constant) is deceased. 
Furthermore since the maximum runup and minimum rundown times are not known but 
their spatial location is always at the moving shoreline (a =  0), decreasing AA increases the 
number of time samples where we compute the runup/rundown whereas decreasing A a  does 
not. This increased sampling rate can easily affect the apparent convergence our method.
Tables 3.1 and 3.2 show that our method agrees with the analytical solution as we refine 
our grid. These tables can be easily visualized in Figure 3.2.
To further test our method we run several models leaving every parameter fixed other 
than the wave height. We then compute the maximum relative error of each model and 
examine how the relative error changes as a function of the wave height. It is notable that
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Figure 3.1: Top Left: the numerically computed wave dynamics in non-physical coordinates 
(a, A). The shoreline is fixed at a =  0. Top Right: the numerically computed wave dynamics 
in physical coordinates (x ,t). Bottom Left: the shoreline dynamics of the physical wave by 
restricting the x axis to [-1.5,20]. The shoreline varies around x =  0. Bottom Right: the 
discrepancy between the analytical and numerical solution in the physical coordinates. The 
maximum errors occur at the runup (0.35%) and rundown (0.65%).
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Table 3.1: The relative error ||Ru — Ru||/Ru in the runup for different values of A  A and A a 
values.
Model Runup error with (AA,Aa) A a  =  1 A a  =  0.1 A a  =  0.01 A a  =  0.005
AA =  1 0.897372 0.896429 0.896429 0.896429
AA =  0.1 0.722520 0.690126 0.686332 0.686299
AA =  0.01 0.295066 0.178941 0.156491 0.156278
AA =  0.001 0.213095 0.085676 0.021997 0.021711
AA =  0.0001 0.204251 0.006944 0.004869 0.004573
Table 3.2: The relative error ||Rd — Rd ||/Rd in the rundown for different values of A  A and 
A  a values.
Model Rundown error with (AA,Aa) A a  =  1 A a  =  0.1 A a  =  0.01 A a  =  0.005
AA =  1 0.959926 0.959926 0.959901 0.959900
AA =  0.1 0.823982 0.718481 0.716881 0.716866
AA =  0.01 0.685179 0.180632 0.171168 0.171078
AA =  0.001 0.663355 0.032658 0.019835 0.019714
AA =  0.0001 0.661000 0.015407 0.002167 0.002042
Figure 3.2: Left: loglog plot showing the errors given in Table 3.1, Right: loglog plot showing 
the errors given in Table 3.2
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max runup
Figure 3.3: Relative error in the semianalytic method in a parabolic bay as a function of 
wave height. Note that the only factor that is changing in our semianalytic model is the 
initial wave height and that the error is always below .5% relative error. Furthermore the 
rate of change in the relative error decreases as the wave height increases.
as the wave height increase, the ratio of the wave height and the wave length grows. Thus 
for large amplitudes, the waves become less shallow. Figure 3.3 shows the relative error for 
different wave amplitudes.
3.2.2 V a lidation  in a T rap ezoid a l B ay
In the last section we verified our algorithm using an analytic solution in the case of a 
parabolic bay. Since real world problems do not typically have analytical solutions as demon­
strated by the lack of an analytical expression for a trapezoidal bay in Chapter 2.2.2, we will 
validate our numerical model in the case of wave runup in a trapezoidal bay. To validate 
our model we choose to compare the results of our model to the 3D numerical model FUN­
WAVE. We choose to use FUNWAVE to verify our method because FUNWAVE was verified 
and validated by [TKMS12, TSK+12] according to an exhaustive suite of tests proposed by 
[SBT+08]. We note that FUNWAVE employs the Total Variation Diminishing finite volume 
scheme [Tor09] along with adaptive Runge-Kutta time stepping [GST01] to model the prop­
agation of the water waves. The interested reader can consult [SKH+12] for further details 
about the FUNWAVE model. It is important to mention that FUNWAVE gives the user the
23
option to take into account the wave dispersion [SKH+12]. Since the SWEs (1.1)-(1.2) are 
a non-dispersive system, we restrict FUNWAVE to non-dispersive behavior in our validation.
In order to validate our method on a realistic scenario, we assume an initial wave profile 
that is typically caused by a small submarine landslide at the head of a trapezoidal fjord. 
Typically, if some ground material fails at the head of the bay, the material then slides down 
along the fjord wall and consequently generates an N-wave with a leading depression. A 
conceptual picture of this phenomenon is shown in Figure 3.4. The initial and final positions 
of the slide are marked by letters A and B respectively and the resulting N-wave is shown 
in blue.
We thus assume an initial N-shaped wave with an amplitude of 10 cm has formed 1000 
meters away from the shore in a trapezoidal bay with wall slope =  1/ 2, bottom slope 
a  =  0.05 and width of 100 meters, i.e. y0 =  50. It is notable that this bay is very similar to 
the steep glacial fjords typical of those found in Alaska, south-central Chili [FPC+11], and 
also very similar to the Pago Pago bay in American Samoa [FBS+11, Did13]. The geometry 
of the idealized channel and wave profile are shown in Figure 2.1.
In FUNWAVE, we simulate the propagation and runup of the same N-shaped wave with 
the trapezoidal bay in Figure 2.1. When the dispersive effects are turned off, FUNWAVE 
solves the classical 2-D shallow water equations, while the proposed semi-analytical model 
computes the cross-section averaged characteristics of the flow. In order to compare the 
results of the two models, we choose to compare our models results to FUNWAVE’s results 
taken from the middle of the bay (see dashed line in Figure 2.1).
For the wave and bay in question we compute the maximum runup =  0.9500 cm and 
minimum rundown =  -.04753 cm in FUNWAVE. We then compute the maximum runup
and minimum rundown in our simi-analytic model. Tables 3.3 and 3.4 demonstrate 
the convergence of and respectively. Similar to the previous model these table show 
an apparent linear convergence in respect to AA and quadratic convergence in respect to 
A a. Considering the significant differences between the two models (2D averaged water flow 
vs. 3D numerical flow), the predictions of the runup/rundown for the two models are close
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A cross-sectional view of a bay with a submarine landslide.
Figure 3.4: Schematic description of a submarine landslide. The landslide quickly moves 
material from its original location (A) to its resting location (B). This movement typically 
generates a N-wave.
to each other having 2.8% relative error in their runup values and 15.2% relative error in 
their rundown values.
It is notable that our numerical method is much faster then FUNWAVE (2 minutes vs. 
2 hours).
We now compare the wave dynamics between the two models. Figure 3.5 compares the 
water level, n, computed by the semi-analytical model and FUNWAVE (at the center of the 
bay). Notice the discrepancy between the two models for certain time periods. In the top 
plot as the waves approach the beach there is only a small discrepancy near the center of 
the N-wave. The second plot from the top shows the minimum rundown that the waves 
achieve. There is still only a small difference in the models at this point in the simulations. 
This between the models grows greatly ten seconds after the minimum rundown is achieved 
as seen in the third plot. It is notable that it is only near the shoreline where the two models 
differ in the third plot. Only 8 seconds later when the waves have reached their maximum 
runup, the models once again are in good agreement. The fourth plot shows this comparison. 
Furthermore as the wave continues to propagate the discrepancy returns as shown in the fifth 
plot. Finally, in the bottom plot, after the wave reflects from the shore, the discrepancy is
25
Table 3.3: Convergence of the Ru computed by the semi-analytical model. Note that the 
rundown in the FUNWAVE simulation is 0.9500 cm.
Model Runup with (AA,Aa) A a  =  1 A a  =  .1 A a  =  .01 A a  =  .005
AA =  1 0.1890 0.1910 0.1910 0.1910
AA =  .1 0.6900 0.7205 0.7209 0.7209
AA =  .01 0.8473 0.8994 0.9001 0.9001
AA =  .001 0.8662 0.9207 0.9214 0.9215
AA =  .0001 0.8682 0.9229 0.9236 0.9236
Table 3.4: Convergence of Rd computed by the semi-analytical model. Note that the rundown 
in the FUNWAVE simulation is -0.4069 cm.
Model Rundown with (AA,Aa) A a  =  1 A a  =  .1 A a  =  .01 A a  =  .005
AA =  1 -0.0998 -0.1000 -0.1000 -0.1000
AA =  .1 -0.3694 -0.3643 -0.3643 -0.3643
AA =  .01 -0.4774 -0.4614 -0.4613 -0.4613
AA =  .001 -0.4916 -0.4741 -0.4740 -0.4740
AA =  .0001 -0.4931 -0.4754 -0.4753 -0.4753
still present but not as large as it was at the shoreline. Despite these discrepancies, the 
models agree on the time of maximum runup/ minimum rundown and give close to the same 
magnitude of the max runup (0.9236 cm vs. 0.9500 cm in FUNW AVE)/ min rundown(-.4753 
cm vs. -.4069 cm in FUNWAVE). It is notable that even though our semianalytic model 
is an averaged 2D model, many of the features of the fully 2D model are present in our 
semianalytic model.
3.3 C on clu sions
The numerical method develop can quickly and accurately compute tsunami runup. It has 
been verified and validated against the analytical solution given in Chapter 2.3 and a well 
tested 3D numerical model. The results of these test showed that our method accurately 
computes wave runup with a slight time difference for the outgoing wave. We believe that 
time warping is the result of the differences between the fully 3D SWEs and the corss- 
sectional averaged SWEs but more research is required to confirm this.
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Figure 3.5: Comparison of the water level computed by the semi-analytic and FUNWAVE 
models.
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0
This shows that the generalized Carrier-Greenspan is a valid method for computing 
wave runup and that our algorithm for computing the transformation between coordinates 
is valid. Furthermore the speed of our model as compared to the 3D model FUNWAVE 
(semianalytic is about 2,800x faster) suggest that our method is a viable option if a quick 
approximation for tsunami runup is needed. This method thus has the potential to quickly 
compute approximations to real world tsunami runup problems and may be a valuable tool 
to extend the range of cities that have a tsunami runup forecast.
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C h apter 4
S pectra l S olu tion  for U and V  S haped  B ays o f  F in ite  Length
In this chapter, we develop another method to solve the resulting linear system (2.5) with 
the initial conditions (2.7) and the boundary condition (2.8). As in Chapter 3, we will 
have to introduce an additional boundary condition for the offshore boundary. This time 
instead of choosing a boundary condition that is compatible with an bay of infinite length, 
we choose to model a sloping bay of finite length with a wall located at some offshore distance 
x L. Our choice of bathymetry is to facilitate the development of a spectral solution. It is 
notable that by placing the wall far away from the shore, bays of arbitrary length can be 
modeled. It also worth noting that our work in this chapter is similar to the work done by 
Baran [Bar11], Kanoglu [KS06a] and Garayshin [Gar13]. In particular Baran [Bar11] found 
a spectral solution for the case of parabolic bays, Kanoglu [KS06a] found a Green’s function 
solution in parabolic bays that is valid for any initial velocity and Garayshin [Gar13] found 
a solution to the spectral problem in U and V  shaped bays of infinite length.
To test our method we will compare our spectral solution to the analytic solution dis­
cussed in Chapter 2.3. The convergence of the spectral solution will be quantified by the 
error in the approximation of the initial condition. Furthermore the metric that will be used 
to validate our method will be the maximum relative error between our spectral solution 
and the analytic solution on domain away from the wall. Similar to Chapter 3, this method 
is shown to be both extremely fast and accurate.
4.1 D evelop m en t o f  an IV B P
Recall that a spectral solution for a partial differential equation (PDE) is a series solution 
is a series solution where the elements of the series are separable solutions to the PDE.
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Furthermore recall that the spatial functions in our transform are found by solving the 
Sturm-Liouville problem for the spatial operator of the PDE. We thus develop a Sturm- 
Liouville problem for a constantly sloping U and V  shaped bay of finite length. The reader 
is referred to pages 41-88 of Al-Gwaiz’s excellent book for a review of the basics results 
of Strum-Liouville theory [AG07]. We first note that the spatial operator of (2.5) is not 
formally self-adjoint. Using the integrating factor e$ W =  a 1+2/m. Equation (2.5) is thus 
rewritten in self adjoint form as
1 (  5$AA = a 1+2/m ( A .  (a 1+2/m$ „ ) )  . (4.1)
The first boundary condition (2.8) is already in an appropriate form for Sturm-Liouville 
theory, so we simply take
(0, A) =  0 (4.2)
to be our shore boundary condition.
Now at the offshore boundary x L, we assume that there is a physical wall. To simulate 
this, we impose u (xL,t) =  0. This condition simulates a reflection of outgoing waves back 
towards the shore. For a discussion of the this wall condition the interested reader is referred 
to [KS06a, AB07, Bar11]. For our purposes this condition is slightly problematic and in fact 
can be a limiting factor for what waves can be modeled via this method. Sturm-Liouville 
theory requires aL(xL,t) must be fixed but the transformation from nonphysical to physical 
coordinate systems (2.6) condition gives us that x L =  1 /a (n (a L, A) — H (x L)). Therefore if 
n(aL, A) is not constant at the offshore boundary, then either aL of x L must change in respect 
to time. To solve this potential issue note that when n(aL,A) ^  H (aL) for all relevant A 
then x L ~  constant for constant aL. Physically this is the assumption that the wave height 
at the wall is small when compared to the depth of the unperturbed water height at the wall. 
Under this assumption, we compute an initial aL from (2.2) and allow x L to change freely 
within a small range of values. In general the acceptable variance of xL will be dependent on 
the application in question but for benchmarking numerical models the change in xL should 
be less than the spatial grid size used in the numerical model being benchmarked. Under 
the assumption that aL and x L are both fixed, (2.6) allows our boundary condition to be 
written as
(aL, A) =  0. (4.3)
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We now note that (4.2)-(4.3) are both self-adjoint conditions for a Sturm-Liouville problem.
With boundary conditions worked out, we translate the initial conditions (2.7) into ap­
propriate initial conditions for Sturm-Louisville theory. For convince we would like to have 
initial conditions for $ (_ , 0) and $ A(_, 0). We thus take the condition for $ A(_, 0) as given 
and integrate the condition for (a, 0). Our initial conditions are thus given by
f  ^
$ (_ , 0) = ------- - u0(x (a ; , 0 ))a /d_/ , $ A(a, 0) =  2gn0(x(a, 0)) +  «0(x(a, 0)), (4.4)
m  +  1 J 0
4.2 S pectra l S olu tion  to  the IV B P
We now develop a spectral solution to the IVBP given by (4.1) with the boundary conditions
(4.2)-(4.3) and the initial conditions (4.4). To find a spectral solution we first need to find 
the eigenfunctions and eigenvalues to the eigenvalue problem
^ ( a 1*2/  =  —v2/  / /(0) =  °, / /(a t ) =  0. (4-5)
The choice of negative separation constant, — v2, is to ensure that our eigenfunctions are 
oscillatory and not exponentially decreasing. To solve (4.5) we employ a transformation used 
by Baran [Bar11] and Garayshin [Gar13]. We first expand (4.5) and multiply by _ 1/m+1. 
We then introduce the parameter 7 =  1 /m  and assume that /  =  _ -Yg(_) where g(_)
is an arbitrary function. Finally we make the change of variables a =  t/v . Under this
transformation (4.5) becomes the Bessel equation
t2gtt +  +  (t-2 — P 2)g =  0
with the boundary conditions
g(0) =  0 and _Lg/(_L) — Yg(_L) =  0. (4.6)
Note that
g(_ ) =  J7 (t) +  (t),
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is the general solution to Bessel’s equation where JY (t) and Yy(t) are the Bessel function of 
the first and second kinds respectively [AWH12]. To applying the boundary conditions (4.6) 
we note that JY(0) =  0 for all 7 and that Yy (0) is unbounded for each 7 [AWH12]. Using 
these facts, the boundary condition at 0 forces C2 =  0. To avoid a trivial solution C1 =  0 
and so v must be a positive zero of the equation
a J Y  (aLv) — 7 J7 (aLv) =  0. (4.7)
Using the transform from /  to g, it follows that the set of functions
{ / n(a )}  =  I  where vn solves (4.7) j  is the solution to the eigenvalue problem (4.5).
According to Sturm-Liouville theory because the operator 1/ a 1+2/m (d^ (a 1+2/mX a))  is a 
self-adjoint operator with weight function a 1+2m it follows that
£ L a 1+27da =  (4.8)
where 5ik is the Dirac delta function and A  =  J0°"L J 2(av^)ada. Equation (4.8) is an orthog­
onality condition for our eigenfunctions. Upon solving the temporal equation ($ AA =  — v‘n$ ) 
the spectral solution to (4.1) with (4.2)-(4.3) is
$ (a , A) =  ^  ^ (En sin(vnA) +  Fn cos(vnA)^ . (4.9)
n=1 '  '
Applying the initial conditions (4.4) and multiplying by (JY(via ) /a Y)a 1+27 yields
\  ^ J7 JY(vna) JY(via) 1+2y m 7 f \ 2+y f  ( ( I <A I> Fn—------------ - -------a +  ' = -----------JY(via ) a + w  u0(x(a  , 0))a d a
^  n aY aY m +  1 1 J0n=1 0
and
j r  vnEn Jl(vna) a1+21 =  (2gn0(x (a  0)) +  u2(x (a , 0 )))Jy(via)a1+Y.L ' <J< (7 ’n=1
We now integrate along our domain and apply the orthogonality condition (4.8) to see that
Fn =  7----- , - IN A Jy(via)a1+Y « 0(x (aI, 0))a Id a ^  da (4.10)
(m +  1)An J0 \ ./0
a
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and
1 CaL
En =  — —  ((2gno(x(_, 0)) +  u0(x(_, 0 ) ) ) J  (v i_ )_1+^  da. (4.11)
vnAn J0
Putting our work together, the series (4.9) where vn solves (4.7), Fn is given by (4.10) 
and En is given by (4.11), is a solution to (4.1) with boundary conditions (4.2)-(4.3) and 
initial conditions (4.4).
4 .3  N um erica l Im plem en tation  o f  the S pectra l S olution
We now demonstrate how to implement the spectral solution in Matlab [MAT11]. The pri­
mary difficulties in computing our solution are accurately computing the eigenvalues and 
accurately computing all the integrals that are involved. Note that our eigenvalues can be 
put in order from smallest to largest. Furthermore, as the eigenvalue is related to the fre­
quency of the corresponding eigenfunction and as high frequency eigenfunctions are not good 
approximations to long waves (thus will have small coefficients), it is natural to order our 
eigenvalues from smallest to largest. This poses an issue when numerically computing the 
spectrum. Namely, since the earlier eigenfunctions better approximate our initial condition 
we must ensure that the eigenvalues are in order from smallest to largest without missing 
eigenvalues. Furthermore the accuracy of the eigenvalues are of keen interest since it is the 
eigenvalues that define the family of functions used in the construction of our solution. Thus, 
error in the eigenvalues will introduce error everywhere. One more critical aspect for the 
numerical implementation of our solution is determining what criteria to use to truncate our 
solution to a finite sum. One natural metric for the convergence of our method is how well 
the solution approximates the initial condition. This is the metric we will use. Finally we 
must also check that all of the integrals we compute are sufficiently accurate.
Here is the algorithm we developed to compute the runup utilizing the spectral solution:
1. Using the information from the physical problem compute aL and a (x) via the method 
in Chapter 2.4.
2. For some starting number of eigenvalues N , compute the first N  eigenvalues, vn, by 
finding the first N  positive roots of (4.7). We accomplish this by utilizing the open-
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source software Chebfun. Chebfun is a good choice as it uses a combination of the 
recursive bisection method and the Colleague Matrix (a Chebyshev analogue of the 
Companion Matrix) to find all roots within a given integral [Tre13].
3. Compute En and Fn from (4.11) and (4.10) and thus the potential $ (a , A) via (4.9).
4. Find the corresponding physical solution via the method outlined in Chapter 2.4.
5. Check for the error in the approximation of the initial condition. If the error is not 
sufficiently small repeat steps 2-4 with a larger N.
6. Once sufficient convergence is found the resulting (x ,t) points will not be on an even 
grid. We thus interpolate our solution onto an even grid [KS98, HNPR15].
4 .4  V erification  and V a lidation  o f  the S pectra l M e th o d
We now test how well our solution works on the same sample runup problem in Chapter 
3.2.1. In particular we compare our method to the analytic solution discussed in Chapter
2.3 and then give a numerical demonstration of the effect of m on the maximum runup. 
Note that both the analytic solution and the numeric algorithm in Chapter 3 are for bays 
of infinite length. Thus to be able to compare our spectral solution to those solutions we 
must make sure that there is no interference from the boundary. To this effect, we will only 
compare the models within space time locations where the wave has not reflected back from 
the wall.
4.4.1 V erification  in a P a ra bo lic  B ay
To be consistent we will use the same wave profile and bay that was used to verify the model 
discussed in Chapter 3. Recall that we used the initial profile n(a, 0) =  e-(7-7o)2/p2
in a constantly sloping parabolic bay (a =  .1) where the constants were given by A =  0.5, 
p = 1 .5  and a0 =  15 (see Figure 1.1). Also recall that the values of runup and rundown for 
this problem are ~  0.1322 and ~  —0.2963 respectively.
Before we can talk about the runup characteristics of the spectral solution, we must ex­
amine the movement of the physical wall. Since we are comparing our spectral solution to
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the analytic solution given in Chapter 2.3, we place the wall boundary far enough away from 
the shore such that the solutions are comparable. We thus put the initial wall 2666 units 
away from the shore. The maximum deviation from this length was .04 units. This should 
be well within the range one would need for many applications.
The spectral method gives a maximum runup of .1318 and a minimum rundown of —.2951. 
The relative error at maximum runup is 0.30% and the relative error at the minimum run­
down is 0.40%. This is better than the semianalytic method used in Chapter 3 as the relative 
errors were 0.35% and 0.65% respectively. Figure 4.1 shows the error in our initial condition 
as well as the values of the first 50 coefficients in our expansion. In Figure 4.2 we show 
several plots comparing the spectral solution to the analytic solution found in Chapter 2.3. 
In the top two plots the wave can be seen bouncing off of the wall in the spectral model 
but passing through in the analytic solution. The black lines in the top two plots represent 
an area where the two solutions can be compared. Furthermore, the bottom plot shows the 
error compassion near the shore in terms of relative error.
These results suggest that this method may be more accurate that our spectral method 
may be more accurate than the semianalytic method developed in Chapter 3. Furthermore 
the computational time required for this test of the spectral method is extremely negligible 
(20-30 seconds).
4.5 R u n u p  in U vs. V  Shaped Bays
As an application of our method we run a numerical experiment to examine the wave runup in 
U vs. V  shaped bays. In particular we choose the initial profile n(a, 0) =  e-(g-7o)2/p2
in a constantly sloping bay with cross-section of the form / (y) =  |y|_ (a =  .1) where the 
constants were given by A =  0.5, p =  1.5 and a0 =  15 (see Figure 1.1) and then examine how 
the runup changes when m is varied. Figure 4.3 shows the results of this experiment. For 
this particular bay slope and initial condition, the statement that wave runup in V  shaped 
bays is larger than the runup in U shaped bays is verified.
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Figure 4.1: Left: the accuracy in the approximation of the initial condition using our spec­
tral method, Right: The coefficients in the spectral expansion corresponding to the initial 
condition to the left.
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4.6 C on clu sions
An initial value boundary problem is developed for U and V  shaped bays of finite length and 
a spectral method is applied. The spectral method presented here is yet another example 
of how the generalized Carrier-Greenspan transformation can be used as a numerical tool. 
Our method computes extremely fast taking only 30 to 40 seconds as compared to two days 
in FUNWAVE.
For runup in infinite bays the limitation at the offshore wall is only an apparent limitation. 
By extending the length of the finite bay, wave runup in infinite bays can be simulated. To 
this affect, as aL ^  our solution approximates the solution found by Garayshin [Gar13]. 
For wave runup in wave tanks of finite length the limitation at the offshore wall may pose 
issues depending on the application.
Finally as an application of our method we have provided evidence that runup in V  
shaped bays is greater then runup in U shaped bays with all other factors held constant.
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Figure 4.2: Top Left: the wave dynamics as computed by the spectral method. The black 
lines show a domain where our spectral solution can be compared against the analytic one. 
Top Right: analytic solution to be compared to our spectral method. Bottom: The relative 
error in terms of the maximum runup. The maximum errors occur at the runup (0.3%) and 
rundown (0.4%).
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Figure 4.3: The effect of m on runup. Recall that bays with 0 <  m  <  1 are V  shaped bays 
and bays with m >  1 are the U shaped bays. This plot shows that for the initial condition, 
the runup in V  shaped bays is significantly larger than the runup in U shaped bays.
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C h apter 5
C on clu sions
In this study, we have demonstrated the usefulness of the generalized Carrier-Greenspan 
transform for numerically computing long wave runup characteristics by developing two nu­
merical implementations for the generalized Carrier-Greenspan transform -  a finite difference 
method and a spectral solution. The finite difference method is valid for any constantly slop­
ing bays of infinite length with arbitrary cross sections where as the spectral method is valid 
for any constantly sloping bays of finite length with U of V  shaped cross sections.
The accuracy of these methods were tested via a comparison to an known analytic with 
positive results. A comparison to a 3D numerical solver was made for the finite difference 
method and it was shown that our method predicted runup/rundown values close to what 
FUNWAVE gave. This shows that our methods can be used to compute approximations to 
real world runup. Furthermore our methods give a significant improvement in runtime over 
FUNWAVE with the finite difference method taking 2 minutes, the spectral method taking 
30-40 seconds and FUNWAVE taking 2 days to run.
Because of the limited resources required to compute the runup and rundown via our 
methods, these methods could be used to compute real time runup maps for areas that 
currently do not have emergency models in place. This greatly extends the range of locations 
that can develop inundation maps for evacuation plans.
Our methods can also be used to study the general effects a bathymetry has on the wave 
runup. We demonstrated this by examining the effect of the power of a U or V  shaped 
bay on the runup. The results of this numerical study agree with recent studies on local 
runup in the case of the 2011 Japan tsunami. The ability to quickly examine the effect of 
the bathymetry on the wave runup could lead to a deeper understanding of how to defend
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against a tsunami. In particular for high population locations that are at a high tsunami 
risk, coastal engineering could be done to change some of the local features of a bay and 
thus lower the maximum wave runup.
The ability to quickly run numerical experiments has the potential to find new wave 
runup phenomena with less work on the part of the researcher. For example one could 
algorithmically choose the parameters of a bay and an initial wave profile, let the algorithm 
run, and then search the results for interesting wave behavior.
This research leads to several open problems. We conclude with a list of interesting open 
problems: Can these methods be generalized to piecewise sloping bays as in [Syn87]? Can 
we generalize our methods to work for nonzero initial velocity as in [KS06a]? How does 
the finite difference method work for bays that are shaped like a W ? What class of initial 
conditions can be decomposed into our spectral series?
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