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Abstract
The development of two-dimensional materials in order to realize certain valuable
electronic properties is a rapidly ongoing process. In this context, Dirac materials
which exhibit low-energy Dirac-like excitations are of special interest, with graphene
being the most famous representative. In order to understand existing phenomena
and to extend application possibilities, new phases are constantly considered, leading
to a rather rich phase diagram containing distinct ordered phases of matter. Here
the competition between those phases with regard to the most preferred realization
becomes important.
In this thesis we address the semimetal-insulator phase transition where the insu-
lating phase can either be realized in terms of an antiferromagnetic phase or a stag-
gered charge density configuration. To this end we establish the Dyson-Schwinger
formalism on the hexagonal lattice without the common low-energy approximations,
taking the whole band structure of graphene into account. These collective phenom-
ena are then studied under the influence of an extended Hubbard interaction within
several truncation schemes. Furthermore, the impact of varying temperature and
chemical potential on the phase transition is investigated. Additionally we also
address the corresponding critical exponents characterizing the phase transition in
terms of specific universality classes.
Zusammenfassung
Die Entwicklung zweidimensionaler Materialien, um bestimmte nützliche elektro-
nische Eigenschaften zu realisieren, ist ein schnell voranschreitender Prozess. In
diesem Zusammenhang sind Dirac Materialien, die Dirac-ähnliche Anregungen im
Niederenergie-Bereich aufweisen, von besonderem Interesse, mit Graphen als den
bekanntesten Vertreter. Um existierende Phänomene zu verstehen und Anwen-
dungsmöglichkeiten zu erweitern, werden stetig neue Phasen in Betracht gezogen,
was zu einem eher vielfältigen Phasendiagramm führt, das unterschiedlich geord-
neten Phasen von Materie beinhaltet. Hier wird der Wettbewerb zwischen diesen
Phasen im Hinblick auf eine bevorzugte Realisierung wichtig.
In dieser Arbeit beschäftigen wir uns mit dem Semimetall-Isolator-Übergang,
wobei die Isolator-Phase entweder durch eine antiferromagnetische Phase oder eine
alternierende Konfiguration der Ladungsdichte realisiert werden kann. Zu diesem
Zweck etablieren wir den Dyson-Schwinger Formalismus auf dem hexagonalen Gitter
ohne die üblichen Niederenergie Näherungen, wobei die gesamte Bandstruktur von
Graphen berücksichtigt wird. Diese kollektiven Phänomene werden dann unter dem
Einfluss von erweiterten Hubbard Wechselwirkungen anhand mehrerer Trunkierun-
gen studiert. Außerdem werden die Auswirkung von variierender Temperatur und
chemischen Potential auf den Phasenübergang untersucht. Des Weiteren beschäfti-
gen wir uns mit den zugehörigen kritischen Exponenten, die den Phasenübergang
bezüglich bestimmter Universalitätsklassen charakterisieren.
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1
INTRODUCTION
Before graphene was experimentally synthesized for the first time in 2004 [1], it was
theoretically [2,3] as well as experimentally [4] argued that two-dimensional crystals
might be thermodynamically unstable [2,3] and a magnetic long-range order in two
dimensions was even excluded [5, 6]. This discovery of graphene, which gave rise to
the nobel prize in 2010 awarded to Novoselov and Geim [1], was the starting point of
a rapidly proceeding development and investigation of technologically promising two-
dimensional materials. Graphene, consisting of an one atom thick layer of carbon
atoms arranged in a hexagonal lattice, turned out to be a surprisingly strong material
of high cristal quality [7] and with unique electronic and mechanical properties
[8–10].
Even before the experimental realization of monolayer graphene, it was theo-
retically introduced as a semimetal with an extraordinary band structure [11] and
density of states [12]. Suspended graphene was found to exhibit a Fermi surface con-
sisting of two independent points (K+ and K−) of the Brioullin zone (BZ) where the
conically merging valence and conduction bands touch each other. This enables the
theoretical description of quasi-particles of the hexagonal lattice within a relativis-
tic theory of Dirac fermions [13] in the low-energy regime. These quasi-relativistic
particles, which were validated experimentally [14], move with an adapted Fermi
velocity vf instead of the speed of light. On this basis, graphene can be mapped
into quantum electrodynamics in two spatial dimensions and one time dimension,
QED2+1 [8,13,15]. Therefore graphene serves as a real probe of QED2+1 for example
concerning the investigation of the QED analogy to an axial anomaly [13] or effects
like the Klein paradox [8, 9, 16,17].
The introduction of several symmetries on the hexagonal lattice in its contin-
uum description also provides the analogy to phenomena like spontaneous symmetry
breaking in QED. Here the sublattice-valley symmetry between the two independent
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Dirac points K+ and K− represents an analogy of chiral symmetry in QED that can
be explicitly or spontaneously broken in relation to the generation of a mass gap,
pushing graphene into an insulating phase.
Due to the small Fermi-velocity, vf/c ∼ 1/300, suspended graphene exhibits a
large effective fine structure constant,
αg =
e2
4pi~c ·
c
vf
≈ 300137 ≈ 2.2 , (1.1)
expressing the ratio between Coulomb interaction and kinetic energy. Experimen-
tally, graphene was found to be a good conductor [18,19] which first was in contra-
diction to theoretical findings predicting critical couplings for an antiferromagnetic
Mott insulator below αg. This puzzle could be resolved by the introduction of
screening effects [20–25] but the critical coupling still seems to be in the vicinity
of αg which gives reason to the assumption that graphene could undergo a phase
transition into an insulating phase by a small increase of the electronic interaction.
Based on the analogy to QED2+1, various kinds of insulating phases like the
quantum spin or anomalous Hall insulator [26–28], a charge density wave (CDW)
or spin density wave (SDW) insulating phase [27, 29–31], or even a quantum spin
liquid phase [23,32,33] have been suggested. Also magnetic instabilities and super-
conducting phases are investigated theoretically as well as experimentally [34–36]
and indeed, a superconducting phase has recently been found in twisted bilayer
graphene [37].
For instance, graphene can be produced by vapour deposition, micromechanical
cleavage or exfoliation [16] and provides the basis of bilayer graphene as well as of
all carbon like allotropes like buckyballs, nanotubes and of course graphite as the
probably most prominent example (see Fig. 1.1) [11, 38]. Graphene is a promising
candidate for various technological applications and can be easily modified chemi-
cally as well as mechanically [39]. These modifications could solve the lack of a band
gap and give rise to the application of graphene in the field of transistor physics or
e.g. as replacement for silicon in semiconductor based devices [40].
Another upcoming idea is the realization of composed two-dimensional layers in
order to modify optical as well as electronic properties within a kind of construc-
tion kit [41,42]. Beside graphene, also other adequate two-dimensional components
can be gained from three-dimensional materials with weak van der Waals forces
between the single layers. Here a plenty amount of two-dimensional materials is
available [43, 44]. These materials are of high industrial interest regarding the field
of optoelectronics or spintronics with a wide range of application possibilities such
as new kinds of light sources, displays or foldable touchscreens [42].
In the following, we stick to the investigation of graphene as important basic ma-
terial. The large coupling constant of suspended graphene as given in Eq. (1.1) re-
quires a non-perturbative treatment of the theory. Therefore functional methods like
the functional renormalization group [45–48] or the formalism of Dyson-Schwinger
Equations (DSE’s) [49–53] can be utilized in order to describe non-perturbative
phenomena. Also models on the basis of Monte Carlo simulations provide an ap-
propriate approach [24, 25, 31, 40, 54]. In this work the Dyson-Schwinger equations
are chosen to study an emerging Mott insulating phase in regard to a possible CDW
or SDW realization [27, 29–31]. The Dyson-Schwinger formalism on the hexagonal
10
Figure 1.1: Shown is graphene as basis of carbon allotropes like fullerenes (0d), nan-
otubes (1d) or graphite (3d). Taken from Ref. [7].
lattice is applied without low-energy approximation taking the whole band structure
of graphene into account.
This thesis is organized as follows. In Chap. 2 the lattice representation of
graphene in position space as well as the corresponding Brioullin zone (BZ) in mo-
mentum space will be introduced. On this basis, the formalism of second quanti-
zation is introduced and the free Hamiltonian within a tight-binding approach will
be constructed. In Sec. 2.3 the sublattice-valley symmetry of the hexagonal lattice
is established in analogy to chiral symmetry in continuous QED2+1. The mecha-
nism of chiral symmetry breaking also provides the principle of a spontaneous gap
generation turning graphene into an insulating phase.
In Chap. 3 we start with the introduction of the free fermion propagator and
formulate an instantaneous interaction matrix in sublattice space. In App. C we
will derive the associated Dyson-Schwinger equations in order to describe the effects
of the interaction on graphenes band structure non-perturbatively. Subsequently,
different possibilities concerning a Mott insulating phase, namely the charge density
wave (CDW) and the spin-density wave (SDW) configuration, will be discussed. The
extended Hubbard model will be introduced in Sec. 3.4 as an appropriate framework
to especially study the competition between the realization of an SDW or CDW
state, respectively. At the end of this chapter we will focus on the numerical setup,
which enables us to effectively solve the obtained Dyson-Schwinger equations within
the Hubbard model for huge lattice sizes.
In Chap. 4 we concentrate on the solution of the Dyson-Schwinger equations
within different mean field approaches. In particular, the resulting order parameter
identifying the band gap between the valence and conductor band of graphene, is
studied for various interaction strengths of the Hubbard model (U and V ) serving as
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control parameter of the phase transition. In this context the corresponding critical
exponents and the influence of finite lattices regarding this phase transition will be
discussed. Then the mean field theory is extended by the renormalization effects
on the band structure within a so-called Hartree-Fock approximation. At the end
of this chapter we will apply the formalism of 2PI effective action to the considered
theory in order to determine the transition line between the CDW state and the
SDW phase in the U -V coupling plane.
Chap. 5 is based on the derivation of Dyson-Schwinger equations from App. E
including a dressed photon propagator that takes mutual screening effects of the pi
band electrons into account. The vacuum polarization is initially assumed to be
static by means of a static Lindhard approximation and the corresponding phase
transition is investigated, still for zero temperature and zero chemical potential.
Since the static approximation does not provide reasonable results, the assump-
tion of a frequency independent interaction is rejected in Chap. 6 where the full
frequency dependence of the photon and fermion propagator as well as a non-trivial
vertex function will be taken into account. The vertex dressing is modeled in terms
of a Ball Chiu ansatz including non-trivial wavefunction renormalizations. As we
will see, these corrections to the wavefunction renormalization are only marginally
relevant concerning the location of the considered semimetal insulator transition.
The wavefunction renormalization is thus again fixed to its trivial value. Afterwards
we will show results for the semimetal insulator transition including the SDW and
the CDW state. Moreover, a finite-size scaling method will be applied in order to
extract the critical exponents. Finally the temperature dependence as well as the
behavior for varying chemical potential µ is discussed for the SDW phase.
12
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STRUCTURE AND PROPERTIES OF GRAPHENE
Graphene is a monolayer of carbon atoms arranged in a hexagonal lattice with
an interatomic distance of a ' 1.42 Å. Every carbon atom counts four valence
electrons, three of them form covalent σ-bonds in terms of an sp2-hybridization of
the atomic orbitals (2s, 2px, 2py) [8]. These are flexible bonds between the carbon
atoms forming the hexagonal lattice. The remaining pz-electrons are forming two
additional pi-bands, pi and pi∗, and are assumed to be primarily responsible for the
electronic properties of graphene. These electrons are in rather good approximation
assumed to be strongly bound to their atomic kernel [8, 9, 58] which motivates the
treatment within a tight-binding model being the basis of all considerations within
this work.
2.1 Lattice Representation of Graphene
The honeycomb lattice of graphene can be described by a two-component unit cell
with the corresponding basis vectors
a′1 =
a
2
(√
3
3
)
, and a′2 =
a
2
(√
3
−3
)
, (2.1)
as depicted in Fig. 2.1. This certainly represents the standard choice of basis vectors.
However, in order to resolve the interatomic distance a between two carbon atoms
a smaller unit cell has to be introduced. For that reason, essentially the following
basis vectors were used within this work
a1 = a
(
0
1
)
, a2 =
a
2
(√
3
−1
)
. (2.2)
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A
B
δ2δ3
δ1
a′1
a′2
a1
a2
Figure 2.1: The nearest-neighbor vectors δ and two different choices of basis vectors
for the representation of the honeycomb lattice are shown [59].
The nearest-neighbor vectors, each linking to an adjacent carbon atom, are accord-
ingly given by
δ1 = a1 , δ2 = a2 , δ3 = −(a1 + a2) , (2.3)
as represented in Fig. 2.1. For clarity, the characteristic quantities for both basis
representations are summarized in App. A.1.
Consequently, an arbitrary discrete vector in position space on this finer triangular
lattice can be expressed as
r = ia1 + j a2 . (2.4)
A distinct disadvantage in comparison to the description in terms of a composition of
two independent sublattices and the basis vectors from Eq. (2.1), is the necessity to
distinguish between three types of lattice points included by a lattice discretization
specified by the basis vectors from Eq. (2.2). The discrete lattice vector of Eq. (2.4)
includes sites from sublattice A (blue sites), sites from sublattice B (red sites) as well
as empty sites (referred to as sublattice C in the following). Since all carbon core
atoms are assumed to be fixed within the framework, C sites are never occupied by
a carbon atom. Mathematically this can be expressed in terms of the corresponding
14
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combinations of coefficients i and j as follows,
i+ j mod 3 = 0 : sublattice A , (2.5)
i+ j mod 3 = 1 : sublattice B , (2.6)
i+ j mod 3 = 2 : unoccupied . (2.7)
The associated reciprocal basis vectors are illustrated in Fig. 2.2.
b1
b2
Γ
Γ
K
K b′1
b′2
K+ K−
Figure 2.2: The corresponding reciprocal bases for the lattice representations from
Fig. 2.1 are represented [59]. In this work mainly the momentum space
vectors b1 and b2 are used in order to resolve nearest-neighbor distances
while maintaining the periodicity of all correlation functions in momen-
tum space. The BZ spanned by b′1 and b′2 belongs to the commonly used
two-component unit cell description.
Due to the finer triangular lattice in position space one has to deal with a three
times larger Brillouin zone (BZ) spanned by
b1 =
2pi
3a
(√
3
3
)
, b2 =
4pi
3a
(√
3
0
)
. (2.8)
In Fig. 2.2, additionally the high symmetry points K and Γ of the honeycomb
lattice were sketched. The so-called Dirac points denoted by K, or by K+ and K−
respectively within the two-component lattice representation, are of special interest
regarding the investigation of the electronic properties as elaborated in the next
chapter. In the three times larger Brioullin zone one principally counts six K points,
two for each sublattice (A,B,C) similar to the representation within the smaller BZ.
For convenience all Dirac points are denoted by K.
In order to define momentum modes on sublattices A and B we therefore use
Fourier transforms on the fine triangular lattice with constraints
1
3
2∑
l=0
e−
2pii
3 (i+j−s)l =
{
1 , i+ j mod 3 = s ,
0 , otherwise . (2.9)
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Moreover we apply Born-von Karman boundary conditions on the fine lattice (see
e.g. Ref. [60]) for a properly defined discrete Fourier transform on likewise discrete
momentum vectors
k = m
N
b1 +
n
N
b2 , (2.10)
where the considered graphene sheet consists of N ×N unit cells in real space. As
already assumed, the number of lattice points in both momentum directions are
chosen to be equal throughout the whole work. Furthermore, N is always taken to
be even and a multiple of 3 in order to precisely match the high-symmetry points
(denoted by K and Γ in Fig. 2.2) within the presented lattice discretization.
The Born-von Karman type of boundary conditions require the relevant functions
(denoted by ψ) to be invariant under a shift of N times the basis vectors,
ψ(r) = ψ(r + n1Na1 + n2Na2) n1, n1 ∈ Z , (2.11)
in momentum space one therefore finds
ψ(k) = ψ(k + n1 b1 + n2 b2) n1, n1 ∈ Z . (2.12)
This corresponds to a spatial deformation of the rhombic BZ into a twisted torus
by closing opposite edges in agreement with Eq. (2.12).
In order to apply the formalism of second quantization, arguably providing the
most intuitive access to solid state problems, we define creation and annihilation
operators for electrons on both sublattices A and B of the fine triangular lattice as
follows,
ar =
1
N2
∑
k
eik·r ak =
{
cr , r on sublattice A ,
0 , otherwise , (2.13)
br =
1
N2
∑
k
eik·r bk =
{
cr , r on sublattice B ,
0 , otherwise , (2.14)
with the creation operators being the hermitian conjugated. For now the spin index
σ is suppressed and will be introduced later as a trivial extension of the index space.
Sometimes also the shorthand notation
cr =

ar , r on sublattice A ,
br , r on sublattice B ,
0 , otherwise .
(2.15)
is used, which can be neatly defined by multiplication of the appropriate constraint
from Eq. (2.9). A summary of the conventions regarding the Fourier transform can
be found in App. B, note that all annihilation and creation operators of course are
time-dependent operators due to the Heisenberg picture [61].
Momentum modes on sublattices A and B are then created and annihilated by
applying a†k, ak and b
†
k, bk with
ak =
1
3
∑
r
2∑
l=0
e−
2pii
N
(
(m+Nl3 )i+(n+
Nl
3 )j
)
cr , (2.16)
bk =
1
3
∑
r
2∑
l=0
e
2pii
3 l e−
2pii
N
(
(m+Nl3 )i+(n+
Nl
3 )j
)
cr ,
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respectively. The nature of a function to exist either on sublattice A or B itself
provides a shift symmetry in momentum-space. In general one finds the relation
fs(k + n ·∆) = e− 2pii3 n·s fs(k) n ∈ Z , (2.17)
with ∆ = (b1 + b2)/3 and s defining the sublattice via i + j mod 3 = s. This
symmetry is illustrated in Fig. 2.3 where the red-, blue- and green-colored areas are
completely independent from each other but all parts with the same color are related
to each other by Eq. (2.17).
b1
b2
Γ
Γ
K
K
Figure 2.3: Shown is the decomposition of the Brioullin zone into several symmetry
contributions. The different colored areas are independent from each
other but the same-colored parts can be converted into each other by
certain symmetry transformations (see Eq. (2.17)) if the function only
exist on one lattice type in position space.
For instance, assuming N to be a multiple of three, the creation operators ak and
bk, are periodic under shifts along the diagonal in momentum space by ∆,
ak = ak+∆ = ak+2∆ , (2.18)
and periodic up to a third root of unity,
bk = e
2pii
3 bk+∆ = e
4pii
3 bk+2∆ . (2.19)
They are related to the Fourier modes on the fine lattice by
ak =
1
3
2∑
l=0
ck+l∆ , and bk =
1
3
2∑
l=0
e
2pii
3 l ck+l∆ , (2.20)
which can be obtained by the more general relation
∑
(i+j) mod 3=s
e−ik·r = 13
2∑
l=0
e
2pii
3 s·l δ(k − l∆) (2.21)
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for the Fourier transform on a single sublattice. The equal-time canonical anti-
commutator relations then become
[ak,σ, a†k′,σ′ ]+ = δσ,σ′
N2
3
2∑
l=0
δk+l∆,k′ , (2.22)
[bk,σ, b†k′,σ′ ]+ = δσ,σ′
N2
3
2∑
l=0
e
2pii
3 l δk+l∆,k′ ,
[ak,σ, b†k′,σ′ ]+ = [bk,σ, a
†
k′,σ′ ]+ = [ak,σ, bk′,σ′ ]+ = [a
†
k,σ, b
†
k′,σ′ ]+ = 0 ,
[ak,σ, ak′,σ′ ]+ = [bk,σ, bk′,σ′ ]+ = [a†k,σ, a
†
k′,σ′ ]+ = [b
†
k,σ, b
†
k′,σ′ ]+ = 0 .
2.2 The Hamiltonian Formulation
2.2.1 Tight-Binding Model
As mentioned above, graphene is a two-dimensional layer of carbon atoms arranged
on a honeycomb lattice and is firmly bound to one and another by strong covalent
σ-bonds in terms of an sp2-hybridization of the atomic orbitals. The remaining
valence electrons of the pz-orbitals are predominantly responsible for the electronic
properties of graphene since they are not involved in the structural composition of
the honeycomb lattice and are therefore available for the electronic transport [8].
These pz-orbitals are arranged perpendicularly to the graphene plane forming a pi-
orbital with weak overlap and could therefore be treated in a tight-binding approach
(see Ref. [58]). In the simplest form with only nearest-neighbor hopping, the kinetic
part of the Hamiltonian is given by
Htb = −κ
∑
〈i,j〉,σ
(c†i,σcj,σ + c
†
j,σci,σ) , (2.23)
where κ is referred to as the hopping parameter which is given by the orbital overlap
of two adjacent wavefunctions under the influence of interaction [11,16,58]. In other
words, the hopping parameter determines the probability for an electron to hop from
one carbon atom to an adjacent one. It is experimentally fixed to approximately
κ ' 2.8 eV [9] and provides a natural unit of energy here. Strictly speaking, the
annihilation and creation operators from Eq. (2.13) and Eq. (2.14) exactly describe
excitations of these pz-electrons forming the pi-electron systems.
The angle brackets denote the nearest-neighbor sum 〈i, j〉 and an additional index
σ has been introduced to take account for a spin index which plays the role of a flavor
number. Generally σ runs from 0 to Nf − 1, but Nf is fixed to Nf = 2 throughout
this work due to the two electronic spin states σ =↑, ↓. Dividing the sum over the
sites i of the bipartite honeycomb lattice into two triangular sublattices is with
s = 0, 1 for sublattice A and B explicitly, we can write the symmetry breaking
staggered on-site potential as a mass term as follows
Hm =
∑
is,s,σ
(−1)smσ c†is,σcis,σ . (2.24)
We additionally introduce a chemical potential µ′σ for all flavors to assure a finite-
charge carrier density. Accordingly, the free Hamiltonian can be written as
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H0 = −κ
∑
〈i,j〉,σ
(c†i,σcj,σ + c
†
j,σci,σ) +
∑
is,s,σ
(−1)smσ c†is,σcis,σ −
∑
i,σ
µ′σ c
†
i,σci,σ . (2.25)
Next we define two-component fermion fields for properly normalized momentum
states on the two sublattices,
ψk,σ =
√
3
N
(
ak,σ
bk,σ
)
, ψ¯k,σ = ψ†k,σγ
0 =
√
3
N
(
a†k,σ,−b†k,σ
)
, (2.26)
where we used γ0 = σ3 in the two-dimensional sublattice space (see App. A) so that
the staggered on-site potential can be written as a Dirac-mass term (cf. Eq. (2.28)
below). Here the explicit factor of 1/3 takes formally care of the overcounting of
modes on the redundant small triangular lattice with nearest-neighbor base. With
the already established conventions in momentum space we obtain the free Hamil-
tonian, accordingly,
H0 =− κ
N2
∑
k,σ
(
a†k,σϕk bk,σ + b
†
k,σϕ
∗
k ak,σ
)
+ 1
N2
∑
k,σ
mσ
(
a†k,σak,σ − b†k,σbk,σ
)
− 1
N2
∑
k,σ
µ′σ
(
a†k,σak,σ + b
†
k,σbk,σ
)
(2.27)
= 13N2
∑
k,σ
ψ¯k,σ γ
0H0σ(k) ψk,σ , (2.28)
with
ϕk =
3∑
i=1
eik·δi = e
2pii
N
m + e
2pii
N
n + e−
2pii
N
(m+n) , (2.29)
being the structure function of the tight-binding model. Note that the structure
function transforms like b† under shifts of ∆ (see Eq. (2.19)), i.e.,
ϕk = e−
2pii
3 ϕk+∆ = e−
4pii
3 ϕk+2∆ , (2.30)
so that the tight-binding Hamiltonian is again invariant under such transformations.
The associated Hamilton matrix in sublattice space from Eq. (2.28) is given by
H0σ(k) =
(
mσ − µ′σ −κϕk
−κϕ∗k −mσ − µ′σ
)
. (2.31)
The corresponding Eigenvalues provide the free single-particle energies E(0)±,σ(k) for
the pi-band excitations with
E
(0)
±,σ(k) = −µ′σ ± εk,σ and εk,σ =
√
m2σ + κ2|ϕk|2 . (2.32)
This dispersion relation for the non-interacting electron system is represented in
Fig. 2.4 for vanishing chemical potential (µ′σ = 0), e.g. for graphene at half filling.
The energy relation consists of two energy bands, interpreted as electron and hole
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Figure 2.4: The single-particle energies of the non-interacting tightly bound electron
system is plotted over the entire Brioullin zone (see Fig. 2.3). Repre-
sented are both bands pi and pi∗ related to the electron and hole states of
the hexagonal graphene lattice at half filling. Both pi-bands touch each
other at the Dirac points K indicating a semimetal with zero activation
energy.
states. The upper and lower band touch each other in six points at the Fermi level,
separating the valence (pi) from the conduction band (pi∗). These points are the
Dirac points K (see also Fig. 2.3) which are crucial for the definition of the order
parameter in the next chapter. As indicated in Eq. (2.32), the band gap for now is
exactly given mσ, e.g. the explicitly symmetry breaking mass term.
As it is clear from the energy relation depicted in Fig. 2.4, graphene is a semimetal
with zero activation energy, which has already been investigated in 1947 by P. R.
Wallace [11] and indeed, experimentally it was found that graphene is a conductor
with unique properties.
In Fig. 2.5 (right) the energy-momentum relation from Fig. 2.4 is shown along the
high symmetry points of the BZ which are marked in Fig. 2.5 (left). One common
approach to handle complicated many-particle interactions on the honeycomb lattice
is to expand the structure function near the Dirac points as follows,
κ |ϕq| ≈ vf q +O[(q/K)2], (2.33)
with the Fermi velocity vf = 3κa/2 and q being the absolute value of the momentum
vector relatively to the Dirac point [8]. This ansatz provides the basis for the so-
called Dirac-cone approximation, which works pretty well regarding the low-energy
momentum modes around the Dirac points.
In Fig. 2.5 the arrangement of the high symmetry points are illustrated on the left
hand side. The Γ point marks the center of the honeycomb, while M identifies the
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M
K
Γ
Figure 2.5: On the left hand side the high symmetry points of the BZ are illustrated.
On the right hand side the quasi-particle energy relation along the high
symmetry points from Eq. (2.32) is plotted.
van Hove singularity at the saddle points in the band structure, and K labels the
Dirac points. On the right hand side the energy dispersion function from Fig. 2.4 for
the upper pi-band is plotted against high symmetry points of the BZ for vanishing
chemical potential and varying constant explicit mass terms, as indicated by mσ in
Eq. (2.32). For m = 0 the energy dispersion is just equal to the absolute value of
the structure factor |ϕk| specified by Eq. (2.29). For non-zero mass terms a band
gap emerges and the energy dispersion is slightly modified. In Ref. [36] it was even
shown that the singularity do not change its location in momentum space in the
present of interactions. The opening of a band gap indicates an insulator transition
which is caused by an explicit mass term in the example of Fig. 2.5. Such a mass
term can be directly related to the sublattice symmetry, i.e. the symmetry between
sublattice A and B, as can be read off from Eq. (2.31) and will be studied in the
following.
2.3 Symmetry Breaking Patterns on the Honeycomb Lattice
In this section the analogy between chiral symmetry breaking in QED2+1 [62–66]
and the corresponding sublattice-valley symmetry on the hexagonal lattice will be
briefly discussed (see Ref. [8, 46, 67] for more details). For simplicity we consider
the smaller Brioullin zone containing two independent Dirac points K+ and K−. In
the larger Brioullin zone we count 6 independent Dirac points, two per sublattice
similar to the formulation on the smaller Brioullin zone. The formulation on the
larger Brioullin zone additionally requires the inclusion of Eq. (2.21) in order to
separate the momentum modes corresponding to one sublattice.
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The Lagrangian in Minkowski spacetime is given by
L =
Nf∑
σ=1
Ψ¯ω,σ(k) [γ0ω + κϕk γ+ + κϕ∗k γ−] Ψω,σ(k) , (2.34)
derived in App. E.1. The notation in frequency-momentum space is given in App. B.
Here, σ labels the spin degree of freedom and the wavefunction Ψσ(k) is given in
two-dimensional sublattice space with its conjugate Ψ¯ = Ψ†γ0. The Dirac matrices
γ0 = σ3 and γi ≡ σ3σi, with i = 1, 2, were introduced in sublattice space in App. A.2.
Furthermore we use the shorthand notation γ± = (γ1±i γ2)/2 in order to resemble a
continuum Dirac theory as shown in the following. In the low-energy approximation
the Lagrangian can be expanded around the Dirac points K+ and K− where the
band structure behave linearly, κϕ(K± + k) = ±vf (kx ∓ i ky),
L '
Nf∑
σ=1
[
Ψ¯ω,σ(K+ + k) [γ0ω + vf (γ1kx + γ2ky)] Ψω,σ(K+ + k) (2.35)
+ Ψ¯ω,σ(K− + k) [γ0ω + vf (−γ1kx + γ2ky)] Ψω,σ(K− + k)
]
. (2.36)
By the introduction of a wavefunction in sublattice-valley space,
Υω,σ(k) =
(
Υω,K+,σ(k)
Υω,K−,σ(k)
)
=

aσ(ω,K+ + k)
bσ(ω,K+ + k)
bσ(ω,K− + k)
aσ(ω,K− + k)
 , (2.37)
the Lagrangian can be rewritten as
(2.38)
L '
Nf∑
σ=1
Υ¯ω,σ(k) [γ0ω + vf γ˜1kx + vf γ˜2ky)] Υω,σ(k) , (2.39)
matching the Lagrangian of a Dirac theory where the Fermi velocity vF takes the role
of the velocity of light c. Note the interchange of annihilation operators concerning
the A and B sublattice in Eq. (2.37) in order to deal with ordinary gamma matrices
in four-dimensional space (Weyl representation),
γ˜0 =
(
0 1
1 0
)
and γ˜i =
(
0 −σi
σi 0
)
, (2.40)
with σi indicating the standard Pauli matrices as listed in App. A.2. In complete
analogy to chirality in QED2+1 the theory described by equation (2.39) would be
invariant under the following transformations,
Υω,σ(k)→ eiαγ˜3Υω,σ(k) , Υω,σ(k)→ eiαγ˜5Υω,σ(k) , (2.41)
where the chiral matrix γ˜5 is constructed as usual, γ˜5 = i γ˜0γ˜1γ˜2γ˜3 [8]. Consequently,
there will be a U(2) symmetry generated by 1, γ˜3, γ˜5 and [γ˜3, γ˜5] for each fermion
flavor. We therefore remain with a U(2Nf ) symmetry. A mass term of the form
mσ Υ¯ω,σ(k)Υω,σ(k) (2.42)
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would break this symmetry down to
U(2Nf )→ SU (Nf )× SU (Nf )×U (1)×U (1) . (2.43)
This subvalley-lattice symmetry, corresponding to an inversion symmetry on the
hexagonal lattice, within a low-energy description mimics a chiral symmetry in its
continuum representation. Indeed, the hexagonal lattice only exhibits a discrete ro-
tational invariance what is neglected in the Dirac cone approximation. The existence
of a mass term as given in Eq. (2.42) exactly corresponds to the explicit mass of
the previous discussion (see Eq. (2.32)). The considered symmetry cannot only be
broken by an explicit mass term but also by spontaneous symmetry breaking which
is the object of our further considerations within the Dyson-Schwinger framework.
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3
THE FERMIONIC DYSON-SCHWINGER
EQUATIONS
In this chapter the fermion propagator and its Dyson-Schwinger equation will be
introduced, considering a bare Coulomb interaction between the fermions in the solid
state system. Moreover, the possibility of different electron configurations, namely
the spin density wave (SDW) and the charge density wave (CDW) configuration will
be discussed. In this context, the extended Hubbard model will be motivated as an
appropriate approach to study the competition concerning these phases. Finally, the
basis of the numerical solution procedure is presented in order to solve the obtained
DSE’s.
3.1 The Free Fermion Propagator
The fermionic Feynman propagator is defined as the usual time-ordered product of
the corresponding Heisenberg fields,
GF,σ(t,k) = 〈T
(
ψk,σ(t)ψ¯k,σ(0)
)〉 = ∫ dω2pi e−iωt GF,σ(ω,k) , (3.1)
with spin index σ and thus one independent propagator per spin degree of freedom.
More precisely, the fermion propagator is given by the creation and annihilation
operators in sublattice space (cf. Eq. (2.26)),
GF,σ(t,k) =
3
N2
〈 T
(
ak,σ(t)a†k,σ(0) −ak,σ(t)b†k,σ(0)
bk,σ(t)a†k,σ(0) −bk,σ(t)b†k,σ(0)
)
〉 (3.2)
=
(
GAAF,σ(t,k) GABF,σ(t,k)
GBAF,σ(t,k) GBBF,σ(t,k)
)
, (3.3)
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where the free fermion propagator, associated to the Hamiltonian from Eq. (2.28),
is entailed by the Heisenberg equations (see App. C) and mathematically directly
given in terms of the corresponding resolvent,
G0F,σ(ω,k) = i
(
γ0 (ω −H0σ(k))
)−1
, (3.4)
with the free momentum-space Hamiltonian from Eq. (2.31).
By the introduction of Dirac matrices γ0 = σ3 and γi ≡ σ3σi, with i = 1, 2,
fulfilling the Clifford algebra of the pseudospin-1/2 degree of freedom, {γµ, γν} =
2gµν , the free fermion propagator can be rewritten as
G0F,σ(ω,k) =
i (γ0(ω + µ′σ) + κϕk γ+ + κϕ∗k γ− +mσ)
(ω + µ′σ)2 − ε2k,σ + i 
,
using the abbreviation γ± = (γ1± i γ2)/2 . With the infinitesimal shift into the com-
plex plane, Feynman boundary conditions are implemented in Minkowski spacetime,
which is indicated by the additional index F . The conventions concerning the intro-
duced Dirac matrices are summarized in App. A.2.
3.2 Instantaneously Interacting Fermions
In the following, we introduce an interaction between the fermionic quasi-particles
in terms of a Coulomb interaction. For the sake of generality we want to retain the
long-range terms although we will focus on the extended Hubbard-model in the next
section. The generalized Coulomb interaction is of the form
HC = 12
∑
i,j
qi Vij qj , (3.5)
where qi denotes the charge operator at lattice site i,
qi =
∑
σ
ni,σ − Q¯ with ni,σ = c†i,σ ci,σ , (3.6)
and σ labels the sum over all fermion flavors. For the considered case of two fermion
flavors, the constant parameter Q¯ is set to Q¯ = 1 in order to account for the
positive charged cores (1 per carbon site), providing a neutral graphene sheet. The
Hamiltonian can be rewritten as
HC = −12
∑
i,σ
Vii ni,σ −
∑
i 6=j,σ
Vij ni,σ +
1
2
∑
i,j,σ,σ′
Vij ni,σnj,σ′︸ ︷︷ ︸
Htp
+12
∑
i,j
Vij , (3.7)
here the constant term can be neglected in the following since it merely represents
a shift in the energy distribution and does not contribute to the Dyson-Schwinger
equations at all. Additionally the contributions proportional to ni,σ are absorbed
within the chemical potential µ′σ, which is therefore relabeled by µσ.
In App. D.2 it is explicitly shown that the demand for fermion number conserva-
tion entails µ = 0. Generally, a contribution from µ 6= 0 causes an effective electric
field that tends to push fermions out of the solid-state body. Experimentally, this
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can be realized for instance by chemical doping, the application of a back voltage
or the application on an additional substrate [9]. As starting point, we first of all
investigate the case of suspended graphene for zero temperature.
For the interacting case we then formally set µ′ → µ = 0 to keep the system at
half filling. The normal ordered two-particle operator reads
Htp =12
∑
s,s′,i,j,σ,σ′
V s,s
′
ij c
†
s,i,σ(t) c
†
s′,j,σ′(t
′) cs′,j,σ′(t′) cs,i,σ(t) (3.8)
=12
∑
i,j,σ,σ′
(
V AAij a
†
i,σa
†
j,σ′aj,σ′ai,σ + V
AB
ij a
†
i,σb
†
j,σ′bj,σ′ai,σ
+ V BAij b
†
i,σa
†
j,σ′aj,σ′bi,σ + V
BB
ij b
†
i,σb
†
j,σ′bj,σ′bi,σ
)
, (3.9)
where s and s′ include sublattice degrees of freedom and σ and σ′ refer to spin
indices. Note the independence of the interaction from the spin degree of freedom in
contrast to the dependence from the sublattice degree of freedom, which is actually
called the pseudospin degree of freedom since it is treated like a flavor index in
common theories.
The time dependence of the operators is suppressed in the following due to a
shorter notation, but it should be mentioned that Eq. (3.9) represents an instan-
taneous interaction. Since the Fermi velocity is about three hundred times smaller
than the speed of light, vf/c ≈ 1/300 [16], the approach of an instantaneous bare
interaction neglecting retardation effects throughout this work is expected to be a
very good approximation.
With the Fourier transform of the translationally invariant interaction potential
on the fine triangular lattice (see also App. B.1),
Vij =
1
N2
∑
q
ei q·(i−j) Vq , Vq =
∑
i
e−i q·i Vi0 , (3.10)
we can also extract the single sublattice components via
V AAq = V BBq =
1
3
2∑
l=0
Vq+l∆ , (3.11)
and
V ABq = V BAq
∗ = 13
2∑
l=0
e−
2pii
3 l Vq+l∆ , (3.12)
as stated out in the last chapter (Eq. (2.21)). The Coulomb interaction can therefore
be written as
Htp = 12N6
∑
k,p,q,σ,σ′
(
V AAq a
†
p+q,σa
†
k−q,σ′ak,σ′ap,σ + V
AB
q a
†
p+q,σb
†
k−q,σ′bk,σ′ap,σ
+ V BAq b
†
p+q,σa
†
k−q,σ′ak,σ′bp,σ + V
BB
q b
†
p+q,σb
†
k−q,σ′bk,σ′bp,σ
)
, (3.13)
= 118N2
∑
k,p,q,σ,σ′
V ss
′
q : ψ¯p+q,σγ0Γsψp,σ ψ¯k−q,σ′γ0Γs
′
ψk,σ′ : , (3.14)
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in momentum space, where we have introduced the following sublattice projectors,
ΓA =
(
1 0
0 0
)
, and ΓB =
(
0 0
0 1
)
. (3.15)
Here it should be mentioned that the Hamiltonian is again invariant under momen-
tum shifts by ∆ since the third roots of unity from the shift within the interaction
exactly cancel with those from the creation (annihilation) operators. So obviously
the momentum-space Hamiltonian is periodic on the three-times smaller commonly
used BZ (Fig. 2.2), but the structure factor and the interaction between different
sublattices are not.
Next, the corresponding fermionic equations of motion for the fermion propaga-
tor, namely the Dyson-Schwinger Equations (DSE’s), are derived by means of the
Heisenberg Equation, see App. C. This is probably a rather unusual approach to
obtain the DSE’s but very useful and reasonable, particularly with regard to the
formalism of second quantization. In this context several approximations were used
in order to end up with a simplified and truncated form of the Dyson-Schwinger
equations, the so-called Hartree-Fock equations involving only the renormalization
of the fermion propagator. For now we stick to an instantaneous bare interaction
neglecting renormalization effects to the photon propagator. More generally even
a static Coulomb interaction has the nice feature that it provides Dyson-Schwinger
equations that close upon theirselves. Due to the mentioned difference in the order
of magnitude between Fermi velocity and speed of light only the zeroth component
of the photon field is taken into account. Therefore we only have to deal with the
zeroth vertex component, here Ward-Takahashi identities require the vertex to be
bare for a bare wavefunction renormalization, which is definitely true for a static
interaction at zero temperature and zero chemical potential. The resulting DSE’s
are therefore given in terms of the Hartree-Fock equations and read (see App. C for
more details)
G−1F,σ(k
0,k) = G0F,σ(k0,k)−1 +
Fock−term︷ ︸︸ ︷
1
N2
∫
dq0
2pi
∑
q,u,u′
D0,uu
′(k − q) γ0ΓuGF,σ(q0, q) γ0Γu′
− 1
N2
∫
dq0
2pi
∑
q,u,u′,σ′
(−1)|u−u′| tr (D0,uu′(q = 0) ΓuGF,σ′(q0, q) Γu)Γu′︸ ︷︷ ︸
Hartree−term
,
(3.16)
where the bare photon propagator denoted by D0(q) can be simply connected to
the instantaneous interaction matrix V (q) via
D0,uu
′(q) = iV uu′(q) . (3.17)
Note that we have V uu′(q = 0) = V u′u(q = 0) for zero momentum transfer.
Altogether we have to take two contributions into account, see Fig. 3.1: the Fock
contribution which is very similar to the fermion self-energy in QED, except the
sublattice dependence, and the Hartree contribution. The Hartree term generally
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Figure 3.1: Shown is a diagrammatic sketch of the DSE from Eq. (3.16). Within the
present truncation scheme only fermion propagators are dressed, which
is indicated by the black dot. The last term represents the Hartree-
contribution, whereas the term next to it illustrates the Fock-term.
accounts for the interaction of an electron with all charges considered as one back-
ground field [68]. Without the distinction between interactions on like sites and
different sites, the Hartree-term would naturally cancel as for usual QED studies,
where the negative background from all electrons exactly cancel with the positive
background from the carbon cores. This will especially depend on the considered
charge distribution as we will see in the next chapter.
With an ansatz for the dressed inverse propagator of the same structure as the
free propagator, fulfilling the required symmetries, with renormalization functions
Mσ,k, φσ,k and Zσ,k,
GF,σ(k0,k)−1 = −i
(
(k0 + µσ)Zσ,k −Mσ,k κφσ,k
−κφ∗σ,k −(k0 + µσ)Zσ,k −Mσ,k
)
, (3.18)
the DSE’s can be simplified. The corresponding Feynman propagator is given by
GF,σ(k0,k) =
i
(k0 + µσ)2 Z2σ,k − Ω2σ,k + i 
(
(k0 + µσ)Zσ,k +Mσ,k κφσ,k
−κφ∗σ,k −(k0 + µ)Zσ,k +Mσ,k
)
,
(3.19)
where Ωσ,k =
√
M2σ,k + κ2|φσ,k|2 is the dressed quasi-particle energy function. The
matrix equation from Eq. (3.16) can be decoupled in terms of the single renormal-
ization functions via
Mσ,k =
1
2i tr [G
−1
F,σ(k
0,k)] , (3.20)
Zσ,k =
1
−2i (k0 + µ)tr [γ
0G−1F,σ(k
0,k)] , (3.21)
φσ,k =
1
i tr [γ
−G−1F,σ(k
0,k)] , (3.22)
φ∗σ,k =
1
i tr [γ
+G−1F,σ(k
0,k)] . (3.23)
This yields the following system of coupled equations in terms of the introduced
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renormalization functions,
Mσ,k =mσ +
1
N2
∫
dq0
2pi
(∑
q
D0,AAq
Mσ,k+q
(q0 + µ)2Z2σ,k+q − Ω2σ,k+q + i 
+ (D0,ABq=0 −D0,AAq=0 )
∑
p,σ′
Mσ′,p
(q0 + µ)2Z2σ′,p − Ω2σ′,p + i 
 , (3.24)
Zσ,k · (k0 + µ) =(k0 + µ)− 1
N2
∫
dq0
2pi
(∑
q
D0,AAq
(q0 + µ)Zσ,k+q
(q0 + µ)2Z2σ,k+q − Ω2σ,k+q + i 
+(D0,ABq=0 +D
0,AA
q=0 )
∑
p,σ′
(q0 + µ)Zσ′,p
(q0 + µ)2Z2σ′,p − Ω2σ′,p + i 
 , (3.25)
φσ,k =ϕk +
1
N2
∫
dq0
2pi
∑
q
D0,BAq
φσ,k+q
(q0 + µ)2Z2σ,k+q − Ω2σ,k+q + i 
, (3.26)
φ∗σ,k =ϕ∗k +
1
N2
∫
dq0
2pi
∑
q
D0,ABq
φ∗σ,k+q
(q0 + µ)2Z2σ,k+q − Ω2σ,k+q + i 
. (3.27)
All renormalization functions remain frequency independent for frequency inde-
pendent interactions, e.g. if the photon propagator is meant to be static. Con-
sequently, within the approximation of an instantaneous Coulomb potential, the
frequency integrals can be solved analytically, also for finite temperature and finite
chemical potential. The solution of the required frequency integrals is extensively
described in App. D.1.
As can now be clearly seen from the mass renormalization function, the emergence
of an effective band gap (Mσ(K) 6= 0), indicating an insulating phase, can either
be induced by an explicitly symmetry breaking mass term (mσ 6= 0) or also by
dynamical mass generation in the limit (mσ → 0), equivalently to the chiral limit in
QED.
Another interesting point that can be read off from Eq. (3.24)-Eq. (3.27) is that the
interaction between like sites do not contribute to the Fermi velocity renormalization
within this truncation.
3.3 Competing Order - CDW vs. SDW Excitations
Throughout this work we follow the most common assumption of two fermion fla-
vors Nf = 2 with σ =↑, ↓, due to spin up and spin down fermions. Of particular
interest concerning such a configuration is the preferred constellation of electrons
with increasing interaction. In this context we investigate the two possibilities of
sublattice breaking, either by equally distributed charges (m↑ = m↓) forming a spin
density wave state (SDW) or by equally distributed spins (m↑ = −m↓), where a
charge density wave is formed (CDW). These two possibilities can be understood
as two different realizations of breaking the same symmetry, namely the sublattice
symmetry [8]
U(4)→ SU(2)× SU(2)× U(1)× U(1) , (3.28)
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as introduced in Sec. 2.3.
The semi-metal insulator transition can therefore be induced by an alternating
charge density (CDW) as well as by an alternating spin density (SDW), correspond-
ing to the same symmetry breaking pattern with different vacuum alignments. These
two electronic configurations can be thought of as illustrated in Fig. 3.2 for a strictly
localized realization. For a charge-staggered and spin-staggered ground state respec-
Figure 3.2: On the left hand site a strictly localized SDW distribution is represented.
On the right hand side the corresponding counterpart of a CDW state
is shown.
tively, we generally define
mcdw =
1
2 (m↑ +m↓) , (3.29)
msdw =
1
2 (m↑ −m↓) .
We adopt this ansatz to the dressed mass functions and assume all other renormal-
ization functions to be equal for different spin states. The resulting mass renormal-
ization function apparently distinguishes between SDW and CDW excitations,
Msdw,k =msdw +
1
N2
∫
dq0
2pi
∑
q
D0,AAq
Msdw,k+q
(q0 + µ)2Z2k+q − Ω2sdw,k+q + i 
, (3.30)
Mcdw,k =mcdw +
1
N2
∫
dq0
2pi
(∑
q
D0,AAq
Mcdw,k+q
(q0 + µ)2Z2k+q − Ω2cdw,k+q + i 
+ 2 (D0,ABq=0 −D0,AAq=0 )
∑
p
Mcdw,p
(q0 + µ)2Z2p − Ω2cdw,p + i 
)
, (3.31)
while the Fermi velocity renormalization and the wave-function renormalization are
expected to be equal for both spin states,
Zk = Z↑,k = Z↓,k , and φk = φ↑,k = φ↓,k , (3.32)
determined by the integral equations from Eq. (3.30) and Eq. (3.32). Now it becomes
clear why we emphasize the decisive difference between spin and pseudospin degree
of freedom, the Hartree-term exactly makes the difference between CDW and SDW
excitations.
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Of course one also has to take a stable mixed phase into consideration, this is
why we did not only examine to solve Eq. (3.30)-Eq. (3.32) for the SDW and CDW
case separately, but we also solve the whole coupled system by doubling the number
of renormalization functions without fixing the system either to an SDW or CDW
state (see Sec. 3.5 for details).
3.4 Extended Hubbard Model
In order to particularly investigate the competition between the CDW and SDW
phase, the bare electron-electron interaction has been reduced to its on-site potential
U (Vii = U = const.) and its nearest-neighbor interaction V (Vii+δi = V = const.)
within the so called extended Hubbard model. The considered interaction (Eq. (3.10))
hence simplifies to
Vi0 = U · δ(i) + V ·
3∑
i=1
δ(i− (i+ δi)) . (3.33)
In momentum space the following sublattice contributions are obtained,
V AAq = U, and V ABq = V · ϕq , (3.34)
with ϕq being the bare structure function from Eq. (2.29) and V BAq = (V ABq )∗.
Evidently, a fermionic many particle system which is dominated by the on-site
repulsion is preferably arranged in an SDW formation, whereas the arrangement
within a CDW state would be favored if the nearest-neighbor repulsion clearly dom-
inates. Therefore U and V provide excellent control parameters to investigate these
competing semi-metal insulator transitions with Msdw,K and Mcdw,K as order pa-
rameters.
The associated ansatz for the bare bosonic propagator can be summarized in
sublattice space as
D0q = i
(
U V · ϕq
V · ϕ∗q U
)
. (3.35)
Throughout this work we want to consider a repulsive interaction with U ≥ 0 and
V ≥ 0. Note that the prefactor of the Hartree term, which only appears for the
CDW case, is just given by
D0,ABq=0 −D0,AAq=0 = 3V − U , (3.36)
within the extended Hubbard model. For this reason, exactly the same DSE’s are
obtained for U = 3V , for both, the SDW and the CDW case, where the factor of
three represents the coordination number of the two-dimensional hexagonal lattice.
In graphene the effective on-site interaction is about U0 = 9.3 eV ≈ 3.32κ [69], a
varying on-site interaction can be simply related to a general Coulomb coupling
strength α, identifying the interaction strength in the long-range consideration
U = α
αg
U0 . (3.37)
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The nearest-neighbor coupling of graphene was also determined in Ref. [69] to ap-
proximately V0 = 5.5 eV ≈ 1.96κ from first principles within a constrained Random
Phase Approximation (cRPA).
Indeed, in HMC studies it turns out that the long-range tail of the Coulomb
interaction is not decisively important for the location of the phase transition as
pointed out in Ref. [25] in comparison to the outcome of Ref. [24]. A different
question is the corresponding kind of phase transition and the related universality
class, which depends on the range of the interaction and is still a rather open question
[40].
3.5 Numerical Techniques
In principal, the DSE’s form an infinite tower of coupled differential equations,
namely the equations of motion for Green functions of the considered theory [70].
Since the DSE’s resum loop contributions up to infinite order, the Dyson-Schwinger
formalism is one of a few suitable tools, among e.g. FRG or Monte-Carlo methods,
to overcome non-perturbative phenomena.
With the on-site coupling U and the hopping parameter κ we face a theory with
similar orders in the kinetic as well as in the interaction energy, which both can
not be handled perturbatively. Therefore the Dyson-Schwinger formalism seems to
provide an adequate framework to investigate the phenomena of this theory. In this
context the infinite resummation, also contained in Eq. (3.24)-Eq. (3.27), is hidden
in a geometric series,
GF,σ(k0,k) = G0F,σ(k0,k)
∞∑
n=0
(1+ (−Σ(k0,k)G0F,σ(k0,k))n) (3.38)
= G0F,σ(k0,k) (1+ Σ(k0,k)G0F,σ(k0,k))−1 . (3.39)
Nevertheless, in order to obtain a numerical accessible set of equations, several
truncation schemes are needed. Within the truncation schemes of this work, the
infinite set of DSE’s closes upon itself for all considered approximations. With
Eq. (3.24)-Eq. (3.27) the fermion DSE results in a closed system of non-linear integral
equations for 6 unknown static functions on the Brioullin zone (Mσ,k, Zσ,k, φσ,k).
As explained above, the number of equations can be halved by fixing the system
to one phase (CDW or SDW) beforehand, whereas the system can make its choice by
doubling the degrees of freedom at the expense of a much higher numerical effort.
We have tested both methods for various truncation schemes but never found a
stable phase of coexistence and therefore no deviation from the solutions that were
extracted from the first method was found (see also Sec. 3.5).
Unfortunately, the determination of initial values for all renormalization functions
and especially for those of M↑,k and M↓,k causes a preference for either the CDW
or SDW state. Maybe this problem can be solved by the introduction of randomly
distributed initial values on the momentum lattice, but this has not been pursued
within this work. In the following we therefore focus on the solution of the restricted
system as discussed in Sec. 3.3.
Generally, also the renormalization functions Mσ,k and Zσ,k are complex valued
functions, but in simple truncation schemes they remain real valued. This is of
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special importance regarding calculations at finite temperature T and finite chemical
potential µ. However, the system of coupled equations which need to be solved
throughout this work is mostly similar to the form of the basic system of equations
from Eq. (3.24)-Eq. (3.27). This kind of equations are solved by a fixed point
iteration [71].
Iteration Procedure
The iteration is typically started with the bare counterparts of the corresponding
renormalization functions, φσ,k = ϕk and Zσ,k = 1, and a constant value for the mass
renormalization function, Mσ,k = I, which is usually chosen to be I = 1 or I = 10.
Since we are mainly interested in the bifurcation point of our theory where one
solution bifurcates away from the other, we commonly have to deal with more than
one possible solution. In general the solution should not depend on the choice of I,
but we might find the trivial solution instead of an existing non-trivial, therefore the
starting value should not be too small. Another exception is the case of a first-order
transition, where the solution of the system of equations depends on I due to the
effect of hysteresis, as discussed in Chap. 5.
The frequency integrals can either be solved analytically or are approximated by a
discrete sum within the formalism of Matsubara sums in Euclidean space-time (see
App. D.1). Additionally the sum over all discrete momentum modes of the Brioullin
zone can be executed on the momentum lattice as introduced in the last chapter.
All involved renormalization functions are updated after each iteration step until
a certain relative precision p is achieved to which the considered functions do not
change anymore. This stop criterion can be expressed as∣∣∣∣∣Fold(k0n,kij)−Fnew(k0n,kij)Fold(k0n,kij)
∣∣∣∣∣ < p , (3.40)
where n denotes the frequency index containing Nt lattice points, and i and j refer
to the indices on the momentum lattice. Furthermore, Fnew indicates the solution
from the actual iteration step and Fold that of the previous one. If this condition
is fulfilled for each renormalization function, for the real and the imaginary part, as
well as for every lattice point in frequency-momentum space, the system is assumed
to be converged.
The precision p is usually fixed to 10−5 and provides insight up to which relative
order the function should not change any more in the following iterations. The
error estimated on the basis of this convergence precision is absolutely negligible in
comparison to finite volume effects for instance. In order to minimize these effects
caused by finite lattice sizes N2 and Nt, which is probably the main numerical source
of errors, the lattice sizes have to be as large as possible. Although N2 is directly
connected to the spatial size of the considered graphene sheet, a real graphene sheet
e.g. with the size of 1 mm2 would correspond to a number of unit cells in one
direction of the order of N ∼ 107. This explains why huge lattice sizes are of general
interest.
The iteration procedure was therefore accelerated with several techniques. One
simple approach is to start the iteration for a certain coupling value with the already
obtained result for a little higher coupling parameter. In practice this procedure
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saves a lot of iteration steps. Especially in the regime near the critical coupling it
can be quite difficult to obtain a converged solution from the iteration method, this
certainly depends on the considered truncation scheme. In some cases it can also be
useful to not completely update all renormalization functions in every iteration step,
but to perform the next iteration step on the basis of a weighted average, determined
by a factor λ,
Fnew(k0n,kij) = λFnew(k0n,kij) + (1− λ)Fold(k0n,kij) , (3.41)
of the new and the old values for the considered renormalization function. The
application of such techniques is additionally specified for the individual calculation.
Parallelization with OpenCL
In order to achieve a maximized code performance we take advantage of the possibil-
ities of parallel programming and we exploit a couple of numerical properties. In this
context, code parallelization was realized by using OpenCL (Open Computing Lan-
guage) [72, 73] which enables a programmer to utilize various kind of devices, such
as Central Processing Units (CPU’s), Graphics Processing Units (GPU’s), Field-
Programmable Gate Arrays (FPGA’S) or other hardware accelerators within one
heterogeneous system [74]. The Application Programming Interface (API) OpenCL
gives access to a wide range of hardware, the calculations within this work, however,
were either made on GPU’s or on CPU cluster systems which provides a valuable
flexibility and the opportunity of real runtime optimization. In the sense of parallel
programming a lot of computer time is saved by executing code parts concurrently,
called General Purpose Computation on Graphics Processing Unit (GPGPU).
In order to even gain more flexibility, the existing source code can be executed
in double as well as single precision by making use of template classes, anyhow all
results shown in this work were calculated in double precision.
Convolution Method
In order to save even more computation time, another technique has proven itself to
be a very effective instrument. From a mathematical point of view, the integral parts
of Eq. (3.24)-Eq. (3.27) have the form of a convolution and even the Hartree term
for the CDW state can simply be transformed to comply with the representation of
a convolution (Eq. (3.31)).
Considering the two-dimensional sum in momentum space, N2 complex multipli-
cation steps have to be executed due to a matrix vector multiplication. In terms of
the convolution theorem, the sum can rather be calculated by doing two Fast Fourier
Transforms (FFT) of the interaction matrix and the associated part of the fermion
propagator separately, performing a point multiplication for the same argument in
position space and a back-transform into momentum space afterwards.
The FFT, in comparison to the trivial matrix vector multiplication, merely needs
N · log2(N) operations [75, 76]. A usual discrete Fourier transform (DFT) would
require N2 steps likewise. The same applies to calculations including the Matsubara
sum for N2 → N2 · Nt. In order to verify the FFT method, all integral equations
that matches the form of Eq. (3.24)-Eq. (3.27) are solved with both procedures, all
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final results presented in this work were obtained by using the FFT method due
to large lattice sizes. This numerical advantage provides the possibility of reaching
sufficient large lattice sizes to reduce occurring finite volume effects and even give
access to quantities like critical exponents. Eventually, the limiting factor is not
given by runtime restrictions but rather by memory aspects.
The FFT is implemented by making use of recent software libraries, namely the
clFFT or the FFTW for CPU routines [77]. In current software libraries the fast
Fourier transform can usually be calculated for an arbitrary number of lattice points
N in one dimension, but due to prime factorization for powers of 2, 3 and 5, the
algorithm is optimized. Within the clFFT library only those kind of lattice sizes
N = 2k ·3m ·5n with {k,m, n} ∈ N0 are allowed, which gives reason to the sometimes
extraordinary choice of N or Nt similarly.
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In this chapter we want to investigate the semimetal-insulator phase transition on
the hexagonal lattice within several mean field approaches. These kind of approxi-
mations represent the most simple but probably also most important access.
First, the critical exponent of the order parameter β will be derived within a simple
ansatz neglecting the band-structure renormalization. Then the idea of Finite Size
Scaling (FSS) will be introduced and applied in order to obtain the critical exponent
ν corresponding to the correlation length. Subsequently the effects of a renormalized
band structure will be included within a so-called Hartree-Fock approximation and
the phase diagram will be represented within the coupling plane (U -V -plane) for
the CDW and the SDW state. Finally, the formalism of nPI effective action will
be introduced in order to analytically deduce the location of the first-order phase
transition between an SDW and CDW formation.
4.1 Mean-Field Approximation and Critical Exponents
In the first step we are interested in the behavior of the electron system at zero
temperature (T = 0) and zero chemical potential µ↑ = µ↓ = 0, i.e. for a half filled
hexagonal lattice. In App. D.2 we have convinced ourselves that the assumption
of µ↑ = µ↓ = 0 for the effective chemical potential (also containing terms from the
interaction Hamiltonian, see Eq. (3.7)) really provide the description of a neutral
graphene sheet with a preserved number of fermions.
For zero chemical potential Eq. (3.27) immediately entails that the wavefunction
renormalizations remain trivial,
Z↑,k = Z↓,k = 1 , (4.1)
due to the symmetric frequency integral over an anti-symmetric integrand. Moreover
37
4 ASPECTS OF MEAN FIELD APPROXIMATIONS
we also assume the wave-function renormalizations to be bare,
φ↑,k = φ↓,k = ϕk , (4.2)
i.e. we can neglect renormalization effects on the band structure, which of course
includes the renormalization of the Fermi velocity with a more descriptive meaning.
The photon propagator from Eq. (3.35) within the Hubbard approximation fur-
thermore is applied to Eq. (3.27), leading to a kind of mean field approximation
with actually very interesting and surprising outcomes. In the following we set the
explicitly symmetry breaking mass term to zero (msdw = mcdw = 0) which equates
to a calculation in the chiral limit. The resulting mass renormalization functions is
then given by
M = v˜ 1
N2
∑
k
M
2
√M2 + κ2|ϕk|2 , (4.3)
or in terms of a continuous integral,
M = v˜ AZ
∫
BZ′
d2k
(2pi)2
M
2
√M2 + κ2|ϕk|2 , (4.4)
with v˜ = (2V ABq=0−V AAq=0) = 6V −U for the CDW case and v˜ = U for the SDW case
respectively. Moreover, the sum is rewritten as a continuous integral in momentum
space (for N →∞, see App. B.1) since the critical exponents that we are interested
in are determined via quantities defined in the infinite volume limit. As this equation
only depends on the absolute value of the structure function, it can be solved on the
small Brioullin-zone (Fig. 2.2) which is denoted by BZ ′ and contains two independent
Dirac points. Here the mass renormalization function in mean-field approximation
is denoted by M and does not depend on the momentum variable, due to the
momentum independent interaction. The generated mass gap is thus constant over
the whole Brioullin zone (M = const.) and therefore also agrees with the mass
function at the Dirac points serving as order parameter for the considered phase
transition.
Although we are not yet interested in a classical temperature driven phase tran-
sition, we can translate all general principles to the considered semimetal-insulator
phase transition where the strength of the interaction now serves as control pa-
rameter and the mass term M identifies the order parameter. For this kind of
approximation we expect to find a phase transition of second-order as usual for such
mean field calculations in two dimensions [78]. Of special interest in this context are
the critical exponents, which describe the phase transition, i.e. the behavior near the
corresponding singularity, in corresponding power laws. In general one distinguishes
between order parameters which describe singularities resulting from non-analycities
of the free energy (α, β, γ, δ, related by thermodynamic scaling laws), and those re-
sulting from non-analycities of the correlation function (ν, η), which are related to
the others via so called hyperscaling relations [79,80].
In the following we are merely interested in the critical exponent of the order
parameter β and the critical exponent ν of the correlation length ξ,
M∝ |t|β , and ξ ∝ |t|−ν , (4.5)
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with the reduced parameter t = (v˜ − v˜c)/v˜c. Generally, the critical exponents are
determined by the corresponding universality class that is characterized by a few
basic quantities, just like the dimensionality of a system, its symmetry and the range
of interaction.
For now, we want to focus on the critical behavior of the mass renormalization
in this simple model. An usual procedure to find the critical point where the non-
trivial solutions arise (here always a pair consisting of M and −M) in addition
to the trivial solution and bifurcate away from each other, is to expand Eq. (4.3)
in powers of M. This idea can not be straightforwardly performed here, due to
the singularity at the Dirac points ϕK± = 0 for a zero mass value M = 0 at the
bifurcation point, or rather in the unbroken symmetry regime.
However, the singularity is removable and can be handled by exploiting the rela-
tivistic behavior of the structure function around the Dirac points with the expansion
from Eq. (2.33). In order to remove the singularity, the integral from Eq. (4.3) is
considered at K± and a small sphere around the Dirac points with radius Λ,
∫ Λ
0
q dq
(2pi)
1√
M2 + v2fq2
= 1
v2f (2pi)
[√
M2 + v2f q2
]Λ
0
= 1
v2f (2pi)
[
vfΛ
√
1 +M2/v2fΛ2 − |M|
]
. (4.6)
Note that the linear term inM results from the singular behavior around the Dirac
points, and is completely independent of the radius Λ. To account for the number of
singularities, the linear contribution enters with a factor of two. The integral from
Eq. (4.4) can thus be split as follows,
1 = v˜
∫
BZ′
d2q
(2pi)2
1
2
√
M2 + |ϕq|2
(4.7)
= v˜
∫
BZ′\K±
d2q
(2pi)2
1
2
√
M2 + |ϕq|2
− v˜ |M|
v2f (2pi)
, (4.8)
where BZ ′\K± denotes the Brioullin zone without the singular Dirac points. Now
the required expansion around the bifurcation pointM = 0 can be performed,
1 =v˜
 ∫
BZ′\K±
d2q
(2pi)2
1
2 |ϕq| −
|M|
v2f (2pi)
− 14
∫
BZ′\K±
d2q
(2pi)2
M2
|ϕp|3
 , (4.9)
the critical coupling parameter v˜c can now be identified by the inverse of the zeroth
order contribution,
1
v˜c
=
∫
BZ′\K±
d2q
(2pi)2
1
2 |ϕp| . (4.10)
Dropping the second-order term yields
v˜ − v˜c
v˜c
(
1− |M| v˜c2pi v2f
)
= |M| v˜c2pi v2f
, (4.11)
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so in leading order one finds
|M| ∼ v˜ − v˜c
v˜c
. (4.12)
For the critical exponent of the semimetal-insulator transition we then obtain
β = 1 , (4.13)
in mean-field approximation (Eq. (4.5)).
Consequently, in contrary to a common mean-field critical exponent of β = 0.5 in
two dimensions [78], that would of course also come from the second-order contribu-
tion in our calculation, we find a dissenting critical exponent due to the relativistic
behavior of the band structure, directly resulting from the hexagonal lattice itself.
The basic equation from Eq. (4.3) was numerically solved by a fixed point iteration.
The obtained values for the mean-field massM, here denoted byMK as the standard
order parameter, and different coupling values v˜ is shown in Fig. 4.1. Here the
volume dependence is demonstrated for a huge number of lattice sizes in the range
of N = 30 to N = 3000. In order to resolve the high accuracy from this large lattice
sizes, the precision for the iteration process (Eq. (3.40)) was set to p = 10−8.
Figure 4.1: The mass renormalization, which has a constant value in momentum
space, is plotted for different coupling values v˜ and different lattice sizes
between N = 30 and N = 3000.
With the procedure from the next section the critical coupling was precisely fixed
to
v˜c = 2.231 κ . (4.14)
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This value can even be extracted analytically with the help of the second of Watson’s
three triple integrals [81],
I2 =
3 Γ6(1/3)
214/3 pi4
= 0.448220394 . . . , (4.15)
with Γ(z) being the gamma function. The critical coupling is exactly determined
by its inverse value [82] and nicely demonstrates the high precision of the previous
FSS considerations,
v˜c = I−12 κ ≈ 2.2310453 κ . (4.16)
4.2 Finite Systems
In order to extract critical exponents out of our numerical results, we additionally
have to think about the impact of finite lattices within our considerations. The
partition function, connecting statistical mechanics to thermodynamics and of course
quantum field theory (the latter is particularly discussed in App. E), is shortened
given by
Z = e−F/T = tr e−H/T , (4.17)
with the temperature T , the Hamilton function H and tr denoting the trace over
all degrees of freedom in the system described by H. A closer look on the partition
function immediately reveals that a non-analyticity of the free energy, as described
by the power laws from above (Eq. (4.5)), can not arise from a finite sum over
exponentials of −H/T . The non-analytic behavior is only possible in relation to the
thermodynamic limit, where the volume V and the number of particles N (or rather
the degrees of freedom) go to infinity, while the ratio remains constant, N/V →∞.
From that point of view it seems to be quite clear that critical exponents are generally
hard to extract from numerical results. However, with the following procedure it is
at least optimized and systematic.
4.2.1 Finite-Size Scaling
For finite systems one can extract so called finite-size scaling (FSS) laws, with the
help of renormalization group approaches [78]. These FSS laws generalize the orig-
inal scaling laws to finite lattice sizes and make critical exponents accessible in a
systematic way. As a standard rule one can keep in mind to replace the reduced
order parameter t by the length N of the system and multiply the exponent with
−1/ν to obtain FSS laws out of the scaling laws defined in the thermodynamic limit.
The scaling behavior should also be valid if the size of the system N is much larger
than the characteristic length scale given by the correlation length ξ. The idea then
is that only these two quantities are important length scales for the macroscopic
behavior of the system. For an infinite volume we have ξ ∼ |t|−ν , so for N  ξ
we also expect M ∼ |t|β ∼ ξ−β/ν and for N  ξ, where N represents the limiting
length scale one would expect M ∼ N−β/ν . This motivates the ansatz [80,83]
M = ξ−β/ν g(N/ξ) , with g(x) =
{
∼ x−β/ν , x→ 0 ,
const. , |x|  1 , (4.18)
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or in a more conventional way,
M = N−β/ν g˜(tN1/ν), with g˜(x) = xβ · f(xν) =
{
const. , x→ 0 ,
∼ Nβ/ν tβ , |x|  1 .
(4.19)
In order to primarily extract the critical coupling and the scaling exponent β/ν,
we apply the so called crossing method [54, 84]. This method is based on the idea
that for all finite sizes N the calculated curves for the order parameter scaled by
Nβ/ν and plotted against the reduced control parameter, should intersect at the
critical point, where the correlation length diverges (x→ 0).
Figure 4.2: The on-site coupling in units of κ is plotted against the scaled order
parameter, the critical coupling is extracted by means of the intersection
point of all curves for lattice sizes N = 30− 1800.
So the quotient β/ν, that exponentially scales the volume, was fixed to obtain the
smallest crossing region for all volumes. For the mean-field approximation described
above, we obtain a nice coincidence (see Fig. 4.2) of intersection points for β/ν = 1.0
and found the critical coupling to be v˜c = 2.231κ as already mentioned. Conse-
quently, within the mean-field approximation we found v˜c = Uc = 2.231κ in case of
a SDW state. For the CDW case we deduce a linear dependence Vc = (Uc+2.231κ)/6
in the Hubbard space spanned by U and V .
By replacing the abscissa values by the reduced order parameter scaled with N1/ν
all points should fall on one curve for the right choice of critical exponents (see
Eq. (4.19)). An optimal data collapse (see Fig. 4.3) for this wide volume spectrum
was reached for ν = 1, therefore we found β = ν = 1 what of course confirms
the analytically obtained value of β = 1. The findings of this consideration or in
nice accordance to previous studies of Ref. [20, 21, 55] and Ref. [20, 23] were the
Hartree-Fock exponent β = 1 is validated numerically.
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Figure 4.3: The scaled order parameter MK Nβ/ν is shown as a function of the re-
duced control parameter which is scaled by N1/ν . An almost perfect
data collapse near the critical point was obtained for β = ν = 1.
4.3 Hartree-Fock Approximation
In a next step, the renormalization of the band structure is taken into account within
the so called Hartree-Fock approximation for the case of zero temperature and zero
chemical potential (T = µ = 0). The coupled system of equations, Eq. (3.30) and
Eq. (3.31), is solved while the wave-function renormalization still remains trivial for
zero chemical potential (Zk = 1). Of course, all renormalization functions are now
momentum dependent.
In Fig. 4.4 the order parameter MK , indicating a band gap opening for MK 6= 0,
is plotted against the on-site coupling U for an exemplary fixed nearest-neighbor
interaction of V = 0.7 κ. The number of lattice points is N = 3000 for the following
results. The emergence of both kinds of phase transitions (CDW and SDW) can be
observed for certain coupling regimes. For a dominant on-site repulsion, the SDW
phase is realized whereas the CDW state is favored for a comparatively strong nearest
neighbor interaction. In between there is a regime were the order parameter is zero
for both phases, representing the semimetal phase (SM). Furthermore, the fit to a
general power law is shown to motivate the expectation of a standard second-order
phase transition.
The critical coupling pairs (Uc/Vc) were determined for both phases, the CDW
and SDW case, first for fixed values of the on-site coupling U and second for fixed
values of the nearest-neighbor coupling V . Here the critical value is estimated by
the middle of the bin in which the order parameter reaches zero. The error is
simply approximated by the discretization of the coupling parameter which was
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Figure 4.4: The mass renormalization function at the Dirac point K, representing
the order parameter, in units of the hopping parameter κ is plotted
against the on-site repulsion U also given in units of κ. The nearest
neighbor interaction is fixed to V = 0.7κ in this example.
used for the calculation. In the presented results, this discretization was chosen to
be ∆U = ∆V = 0.1κ. For the results represented in Fig. 4.4 we would extract a
critical coupling pair of (Uc, Vc) = (2.65± 0.05, 0.7± 0.1) for the SDW case.
By representing the critical coupling pairs for both competing phases in the U -V -
plane, the corresponding phase diagram is obtained and is illustrated in Fig. 4.5.
On the right hand side of the transition illustrated by blue points, an SDW state
becomes possible, above the violet line a CDW state is possible and in the low cou-
pling area indicated by SM we find the semimetal phase. The real phase transitions
for which one state becomes energetically preferred over another are indicated by
solid lines. The red lines are found to be second order phase transitions whereas
the black line (V = U/3) represents the discrete transition from a CDW to an SDW
state and is analytically calculated by the consideration of the free energy in the
next section, Sec. 4.4. Due to the discrete redistribution of charge carriers involved
within the transition between this competing phases, we expect a first-order phase
transition here. The black dot therefore represents a tricrital point (TP) of the phase
diagram, where three phases coexist. Here two second-order transitions convert to
one first-order transition separating the two considered possibilities for an insulat-
ing phase (CDW, SDW) on the hexagonal lattice and determining the end of the
semimetal phase. The violet and blue points above the tricritical point represent
the spinodal lines. Here the associated phase transition becomes possible and both
states are minima of the free energy, but the competing phase is still energetically
preferred until the black solid line is reached.
Additionally, the results from the mean field consideration of the last chapter
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Figure 4.5: The extracted critical coupling values (Uc/Vc) are represented in the U -
V -plane, in blue for the SDW constellation and in violet for the CDW
constellation. Above the black tricritical point, the blue and violet lines
illustrate the spinodal line of the corresponding phase transition, while
the black line identifies the first-order transition between SDW and CDW
state. The gray lines illustrate the analytic result from the mean field
considerations of the last section.
are shown for comparison in gray. The TP is illustrated as a gray dot and the
spinodals are dashed. Together with the first-order transition (V = U/3), this
phase diagram is an exact analytical result of mean field theory. The inclusion of
renormalization effects on the band structure are therefore rather small, especially
for the CDW case, as one can conclude from Fig. 4.5. For the SDW case the
band-structure renormalization and likewise the renormalized Fermi velocity increase
with increasing nearest-neighbor interaction which causes a higher critical on-site
coupling. For the phase diagram in Fig. 4.5 we found excellent agreement with the
phase diagram by Araki and Semenoff [55] from 2012 calculated by using variational
techniques and with Ref. [48] using the approach of functional renormalization group.
Note that the calculation for V = 0 is identical with the before discussed results
within the mean field approximation since the band structure is only dressed by at
least nearest-neighbor interactions.
We additionally investigate the phase transition of the CDW case for U = 0
with the FSS procedure from above and find also very nice results for β = ν = 1,
see Fig. 4.6. So one can conclude that the influence of the renormalization of the
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structure function is not strong enough to change the critical exponents crucially.
The critical nearest-neighbor coupling was determined by the crossing method and
found to be Vc = 0.412 within the Hartree-Fock approximation.
Figure 4.6: On the left hand side the scaled order parameter is represented in
dependence of the nearest-neighbor coupling for various lattice sizes
N = 30 − 1800 in the CDW state. On the right hand side an excel-
lent data collapse is shown for β = ν = 1.
By further investigations of the critical exponents in the whole U -V -plane we
ultimately have a good evidence to deduce a second-order phase transition with
β = ν = 1 for both the CDW and SDW transition within the considered approxi-
mation.
4.4 Free Energy and nPI Effective Action
In this section the free energy of the electronic many-body system, especially con-
cerning the difference for SDW and CDW configurations, will be investigated.
Finally, we will be able to analytically localize the first-order transition between
CDW and SDW state to the V = 1/3U -line as depicted in Fig. 4.5. This result
is still valid for the case of higher truncation schemes including a dressed vertex
function as well as a dressed photon propagator and is therefore exact for µ = 0.
The effective action Γ in QFT provides an analog to the Gibbs free energy in
thermodynamics [70, 85], where the most stable state is given by the absolute min-
imum of the free energy. Generally, the effective action can be gained from the
generating functional Z[J,R] for all correlation functions, building the equivalent to
the partition function of thermodynamics in Euclidean spacetime. Then, the gen-
erating functional for connected Green functions W [J,R] can be extracted by the
linked-cluster theorem. Eventually they are connected via the exponential, which
effectively sums up all kind of combinations of the connected Feynman diagrams to
produce the set of general correlation functions, generated by Z[J,R],
Z[J,R] =exp(i W [J,R]) (4.20)
=
∫
DΦ exp
(
i
[
S[Φ] +
∫
x
Ja(x)Φa(x) +
1
2
∫
xy
Rab(x, y)Φa(x)Φb(y)
])
.
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Similar generating functionals Z[j] and W[j] are introduced in App. E.1, where
the complete set of Dyson-Schwinger equations is deduced from the path integral
formalism in Euclidean spacetime, therefore the calligraphic letters should remind
the reader to use associated Euclidean conventions. For simplicity Φa(x) is meant to
represent an arbitrary set of bosonic fields, the formalism can be straightforwardly
generalized to fermionic Grassman valued fields as it was done in App. E.1 by the
introduction of left and right derivatives.
Beside the standard source term, denoted by the source Ja(x), a second source
term has been introduced in Eq. (4.20) which is quadratic in the field variables
(compare also to Eq. (E.22)). This source term can be interpreted as a spacetime
dependent mass term and plays the crucial role in the derivation of the so-called 2PI
effective action in comparison to the 1PI theory.
In the following, the idea of the nPI formalism should be briefly introduced with
the aim of unifying the 2PI formalism and the already elaborated approach of DSE’s,
here we roughly follow the conventions from Ref. [86]. For a deeper understanding
we want to refer to the original publications in condensed matter physics, Ref. [87–
89] and the extension to relativistic QFT in Ref. [90]. For a broad overview, we
recommend Ref. [86] and Ref. [91]. With the relations
δW [J,R]
δJa(x)
= 〈Φa(x)〉[J,R] = Φca(x) , (4.21)
and
δW [J,R]
δRab(x, y)
= 〈Φa(x)Φb(y)〉[J,R] =
1
2(Φ
c
a(x)Φcb(y) +Dab(x, y)) , (4.22)
with Φca(x) being the macroscopic or classical field and Dab(x, y) the connected
two-point function, the 2PI effective action is derived as follows.
First, in order to obtain the one-particle irreducible effective action one has to per-
form a Legendre transformation with respect to the source Ja(x), performing another
Legendre transform with respect to the source Rab(x) the two-particle irreducible
(2PI) effective action is obtained. Hence, the effective action is not a functional only
depending on the classical field variables any more, but it also directly depends on
the connected two-point function,
Γ[Φ, D] = W [J,R]−
∫
x
δW [J,R]
δJa(x)
Ja(x)−
∫
xy
δW [J,R]
δRab(x, y)
Rab(x, y)
= W [J,R]−
∫
x
Φca(x)Ja(x)−
1
2
∫
xy
Φca(x)Φcb(y)Rab(x, y)−
1
2
∫
xy
Dab(x, y)Rab(x, y)
= W [J,R]−
∫
x
Φca(x)Ja(x)−
1
2
∫
xy
Φca(x)Φcb(y)Rab(x, y)−
1
2Tr[DR] .
(4.23)
The fundamental idea is to rewrite higher order field dependencies within explicit
functional dependencies on proper n-point functions. Thus the presented 2PI effec-
tive action Γ[Φ, G] can be generalized to the n-particle irreducible (nPI) effective
action Γ[Φ, G, V3, V4 . . . , Vn] with an analog procedure. Here V3 denotes the proper
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three-vertex, V4 the proper four-vertex and so forth. In order to fulfill the so called
stationary conditions due to functional minimization of the effective energy [86],
δΓ[Φc, D, V3, V4 . . . , Vn]
δΦc = 0 ,
δΓ[Φc, D, V3, V4 . . . , Vn]
δD
= 0 , (4.24)
δΓ[Φc, D, V3, V4 . . . , Vn]
δV3
= 0 , . . . , (4.25)
the equations of motion for all proper n-point functions Φc, D, V3, V4 . . . , Vn are
obtained. Of course, the effective action has to be truncated in a certain manner,
but the formalism itself provides a highly systematic procedure to solve problems of
non-perturbative and even far-from equilibrium dynamics.
For the theory that should be investigated in this work, a loop expansion seems to
be the most suitable approach. In this context, another great advantage of the 2PI
formalism is the existence of a certain equivalence scheme, what means that for a
certain degree in the loop expansion there exists a certain nmax for the corresponding
nPI effective action which completely determines the dynamics of the system up to
the considered approximation level (characterized by n). This hierarchy can be
specified by
Γ1loop[Φc] = Γ1loop[Φc, D] = Γ1loop[Φc, D, V3] = . . . , (4.26)
Γ2loop[Φc] 6= Γ2loop[Φc, D] = Γ2loop[Φc, D, V3] = . . . , (4.27)
Γ3loop[Φc] 6= Γ3loop[Φc, D] 6= Γ3loop[Φc, D, V3] = Γ3loop[Φc, D, V3, V4] = . . . , (4.28)
which is explicitly shown in Ref. [86]. Regarding our previous truncation scheme we
will concentrate on the 2-loop expansion of the 2PI effective action in the following,
Eq. (4.27) of course tells us that the 3-vertex V3 remains bare within this consider-
ation and we only have to deal with classical vertex functions. Afterwards we will
also have a look on higher loop contributions within the 3PI effective action in order
to understand the next higher truncation approach.
The connection to the DSE’s considered until now is given by the stationary condi-
tion for the connected Green function, which should indeed generate the DSE’s. For
higher n-point functions the DSE’s and their equations of motion from nPI formal-
ism do not have to coincide since the nPI formalism often provides a symmetrized
version of DSE’s what might be an advantage. Considering the QED2+1-like theory
on the hexagonal lattice, they are at least equal up to 2-loop order in which we are
mainly interested in (see Ref. [86]). Starting again from Eq. (4.23), the stationary
conditions
δΓ[Φc, D]
Φca(x)
= −Ja(x)−
∫
y
Rab(x, y)Φcb(y) ,
δΓ[Φc, D]
Dab(x, y)
= −Rab(x, y) , (4.29)
provide the equations of motion for Φc andDab(x, y) for zero source terms, J = R = 0.
Conveniently the 1-loop contribution is separated from the rest term denoted by Γ2
as first introduced in Ref. [90],
Γ[Φc, D] = S[Φc] + i2Tr lnD
−1 + i2TrD
−1
0 D + Γ2[Φc, D] + const. , (4.30)
where S[Φc] is the classical action or the zeroth order that usually vanishes in case
of fermion fields. The third term results from the −12Tr[DR] contribution with
D−1 = D−10 − iR within the 1-loop approximation.
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In order to address the theory of interest, as described in the last chapters we
additionally introduce fermion fields and use the notation established in App. B.1 in
momentum space from now on. One main difference for the fermion effective action
already appears in the 1-loop contribution with the evaluation of the corresponding
Gaussian integrals (see App. A.2), which are given by
− i ln
∫
Dφ exp(iSb0) = −i ln(detD−10 )−
1
2 = i2Tr lnD
−1
0 , (4.31)
and
− i ln
∫
Dψ¯Dψ exp(iSf0 ) = −i ln(detG−10 ) = −i Tr lnG−10 , (4.32)
with the bare propagators D0 and G0 respectively, and the associated action in
momentum space,
Sf0 =
∫∑
p
ψ¯(x) iG−10 (p)ψ(p) , and Sb0 =
∫∑
p
Φ(−p) iD−10 (p)Φ(p) . (4.33)
So in total, for a system containing bosons and fermions one obtains
Γ[Φc, D,G] = S[Φc]+ i2Tr lnD
−1 + i2TrD
−1
0 D − i Tr lnG−1 − i TrG−10 G︸ ︷︷ ︸
1−loop contributions
+Γ2[Φc, G,D] ,
(4.34)
where a constant term was omitted and the trace includes the sum over all frequency
momentum variables as well as the trace in sublattice space usually denoted by small
letters ‘tr ’. The stationary condition for G with
δ(−i TrG−10 G)
δG
= −iG−10 , (4.35)
and
δ(−i Tr lnG−1)
δG
= idet(G)
(
GBB −GBA
−GAB GAA
)
= iG−1 (4.36)
then entails the fermionic DSE,
δΓ
δG
= iG−1 − iG−10 +
δΓ2
δG
= 0 ⇐⇒ G−1 = G−10 + i
δΓ2
δG
, (4.37)
which provides the fermionic self-energy Σ as given in Eq. (3.16),
δΓ2
δG
= −i Σ ⇐⇒ G−1 = G−10 + Σ. (4.38)
In complete analogy, the equation of motion for the photon propagator is obtained
to be
δΓ
δD
= − i2D
−1 + i2D
−1
0 +
δΓ2
δD
= 0 ⇐⇒ D−1 = D−10 − 2i
δΓ2
δD
, (4.39)
where the original DSE from Eq. (5.4) can be recovered with
δΓ2
δD
= i2Π ⇐⇒ D
−1 = D−10 + Π . (4.40)
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To get the interesting point concerning the established theory of competing order
on the hexagonal lattice, two more thoughts are necessary. First, one has to check
that the effective action except the contribution from Γ2 only depends on M2σ or
at least mσ ·Mσ, which means that the difference of the Gibbs free energy for the
SDW and CDW case merely results from higher loop contributions contained in Γ2.
This point can be easily verified for the 1-loop contribution, concerning the classical
action the field expectation values of the Hubbard fields have to be calculated (which
enter the classical action quadratically), done in App. E.2. Indeed, it turns out that
the deviation in the free energy for the CDW and SDW state can only result from
Γ2. The second point is that the DSE’s should not be derived from the 2PI effective
action but vise versa, for that the 2-loop contribution of Γ2 is reversely engineered
from the known DSE’s, discussed in the following section.
4.4.1 2PI Effective Action
From the fermion DSE, Eq. (3.16), the following 2-loop contribution could be de-
duced,
Γ2[D,G] =− i2
∑
s,s′,σ
∫∑
k,q
Gss
′
F,σ(q)Dss
′(k) (−1)|s−s′|Gs′sF,σ(k + q) (4.41)
−
∑
s,s′
(−1)|s−s′|D0,ss′(p = 0)
∑
σ,σ′
∫∑
k
Gs
′s′
F,σ(k)
∫∑
q
GssF,σ′(q)
 . (4.42)
This can also be compared to the fermion (Eq. (E.79)) and photon (Eq. (5.5)) DSE’s
derived in App. E. Diagrammatically, the 2-loop contribution for the 2PI effective
action is shown in Fig. 4.7, where all possible sublattice combinations (sum over
s, s′) and spin contributions (σ, σ′) have to be taken into account. Here we have
already introduced a dressed photon propagator, which will be the topic of the next
chapter.
Figure 4.7: Shown is a diagrammatic representation of the two loop contribution to
the 2PI effective action. The shaded dots represent dressed propagators,
while the vertices remain undressed within the two loop approach.
The first contribution from Eq. (4.42) is exactly equal for the CDW and SDW
case if DAA(k) = DBB(k), what is certainly true for the mean field and Hartree-Fock
approximation. The fermionic self-energy can be obtained by the derivative of Γ2
with respect to the particular fermion propagator. In terms of Feynman diagrams
this is realized by cutting the corresponding fermion line, as illustrated in Fig. 4.8.
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Figure 4.8: The fermion self energy, obtained by cutting one fermion line of Γ2, is
shown diagrammatically.
Similarly, the photon self-energy can be extracted and is illustrated in Fig. 4.9.
The Hartree term indeed do not contribute to the photon self-energy since the deriva-
tive of Γ2 has to be performed with respect to the dressed Green function. Moreover,
disconnected diagrams do not contribute to the self-energy anyway.
Figure 4.9: The vacuum polarization function is depicted as Feynman graph.
The fact that only the bare photon propagator enters the Hartree-term is consid-
ered in the next chapter in detail.
Furthermore, by using the symmetry requirements from Sec. 3.3 for the renormal-
ization functions of the different spin states (M↑ = M↓ for CDW and M↑ = −M↓
for SDW), the effective action in 2-loop approximation can be formally calculated
for both phases. Thereby, the difference is found to be
∆2 = ΓSDW2 [D,G]− ΓCDW2 [D,G] (4.43)
= i (D0,AAp=0 −D0,ABp=0 )
∫∑
k
i Mcdw,k
(k0 Zk)2 − Ω2cdw,k + i 
∫∑
q
i Mcdw,q
(k0 Zq)2 − Ω2cdw,q + i 
,
(4.44)
for µ↑ = µ↓ = 0. Here the symmetry of the potential for zero frequency and zero
momentum transfer,
D0,AAp=0 = D
0,BB
p=0 and D
0,AB
p=0 = D
0,BA
p=0 , (4.45)
was additionally used. With the bare photon interaction within the extended Hub-
bard model from Eq. (3.35) one finds
∆Hubbard2 = − (U − 3V )
∫∑
k
i Mcdw,k
(k0 Zk)2 − Ω2cdw,k + i 
∫∑
q
i Mcdw,q
(q0 Zk)2 − Ω2cdw,q + i 
, (4.46)
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what means that the expected first-order transition between the SDW and the CDW
state in the coupling plane spanned by U and V can be analytically determined to the
line V = 1/3U . This is also valid in the case of a screened or frequency-dependent
photon propagator, as long as DAA(k) = DBB(k) or equivalently ΠAA(k) = ΠBB(k),
as will be shown in the next chapter.
Figure 4.10: Higher loop contributions to the effective action are shown. Due to a
better visibility dressed propagator and vertices are not indicated.
Higher contributions to the effective action, such as 3-loop and 4-loop, representing
the 3PI structure [92], are illustrated in Fig. 4.10. Diagrammatically, it can be easily
reconstructed that these contributions are catched by a vertex dressing as illustrated
in Fig. 4.11.
Figure 4.11: The DSE for the vertex function is diagrammatically represented and
can be deduced from the higher loop contributions of the effective action
as given in Fig. 4.10.
The inclusion of such a vertex dressing would make the considered theory (only
involving 3-vertices V3) exact due to the hierarchy scheme from Eq. (4.28).
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An important effect with high influence on the behavior of fermionic many particle
systems, especially well-known in solid state physics, is the screening effect within
charge distributions. In this chapter the screening of electrons from the pi-bands
itself will be taken into account via appropriate Dyson-Schwinger equations for the
photon propagator. To be more precise, only the zeroth component of the photon
field is taken into account since electromagnetic retardation effects are suppressed
by a factor of about ∼ 300, resulting from the ratio of Fermi velocity and the speed
of light.
5.1 Dyson-Schwinger Equations
In order to neatly derive the set of DSE’s for the described strongly coupled elec-
tronic system, the more descriptive formulation of second quantization is completely
transferred into the path integral formulation in Euclidean spacetime as pointed out
in App. E.1. Since the interaction matrix from Eq. (3.35) is negative definite for the
regime
V > U/3 , (5.1)
lattice calculations become extremely complicated [54] or even impossible. This is
one good reason to establish DSE’s also for this region. To make sure that we obtain
valid DSE’s in this region with an existing and well-defined generating functional
for the corresponding Green functions, the interaction is separated into two parts,
Htp = 12
∑
x,y,σ,σ′
: c†x,σcx,σ V +xy c
†
y,σ′cy,σ′ :︸ ︷︷ ︸
≥0
−12
∑
x,y,σ,σ′
: c†x,σcx,σ (−V −xy) c†y,σ′cy,σ′ :︸ ︷︷ ︸
≥0
, (5.2)
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with V + and V − indicating the positive semidefinite and negative semidefinite
part, respectively. The related bosonic fields which were introduced by a Hubbard-
Stratonovich transformation (HST, see App. A.2), which is different for the positive
and negative semidefinite part respectively, join the effective action with different
signs. Consequently, the DSE’s might be different as well.
For this reason, the corresponding DSE’s were concretely derived in App. E and
they were found to really be the same, independent of starting with a positive
or negative semidefinite interaction matrix. They hence can again be summarized
within one interaction matrix, V = V − + V +, without hesitation and the problem
of singularities known from lattice calculations is shown to be nonexistent in the
applied Dyson-Schwinger formalism.
The corresponding propagator of the required bosonic field from the HST is sim-
ply identified with the photon propagator D of the established theory where its
bare counterpart is determined by the interaction potential V via Eq. (3.35). The
fermionic DSE’s (Eq. (E.79)) were proven to be quite similar to the equations ob-
tained from the Heisenberg formalism (compare to Eq. (3.16)),
G−1F,σ(k) = G
0
F,σ(k)−1 +
1
N2
∫
dq0
2pi
∑
q,u,u′
Du
′u(q) Γ0[q, k + q] ΓuGF,σ(k + q) γ0Γu
′
− 1
N2
∫
dq0
2pi
∑
q,u,u′,σ′
(−1)|u−u′| tr (D0,uu′(q = 0) ΓuGF,σ′(q) Γu)Γu′ , (5.3)
with the difference that also a dressed photon propagator D and vertex function
is considered. Additionally we deal with three vectors in Minskowski spacetime as
introduced in App. B.1 from now on. Here we have also introduced the notation
of the vertex function Γ0 which is not completely equivalent to the proper three-
point function from Eq. (E.46) due to some prefactors. For simplicity, Γ0 labels the
part of the fermion-photon vertex that is given by γ0 for the tree level (tl) vertex
Γ0tl[q, q + p] = γ0 (see App. E).
In Fig. 5.1 the Fermion DSE’s are illustrated in terms of Feynman diagrams where
we have an additional sum over the sublattice index s and the spin degree of freedom
denoted by σ′.
Figure 5.1: The Fermion DSE from Eq. (5.3) as derived in App. E is illustrated by
Feynman diagrams. Here u, u′ and s denote sublattice indices, while σ
and σ′ label the spin index, a sum over s and σ′ is implicitly included.
In this context it is important to note that the Hartree-term still enters the
DSE with the bare photon propagator D0 and the bare photon-fermion vertex (see
App. E.2). This might be counterintuitive, but expresses the fact that the origi-
nal background field is not dynamically adjusted to the dressed photon field what
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would lead to an overestimation of the influence of the Hartree-term. The associated
self energy for the photon field can be represented by the following Feynman graph
(Fig. 5.2) and is also derived in App. E.2.
Figure 5.2: The photon self-energy as given in Eq. (5.5) is diagrammatically depicted
with sublattice indices u and u′ and is determined by certain combina-
tions of the fermion propagator.
Here u and u′ again denote sublattice indices and the total self-energy is of course
given by the sum over all fermion flavors indicated by σ. The self-energy is equiva-
lently represented by a matrix in sublattice space.
In this context, one has to pay attention to the single sublattice entries of the
self-energy matrix which do not result from a matrix multiplication of the fermion
propagators, but rather from the multiplication of single particular entries as il-
lustrated in Fig. 5.2. The associated DSE for the propagator of the introduced
interaction D0(p) = i V (p) takes the insertion of this vacuum polarization in infinite
succession into account, illustrated in Fig. 5.3.
Figure 5.3: The DSE for the photon propagator, which effectively takes one-loop
screening effects of the pi-electrons into account is shown with a dressed
fermion propagator as well as a dressed fermion-photon vertex.
Analytically one finds a geometric series in sublattice space,
D(k) = D0(k)−D0(k)Π(k)D0(k) + · · · = D0(k)
(
1+ Π(k)D0(k)
)−1
, (5.4)
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so the fermion DSE can be rewritten in its common form as
Duu
′(k)−1 = D0,uu′(k)−1− 1
N2
∫
dq0
2pi
∑
q,σ
tr
(
GF,σ(q) Γ0[q, k + q] ΓuGF,σ(k + q)γ0Γu
′)
︸ ︷︷ ︸
Π(k)
.
(5.5)
Figure 5.4: The photon DSE is represented diagrammatically, with the self-energy
particularly depicted in Fig. 5.2. The shaded dots again indicated
dressed propagators and vertices.
In terms of Feynman diagrams, the photon DSE is illustrated in Fig. 5.4. This kind
of dressing for the photon propagator considers the mutual screening of the pi-band
electrons of the hexagonal lattice of graphene. It does not take the screening effects
from inner electron shells into account, which could have an additional influence for
the investigation of graphene.
In solid state physics this particle-hole polarization function with Γ0 = γ0 and
GF = G0F follows from a quantum mechanical consideration within a random-phase
approximation (RPA) [93] and is commonly called the Lindhard function of the
considered electronic many particle system [60, 94, 95]. In analogy to that we also
refer to Π(k) as Lindhard function in the following.
5.2 Static Lindhard Screening
In this section, the screening effects as introduced in the last chapter will now be
taken into account within a static approximation. In the framework of this common
ansatz, only the zero frequency contribution of the Lindhard function is considered,
χ(k) = Π(k0 = 0,k) , (5.6)
and the interaction therefore remains frequency independent, which ensures a trivial
wave-function renormalization for zero chemical potential,
Zσ(k) =1 . (5.7)
In order to complete the set of DSE’s, we would have to consider another DSE for
the fermion-photon vertex to close the obtained set of Dyson-Schwinger equations
(see Fig. 4.11). But the Ward-Takahashi identity still determines the vertex function
to its tree level counterpart, Γ0 = γ0, for zero chemical potential in the static
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approximation. With the tree level vertex, the renormalization functions from the
ansatz of Eq. (3.18) read
Mσ(k) =mσ +
1
2N2
∫
dq0
2pi
∑
q
[
−i (DAAq +DBBq )
i Mσ,k+q
(q0 + µσ)2Z2σ,k+q − Ω2σ,k+q
− 2 i (D0,ABq=0 −D0,AAq=0 )
∑
σ′
i Mσ′,q
(q0 + µσ′)2Z2σ′,q − Ω2σ′,q
]
, (5.8)
Φσ(k) =ϕk +
1
N2
∫
dq0
2pi
∑
q
(−i DBAq )
i Φσ,k+q
(q0 + µσ)2Z2σ,k+q − Ω2σ,k+q
, (5.9)
Φ∗σ(k) =ϕ∗k +
1
N2
∫
dq0
2pi
∑
q
(−iDABq )
i Φ∗σ,k+q
(q0 + µσ)2Z2σ,k+q − Ω2σ,k+q
, (5.10)
with D0,ABq=0 = D
0,BA
q=0 and D
0,AA
q=0 = D
0,BB
q=0 for the bare instantaneous interaction.
For the static approximation, i.e. for the assumption of a frequency-independent
photon propagator within the presented truncation scheme, one findsDAA = DBB as
well. Consequently, the equations forM can be further simplified and the frequency
integral can be evaluated analytically (see App. D.1), what finally results in the
following equations for arbitrary temperature β = 1/T and chemical potential µσ,
Mσ,k =mσ +
1
N2
∑
q
(−i DAAq )
Mσ,k+q
4 Ωσ,k+q
[
tanh
(Ωσ,k+q − µσ
2 β
)
+ tanh
(Ωσ,k+q + µσ
2 β
)]
− i (D
AB
q=0 −DAAq=0)
N2
∑
p,σ′
Mσ′,p
4 Ωσ′,p Z2σ′,p
[
tanh
(Ωσ′,p − µσ
2 β
)
+ tanh
(Ωσ′,p + µσ
2 β
)]
,
φσ,k =φσ,k +
1
N2
∑
q
(−i DBAq )
φσ,k+q
4 Ωσ,k+q
[
tanh
(Ωσ,k+q − µσ
2 β
)
+ tanh
(Ωσ,k+q + µσ
2 β
)]
,
φ∗σ,k =φ∗σ,k +
1
N2
∑
q
(−i DABq )
φ∗σ,k+q
4 Ωσ,k+q
[
tanh
(Ωσ,k+q − µσ
2 β
)
+ tanh
(Ωσ,k+q + µσ
2 β
)]
.
(5.11)
Here the bold symbols again denote discrete vectors in momentum space and the
µ-dependence is just kept for completeness.
On the basis of frequency independent renormalization functions, the frequency in-
tegral of the vacuum polarization can also be evaluated analytically in the imaginary-
time formalism by using Eq. (D.13). The sum over the Matsubara frequencies
q0 = i(2n + 1)piT with fermionic boundary conditions in the polarization loop is
therefore evaluated for discrete bosonic frequencies ω = i2pimT (with integer m,n).
After an analytic back-continuation to real frequencies ω, where we have introduced
retarded boundary conditions (indicated by R), the sublattice components of the
Lindhard susceptibility for the honeycomb lattice are finally given by
ΠAA,R(ω,p) = i4N2
∑
σ,q
∑
s,s′=±
(1 + sMσ,q/Ωσ,q)(1 + s′Mσ,q+p/Ωσ,q+p)
× ρf (β(s
′Ωσ,q+p − µσ))− ρf (β(sΩσ,q − µσ))
−sΩσ,q + s′Ωσ,q+p − ω − i  , (5.12)
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ΠBB,R(ω,p) = i4N2
∑
σ,q
∑
s,s′=±
(1− sMσ,q/Ωσ,q)(1− s′Mσ,q+p/Ωσ,q+p)
× ρf (β(s
′Ωσ,q+p − µσ))− ρf (β(sΩσ,q − µσ))
−sΩσ,q + s′Ωσ,q+p − ω − i  , (5.13)
ΠAB,R(ω,p) = i4N2
∑
σ,q
∑
s,s′=±
κ2φ∗σ,qφσ,p+q
Ωσ,qΩσ,p+q
(s · s′)
ρf (β(s′Ωσ,q+p − µσ))− ρf (β(sΩσ,q − µσ))
−sΩσ,q + s′Ωσ,q+p − ω − i  , (5.14)
ΠBA,R(ω,p) = i4N2
∑
σ,q
∑
s,s′=±
κ2φσ,qφ∗σ,p+q
Ωσ,qΩσ,p+q
(s · s′)
ρf (β(s′Ωσ,q+p − µσ))− ρf (β(sΩσ,q − µσ))
−sΩσ,q + s′Ωσ,q+p − ω − i  , (5.15)
with the Fermi-Dirac distribution ρf (x) = 1/(ex + 1). The classical density-density
correlation for the honeycomb lattice, namely the Lindhard function, can be in-
ferred by taking the sum of all sublattice contributions and replacing the dressed
renormalization functions by its bare values with mσ = 0 (indicated by the index
0),
ΠR0 (ω,p) =
∑
uu′
Πuu
′,R
0 (ω,p) , (5.16)
which exactly agrees with the results from T. Stauber (2010) in Ref. [96] (see also
Ref. [97]). The contributions with s = s′ are related to intraband transitions
ΠR0,+(ω,p), i.e. excitations of fermionic particles and holes within the same energy
band, whereas contributions with s = −s′ analogically involve interband transitions
ΠR0,−(ω,p) between both bands. This can be easily retraced from the partial fraction
expansion of the fermion propagator (note the imaginary frequency argument),
GF,σ(iω,p) =
1
2
∑
s=±
γ0 + (Mσ,p + κφσ,pγ+ + κφ∗σ,pγ−)s/Ωσ,p
(ω − iµσ) + i sΩσ,p , (5.17)
where s identifies the two different energy bands.
The imaginary part of ΠR0 vanishes in the static limit as long as the spatial mo-
mentum is nonzero. Then, the usual Thomas-Fermi susceptibility is in turn defined
as the subsequent long-wavelength limit χtf = limp→0 χ(~p), and the order of limits
is of course important here.
In the long-wavelength limit, on the other hand, it is easy to see that only in-
terband transitions survive and that these are given by the density of states per
‘volume’ (area of sample) at the Fermi ‘surface’ (contour) [96],
χtf = lim
p→0 Π
R
0 (ω = 0,p) = lim
p→0ReΠ
R
0,+(ω = 0,p)
=
∫
BZ
d2q
(2pi)2 δ
(
εq − |µ|
)
= ρ(µ) .
(5.18)
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The density of states was first derived for transverse vibrations of a hexagonal lattice
by Hobson and Nierenberg in 1953 [12]. They found logarithmic divergences near
the saddles of the energy bands, i.e., the van Hove singularities, as well as the zeros
now identified with the Dirac points.
In a first approach we are interested in the semimetal-insulator transition for zero
temperature, T = 0, and zero chemical potential, µσ = 0. Static Lindhard screening
χ is furthermore described by the zeroth frequency contribution of the retarded
vacuum polarization
χuu
′(p) = Πuu′,R(ω = 0,p) , (5.19)
where u and u′ denote sublattice indices. In summary, for zero temperature and
zero chemical potential (T = µσ = 0) the coupled DSE’s reduce to the following
equations
Mσ,k =mσ +
1
N2
∑
q
(−iDAAq )
Mσ,k+q
2Ωσ,k+q
− i (DAB0 −DAA0 )
∑
p,σ′
Mσ′,p
2Ωσ′,p
 , (5.20)
φσ,k =ϕσ,k +
1
N2
∑
q
(−iDBAq )
φσ,k+q
2 Ωσ,k+q
, (5.21)
φ∗σ,k =ϕ∗σ,k +
1
N2
∑
q
(−iDABq )
φ∗σ,k+q
2 Ωσ,k+q
, (5.22)
Zσ,k =1, (5.23)
χAAp =
1
2N2
∑
σ,q
(
1− Mσ,qMσ,q+pΩσ,qΩσ,q+p
)
1
Ωσ,q + Ωσ,q+p
= χBBp , (5.24)
χABp =−
1
2N2
∑
σ,q
Φ∗σ,q Φσ,q+p
Ωσ,q Ωσ,q+p
1
Ωσ,q + Ωσ,q+p
= χBAp
∗
, (5.25)
which build a closed set of non-linear integral equations. In order to obtain the pho-
ton propagator and not its inverse as required by the fermionic DSE’s, the photon
DSE is inverted in two-dimensional sublattice space. With the established symme-
tries of the bare interaction matrix from Eq. (3.10)-Eq. (3.12),
V AAp = V BBp = V AA−p ∈ R , and V ABp = V BA∗p = V BA−p , (5.26)
the inverse matrix is given by
(1+ χpD0p)−1 =
1
|x|2 − |y|2
(
x∗ −y
−y∗ x
)
, (5.27)
with
x = 1 + χAAp D0,AAp + χABp D0,BAp , (5.28)
y = χAAp D0,ABp + χABp D0,AAp . (5.29)
So the screened propagator can be written as
Duu
′
p =
1
|x|2 − |y|2
(
D0,AAp x∗ −D0,ABp y∗ D0,ABp x−D0,AAp y
D0,BAp x∗ −D0,BBp y∗ D0,BBp x−D0,BAp y
)
, (5.30)
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with u, u′ ∈ {A,B}. Considering Duu′ , it is easy to see that the symmetries from
Eq. (5.26) are still valid for the screened potential with Duu′(p) = iV uu′sc (p) as
specified before.
As argued in the beginning of this chapter, the instantaneous interaction as well as
the neglect of retardation effects are justified by the difference of the Fermi velocity
and the speed of light by a few orders of magnitude (∼ 1/300). A priori there is no
argument that the assumption of a static Lindhard approximation results in realistic
predictions for the critical coupling of the semimetal insulator phase transition. The
particular advantage is that the infinite tower of Dyson-Schwinger equations closes
upon itself in the fully instantaneous approximation. The idea is to compare the
obtained results with already existing quantum Monte Carlo algorithms [23, 84] for
µ = 0 in the low temperature regime for the SDW state, where a good accordance
should verify the static approximation and legitimate the same truncation scheme
for the CDW calculation as well as calculations for finite chemical potential and
arbitrary temperature, which can not be gained from lattice calculations.
5.2.1 Zero Temperature and Zero Chemical Potential
In analogy to the procedure from Sec. 3.3, a restricted renormalization functions to
one of the competing phases, either SDW or CDW, are introduced. The resulting
system of coupled integral equations was subsequently solved for both phases with
the same methods as described in Sec. 3.5, where the new vacuum polarization and
from that the screened potential is additionally calculated in every iteration step.
A huge numerical disadvantage in the static approximation comes from the fact
that the frequency independent Lindhard susceptibility χp can not be represented
as a convolution. The numerical effort therefore again effectively increases with N2
and can not be reduced to N log N by exploiting the convolution theorem. This is
why calculations within this truncation become comparatively slow for huge lattices
in momentum space.
At first, the SDW results will be investigated on the basis of the solution for V = 0,
i.e. without nearest-neighbor interaction. In contrast to the previous findings and
also to results from lattice calculations (see [84]) the SDW semimetal-insulator tran-
sition is found to be a first-order phase transition and exhibits the typical hysteresis
behavior which is shown in Fig. 5.5 for V = 0. Obviously the location of the phase
transition decisively depends on the starting values I for the iteration procedure
which is chosen to be I = 10 for results represented in blue and I = 0.01 for those
in green. This is equivalent to the effect of magnetic hysteresis, where the position
of the phase transition depends on whether one starts from the symmetric phase
or from the symmetry broken phase. We deliberately choose comparatively high or
rather lower starting values to make sure to obtain a lower and an upper bound-
ary value for the considered transition. All datapoints in Fig. 5.5 are solutions of
the considered DSE’s, i.e. minima of the free energy. For some coupling strengths
we found two solutions due to the first-order transition, where the energetically
preferred solution can be identified by the absolute minimum of the free energy.
Consequently, the corresponding free energy has to be calculated numerically as de-
scribed in Sec. 4.4 in order to decide where the real phase transition consisting of
energetically preferred states is located.
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Figure 5.5: The mass renormalization function at the Dirac point M(K) is plotted
against the strength of the on-site repulsion U, both in units of the
hopping parameter κ. Depending on the initial value for the iteration
method with which the system of DSE’s is solved, different solutions are
found. This behavior represents the classical hysteresis effect commonly
known from magnetism.
Nevertheless, we found an upper and lower boundary where the associated tran-
sition definitely lies in between, what is absolutely sufficient for the following con-
sideration. Eventually, the critical on-site coupling within the static truncation
framework is roughly located between U = 8κ and U = 10κ, which is not compati-
ble to lattice results [23,25,54,84], that estimates the critical on-site coupling to be
slightly below Uc = 4κ for the low temperature regime. The results in Fig. 5.5 were
obtained from calculations with lattice size N = 300.
Next, we want to focus on equivalent results for the CDW state, namely for the
case of zero on-site repulsion U = 0. Here, we still found a second-order phase
transition as illustrated in Fig. 5.6. For the regime of U = 0 − 0.6κ we could
not obtain reliable results in the vicinity of the phase transition in the chiral limit
m = 0, which means that we did not find a solution that converged with a precision
of 10−4 within 10000 iterations. In general the phenomena of critical slowing down,
typically known from lattice calculations, is here reflected by the increasing number
of necessary iteration steps for coupling strengths approaching the critical value.
Here the attraction area from both solutions, the symmetry broken and the trivial
solution respectively, are close together.
Numerically there are several ways to work around, one possibility is to introduce
small nonzero explicitly symmetry breaking mass terms and extrapolate them to
zero. The result of this procedure is shown in Fig. 5.6, where additionally a power
law fit was applied in order to locate the critical coupling which was determined
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Figure 5.6: Shown are solutions of the mass renormalization function at the Dirac
point to the considered system of DSE’s for different values of explicit
masses m. The obtained solutions are extrapolated to a zero mass so-
lution m → 0 which is subsequently fitted to a power law in order to
extract the critical coupling.
to be V = 0.68 κ. Since the extrapolated values (indicated by m → 0 in Fig. 5.6)
exactly agree with those form = 0 away from the critical coupling, the extrapolation
method seems to work quite well. For the regime of U > 0.6κ we can again calculate
with zero explicit mass terms and omit the extrapolation procedure. This is why we
apply the method of FSS as described in Sec. 4.2.1 for U = 1κ in order to extract
the critical exponents. We obtain a compact crossing point for different lattice sizes
N = 54 − 180 with β/ν = 1, illustrated in Fig. 5.7. The critical nearest-neighbor
coupling is determined to be Vc = 0.6727κ ≈ 0.673κ, for which we also find very
nice data collapse for β = ν = 1 (Fig. 5.8). So for the CDW case the critical
exponents do not change in comparison to the extracted exponents of the Hartee-
Fock approximation from Sec. 4.3. Furthermore, in comparison to the unscreened
Hartree-Fock approximation we observe an increase of the critical coupling for U = 0
from Vc = 0.412κ to Vc = 0.68κ. Therefore the coupling strength is effectively
suppressed because of electronic screening effects, which requires an enhanced critical
coupling to induce the considered semimetal insulator phase transition.
The corresponding phase diagram where the extracted critical coupling pairs are
plotted in the U -V plane is depicted in Fig. 5.9, for the second-order CDW (violet)
as well as for the first-order SDW (blue) transition. The errorbars are again esti-
mated by the discretization in the U -V -plane and do not include the errors caused
by finite volume effects. The critical couplings are determined with the same proce-
dure as already described for the Hartree-Fock consideration of Sec. 4.3 for a fixed
lattice size of N = 120. The unscreened results obtained within the Hartree-Fock
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Figure 5.7: The scaled order parameter for β/ν = 1 is shown as a function of the
nearest neighbour coupling for different lattice sizes N = 54− 180 in the
CDW case.
Figure 5.8: The scaled order parameter is represented as a function of the scaled
reduced coupling as established in Sec. 4.2.1 in order to show a nice data
collapse for β = ν = 1.
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approximation is illustrated in orange in order to compare both approaches. The
function V = 1/3U is represented as solid black line and still provides the first-order
transition between the CDW and the SDW state, whereas the dashed gray lines in-
dicate the spinodals in qualitative analogy to the Hartree-Fock phase diagram from
Fig. 4.5. The shaded area represents the regime of coexistence and the white dot
locates the tricritical point at about (Utc/Vtc) = (9κ/3κ).
For an increasing nearest-neighbor interaction, the hysteresis effect of the first-
order SDW transition decreases and both first-order transitions seem to merge and
coincide for N →∞ with the second-order CDW transition at the tricritical point.
Above the tricritical point, V = 1/3 U still identifies the first-order CDW-SDW-
transition that has not changed in comparison to the Hartree-Fock approximation
and is also exactly valid for a frequency dependent consideration.
Figure 5.9: The phase diagram for the static screened Lindhard interaction for N =
120 is represented. The second-order CDW transition is shown in violet,
and the first-order SDW transition is indicated in blue. For comparison
the mean field results from the last chapter are shown with orange colored
lines. The 1/3-line, separating the CDW and SDW state beyond the
tricritical point, is shown by a solid line in black or gray, for the static
and mean field approximation respectively. Furthermore the spinodals
are marked by dashed gray lines.
Generally, one can observe an increase of the critical couplings due to the inclusion
of screening effects. For the SDW calculation a huge increase of the critical line in
64
5.2 STATIC LINDHARD SCREENING
the U -V plane has been found. For comparison, the associated Hybrid-Monte-Carlo
results (HMC) [20–23, 25, 54, 84] are indicated by a black rectangle. Unfortunately
the HMC results are definitely located between the Hartree-Fock and the screened
result. Consequently the static approximation seems to highly overestimate the
influence of screening effects for the SDW state, but we always obtain a lower and
an upper limit regarding the Hartree-Fock calculation and the statically screened
interaction.
For the CDW case, where the results from the static approximation and those
from the Hartree-Fock consideration are much closer together, we obtain a more
significant result. Following the interpretation for the SDW case, one would expect
the Hartree-Fock calculation and the statically screened approximation to give a
lower and an upper boundary again, which provides only a small area for the CDW
transition. For U = 0 - 0.6κ, the critical nearest-neighbor coupling seems to remain
almost constant, all in all the CDW transition for the static approximation is quite
similar to the results obtained from the Hartree-Fock ansatz.
5.2.2 Finite Temperature and Chemical Potential
Additionally we have solved the static DSE’s from Eq. (5.11) for finite temperatures
and finite chemical potential in order to estimate their qualitative influence on the
phase transition. Here we were especially interested in the temperature dependence
to investigate whether we can come closer to the critical coupling results from lattice
calculations by approaching comparable finite temperatures. Therefore, limits of
µ → 0 and T → 0 in Eq. (5.12) - Eq. (5.15) were examined separately, where the
limit Ωq+p → Ωq, providing singularities, have to be evaluated analytically and the
concerned momentum contributions has to be treated separately within the discrete
momentum sum. Unfortunately, the overall outcome of this consideration was a
further increase of the critical couplings for both finite temperature and chemical
potential, as one would naively expect.
Finally we have to conclude that the static approximation for the SDW case nei-
ther provide quantitative nor qualitative suitable results. In contrary, the results
concerning the CDW states seems to be more promising.
Additionally it should be briefly mentioned that the DSE’s for a complete Fierz
transformed version of the interaction, given in Eq. (E.11) and Eq. (E.12), have
been also derived in App. E. The resulting photon DSE’s are listed in Eq. (E.62)-
Eq. (E.63) which are included in the fermion DSE’s from Eq. (E.75) and Eq. (E.76).
A similar mean field ansatz as represented in Sec. 4.1 for the SDW state would yield
the same critical on-site coupling with a factor of three half Uc = 32 v˜c (Eq. (4.16))
which was found in Ref. [82]. This approximation seems to result in a critical on-
site coupling which is much closer to the abovementioned lattice results than the
approximation schemes which have been considered until now. Hence it might be
worthwhile to investigate this set of DSE’s more precisely and could be content the
content in following studies. Of course both approaches (see Eq. (E.12)) should give
identical solutions in the full theory, but with certain truncations on the level of
DSE’s different results can be obtained. In this work we still focus on solving the
set of DSE’s as discussed in Sec. 5.2.
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Since the static approach could not be validated in order to describe the SDW
semimetal-insulator transition on the hexagonal lattice as extensively examined in
the last chapter, the static ansatz will now be rejected and the frequency dependence
will be analyzed in this chapter.
The first step is to let all Dyson-Schwinger equations be frequency-dependent and
allow for non-trivial wavefunction renormalizations and non-trivial vertex dressings
to generate a closed system of coupled differential equations again. A dressed vertex
function is subsequently introduced by a Ball Chiu Ansatz including only the zeroth
component of the photon propagator as before. In Sec. 6.3 it will then be shown
that the inclusion of a non-trivial wavefunction renormalization has almost no effect
and therefore Zk = 1 is a very good approximation. With regard to the achievement
of higher lattice sizes the wavefunction renormalization will then be reset to its bare
value and the semimetal insulator transition will be studied in detail.
6.1 Ball-Chiu Vertex Ansatz
In order to obtain a system of DSE’s that closes upon itself to provide an internally
conclusive approximation, we again start from the more general DSE’s of Eq. (5.3)
and Eq. (5.5). The neglect of electromagnetic retardation effects and the validity of
an instantaneous bare interaction should still be warranted by the huge difference of
the Fermi velocity and the speed of light. The screening effects, on the other hand,
can strongly depend on the frequency as it seems to be the case for the SDW phase.
These results are in qualitative accordance with the calculations of Ref. [51,52] where
retardations effects were included within a low-energy approach. In Ref. [51, 52] it
was also shown that comparable calculations for a Coulomb interaction in the low-
energy approximation were rather unsensitive to the form of the vertex function, why
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they only take the first term of the noncovariant Ball-Chiu (1BC) vertex into account
[52]. We therefore assume to find reasonable results in the same approximation which
further simplifies to the zeroth component of 1BC by the neglect of retardation
effects. The tree-level vertex is therefore replaced by a part of the classical Ball
Chiu vertex ansatz, where we again only have to take the zeroth component of the
photon field into account. The idea of this vertex function is to primarily fulfill the
corresponding Ward identities of the corresponding theory [98, 99]. In the simplest
truncation, this simply results in the inclusion of the wavefunction renormalization
within the vertex function as follows,
Γ0σ[q, q + p] = γ0
Zσ(q) + Zσ(q + p)
2 = γ0 Z˜σ[q, q + p] , (6.1)
fulfilling the corresponding Ward-Takahashi identity. Here, we effectively sym-
metrize both contributing vertices within a loop diagram.
Note that the explicit frequency dependence of the vacuum polarization function
is of course given by Eq. (5.12)-Eq. (5.15). Without any symmetry assumption
for the potential we obtain a more general expression for the associated frequency
dependent screened interaction with frequency dependent polarization function Πp
in sublattice space,
(1+ ΠpD0p) =
(
a b
c d
)
, (6.2)
with
a = 1 + ΠAAp D0,AAp + ΠABp D0,BAp , (6.3)
b = ΠAAp D0,ABp + ΠABp D0,BBp , (6.4)
d = 1 + ΠBBp D0,BBp + ΠBAp D0,ABp , (6.5)
c = ΠBAp D0,AAp + ΠBBp D0,BAp . (6.6)
For the inverse matrix one finds
(1+ ΠpD0p)−1 =
1
ad− bc
(
d −b
−c a
)
, (6.7)
and consequently
Duu
′
p =
1
ad− bc
(
D0,AAp + ΠBBp v˜p D
0,AB
p −ΠABp v˜p
D0,BAp −ΠBAp v˜p D0,BBp + ΠAAp v˜p
)
, (6.8)
with v˜p = (V AAp V BBp − V ABp V BAp ). Since v˜p ∈ R (see Eq. (5.26)), the symmetry
properties of Πp can be directly transferred to the screened photon propagator or
rather the screened interaction Duu′p = i V uu
′
sc,p . The bare photon propagator still
depends only on the spatial momentum, indicated by a bold vector notation. In this
context we have to examine whetherDAAq = DAAq is still valid in order to simplify the
DSE’s analogically to the procedure from Sec. 5.2. From the explicitly frequency-
dependent Lindhard function, Eq. (5.12)-Eq. (5.15), the following symmetries can
be extracted in Minkowski spacetime,
(i ΠAA(ω,p))∗ = i ΠAA(ω,−p) = i ΠAA(ω,p), (6.9)
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(i ΠBB(ω,p))∗ = i ΠBB(ω,−p) = i ΠBB(ω,p), (6.10)
(i ΠAB(ω,p))∗ = i ΠAB(ω,−p) = i ΠBA(ω,p), (6.11)
where the renormalization functions are assumed to transform like
Mσ,−p = Mσ,p , φσ,−p = φ∗σ,p , and Zσ,−p = Zσ,p , (6.12)
due to their bare counterparts and the corresponding symmetry for the self-energy
part. Moreover it can be shown that
ΠAA(ω,p) = ΠBB(ω,p) , (6.13)
for the SDW case, where unequal contributions cancel because of the sum over
different spin states with M↑,p = −M↓,p. This symmetry is still valid for the CDW
constellation, but only for the case of µ = 0. However, these symmetries are assumed
to be still valid in terms of frequency dependent fermion propagators, since the DSE’s
do not change structurally. For the screened interaction (V −1sc,p = V −1p + i Πp) the
symmetry of the polarization loop immediately entail
(−i DAA(ω,p))∗ = −i DAA(ω,−p) = −i DAA(ω,p) , (6.14)
(−i DBB(ω,p))∗ = −i DBB(ω,−p) = −i DBB(ω,p) , (6.15)
(−i DAB(ω,p))∗ = −i DAB(ω,−p) = −i DBA(ω,p) , (6.16)
and DAAp = DBBp for the SDW case and the CDW case with µ = 0.
In order to solve the obtained equations numerically, a Wick rotation to Euclidean
spacetime has been performed and the standard fermionic or bosonic Matsubara
frequencies were introduced (see App. B),
q0 = i q0E,n = i (2n+ 1)pi/β , p0 = i p0E,m = i 2pim/β , (6.17)
here β again denotes the inverse temperature. The frequency-momentum vector is
then represented by qn = (i q0E,n, q), where n denotes the index of the introduced time
lattice with Nt being the number of lattice sites in time direction and δ = β/Nt the
associated lattice discretization. Numerically, we perform the sum from n = −Nt/2
to n = Nt/2−1 in order to obtain a real periodic function. The final set of equations
is specified in the following,
ΠAA(pm) = − i
β N2
∑
σ,n,q
GAAF,σ(qn) Z˜σ[qn, qn + pm] GAAF,σ(qn + pm) , (6.18)
ΠAB(pm) =
i
β N2
∑
σ,n,q
GBAF,σ(qn) Z˜σ[qn, qn + pm] GABF,σ(qn + pm) , (6.19)
ΠBA(pm) =
i
β N2
∑
σ,n,q
GABF,σ(qn) Z˜σ[qn, qn + pm] GBAF,σ(qn + pm) , (6.20)
ΠBB(pm) = − i
β N2
∑
σ,n,q
GBBF,σ(qn) Z˜σ[qn, qn + pm] GBBF,σ(qn + pm) , (6.21)
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Mσ(kv) =mσ +
i
β N2
∑
n,q
[
(−iDAAqn−kv)
i Mσ,qn
(i q0E,n + µσ)2Z2σ,qn − Ω2σ,qn
Z˜σ[qn, kv]
−i (D0,ABqn=0 −D0,AAqn=0)
∑
σ′
i Mσ′,qn
(i q0E,n + µσ
′)2Z2σ′,qn − Ω2σ′,qn
]
, (6.22)
Zσ(kv) =1− i
β N2 (i k0E,v + µσ)
∑
n,q
[
(−iDAAqn−kv)
i (i q0E,n + µσ)Zσ,qn
(i q0E,n + µσ)2Z2σ,qn − Ω2σ,qn
Z˜σ[qn, kv]
(6.23)
+i (D0,ABqn=0 +D
0,AA
qn=0)
∑
σ
i (i q0E,n + µσ
′)Zσ′,qn
(i q0E,n + µσ
′)2Z2σ′,qn − Ω2σ′,qn
]
, (6.24)
φσ(kv) =ϕk +
i
β N2
∑
n,q
(−iDBAqn−kv)
i φσ,qn
(i q0E,n + µσ)2Z2σ,qn − Ω2σ,qn
Z˜σ[qn, kv] , (6.25)
φ∗σ(kv) =ϕ∗k +
i
β N2
∑
n,q
(−iDABqn−kv)
i φ∗σ,qn
(i q0E,n + µσ)2Z2σ,qn − Ω2σ,qn
Z˜σ[qn, kv] . (6.26)
6.2 Order Parameter
Before we continue with the examination of the numerical results, the order param-
eter should be reviewed again. The order parameter for the semimetal-insulator
phase transition is still given by the singularities of the fermion propagator at the
Dirac point, providing the quasi-particle energies. The renormalized band-structure
here remains zero |Φ(ω,K)| = 0 for all frequencies. Consequently, the following
equation has to be solved for ω in Minkowski spacetime,
ω = −µ±
√
M2(ω, q)/Z2(ω, q) , (6.27)
with M being either the CDW or the SDW mass renormalization function. On
the Euclidean lattice with discretized frequencies, this equation formally cannot
be solved, since there is no singularity in euclidean spacetime. Another difficulty
that comes with the consideration of a fermionic system instead of a bosonic is the
nonexistence of real zero modes, whereas the right hand side of Eq. (6.27) surely
reaches zero within the numerical accuracy.
The best and simplest approximation to determine an order parameter for this
strongly correlated electron system, without an extraction from the exponential
decay of the imaginary time propagator [84], is to evaluate the fermionic renormal-
ization functions for the minimal Matsubara frequency given by
q0E,min = pi/β . (6.28)
Therefore the order parameter is fixed to
√
M2σ(q0E,min,K)/Z2σ(q0E,min,K). As
long as the chemical potential is set to zero, the wave-function renormalization as
well as the mass renormalization function are found to be real, so that√
M2(q0E,min,K)/Z2(q0E,min,K) =
∣∣∣Re[M(q0E,min,K)]/Re[Z(q0E,min,K)]∣∣∣ . (6.29)
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6.3 Inclusion of Effects from Wave Function
Renormalization
In a first step, we want to discuss the numerical results obtained by solving the set
of DSE’s, given in Sec. 6.1, for the SDW case. For simplicity, the nearest neighbor
interaction V is again omitted and the calculations have been computed with a fixed
spatial lattice size N = 90 and Nt = 1000 lattice sites in imaginary time direction.
For µ = 0 the resulting dispersion relation, given by the dressed analog of Eq. (2.32),
is plotted in Fig. 6.1 for different on-site interactions along the high symmetry points,
introduced in Fig. 2.5. The temperature is chosen to be β = 20κ−1 which is nicely
resolved by Nt = 1000 lattice points, as will be shown in the next section.
Figure 6.1: Shown is the dressed dispersion relation for different on-site interactions
U = 3−4κ. Here the results are plotted for the minimal and the maximal
Matsubara frequency, while all other contributions usually lie in between
them.
Since the mass renormalization function as well as the wavefunction renormaliza-
tion remain real-valued, one also ends up with a real energy function E in units of
the hopping parameter κ. For comparison, the energy function is shown for both,
the minimal Matsubara frequency q0min as well as the maximal Matsubara frequency
q0max. From the gap opening the critical on-site coupling can be clearly determined
to lie between U = 3κ and U = 4κ. In the symmetric phase the band structure is
almost equal in the vicinity of the Dirac points for all Matsubara frequencies. With
an increasing band gap, the energy dispersion relation for the minimal and max-
imal Matsubara frequency becomes more and more separated. This confirms the
assumption that one could principally choose every Matsubara frequency to provide
the order parameter for the considered phase transition (see also Fig. 6.16).
In Fig. 6.2 the single contributions to the energy dispersion of Fig. 6.1, namely
the set of fermionic renormalization functions, are depicted in the symmetry-broken
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Figure 6.2: The real and imaginary part of the fermionic renormalization functions
is represented along the high symmetry points of the Brioullin zone for
the minimal Matsubara frequency denoted by q0min.
phase for U = 4κ. The mass renormalization function as well as the wavefunction
renormalization are almost constant and real. Here the minimal Matsubara contri-
butions are plotted, providing the maximal values for the real part of Zk which is
found to be slightly above its bare value Zk = 1.
Figure 6.3: The semimetal to antiferromagnetic insulator transition is shown for dif-
ferent values of µ for a fixed temperature β = 20κ−1.
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Since the truncation scheme for the considered DSE’s should also be valid for
µ 6= 0 in the SDW case, the behavior of the wavefunction renormalization was
also investigated for small chemical potentials greater than zero. In Fig. 6.3 the
obtained order parameter (Eq. (6.29)) shifted by µ is plotted against the on-site
coupling. With increasing chemical potential the critical coupling increases as well
due to the raised charge carrier density, while a first-order transition emerges. This
results are shown for a starting value of I = 10 in the iteration procedure, for a
better overview the corresponding counterparts for low starting values, exhibiting
the hysteresis effect of the first-order transition, are omitted.
Here it should be mentioned that for µ > 1κ it is hard to obtain a converged
solution in the vicinity of the phase transition. In order to overcome these issues,
some numerical methods as described in Sec. 3.5 could help. For now the consid-
ered area of the chemical potential is absolutely sufficient. The main point that
should be considered here is the influence of the chemical potential on the wave-
function renormalization which is shown in Fig. 6.4. The real an imaginary part
of the wavefunction renormalization is illustrated for a fixed on-site coupling in the
symmetry-broken phase for both, maximal and minimal Matsubara frequency as
upper and lower boundaries. Shown is the comparison between the wavefunction
renormalization for µ = 0 and µ = 0.5κ which do not decisively differ in magnitude.
Figure 6.4: On the left hand side the wavefunction renormalization is illustrated for
zero chemical potential, while the right hand side represents comparable
results for µ = 0.5κ.
Finally, in Fig. 6.5 the comparison between calculations with non-trivial and trivial
wavefunction renormalization is represented (indicated by Z = 1). Obviously the
dynamic inclusion of the wave function renormalization do neither change the critical
coupling nor the behavior of the order parameter intensively.
Additionally the influence of the wavefunction renormalization on the CDW solu-
tion was investigated for µ = 0. In Fig. 6.6 the computed renormalization functions
are illustrated individually within the symmetric phase V = 0.2κ as well as in the
symmetry-broken phase V = 0.8κ. In analogy to the corresponding SDW calcula-
73
6 FREQUENCY DEPENDENT SOLUTION
Figure 6.5: Shown are the resulting order parameters for various on-site couplings
for a fixed temperature and a fixed lattice size. For comparison the
results with non-trivial wavefunction renormalization as well as those for
a trivial wavefunction renormalization, denoted by Z = 1, are illustrated.
The specified parameter I = 10 refers to the initial value of the iteration
procedure in order to indicate the upper boundary concerning the first-
order transition.
Figure 6.6: The solution for the single renormalization functions for different nearest
neighbor interactions is shown with U = 0. On the left hand the system
is in the symmetric phase with a zero mass renormalization function. The
real part of the wavefunction renormalization obviously do not visually
differ from one. The structure function is slightly dressed which can be
seen from the somewhat raised values at the Γ points as well as at the
M point.
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tion the temperature is set to β = 20κ−1, while the on-site coupling is now fixed to
zero. As it can be observed in Fig. 6.6 the influence from the wavefunction renor-
malization is even lower as in the SDW case. The wavefunction renormalization
remains bare in a very good approximation.
Consequently we really found Zk = 1 to be an excellent approximation for the
values that we are interested in. Indeed, it turned out that this is even valid within
the whole U -V -plane for both, the SDW as well as the CDW phase. The wave-
function renormalization is therefore again set to its trivial value in the following
calculations. This naturally saves run time as well as memory requirements and
enables the calculation for even higher lattice sizes characterized by N2 ·Nt.
6.4 Results with Trivial Wave Function Renormalizations
In the first part, the final results for the semimetal to insulator transition will be
shown within the whole U -V plane for a fixed temperature β = 20κ−1. In the next
subsections the critical exponents and the temperature dependence of the critical
on-site coupling for the SDW state will be investigated. Finally we will present the
outcomes of the finite µ consideration for the SDW case as well.
Figure 6.7: The dependence of the order parameter (Eq. (6.29)) from the spatial
lattice size, characterized by N , is represented for a fixed inverse tem-
perature β = 20 κ−1 and a fixed number of lattice points in imaginary
time direction Nt = 500.
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6.4.1 Finite Volume Effects and Phase Transition
In a first step, the numerical results for the spin density wave constellation will now
be discussed in detail, subsequently corresponding results for the CDW state are
represented. In the following the temperature is set to β = 20 κ−1 and the chemical
potential is fixed to µ = 0 in order to compare with recent results from Ref. [54]
for the whole U -V coupling plane and especially with Ref. [84] and Ref. [23] for the
case of vanishing nearest neighbor potential V = 0.
With the current numerical setup we are able to reach huge lattice sizes in com-
parison to calculations on the basis of Monte Carlo methods. Since the lattice size
in real space determined by N2 reflects the real size of the graphene sheet, we expect
equal results for equal lattice sizes here. However, correction terms due to the finite
lattice in the imaginary time formalism might differ. Therefore we should make sure
to reach the limit Nt →∞ and preferably N →∞ likewise.
In Fig. 6.7 the order parameter in dependence of the on site coupling U for zero
nearest-neighbor coupling V = 0 is shown for a fixed time lattice Nt = 500 for
different lattice sizes in momentum space N = 18− 216.
As one can see in Fig. 6.7 we found almost no volume effects for lattice sizes
greater or equal to N = 54 for this setup. In contrary, lattice sizes of N = 18 are
shown to be way too small in order to estimate the phase transition. As a good
tradeoff, in order to minimize finite volume effects concerning the spatial lattice and
similarly choose a possibly small N to allow for larger time lattice sizes Nt, we fix
the number of unit cells to N = 90 in the following.
Figure 6.8: Here the order parameter (Eq. (6.29)) for different lattice sizes in imag-
inary time direction Nt is shown for a fixed spatial lattice with N = 90
and a fixed inverse temperature of β = 20 κ−1. The obtained values were
extrapolated to Nt →∞ as shown in Fig. 6.9 and fitted to a polynomial
function of first-order.
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In Fig. 6.8 an analogical consideration is represented for various lattice sizes in
time direction between Nt = 500 and Nt = 2300.
Here the results for different lattice sizes Nt were additionally extrapolated to
Nt →∞ by a polynomial least-square fit of second degree,
f(x) = a (1/Nt)2 + b (1/Nt) + c .
Such a fit is exemplary shown in Fig. 6.9 for U = 3.8 κ, where the extracted order
parameter is plotted against the inverse lattice size 1/Nt. The value for Nt →∞ is
then finally determined by the parameter c, for a fitted intercept smaller than zero
the order parameter was accordingly set to zero.
Figure 6.9: The polynomial fit of second degree to the order parameter is illustrated
in dependence of the inverse number of lattice points in imaginary time
direction 1/Nt. Exemplary, an on-site coupling of U = 3.8 κ was chosen.
These values extrapolated to N → ∞ are represented as black dots in Fig. 6.8
where they were additionally fitted to a straight line. The interception with the
x-axis consequently determines the critical coupling for V = 0 to be
Uc = 3.51 κ . (6.30)
This is in rough accordance to the results from Ref. [84] and Ref. [23] were a
critical coupling between Uc ∼ 3.7 − 3.8 κ was found. The deviation could still be
caused by the vertex approximation of the applied Dyson-Schwinger framework, but
also finite volume and temperature effects are not excluded. As it was shown in
the last section, a Ball Chiu vertex ansatz would not change the result, a vertex
dressing as discussed in Sec. 4.4 should therefore be taken into account. However,
the achieved accordance with the results from Quantum Monte Carlo algorithms
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within the frequency dependent ansatz is more than satisfactory for the considered
SDW case and really overcomes the observed overestimation of the critical on-site
coupling as obtained in the last chapter with the static approach of the screening
function.
Figure 6.10: The semimetal to antiferromagnetic insulator transition is shown as
contour plot for β = 20 κ−1 within the U -V coupling plane for a spatial
lattice size fixed to N = 90.
Figure 6.11: The order parameter is plotted in the U -V coupling plane for the case of
a CDW configuration. Analogically to Fig. 6.11, the calculations were
made for β = 20 κ−1 for a fixed spatial lattice size N = 90, whereas
the imaginary time lattice has been extrapolated to Nt →∞ for lattice
sizes between Nt = 100− 1000.
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As one can conclude from Fig. 6.8 and Fig. 6.9 the calculation for such large lattices
in imaginary time direction is not necessary for the considered temperature regime.
An analog evaluation for time lattices betweenNt = 100 andNt = 1000 was therefore
applied to the whole coupling regime characterized by U and V . The received
phase diagram, where the order parameter as given in Eq. (6.29) is represented in
dependence of the control parameters U and V , is shown in Fig. 6.10.
This results finally show up a very nice qualitative as well as quantitative accor-
dance with the outcomes from Ref. [54]. The great advantage of the Dyson-Schwinger
framework is the accessibility of the coupling regime beyond V = 1/3 U since the
theory exhibits no sign problem here. Apart from that, the numerical setup estab-
lished in Sec. 3.5 enables the calculation for very large lattice sizes.
In order to eventually access the phase transition with regard to both phases, the
SDW as well as the SDW phase, an anolog consideration was made for the numerical
system fixed to the CDW case. The result is represented in Fig. 6.11. In contrary
to the SDW state the phase transition concerning the CDW state seems to be in
nice quantitative and qualitative agreement with the results obtained in the static
approximation.
Figure 6.12: The resulting phase diagram is plotted on the extended Hubbard plane.
The critical coupling pairs as well as the indicated errorbars were ob-
tained with the same techniques as already pointed out in Sec. 4.3.
All in all, the considered screening effects from the pi−bands itself seem to be of
much higher influence regarding the SDW case. In complete analogy to Fig. 5.9 the
presented phase transitions are summarized in Fig. 6.12 where the individual areas
of the SDW, CDW and SM phase are sketched. The regime of coexistence is shaded
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in gray and limited by the spinodal lines as before. The first-order line, V = 1/3U ,
separating CDW and SDW constellations is still valid as shown in Sec. 4.4.
6.4.2 Critical Exponents
As next step, the critical exponents will be investigated with the help of the es-
tablished finite size method from Sec. 4.2.1 in the SDW case. Until now we could
not extract critical exponents which deviate from the analytical finding of Sec. 4.1
within a mean field approximation which determines the critical exponent of the or-
der parameter to β = 1 and were in nice accordance to the results from Ref. [20,23].
As extensively discussed in Chap. 4 the critical exponents characterize the system
to belong to a certain universality class which is only specified by a few macroscopic
properties. One of these properties is the range of the interaction, for the Hubbard
model there are several studies suggesting a chiral Heisenberg Gross-Neveu model
in three spacetime dimensions to be the adequate model [30,84,100,101] and indeed
these expectations has been validated [84, 102–104]. In order to extract the critical
exponents we observe some difficulties concerning the approximation of the order
parameter by the mass renormalization function at the Dirac point evaluated at
the smallest Matsubara frequency. As mentioned above for M(q0n,K) 6= 0 it is not
decisively relevant which Matsubara contribution is chosen to be the order param-
eter. As shown in Fig. 6.16, the mass renormalization function at the Dirac point
provides an order parameter independent of the frequency variable, because the be-
Figure 6.13: The scaled order parameter is represented for varying on-site couplings.
An optimal intersection point was found for β/ν = 0.96 at Uc = 3.131 κ.
Concerning the red data points illustrating the results for N = 135, we
did not find a convergent solution for U = 3.11κ within a maximal
number of 104 iterations.
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havior coincides for all Matusbara modes in the vicinity of the critical coupling. For
the extraction of the critical coupling, the choice of the minimal Matsubara mode
is therefore more appropriate.
Regarding the determination of the critical exponents the situation is slightly
different. In order to make reliable results the FSS method should be applied, for
that the volume dependence of the order parameter is needed for coupling values
which are larger than the critical coupling, as well as for the coupling regime below
the critical value. For a numerically obtained mass renormalization function that
equals, or is approximately zero, Eq. (6.29) cannot be fulfilled for µ = 0 due to the
fermionic character and the related nonexistence of a zero Matsubara mode.
For the investigation of the critical exponents a simple solution to this problem is
provided by considering higher temperatures. Higher temperatures at least provide
very small minimal Matsubara modes and the finite volume behavior for control
parameters slightly below the critical coupling can be resolved.
This phenomena is depicted in Fig. 6.13, where the scaled order parameter is
plotted against the on-site coupling in order to determine the critical coupling value
in terms of the intersection point for all volumes. The finite volume behavior exactly
corresponds to what one would expect for a second-order phase transition for the
shown lattice sizes between N = 18 and N = 54. For larger lattice sizes one can
again observe the problem that the order parameter immediately drops to zero. By
minimizing the crossing section for varying critical exponents β/ν with the eye, an
optimal intersection point was found for
β/ν = 0.96 . (6.31)
This optical method works also quite well for the achievement of an optimized data
collapse by systematically extending the coupling regime around zero, as illustrated
in Fig. 6.14. Due to the abovementioned unusual behavior for lattice sizes larger
than N = 54, only the values for N = 72 have been added exemplary in Fig. 6.14.
Finally, a nice data collapse could be obtained for
ν = 1.1 , (6.32)
leading to β = 1.056, which is still in markedly good agreement with the finding of
β = 1 from Sec. 4.1. This result justifies the choice of a polynomial fitting procedure
of first degree, as already presented in Fig. 6.8.
In the following the critical exponents of the continuous chiral Heisenberg Gross-
Neveu model in three spacetime dimensions obtained from either renormalization
group approaches in certain expansion schemes or from related Monte-Carlo simula-
tions of discrete Hubbard systems are shown (Tab. 6.1). The table is taken from the
summary of Ref. [54] and was originally given in Ref. [132]. The entries of the table
where 1/ν and ν is denoted have been evaluated independently. As one can see the
obtained results are in really nice accordance to the critical exponents listed in the
table, providing a good evidence for the considered model to lie in the Heisenberg
Gross-Neveu universality class.
This situation can change by taking the long-range tail of the interaction into
account, especially if the screening effects from the inner σ-orbitals are included.
These screening effects are mostly important for the short-distance interactions, were
the long-range tail can again be dominant in the vicinity of the phase transition. The
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1/ν β/ν ν
 expansion [2,2] Padé [105] 0.6426 0.99925
 expansion [3,1] Padé [105] 0.6447 0.97815 1.2352
Functional RG [106] 0.795 1.016 1.26
Large N [132] 0.8458 1.09245 1.1823
Monte-Carlo [102] 0.74(2) 1.02(1)
Monte-Carlo [104] 0.85(8) 0.84(4)
Table 6.1: For comparison, the critical exponents of the Heisenberg Gross-Neveu
model are shown for different expansion schemes as well as the results
from Monte-Carlo calculations, taken from Ref. [54].
dominance of the long-range interaction would suggest a conformal phase transition
of infinite order [136] in contrary to the Gross-Neveu universality class. In Ref. [40]
they found numerical evidence for such a behavior, the inclusion of the long-range
interaction would therefore be an interesting extension to the present model.
For the consideration of the critical exponents, the finite size effects regarding the
imaginary time lattice are expected to be not relevant, this effect should rather be
important concerning dynamical critical exponents. In order to extract a reliable
Figure 6.14: Shown is a nice data collapse for the scaled order parameter in depen-
dence of an appropriate scaled reduced control parameter. Due to the
described fermionic character of the many body system, data points
from lattice sizes equal or greater than N = 72 drop out of the data
collapse to zero on the left hand side of the critical coupling.
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critical coupling for β = 100 κ−1, these effects again have to be taken into account
and they are of course enhanced caused by the highly decreased temperature. In
the following we will therefore study the temperature dependence of the critical
coupling.
6.4.3 Temperature Dependence
In order to extract the critical coupling, the same procedure as pointed out for
β = 20 κ−1 was undertaken for β = 100 κ−1 (see Fig. 6.15) and the critical coupling
was fixed to about Uc = 3.45 κ by the fit to a straight line. The values slightly differ
from zero below the critical coupling, again exhibits finite volume effects from the
spatial lattice, which can be nicely compensated by the polynomial fit of first degree
which is justified by the findings of the last section (β ≈ 1).
With this approach we were able to determine the critical coupling for temper-
atures between β = 10 κ−1 and β = 200 κ−1 at most. For smaller temperatures
the procedure is of course much simpler, here the choice of N = 90 and Nt = 1000
reveals a good tradeoff between the lattice size in momentum space and the number
of lattice points in imaginary time direction with almost no finite volume effects. For
inverse temperatures below β = 10 κ−1 we thus omit the finite size extrapolation
Figure 6.15: The real part of the mass renormalization function at the Dirac point
for the minimal Matsubara contribution is plotted against the on-site
coupling for various time lattice sizes Nt for a fixed finite temperature
of β = 100κ−1. As explained in relation with Fig. 6.8 a polynomial fit
of second order was used to extrapolate to Nt → ∞. Afterwards the
extrapolated values were fitted to a straight line in order to extract the
critical on-site coupling.
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and determine the critical coupling with the same procedure as in Sec. 4.3, where
the error is similarly estimated by the discretization in direction of the on-site cou-
pling. In Fig. 6.16 the order parameter is represented for varying on-site couplings
for high temperatures β = 0.3− 1κ−1 for both, the minimal as well as the maximal
Matsubara frequency. Here the coincidence for both frequencies in the vicinity of
the semimetal insulator transition can be nicely observed. Moreover, the critical on-
site coupling increases with increasing temperature, due to higher kinetic energies a
stronger on-site coupling is necessary to keep the system into an antiferromagnetic
ordered insulator phase.
Figure 6.16: The semimetal to insulator transition for the SDW case is illustrated for
different temperatures in the high temperature regime. Here we found
to be in good accordance with the infinite volume limit N →∞, Nt →
∞ for N = 90 and Nt = 1000 lattice points. For comparison the results
for the minimal and maximal Matsubara frequency are depicted which
are in nice agreement near the critical point.
The final results for the SDW case are shown in Fig. 6.17 where the obtained
critical on-site potential is represented for different temperatures in units of the
hopping parameter κ. These data points were fitted to a power function and show
excellent accordance with the following fit parameters, given by
f(x) = 0.35 · (x− 3.43)0.84 . (6.33)
In the high-temperature regime the critical coupling increases fast for an increas-
ing temperature. In order to obtain a critical on-site coupling for T → 0, quite
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small temperatures have to be reached, for instance even for β = 20κ−1 the critical
coupling still drifts to lower values for lower temperatures. Therefore really high
lattice sizes Nt in imaginary time direction are necessary which can be provided by
using the framework of DSE’s as demonstrated in this section.
Figure 6.17: The extracted critical on-site coupling is represented for different tem-
peratures in units of the hopping parameter κ. The data points have
been fitted to a power function given by Eq. (6.33).
As one can see the extracted critical coupling Uc ' 3.43κ in the applied calculation
for T → 0 is merely a bit larger than the on-site coupling of graphene U0 ' 3.32κ
given in Sec. D.2. In the next section we therefore want to discuss the possibility
of an infinite chemical potential concerning the charge carrier density as discussed
in App. D.2 with µ = µ↑ = µ↓. Experimentally, this could be realized by chemical
modification in terms of doping or different substrate possibilities or e.g. by applying
a gate voltage.
6.4.4 Phase Diagram
As last step, the µ dependence of SDW state should be investigated. In order to
study the µ dependence concerning the CDW phase one has to include effects from
ΠAAk 6= ΠBBk for the vacuum polarization which should not be taken into account
within this work. In Sec. 6.3 it was argued that the wavefunction renormalization
function even do not decisively influence the antiferromagnetic semimetal insulator
transition, at least for small chemical potentials. Within the truncation scheme
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keeping Zk = 1, the calculations for µ 6= 0 are of course numerically less expensive.
The order parameter shifted by µ, what eventually equates to the single quasi-
particle energies at the Dirac point, is illustrated in Fig. 6.18 for different values of
µ. Even higher chemical potentials are easily accessible with the applied numerics.
For small chemical potentials we found a good agreement with the solution for the
included non-ttrivial wavefunction renormalizations (see Fig. 6.5). Above the critical
couplings the mass renormalization functions without µ shift all fall onto one line
due to the Silverblaze property.
Figure 6.18: The µ dependence for the antiferromagnetic semimetal insulator tran-
sition is illustrated within the truncation scheme for Zk = 1.
In the following we want to consider a system which merely exhibits a fixed on-
site potential U = 5κ. The coupling is fixed to a value slightly above the critical
coupling, exemplary we choose U = 5κ and V = 0 but it could have been fixed to
any other coupling pair of the U -V plane. For this system the real phase diagram
illustrating the µ-T-dependence of the phase transition was calculated.
As we found a first-order transition for µ 6= 0 as illustrated in Fig. 6.18, the
starting point of the iteration was determined to find an upper and lower boundary
for the phase transition. In Fig. 6.19 the results are shown for a fixed lattice size,
N = 90 and Nt = 1000. On the left hand side the initial value for the iteration was
set to I = 0.1 whereas the results for a initial value of I = 10 are demonstrated on
the right hand side. For small chemical potentials and low temperatures the system
persists in an insulating phase realized by an SDW configuration.
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Figure 6.19: An electron system with zero nearest neighbor interaction and a fixed
on-site coupling U = 5κ is investigated. On the left hand side the
T-µ phase diagram is shown for a fixed lattice N = 90 and Nt =
1000 and an initial iteration value of I = 0.1. On the right hand side
the corresponding results are illustrated for an initial iteration value
of I = 10. From that the lower and upper boundary of the first-order
transition can be determined.
Figure 6.20: The obtained phase diagram from Fig. 6.19 is summarized in order to
locate the end point of the first-order transition for the electron system
exhibiting a fixed on-site coupling U = 5κ.
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The phase diagram resulting from Fig. 6.19 is summarized in Fig. 6.20 where the
endpoint of the first-order phase transition is identified by about
(µ, T ) = (0.6725, 0.2625)κ (6.34)
within the presented accuracy. This diagram provides an qualitative impression of
possible modifications on the location of the phase transition for a strongly corre-
lated electron system with a fixed coupling strength on the hexagonal lattice. Larger
chemical potentials as well as higher temperatures at some point pushes the consid-
ered electron system into the semimetal phase. Here a quantitative more realistic
and also the comparison to such CDW results would be interesting.
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SUMMARY AND OUTLOOK
In this thesis the semimetal to insulator transition of the hexagonal lattice was
investigated in regard to a possible SDW or CDW insulating phase [27, 29–31].
Motivated by the strongly coupled electrons of graphene, a tight binding model was
applied, the kinetic energy is therefore approximated by nearest neighbor hopping
contributions. These contributions are determined by the hopping parameter κ
which describes the probability of an electron to hop from one lattice site to an
adjacent one [11, 16] and is experimentally fixed to about κ = 2.8 eV. The hopping
parameter consequently sets the natural energy unit for the considered theory.
In particular, the realization of two competing phases in the insulator regime,
the CDW and SDW configuration, were studied in Sec. 3.3. These configurations
represent different vacuum alignments within the same symmetry-breaking pattern,
the involved symmetry is an analog of chiral symmetry in QED2+1 concerning the
sublattice-valley symmetry of the hexagonal lattice as pointed out in Sec. 2.3. This
sublattice-valley symmetry can either be broken by an imbalance of the charge carrier
distribution or of the spin distribution (CDW or SDW state) which can both cause
a dynamical gap leading to an insulator phase of the fermionic many body system.
The fermionic interaction was modeled within a Coulomb interaction neglecting
electromagnetic retardation effects due to the small ratio between Fermi velocity
and speed of light, vf/c ∼ 1/300. Additionally, we followed the approach of an
extended Hubbard model in Sec. 3.4, where the long-range tail of the interaction is
omitted and only the on-site potential U as well as the nearest neighbor interaction
V have been taken into account. In recent studies it was shown that the long-
range tail is expected to have only marginal influence on the semimetal insulator
transition [24, 25]. Furthermore, the extended Hubbard model provides an optimal
framework in order to study the competing order within these insulating phases.
This is because a dominating on-site or nearest neighbor potential is directly related
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to the preference of an SDW or CDW state, respectively. The coupling strengths
U and V of the interaction determine the second important energy scale of the
theory and are also specified in units of κ. The kinetic energy and the interaction
accordingly are of the same magnitude which defines the coupling parameter to be
α = 2.2, and makes perturbative methods unfeasible.
According to this we make use of the Dyson-Schwinger framework, representing
an effective and successful non-perturbative approach in QED [63, 65, 66, 107, 108]
as well as QCD [109, 110] phenomena. In comparison to Quantum Monte Carlo
procedures we are not faced with the sign problem and can therefore reach coupling
regions beyond V = U/3 where the CDW phase becomes interesting. Moreover, the
Dyson-Schwinger formalism provides access to huge lattice sizes which is important
in order to reduce finite volume effects and extract critical exponents.
The Dyson-Schwinger equations have been derived twofold. In App. C the fermion
DSE was deduced from the Heisenberg equation within a Hartree-Fock approxima-
tion by means of second quantization, whereas we had to switch to the path inte-
gral formalism (App. E) in order to obtain the full set of DSE’s also including a
dressed photon propagator. The main difference between the CDW and SDW state
was proven to be a nonzero Hartree contribution concerning the CDW phase (see
Eq. (3.16) or Fig. 3.1). In the first part of this work the interaction is assumed
to be static and the temperature as well as the chemical potential was set to zero.
In this context, the static approximation ensures the frequency independence of
the fermionic renormalization functions and consequently all frequency dependen-
cies could be integrated out analytically. Furthermore, the Ward identity within
the static approach requires a bare vertex function and provides a closed set of
Dyson-Schwinger equations.
In Chap. 4 several approaches within a mean field theory were discussed. In the
first step only the mass renormalization was considered where the critical coupling
was found to be analytically accessible [82]. Then bifurcation theory was applied in
order to extract the critical exponent of the order parameter β = 1 also analytically.
In a next step, in Sec. 4.3, the renormalization effects on the band structure involving
Fermi velocity renormalization was included. The resulting phase transition for the
competing electron configurations was represented in Fig. 4.5 where we have also
sketched the V = U/3 -line locating the first-order transition between the SDW state
and the CDW state. This V = U/3 -line was found analytically in Sec. 4.4 by means
of the 2PI effective action and turned out to be even valid in the exact theory for
µ = 0.
In Chap. 5 the previous model was then extended towards a static approximation
considering the screening effects from the pi-band electrons itself. In this context
the Dyson-Schwinger equation for the photon propagator was dynamically included
where the vacuum polarization is approximated by its zero frequency contribution.
Except to the static approximation the setup is similar to several studies employing
Quantum Monte Carlo techniques for the SDW case [20–24], hence the assumption
of a static screening should ideally be validated against these lattice results. Unfor-
tunately, the static approximation was proven to highly overestimate the screening
effects and hence the critical on-site coupling at least in the SDW case. For the
CDW case the deviation from the Hartree-Fock approximation is much smaller and
therefore the results seem to be much more reliable.
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However, in order to find an appropriate approximation, the fully frequency depen-
dent photon propagator was taken into account in Chap. 6. Based on the frequency
dependent interaction, the fermionic renormalization functions become frequency
dependent too, which requires a dressed vertex function. Due to fulfill the Ward
Takahashi identity, a kind of simplified Ball Chiu vertex ansatz was chosen to ac-
count for vertex corrections. This likewise asks for a dressed wavefunction renor-
malization which is thus dynamically included. The numerical results within this
truncation scheme supply clear evidence that the contained wavefunction renormal-
ization do not have a considerable influence on the quantities of interest, not for the
SDW case and even less regarding the CDW case. For this reason the wavefunction
renormalization is again fixed to its bare value in order to reach even larger lattice
sizes and in order to save run time.
The obtained critical coupling values for the SDW case are then found to be
in satisfying accordance with comparable lattice results [20–23, 31, 40, 54] why we
assume to end up with an appropriate truncation scheme. The obtained phase
diagram representing the semimetal to insulator transition regarding the SDW as
well as the CDW case is shown in Fig. 6.12. In general, the results for the CDW
configuration seem to be much more stable throughout the applied approximations
which suggests that it is dominantly affected by the Hartree term of the self-energy.
With a finally reasonable truncation scheme at hand, we additionally investigated
the critical exponents of the theory which were found to be in nice agreement with
the critical exponents that were expected within a Gross-Neveu universality class
[30,84,100,101]. Moreover, we could not find a deviation from β = 1 for the critical
exponent of the order parameter within our numerical accuracy. Apart from that
we investigated the temperature dependence of the critical on-site coupling as well
as the influence from a finite chemical potential µ. The T -µ phase diagram for an
exemplary on-site coupling of U = 5κ and zero nearest neighbor interaction was
calculated and is represented in Fig. 6.20.
On the basis of the established truncation scheme there are several further inter-
esting scenarios that can be investigated by only small modifications of the existing
numerical setup. For instance, the extension to possible deviations between the
interactions on the different sublattices, V AA 6= V BB, would make the semimetal
insulator transition accessible for the CDW case at finite µ. Also a similar finite-size
scaling and the investigation of the temperature dependence of the critical coupling
for the CDW phase would be interesting and is already in progress. Furthermore,
the numerical realization of real competing phases within one system would be rea-
sonable in order to even find possible stable mixed states. This ansatz has already
been implemented numerically but with the choice of the initial iteration value one
likewise determines a preference of the system towards either an SDW or an CDW
realization. This problem might be solved by randomly distributed positive and
negative initial values and could be part of a future project. Also the possibility of
an external magnetic field [111,112] could be studied in order to push graphene into
the insulating phase. Another interesting model is motivated by the introduction of
an arbitrary number of fermion flavors Nf regarding many flavor QED2+1 [113] or
for instance also the so-called t-V model where the CDW case for Nf = 1 and zero
on-site coupling is considered. Furthermore the inclusion of the long-range interac-
tion [69,114] or an improved Hubbard model [115] could provide a next step, here we
91
7 SUMMARY AND OUTLOOK
would not expect remarkable changes in the location of the semimetal insulator tran-
sition. In this context also the inclusion of screening effects from inner σ-electrons
can be interesting (see [69]) since it mainly affects the short-range interaction and
could lead to a dominant long-range interaction in the vicinity of the phase tran-
sition which would manifest itself in a conformal phase transition as suggested in
Ref. [40].
Beyond these simple extensions, the investigation of other hexagonal structures
with different structure functions as introduced in Chap. 1 or also allotropes of
graphene (see Chap. 2) such as bilayer graphene would be exciting.
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A
NOTATION AND RELATIONS
A.1 Basis of the Hexagonal Lattice
In the following the characteristic quantities for two possible lattice representations
for the hexagonal lattice are listed.
Representation 1
Basis vectors in position space:
a1 = a
(
0
1
)
, a2 =
a
2
(√
3
−1
)
. (A.1)
Basis vectors in momentum space:
b1 =
2pi
3a
(√
3
3
)
, b2 =
4pi
3a
(√
3
0
)
. (A.2)
Unit cell area in position space: Ac = |a1 × a2| =
√
3 a2/2 .
Area of the Brillouin zone: BZ = |b1 × b2| = 8pi2/
√
3 a2 .
Nearest neighbour vectors:
δ1 = a1 , δ2 = a2 , δ3 = −(a1 + a2) . (A.3)
The discrete position vector and the associated vector on the discrete momentum
lattice within the Brioullin zone is given by
kmn =
1
N
(m b1 + n b2) , rij = ia1 + j a2 , (A.4)
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the structure function therefore reads
ϕmn =
3∑
n=1
eikδn = e
2pii
3N m + e
2pii
3N n + e
−2pii
3N (m+n) (A.5)
and fulfills several symmetry transformations and in particular all boundary condi-
tions,
ϕmn = ϕm+Nn+N , ϕmn = ϕ∗N−mN−n , ϕmn = ϕnm , (A.6)
(see Eq. (A.13)) and
ϕmn = ϕm+Nn , ϕmn = ϕmn+N . (A.7)
Representation 2
Basis vectors in position space:
a1 =
a
2
(√
3
3
)
, a2 =
a
2
(√
3
−3
)
. (A.8)
Basis vectors in momentum space:
b1 =
2pi
3a
(√
3
1
)
, b2 =
2pi
3a
(√
3
−1
)
. (A.9)
Unit cell area in position space: AZ = |a1 × a2| = 3
√
3a2
2 .
Area of the Brillouin zone: BZ = |b1 × b2| = 8pi23√3a2 .
Nearest neighbour vectors:
δ1 =
a1 − a2
3 , δ2 =
a1 + 2a2
3 , δ3 = −
2a1 + a2
3 . (A.10)
The position and momentum space vectors are discretized as in Eq. (A.4) and the
corresponding structure function is given by
ϕmn =
3∑
n=1
eikδn = e
2pii
3N (m−n) + e
2pii
3N (m+2n) + e
−2pii
3N (2m+n) , (A.11)
which also fulfills (compare with Eq. (A.6) and Eq. (A.7))
ϕmn = ϕm+Nn+N , ϕmn = ϕ∗N−mN−n, ϕmn = ϕ∗nm , (A.12)
but not the boundary conditions given by
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ϕmn 6= ϕm+Nn , ϕmn 6= ϕmn+N . (A.13)
Note that this basis is sufficient for considerations which only depend on the
absolute value |ϕmn| since the absolute value again complies with the boundary
conditions of Eq. (A.13). Nevertheless, in order to generalize ϕ to a renormalization
function within the Dyson-Schwinger formalism one needs to distinguish between ϕ
and ϕ∗ and therefore one has to use the basis representation 1, discussed above.
A.2 Mathematical Relations
Dirac Matrices
The following Dirac matrices are introduced in the two-dimensional sublattice space
γ0 = σ3, γi = σ3 σi , (A.14)
with i = 1, 2 , satisfying the Clifford algebra {γµ, γν} = 2gµν with gµν = diag(1,−1,−1)
for µ, ν ∈ {0, 1, 2}. The matrices σi label the standard Pauli matrices given by
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
(A.15)
Gaussian Integrals
The n-dimensional form of the Gaussian integral, with J and φ denoting n-dimensional
fields and A being an n× n matrix, is given by∫ Dφ
(2pi)n2
e−
1
2φiAijφj+φiJi = [detA]−
1
2 e
1
2JiA
−1
ij Jj , (A.16)
where the product of field integrations is commonly abbreviated by
Dφ =
n∏
m=1
φm . (A.17)
For the integration over fermionic complex fields the behavior of the complex
Grassmann valued variables has to be taken into account (see e.g. Ref. [85, 116])
wherefore one obtains∫
Dη∗Dη e−η∗i Aijηj+ξ∗i ηi+ξiη∗i = [detA] eξ∗i A−1ij ξj (A.18)
as fermionic version of the Gaussian integral. Note that in the bosonic case the
inverse of the determinant appears. The determinant in the numerator results from
a coordinate transformation for Grassmann valued variables [116].
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Hubbard-Stratonovich Transformation
The transformation introduced by Strotonovich and Hubbard [117] makes use of the
above presented Gaussian integrals to construct a quantum field theory in which the
interaction is permitted by bosonic gauge fields. These gauge fields are introduced
by the transformation of a Gaussian integral, where exponents of quadratic powers
in the fermionic density fields are converted into an integral over an auxilary bosonic
field (that plays the role of a gauge field) that is now linearly coupled to the fermionic
density [70,116],
e
δ
2ρiVijρj = [det((δ V )−1)]
1
2
∫ Dσ
(2pi)n/2
e−
δ
2σiV
−1
ij σj+δ σiρi , (A.19)
where n represents the dimension of the field vector and V is an n× n matrix. For
a negative sign in the exponent, a complex coupled field is needed [116]
e−
δ
2ρiVijρj = [det((δ V )−1)]
1
2
∫ Dσ
(2pi)n/2
e−
δ
2σiV
−1
ij σj−i δ σiρi . (A.20)
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MINKOWSKI AND EUCLIDEAN SPACETIME
B.1 Three-Vector Notation and Fourier Transform
Minkowski spacetime
For the Minkowskian spacetime we define the common vector notation with real-
time variable t = x0 and the corresponding Minkowskian action and Lagrangian,
denoted by SM and LM respectively,
x ≡ (t,x) , SM =
∫∑
x
LM with
∫∑
x
≡
∑
x
∫
dx0 , (B.1)
where x is a two-dimensional vector of the discrete honeycomb lattice generally given
by
x = ia1 + j a2 , (B.2)
explicitly described in App. A.1. The spatial sum means the sum over the lattice
indices i and j and still contains the sum over the sublattices A and B as well as the
sum over unoccupied sites for the finer triangular lattice (App. A.1). However, the
summands are often restricted to one sublattice as described by (see also Eq. (2.15))
ξa(x) =
{
ξ(t,x) , x on sublattice A,
0 , otherwise, and ξb(x) =
{
ξ(t,x) , x on sublattice B,
0 , otherwise.
(B.3)
For the transition to a continuous spatial integral, of course the area of the unit
cell Ac has to be taken into account
Ac
∑
x
= Ac
∑
i,j
−→
∫
d2x (B.4)
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The corresponding frequency-momentum space description results by a Fourier trans-
form
f(x) =
∫∑
k
f˜(k) e−i kx with k ≡ (k0,k) and
∫∑
k
≡ 1
N2
∑
k
∫
dk0
2pi , (B.5)
with the common Minkowski metric as defined in App. A.2, the inner product is
given by
k · x = k0x0 − kx . (B.6)
Here the lattice decomposition from above accordingly demands for a discretization
of momentum space
k = 1
N
(m b1 + n b2) , (B.7)
with normalized basis vectors ai · bj = 2piδij . The sum over k therefore means the
sum over momentum space indices m and n, providing an usual discrete Fourier
transform between spatial and momentum space variables. A transition to a con-
tinuous description can be realized by
BZ
N2 (2pi)2
∑
k
= BZ
N2 (2pi)2
∑
m,n
−→
∫
d2k
(2pi)2 , (B.8)
with BZ being the surface area of the Brioullin zone as defined in App. A.1 and
Ac · BZ = (2pi)2 .
Euclidean spacetime
For Euclidean spacetime we take an analog notation with the three-vector
xE ≡ (x0E ,x) and SE =
∫∑
xE
LE with
∫∑
xE
≡
∑
x
∫
dx0E , (B.9)
where SE is the Euclidean action with the corresponding Euclidean Lagrangian LE .
The Euclidean time x0E is denoted by τ as usual.
Fourier analysis then results with standard Matsubara frequencies kn as follows
f(xE) =
∫∑
kE
f˜(kE) ei kE xE with kE ≡ (k0E ,k) and
∫∑
kE
≡ 1
N2
∑
k
∫
dω
2pi , (B.10)
where the Euclidean scalar product can be identified by
kE · xE = ωτ + kx , (B.11)
with k and x as explained above and the Euclidean frequency is denoted by ω.
The transition from Minkowski to Euclidean spacetime is related to some ambigu-
ous analytical continuation. The direct formal continuation is carried out by a Wick
rotation, which is here defined by t→ i τ and k0 → iω. For finite temperature, the
frequency integral from Eq. (B.9) is finite as well,∫
dx0E →
∫ β
0
dx0E ,
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with the inverse temperature β = 1/T , leading to discrete periodic functions in
frequency space characterized by the standard Matsubara frequencies ωn = (2n +
1)pi/β for antiperiodic and ωn = 2pin/β for periodic boundary conditions, i.e. for a
fermionic and bosonic behavior respectively. Consequently the continuous frequency
integral is rewritten in terms of a discrete Matsubara sum for finite temperature
considerations [118] ∫
dω
2pi →
1
β
∑
n
and
∫∑
kE
→ 1
βN2
∑
k,n
. (B.12)
Conventions of propagators in different time formalisms
In the following we want to investigate the transition between the Euclidean prop-
agator marked with a subscript E and the corresponding Feynman propagator GF .
In general the action in Minkowski space SM should satisfy the following equation
Z =
∫
DΦα e−SE [Φα] =
∫
DΦα eiSM [Φα] , (B.13)
where α labels arbitrary quantum fields. For simplicity we consider the bare fermionic
action which was obtained directly from path integral formalism (see App. E) and
is given by
S0E =
∑
σ
∫∑
xE
∫∑
x′E
ψ¯(xE) G0E,σ(xE − x′E)−1 ψ(x′E) , (B.14)
where σ indicates the spin index and the Euclidean propagator in position space is
given by
G0E,σ(xE − x′E)−1 =
(∂τ − µσ +mσ) δ(xE − x
′
E) −κ
2∑
l=0
δx+∆ l,x′ δττ ′
κ
2∑
l=0
δx+∆ l,x′ δττ ′ (−∂τ + µσ +mσ) δ(xE − x′E)
 .
(B.15)
In momentum space we obtain
S0E =
∑
σ
∫∑
kE
ψ¯(kE)G0E,σ(kE)−1 ψ(kE) (B.16)
with
G0E,σ(kE)−1 =
(
−i k0E − µσ +mσ −κϕk
κϕ∗k i k0E + µσ +mσ
)
. (B.17)
This can be related to the Minkowskian notation where the action is given by
S0M =
∑
σ
∫∑
k
ψ¯(k) i G0F,σ(k)−1 ψ(k) , (B.18)
so the associated Green functions are connected via
G0E(kE)−1 = −iGF (k0 = i k0E)−1 , (B.19)
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with the bare inverse fermion propagator in momentum space
G0F,σ(k)−1 = i
(
−k0 − µσ +mσ −κϕk
κϕ∗k k
0 + µσ +mσ
)
(B.20)
The corresponding propagator is found to be
G0F,σ(k) =
i
(k0 + µσ)2 − (m2σ + κ2|ϕk|2) + i 
(
k0 + µσ +mσ ϕkκ
−ϕ∗kκ −k0 − µσ +mσ
)
.
(B.21)
For completeness we also want to specify the Feynman propagator in position space
G0F,σ(x− x′)−1 = i
(−i ∂t − µσ +mσ) δ(x− x
′) −κ
2∑
l=0
δx+∆ l,x′ δtt′
κ
2∑
l=0
δx+∆ l,x′ δtt′ (i ∂t + µσ +mσ) δ(x− x′)
 .
(B.22)
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THE FERMIONIC DSE’S FROM THE
HEISENBERG EQUATIONS
C.1 The Free Propagator
At first, the free fermion propagator should be derived from the Heisenberg equations
for the non-interacting Hamiltonian H0 from Eq. (2.28). With the time ordered
propagator for fermionic fields
〈T (ci,k,σ(t)c†j,k,σ(0))〉 =
〈ci,k,σ(t)c
†
j,k,σ(0)〉 t ≥ 0
−〈c†j,k,σ(0)ci,k,σ(t)〉 t < 0
(C.1)
= Θ(t) 〈ci,k,σ(t)c†j,k,σ(0)〉 −Θ(−t) 〈c†j,k,σ(0)ci,k,σ(t)〉 , (C.2)
where i and j denote sublattice indices, with i, j ∈ {0, 1} for the A and B lattice
respectively.
The time differenciated propagator then is given by
d
dt
GijF,σ(t,k) =
3
N2
(−1)j
(
Θ(t) 〈c˙i,k,σ(t)c†j,k,σ(0)〉 −Θ(−t) 〈c†j,k,σ(0)c˙i,k,σ(t)〉
)
(C.3)
+ 3
N2
(−1)j δ(t) 〈[ci,k,σ(t), c†j,k,σ(0)]+〉 (C.4)
= 3
N2
(−1)j 〈T (c˙i,k,σ(t)c†j,k,σ(0))〉+ (−1)j δ(t) δij (C.5)
with the anti-commutator relations from Eq. (2.22). The time dependence of the
operator can be derived from the Heisenberg equation (~ = 1)
i ∂
∂t
ci,k,σ(t) = −[H0, ci,k,σ(t)]− , (C.6)
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where the minus sign now refers to the commutator instead of the anti-commutator
indicated by a plus sign. For the commutator one finds
[H0, ci,k,σ]− = κ
N2
∑
k′,σ′
(
[a†k′,σ′ , ci,k,σ]+ φk′ bk′,σ′ + [b
†
k′,σ′ , ci,k,σ]+ φ
∗
k′ ak′,σ′
)
(C.7)
+ µσ ci,k,σ + (−1)i mσ ci,k,σ . (C.8)
With the symmetry transformations from Chap. 2
φk+l∆ = e
2pii
3 lφk , bk+l∆ = e−
2pii
3 lbk , (C.9)
and
φ∗k+l∆ = e−
2pii
3 lφ∗k , ak+l∆ = ak , (C.10)
the following equations were found
i a˙k,σ(t) = −κφkbk,σ(t)− µσak,σ(t) +mσak,σ(t) , (C.11)
i b˙k,σ(t) = −κφ∗kak,σ(t)− µσbk,σ(t)−mσbk,σ(t) . (C.12)
By multiplying with the appropriate creation operator at t = 0, the matrix equation
for the free fermion propagator can be obtained
d
dt
G0F,σ(t,k) = −i
(
−µσ +mσ −φkκ
−φ∗kκ −µσ −mσ
)
︸ ︷︷ ︸
M0
G0F,σ(t,k) + δ(t) γ0 . (C.13)
Fourier transforming this expression into frequency space yields∫
dt
dG0F,σ(t,k)
dt
ei k
0t = −i k0G0F,σ(k0,k) . (C.14)
By Fourier transforming Eq. (C.13), the free fermion propagator is given by
G0F,σ(k0,k)−1 = −i
(
k0 + µσ −mσ φkκ
−φ∗kκ −k0 − µσ −mσ
)
, (C.15)
and its associated inverse matrix with appropriate Feynman boundary conditions
G0F,σ(k0,k) =
i
(k0 + µσ)2 − (m2σ + κ2|φk|2) + i 
(
k0 + µσ +mσ φkκ
−φ∗kκ −k0 − µσ +mσ
)
.
(C.16)
C.2 The Interacting Propagator
Exactly the same procedure should now be repeated for the interacting theory.
The Coulomb interaction on the honeycomb lattice in momentum space is given
in Eq. (3.14) and can be separated into its sublattice contributions via
HC ij = 12N6
∑
k,p,q,σ,σ′
V ijq c
†
i,p+q,σ(t) c
†
j,k−q,σ′(t) cj,k,σ′(t) ci,p,σ(t) , (C.17)
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where the time index is again supressed in the following. The corresponding com-
mutator is finally given by
[HC ij , cv,k′,s]− = 12N4
∑
p,q,σ
V ijq (δvj c
†
i,p+q,σ cv,k′+q,s ci,p,σ − δiv c†j,p−q,σ cj,p,σ cv,k′−q,s) ,
(C.18)
the two terms can be further summarized by a shift of the momentum sum with
q → −q .
Following the procedure from the last section, the Heisenberg equation now is
used to obtain the time dependence of the annihilation operator. Additionally, time
ordered products of annihilation and creation operators, which arise in combina-
tions of four, were factorized by possible combinations of corresponding nonzero
expectation values of two operators [68]. Exemplary, for sublattice A we found
〈T (a†p+q,σ′ak+q,σap,σ′a†k,σ(0))〉 =
2∑
l=0
δp,k+l∆δσσ′〈T (a†p+q,σ′ak+q,σ)〉〈T (ap,σ′a†k,σ(0))〉
−
2∑
l=0
δq+l∆,0〈T (a†p+q,σ′ap,σ′)〉〈T (ak+q,σa†k,σ(0))〉
=3 (δpkδσσ′〈T (a†p+q,σ′ak+q,σ)〉〈T (ap,σ′a†k,σ(0))〉
− δq0〈T (a†p+q,σ′ap,σ′)〉〈T (ak+q,σa†k,σ(0))〉)
=N2 (δpkδσσ′〈T (a†p+q,σ′ak+q,σ)〉 − δq0〈T (a†p+q,σ′ap,σ′)〉)GAAF (t,k) .
(C.19)
The equation of motion can therefore be written as
dGF,σ(t,k)
dt
− δ(t)γ0 = (M0 +M) GF,σ(t,k) , (C.20)
with M0 from Eq. (C.13) and the following components of M
MAA = 3 i
N4
∑
q
V˜ AAq 〈T (a†k+q,σak+q,σ)〉 − V˜ AAq=0
∑
p,σ′
〈T (a†p,σ′ap,σ′)〉 − V˜ BAq=0
∑
p,σ′
〈T (b†p,σ′bp,σ′)〉
 ,
MAB = 3 i
N4
∑
q
V˜ BAq 〈T (b†k+q,σak+q,σ)〉 ,
MBA = 3 i
N4
∑
q
V˜ ABq 〈T (a†k+q,σbk+q,σ)〉 ,
MBB = 3 i
N4
∑
q
V˜ BBq 〈T (b†k+q,σbk+q,σ)〉 − V˜ BBq=0
∑
p,σ′
〈T (b†p,σ′bp,σ′)〉 − V˜ ABq=0
∑
p,σ′
〈T (a†p,σ′ap,σ′) .〉

The tilde here indicates a symmetrized version of the interaction terms given by
V˜ AAq =
1
2(V
AA
q + V AA−q ) , V˜ BBq =
1
2(V
BB
q + V BB−q ) , (C.21)
V˜ ABq =
1
2(V
AB
q + V BA−q ) , V˜ BAq =
1
2(V
BA
q + V AB−q ) . (C.22)
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In principal we have V AA−q = V AAq = V BBq and V AB−q = V ABq
∗ = V BAq , so that
the sublattice matrices V˜q and Vq coincide (V ABq=0 = V BAq=0 ∈ R). This point has
to be reconsidered for the case of a frequency-dependent potential, which can be
simply introduced by an extension of the momentum variable within the presented
formalism. For now, the interaction is assumed to be frequency independent, and
so is the self-energy (see Eq. (C.26) in the following).
Performing a Fourier transform of Eq. (C.20) yields
− (M0 + i k0 +M)GF,σ(k0,k) = γ0 . (C.23)
So we end up with the Dyson-Schwinger equation for the interacting fermion prop-
agator
GF,σ(k0,k)−1 = G0F,σ(k0,k)−1 + Σσ(k) , (C.24)
where the self-energy Σ can be identified by −γ0M , and is finally given by
ΣAAσ (k) = +
i
N2
∫
dq0
2pi
∑
q
V AAq G
AA
F,σ(q0,k + q)− V AAq=0
∑
p,σ′
GAAF,σ′(q0,p) + V BAq=0
∑
p,σ′
GBBF,σ′(q0,p)
 ,
ΣABσ (k) = −
i
N2
∫
dq0
2pi
∑
q
V BAq G
AB
F,σ(q0,k + q) ,
ΣBAσ (k) = −
i
N2
∫
dq0
2pi
∑
q
V ABq G
BA
F,σ(q0,k + q) , (C.25)
ΣBBσ (k) = +
i
N2
∫
dq0
2pi
∑
q
V BBq G
BB
F,σ(q0,k + q)− V BBq=0
∑
p,σ′
GBBF,σ′(q0,p) + V ABq=0
∑
p,σ′
GAAF,σ′(q0,p)
 .
In a more convenient way the self-energy can be represented in sublattice space as
Σσ(k) =
1
N2
∫
dq0
2pi
∑
q,u,u′
Du
′u
0 (q) γ0ΓuGF,σ(q0,k + q) γ0Γu
′ (C.26)
− 1
N2
∫
dq0
2pi
∑
q,u′,u,σ′
(−1)|u−u′| tr (Duu′0 (q = 0) ΓuGF,σ′(q0, q) Γu)Γu′ ,
(C.27)
where the trace has to be taken in sublattice space and also u and u′ represent
sublattice indices, either refering to the A (u = 0) or B (u = 1) lattice. Furthermore,
we introduce explicit sublattice projectors Γu (Eq. (3.15)) to come closer to the well
known form of DSE’s within a standard QED approach. Additionally we identify
the bare photon propagator with the presumed interaction via
Duu
′
0 (q) = iV uu
′(q) . (C.28)
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D.1 Matsubara Sums
In the static approximation the explicitly frequency dependent parts of the DSE’s
can be evaluated analytically. For that we mainly have to handle two kind of inte-
grals,
I1,σ(k) =
∫
dq0
2pi
i
(q0 + µ)2 − Ω2σ,k
, (D.1)
and
I2,σ(k) =
∫
dq0
2pi
i (q0 + µ)Zσ,k
(q0 + µ)2Z2σ,k − Ω2σ,k
, (D.2)
which were solved within the Matsubara sum formalism for finite temperature and
by using the residue theorem with modified integration contours as elaborated in
Ref. [119] and Ref. [120]. So finally we found
I1,σ(k) =
1
βZ2σ,k
∑
n∈Z
1
ωn + i (Ωσ,k/Zσ,k − µ)
1
ωn − i (Ωσ,k/Zσ,k + µ) (D.3)
= 14 Ωσ,k Zσ,k
[
tanh
(Ωσ,k/Zσ,k − µ
2 β
)
+ tanh
(Ωσ,k/Zσ,k + µ
2 β
)]
(D.4)
µ→0−−−→ 12 Ωσ,k Zσ,k tanh
(Ωσ,k/Zσ,k
2 β
)
(D.5)
β→∞−−−−→ 12 Ωσ,k Zσ,k Θ
(
Ωσ,k/Zσ,k − |µ|
)
(D.6)
µ→0, β→∞−−−−−−−→ 12 Ωσ,k Zσ,k , (D.7)
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and
I2,σ(k) =
1
4Zσ,k
[
tanh
(Ωσ,k/Zσ,k − µ
2 β
)
− tanh
(Ωσ,k/Zσ,k + µ
2 β
)]
(D.8)
µ→0−−−→ 0 (D.9)
β→∞−−−−→ − sgn (µ) 12Zσ,k Θ
(|µ| − Ωσ,k/Zσ,k) (D.10)
µ→0, β→∞−−−−−−−→ 0 , (D.11)
with q0 → iωn and ωn = (2n+1)piβ for fermionic boundary conditions. Regarding the
second integral, it can be helpful to introduce a regularization term which is equal
to the case of µ = 0, in order to apply the residue theorem
I2,σ(k) =
∫
dq0
2pi
i (q0 + µ)Zσ,k
(q0 + µ)2Z2σ,k − Ω2σ,k
−
∫
dq0
2pi
i q0Zσ,k
(q0 Zσ,k)2 − Ω2σ,k︸ ︷︷ ︸
=0
. (D.12)
From the evaluation of Eq. (D.3) one can additionally extract∑
n
1
n+ 1/2 + ix
1
n+ 1/2 + i y =
pi
x− y [tanh(pix)− tanh(piy)] (D.13)
which is a usefule relation in order to evaluate Matsubara sums and is also exploited
to determine the frequency integrals that occur in the vacuum polarization function
in Sec. 5.2.
D.2 Fermion Number Conservation
With the frequency integrals at hand, the free energy for the non-interacting theory
and thus especially the number of fermions per unit cell can be easily extracted.
The fermionic contribution to the free energy in the non-interacting theory is given
by Ωf (T, µ) = −T lnZ0 [118,121,122] with
Z0 =
∫
Dψ¯Dψ e−S0E , and S0E [ψ¯, ψ] from Eq. (B.16) , (D.14)
where σ labels the spin index. By evaluating the gaussian integral (see Sec. A.2),
the free energy per unit cell is found to be
Ωf (T, µ)/N2 = − T
N2
∑
σ
Tr
[
ln((k0 + µσ)2 − ε2k,σ)/T 2)
]
(D.15)
Here the trace is given by the sum over all Matsubara frequencies and momentum
modes within the Briouillin zone Tr→∑k,n with k0 = i ωn as usual. With
[ε2k,σ+(k0+i µσ)2][ε2k,σ+(−k0+i µσ)2] = [k20+(εk,σ−µσ)2][k20+(εk,σ+µσ)2] , (D.16)
and∑
n
ln
(
(ω2n + ε˜k,σ)/T 2
)
=
∫ ε˜2
k,σ/T
2
1
dx2
∑
n
1
(ωn/T )2 + x2
+
∑
n
ln(1 + (ωn/T )2) ,
(D.17)
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where the Matsubara sum of the first term has already been calculated in Eq. (D.4),
the Matsubara sum within the free ernergy can be evaluated. The second term has
been dropped, due to the fact that it neither depends on the chemical potential nor
on the temperature (with fermionic frequencies ωn = (2n+ 1)pi T ), what effectively
regularizes the integral and determines the vacuum energy to be zero. So we finally
find
Ωf (T, µ)/N2 =− T
N2
∑
k,σ
ln cosh(β(εk,σ − µσ)/2) + ln cosh(β(εk,σ + µσ)/2)
(D.18)
T→∞= − T
N2
∑
k,σ
(εk,σ Θ(εk,σ − |µσ|) + |µσ|Θ(|µσ| − εk,σ)), (D.19)
from what the fermion number per unit cell can be simply extracted and is given by
nσ =
1
N2
dΩf
dµσ
= sign(µσ)
∑
k,σ
1
N2
Θ(|µσ| − εk,σ) (D.20)
= sign(µσ)
∫ |µ|
0
dε ρ(ε) , (D.21)
with ρ() being the density of states [16], originally calulated in Ref. [12] in 1953.
Consequently for µ→ ±∞ one finds plus or minus one quasiparticle per unit cell and
per spin degree of freedom, here negative values refer to hole states of the energy
band. However, important to note here is that the neutrality point for electron
states and holes, so for graphene at half-filling, is found for µ↑ = µ↓ = 0 for two
fermion flavors.
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E.1 Path Integral Formalism
In the following the formalism of second quantization is translated to the path inte-
gral formalism of a quantum field theory by the introduction of coherent fermionic
states via
|ψ〉 = e−
∑
i
ψi c
†
i |0〉 and 〈ψ| = 〈0| e−
∑
i
ci ψ
∗
i , (E.1)
with the fermionic creation and annihilation operators c†i and ci for the quasi-
particles in coordinate space as already introduced in Sec. 2.1. These states com-
posed by Grassmann numbers and the corresponding creation/annihilation operator
build a basis of Eigenstates of the respective operator
ci |ψ〉 = −ψi |ψ〉 and 〈ψ| c†i = 〈ψ| (−ψ∗i ) . (E.2)
For a detailed description and derivation of the basic principles we recommend
Ref. [116] or Ref. [123]. Note that in the considered theory the vacuum state in-
dicated by |0〉 or 〈0| refers to the many-particle state of the half-filled hexagonal
lattice.
Starting from the Hamiltonian in second quantization, the partition function that
leads to the generating functional for correlation functions in Euclidean space-time
is given by
Z = tr e−βH =
∫ ∏
x
dξ∗x dξx dη
∗
x dηx e
−
∑
x
(ξ∗xξx+η∗xηx) 〈−ξ, −η| e−βH |ξ, η〉 , (E.3)
for convenience we drop the subscript E (as introduces in App. B) for Euclidean
space-time variables throughout the whole chapter. The fermionic many-particle
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state |ξ, η〉 is characterized by two complex Grassmann valued fields η and ξ. In order
to distinguish between spin-up and spin-down fermions we introduce the notation
ξx = ψx,↑ and ηx = ψx,↓ . (E.4)
For any normal ordered function F(c†x,↑, cx,↑, c†x,↓, cx,↓) the matrix element is then
given by [116]
〈ξ, η| F(c†x,↑, cx,↑, c†x,↓, cx,↓) |ξ˜, η˜〉 = F(ξ∗x, ξ˜x, η∗x, η˜x) e
∑
x
ξ∗xξ˜x+η∗xη˜x . (E.5)
With the Trotter-Theorem [70] the partition function from Eq. (E.3) is factorized
via
e−βH ≈ e−δHe−δH . . . e−δH , (E.6)
with δ = βNt and a complete set of states building the unity∫ ∏
x
dξ∗x dξx dη
∗
x dηx e
−
∑
x
(ξ∗xξx+η∗xηx) |ξ, η〉 〈ξ, η| = 1 , (E.7)
is inserted between all exponentials. With antiperiodic boundary conditions
〈−ξ, −η| = 〈−ξx,0, −ηx,0| = 〈ξx,Nt , ηx,Nt | , (E.8)
and a new integration variable for each insertion which is labeled by a second index
t, one obtains
Z =
∫ Nt−1∏
t=0
∏
x
dξ∗x,t dξx,t dη
∗
x,t dηx,t e
−
∑
x,t
(ξ∗x,t+1ξx,t+1+η∗x,t+1ηx,t+1) 〈ξx,Nt , ηx,Nt | e−δH |ξx,Nt−1, ηx,Nt−1〉
× 〈ξx,Nt−1, ηx,Nt−1| e−δH |ξx,Nt−2, ηx,Nt−2〉 . . . 〈ξx,1, ηx,1| e−δH |ξx,0, ηx,0〉 .
In the next step the expectation values have to be evaluated for the Hamiltonian
of interest, here given by the free Hamiltonian from Eq. (2.25)
H0 = −κ
∑
〈i,j〉,σ
(c†i,σcj,σ + c
†
j,σci,σ) +
∑
is,s,σ
(−1)smσ c†is,σcis,σ −
∑
i,σ
µσ c
†
i,σci,σ , (E.9)
plus the two-particle interaction, as already introduced in Eq. (5.2),
Htp = 12
∑
i,j,σ,σ′
: c†i,σci,σ(λ1+ V˜
+
ij ) c
†
j,σ′cj,σ′ :︸ ︷︷ ︸
≥0
−12
∑
i,j,σ,σ′
: c†i,σci,σ (λ1− V˜ −ij ) c†j,σ′cj,σ′ :︸ ︷︷ ︸
≥0
+Hos .
(E.10)
Here the on-site interactionHos is additionally separated from the interaction matrix
with V˜ +ii = V˜
−
ii = 0 and we formally introduce an arbitrary term proportional
to λ ∈ R, to ensure the invertibility of (λ1 + V˜ +xy) and (λ1 − V˜ −xy). Note that
contributions proportional to the particle number operator has been absorbed in
the chemical potential (see Eq. (3.7)).
In order to take a closer look on the predominant on-site interaction, we use a
kind of complete Fierz transformation
(c†i ci − 1)(c†i ci − 1) = −
1
3(c
†
i ~σ ci)(c
†
i ~σ ci) , (E.11)
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to gain another representation of the on-site contribution which directly couples to
the order parameter of an SDW state.
The spin index notation here is replaced by a two dimensional vector notation
with ci = (ci,↑, ci,↓) and analogically for the creation operator, ~σ is refering to the
Pauli matrices σl in spin space were the matrix product should be understood as
follows: ~σαβ~σγδ =
∑3
m=1 σ
m
αβ · σmγδ. In order to keep track of both possibilities in the
derivation of DSE’s an artificial parameter α was inserted which equals to α = 1 for
the theory investigated in the main part of this work,
Hos = α U2
∑
i
: (c†ici)
2 : −(1− α) U6
∑
i
: (c†i ~σ ci) (c
†
i ~σ ci) : . (E.12)
Next, the required expectation values within the partition function are evaluated
with the use of Eq. (E.5) and contributions which are quadratic in the density oper-
ator were linearized by a Hubbard-Stratonovich transformation (HST) (App. A.2).
As an example, the HST for the long-range contribution is considered in the follow-
ing, where the bosonic fields σ+ and σ− have been introduced. These fields therefore
couple to the positive or negative semidefinite part of the interaction,
exp
−δ2 ∑
x,y,t,t′
(ξ∗x,t+1ξx,t + η∗x,t+1ηx,t) (λ1+ V˜ +xy) (ξ∗y,t′+1ξy,t′ + η∗y,t′+1ηy,t′) (E.13)
+δ2
∑
x,y,t,t′
(ξ∗x,t+1ξx,t + η∗x,t+1ηx,t) (λ1− V˜ −xy) (ξ∗y,t′+1ξy,t′ + η∗y,t′+1ηy,t′)
 =
×
√
det [(λ1+ δV˜ +xy)−1]
√
det [(λ1− δV˜ −xy)−1]
∫ Dσ+
(2pi)D/2
∫ Dσ−
(2pi)D/2
(E.14)
× exp
−δ2 ∑
x,y,t,t′
σ+x,t (λ1+ V˜ +)−1xy σ+y,t′ − i δ
∑
x,t
σ+x,t (ξ∗x,t+1ξx,t + η∗x,t+1ηx,t)

× exp
−δ2 ∑
x,y,t,t′
σ−x,t (λ1− V˜ −)−1xy σ−y,t′ + δ
∑
x,t
σ−x,t (ξ∗x,t+1ξx,t + η∗x,t+1ηx,t)
 .
Here the product of integrals over all fields in Euclidean space-time is abbreviated
by
Dξ =
Nt−1∏
t=0
∏
x
dξx,t. (E.15)
With the view of a compact notation we additionally absorb the prefactors in the in-
tegral measures (D = N2 ·Nt). Furthermore we analogically introduce the Hubbard-
fields Φ and ~ρ which couple to the on-site interaction and its Fierz transformed
version (Eq. (E.12)).
In the next step we introduce the fermionic fields in sublattice space, this repre-
sentation simply divides the summation from above over all lattice points x (with
all fermionic fields being zero on unoccupied lattice points due to Eq. (2.15)) into
a summation over all lattice points of the corresponding sublattice (either A or B),
labeled by an index i,
ξ¯i = ξ¯i(t) =
(
ξ∗xa(t)
ξ∗xb(t)
)T
· γ0 and ξi = ξi(t) =
(
ξxa(t)
ξxb(t)
)
, (E.16)
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for the bosonic fields we use
ΦTi = ΦTi (t) =
(
Φxa(t)
Φxb(t)
)T
, and Φi = Φi(t) =
(
Φxa(t)
Φxb(t)
)
, (E.17)
with the gamma matrices in sublattice space, given in App. A.2. With a transition
to a continuous time integral with δ → 0 and Nt → ∞ for a fixed value of β (note
also the continuous time argument in Eq. (E.17) and Eq. (E.16)) we obtain the
partition function of the form
Z =
∫
Dξ¯Dξ Dη¯DηDφD~ρ Dσ+Dσ− exp
− β=δ·Nt∫
τ=0
dτ
∑
i
Li[ξ¯, ξ, η¯, η, φ, ~ρ, σ+, σ−]

=
∫
Dξ¯Dξ Dη¯DηDφDρDσ+Dσ− e−SE [ξ¯,ξ,η¯,η,φ,~ρ,σ+,σ−] . (E.18)
In order to cover the sum over A and B sublattices within a matrix notation, the
sublattice projectors ΓA and ΓB already defined in Eq. (3.15) are used to obtain the
following Lagrangian,
Li =
[(
ξ¯i γ
0∂t ξi + η¯i γ0∂t ηi
)
− κ
2∑
l=0
ξ¯i γ
1 ξi+∆l +m↑ ξ¯i ξi − µ↑ ξ¯iγ0ξi − κ
2∑
l=0
η¯i γ
1 ηi+∆l
+m↓ η¯i ηi − µ↓ η¯iγ0ηi + 12αU Φ
2
i + i
∑
s
(Φsi + σ+si + iσ−si ) (ξ¯iγ0 Γs ξi + η¯iγ0 Γs ηi)
+ 32(1− α)U ~ρi
2 −
∑
s
ρs1,i (η¯iγ0 Γs ξi + ξ¯iγ0 Γs ηi)−
∑
s
i ρs2,i (η¯iγ0 Γs ξi − ξ¯iγ0 Γs ηi)
−
∑
s
ρs3,i (ξ¯iγ0 Γs ξi − η¯iγ0 Γs ηi) +
1
2σ
+T
i [(λ1+ V +)−1ij ]σ+j +
1
2σ
−T
i [(λ1− V −)−1ij ]σ−j
]
,
(E.19)
where s = 0, 1 denotes the sublattice index, corresponding to the A or B lattice,
respectively, and ~ρ = (ρ1, ρ2, ρ3). The first terms can exactly be identified by the
Euclidean propagator from Eq. (B.15) and the Euclidean action is eventually given
by
SE [ξ¯, ξ, η¯, η,Φ, ~ρ, σ+, σ−] =
∫∑˜
x,y˜
ξ¯x˜G
0
E,↑(x˜, y˜)−1 ξy˜ +
∫∑˜
x,y˜
η¯x˜G
0
E,↓(x˜, y˜)−1 ηy˜ (E.20)
+
∫∑˜
x
1
2αU Φ
2
x˜ + i
∑
s
∫∑˜
x
(Φsx˜ + σ+sx˜ + iσ−sx˜ ) (ξ¯x˜γ0 Γs ξx˜ + η¯x˜γ0 Γs ηx˜)
+
∫∑˜
x
3
2(1− α)U ~ρx˜
2 −
∑
s
∫∑˜
x
ρs1,x˜ (η¯ix˜γ0 Γs ξx˜ + ξ¯x˜γ0 Γs ηx˜)
− i
∑
s
∫∑˜
x
ρs2,x˜ (η¯x˜γ0 Γs ξx˜ − ξ¯x˜γ0 Γs ηx˜)−
∑
s
∫∑˜
x
ρs3,x˜ (ξ¯x˜γ0 Γs ξx˜ − η¯x˜γ0 Γs ηx˜)
+12
∫∑˜
x,y˜
σ+Tx˜ [(λ1+ V +)−1x˜y˜ ]σ+y˜ +
1
2
∫∑˜
x,y˜
σ−Tx˜ [(λ1− V −)−1x˜y˜ ]σ−y˜
]
,
(E.21)
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with the generating functional
Z[j] =
∫
Dφ exp
[
−SE [φ] +
∫
d3x jα(x)φα(x)
]
, (E.22)
φ = {ξ, ξ¯, η, η¯,Φ, ~ρ, σ+, σ−} and j = {ψ¯↑, ψ↑, ψ¯↓, ψ↓, h1,~h2, j+, j−} should abbrevi-
ate the entirety of all fields and sources. The generating functional for connected
n-point function is then given by (see Ref. [85, 124,125] for a general introduction)
W[j] = lnZ[j] , (E.23)
which accounts for the correctly normalized expectation values in presence of all
sources within the resulting n-point functions. If all sources are set to zero,W[0] = 0
is retained from Z[0] = 1.
The full propagator 〈φ1(x)φ1(y)〉 resulting from the functional derivative of Z[j]
is easily connected to the associated counterpart of Z[j], the so called connected
Green function G(x− y) ,
Gαβ(x− y) = 〈φα(x)φβ(y)〉conn. = δ
2W[j]
δjα(x)δjβ(y)
∣∣∣
j=0
= 〈φα(x)φβ(y)〉 − 〈φα(x)〉〈φβ(y)〉
= δ
2Z[j]
δjα(x)δjβ(y)
∣∣∣
j=0
− φcα(x)φcβ(y) . (E.24)
Here the derivatives are defined as right- and left-derivatives, respectively,
δ
δξ¯(x)
=: left derivative , and δ
δξ(x) =: right derivative . (E.25)
The conventions in Euclidean space-time follow them from Ref. [110].
With a Legendre transformation with respect to the sources jα(x) = δΓ[φc]/δφcα(x) ,
Γ[φc] = −W[j] +
∫
d3xφcα(x)jα(x) , (E.26)
the generating functional for 1PI n-point functions Γ[φc] depending on the corre-
sponding field expectation values with nonzero sources φcα(x) = δW[j]/δjα(x) = 〈φα〉j
is obtained. The complete set of classical field variables is given by
φc = {ξc, ξ¯c, ηc, η¯c,Φc, ~ρ c, σ+c, σ−c} .
The DSE’s result from performing a total derivative on an integral equation which
surely vanishes [110], from Eq. (E.22) one immediately finds
0 = − δ
δφβ(y)
∫
Dφe−S[φ]+
∫
dxjα(x)φα(x) =
∫
Dφ e−S[φ]+
∫
dxjα(x)φα(x)( δ
δφβ(y)
S[φ]− jβ(y)
)
=:
〈( δ
δφβ(y)
S[φ]− jβ(y)
)〉
j
. (E.27)
By replacing all field dependencies within the expectation value by the derivative
with respect to the corresponding source, Z[j] can be separated as a factor,(
− δS
δφβ(y)
[
δ
δj
]
+ jβ(y)
)
Z[j] = 0 , (E.28)
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in terms of the generating functional for connected Green functions this can be
rewritten as
− δS
δφβ(y)
[
δW
δj
+ δ
δj
]
+ jβ(y) = 0 , (E.29)
where the additional derivative with respect to j in the replacement for the field
dependency take account for the product rule. Finally, for the 1PI generating func-
tional we obtain
δΓ[φ]
δφcβ(y)
− δS
δφcβ(y)
[
φc + δ
2W
δjδj
δ
δφc
]
= 0 , (E.30)
where the field component φα(x) more precisely has to be replaced by
φα(x) −→ φcα(x) +
∫
z
∑
γ
δ2W
δjγ(z)δjα(x)
δ
δφcγ(z)
, (E.31)
for instance. These equations build the starting point for the derivation of DSE’s
for full, connected or proper n-point functions, respectively.
In the following we will take the Ansatz from Eq. (E.28) as a starting point and
use the relations of App. E.4 to obtain the DSE’s for 1PI Green functions. Although
starting from Eq. (E.30) and use Eq. (E.98) would probably be less laborious, follow-
ing Eq. (E.28) and elaborate the 1PI part afterwards clearly contribute to a better
understanding.
Performing an additional derivative on Eq. (E.28) with respect to a source entails
δ
δjγ(z)
∫
Dφ e−S[φ]+
∫
dxjα(x)φα(x)( δ
δφβ(y)
S[φ]− jβ(y)
)
(E.32)
=
∫
Dφ e−S[φ]+
∫
dxjα(x)φα(x)(φγ(z) δ
δφβ(y)
S[φ]− φγ(z)jβ(y)− δβγδ(y − x)
)
,
(E.33)
from that the DSE directly follows,〈 δS[φ]
δφβ(y)
φγ(z)
〉
j=0
= δβγ δ(y − x) , (E.34)
with all sources set to zero.
E.2 Boson DSE
First of all the DSE for the long-range field σ+ should be derived exemplary. The
derivative of the Euclidean action Eq. (E.21) yields
δS[φ]
δσ+,s˜(x) =
∑
s′
∫∑˜
y
G0,s˜s
′
σ+σ+(x, y˜)
−1σ+,s
′
y˜ + i ξ¯xγ0Γs˜ξx + i η¯xγ0Γs˜ηx , (E.35)
with
G0,s˜s
′
σ+σ+(x, y˜)
−1 = 12
(
(λ1+ V˜ +)−1,s˜s
′
xy˜ + (λ1+ V˜ +)
−1,s′s˜
y˜x
)
, (E.36)
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where s˜ and s′ again are sublattice indices. This can be simplified by the general
relation for the components of the interaction matrix in sublattice space. For the in-
teraction matrix between different sublattices V˜ AB = (V˜ ABij ) the transposition effec-
tively changes the sublattices, so that the following applies V˜ ABij = (V˜ BAij )T = V˜ BAji
and of course V˜ AAij = V˜ AAji and V˜ BBij = V˜ BBji . So also the 2× 2 dimensional inverse
interaction matrix from Eq. (E.36) reduces to
G0,s˜s
′
σ+σ+(x, y˜)
−1 = (λ1+ V˜ +)−1,s˜s
′
xy˜ . (E.37)
Furthermore one obtains〈 δS[φ]
δσ+,s˜(x) σ
+,s(y)
〉
=
∑
s′
∫∑˜
y
G0,s˜s
′
σ+σ+(x, y˜)
−1 〈σ+,s′y˜ σ+,sy 〉+ i (−1)s˜〈ξ¯s˜xξs˜xσ+,sy 〉+ i (−1)s˜〈η¯s˜xηs˜xσ+,sy 〉
=δ(x− y)δs˜s , (E.38)
and
δ(x− y) δs˜s =
∑
s′
∫∑˜
y
G0,s˜s
′
σ+σ+(x, y˜)
−1 〈σ+,s′y˜ σ+,sy 〉conn. +
∑
s′
∫∑˜
y
G0,s˜s
′
σ+σ+(x, y˜)
−1 〈σ+,s′y˜ 〉〈σ+,sy 〉
+ i (−1)s˜ 〈σ+,sy 〉(Gs˜s˜ξξ¯(0) +Gs˜s˜ηη¯(0)) (E.39)
+ i (−1)s˜
∑
s′
∫∑
x′,y′,z′
Gs
′s˜
ξξ¯
(z′ − x)Gs˜s′
ξξ¯
(x− y′)Γξs
′
ξ¯s
′
σ+,s
′
(z′, y′, x′)Gs′sσ+σ+(x′ − y)
+ i (−1)s˜
∑
s′
∫∑
x′,y′,z′
Gs
′s˜
ηη¯ (z′ − x)Gs˜s
′
ηη¯ (x− y′)Γη
s′ η¯s
′
σ+,s
′
(z′, y′, x′)Gs′sσ+σ+(x′ − y) ,
by making use of App. E.4 and especially of Eq. (E.97).
Taking the sum over ∑s ∫∑
y
and multiplying with Gss′′σ+σ+(y − z)−1 gives
Gs˜s
′′
σ+σ+(x− z)−1 =G0,s˜s
′′
σ+σ+(x, z)
−1 + ∆s˜s′′σ+σ+(x− z) (E.40)
+ i (−1)s˜
∫∑
z′,y′
Gs
′′s˜
ξξ¯
(z′ − x)Gs˜s′′
ξξ¯
(x− y′)Γξs
′′
ξ¯s
′′
σ+,s
′′
(z′, y′, z)
+ i (−1)s˜
∫∑
z′,y′
Gs
′′s˜
ηη¯ (z′ − x)Gs˜s
′′
ηη¯ (x− y′)Γη
s′′ η¯s
′′
σ+,s
′′
(z′, y′, z) ,
with
∆s˜s′′σ+σ+(x− z) =
(∑
s′
∫∑˜
y
G0,s˜s
′
σ+σ+(x, y˜)
−1 〈σ+,s′y˜ 〉+ i (−1)s˜(Gs˜s˜ξξ¯(0) +Gs˜s˜ηη¯(0))
)
(E.41)
×
∑
s
∫∑
y
〈σ+,sy 〉Gss
′′
σ+σ+(y − z)−1 . (E.42)
Moreover, Eq. (E.27) for zero source terms
〈 δSE [φ]
δσ+s(x)
〉
j=0
!= 0 , (E.43)
immediately entails
〈σ+sy 〉 = −i
∑
s˜
∫∑
x
G0,ss˜σ+σ+(x, y) (−1)s(Gs˜s˜ξ¯ξ(0) +Gs˜s˜η¯η(0)) , (E.44)
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and consequently ∆s˜s′′σ+σ+(x − z) = 0 . In a first approach we will assume the fully
dressed vertex function to be at tree level (indicated by a subscript tl), which is
given by
Γξ
sξ¯sσ+s
tl (z
′, y′, z) = Γη
sη¯sσ+s
tl (z
′, y′, z) = δ
3SE [φ = const.]
δσ+s(z′)δξs(y′)δξ¯s(z)
(E.45)
= i δ(z − y′)δ(z − z′) (−1)s . (E.46)
With the help of the tree level vertex and the sublattice projectors, Eq. (E.41) can
be written as
Gss
′
σ+σ+(x− z)−1 =G0,ss
′
σ+σ+(x− z)−1 + i
∫∑
z′,y′
tr
(
Gξξ¯(z
′ − x)γ0ΓsGξξ¯(x− y′)Γs
′)Γξs′ ξ¯s′σ+,s′ (z′, y′, z)
+ i
∫∑
z′,y′
tr
(
Gηη¯(z′ − x)γ0ΓsGηη¯(x− y′)Γs′
)
Γηs
′
η¯s
′
σ+,s
′
(z′, y′, z)
=G0,ss
′
σ+σ+(x, z)
−1 − tr (Gξξ¯(z − x)γ0ΓsGξξ¯(x− z)γ0Γs′)
− tr (Gηη¯(z − x)γ0ΓsGηη¯(x− z)γ0Γs′) . (E.47)
Analogically for the σ− one obtains
Gss
′
σ−σ−(x− z)−1 =G0,ss
′
σ−σ−(x− z)−1 + tr
(
Gξξ¯(z − x)γ0ΓsGξξ¯(x− z)γ0Γs
′)
+ tr
(
Gηη¯(z − x)γ0ΓsGηη¯(x− z)γ0Γs′
)
, (E.48)
with
G0,ss
′
σ−σ−(x− z)−1 = (λ1− V˜ −)−1,ss
′
xz , (E.49)
and
〈σ−sy 〉 =
∑
s˜
∫∑
x
G0,ss˜σ−σ−(x, y) 〈ξxγ0Γs˜ξ¯x + η¯xγ0Γs˜ηx〉 (E.50)
=
∑
s˜
∫∑
x
G0,ss˜σ−σ−(x, y) (−1)s(Gs˜s˜ξ¯ξ(0) +Gs˜s˜η¯η(0)) . (E.51)
These equations are actually of the same form, except the global minus sign which
can be absorbed in the dressed and bare bosonic propagators, respectively. For the
Hubbard field Φ the same procedure similary results in
Gss
′
ΦΦ(x− z)−1 =
1
αU
δ(x− z)δss′ − tr
(
Gξξ¯(z − x)γ0ΓsGξξ¯(x− z)γ0Γs
′)
− tr (Gηη¯(z − x)γ0ΓsGηη¯(x− z)γ0Γs′) , (E.52)
with the associated field expectation value
〈Φsx〉 = −iαU (−1)s(Gssξ¯ξ(0) +Gssη¯η(0)). (E.53)
These contributions can again be summarized in one DSE were we additionally
define a factor of i within the bosonic propagator in order to match the conventions
from Eq. (3.35)
D = i (GΦΦ +Gσ+σ+ −Gσ−σ−) . (E.54)
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So with the bare contribution
D0(x, y) = i (U δ(x− y) + V˜ +x,y − V˜ −x,y) , (E.55)
the combined DSE reads
Dss
′(x− z)−1 =D0,ss′(x− z)−1 + i tr (Gξξ¯(z − x)γ0ΓsGξξ¯(x− z)γ0Γs′)
+ i tr
(
Gηη¯(z − x)γ0ΓsGηη¯(x− z)γ0Γs′
)
. (E.56)
Doing a Fourier transform into frequency-momentum space
Dss
′(pE)−1 =D0,ss
′(pE)−1 + i
∫∑
kE
tr
(
Gξξ¯(pE)γ
0ΓsGξξ¯(pE + kE)γ
0Γs′
)
+ i
∫∑
kE
tr
(
Gηη¯(pE)γ0ΓsGηη¯(pE + kE)γ0Γs
′)
, (E.57)
and performing a Wick rotation (App. B) to Minkowskian space-time with the Feyn-
man propagator from Eq. (B.21), finally yields
Dss
′(p)−1 = D0,ss′(p)−1 − (−1)|s−s′|
∑
σ
∫∑
k
Gs
′s
F,σ(k)Gss
′
F,σ(p+ k) (E.58)
= D0,ss′(p)−1−
∑
σ
∫∑
k
tr
(
GF,σ(k)γ0ΓsGF,σ(p+ k)γ0Γs
′)
︸ ︷︷ ︸
Πuu′
. (E.59)
The second ansatz for the vector field ~ρ, where a complete Fierz transformation
was used, yields
Gss
′
~ρ~ρ (x− z)−1 =
3
(1− α)U δ(x− z)δss′ (E.60)
− (−1)s
∫∑
z′,y′
Gs
′s
ΨΨ¯(z
′ − x) ~σ Gss′ΨΨ¯(x− y′)ΓΨ
s′ Ψ¯s′ρs′ (z′, y′, z) ,
with the shorthand notation G~ρ~ρ = (Gρ1ρ1 , Gρ2ρ2 , Gρ3ρ3) and the fermionic Green
function in spin space GΨΨ¯ = (Gηη¯, Gξξ¯). The corresponding expectation values of
the Hubbard fields are given by
〈ρs3,x〉 =
(1− α)U
3 (−1)
s(Gss
ξ¯ξ
(0) +Gssη¯η(0)) , and 〈ρs1,x〉 = 〈ρs2,x〉 = 0. (E.61)
By making use of the tree level vertex again the following DSE’s for the three
Hubbard-fields were found
Gss
′
ρ1ρ1(x− z)−1 =Gss
′
ρ2ρ2(x− z)−1 (E.62)
= 3(1− α)U δ(x− z)δss′ + tr
(
Gηη¯(z − x)γ0ΓsGξξ¯(x− z)γ0Γs
′)
+ tr
(
Gξξ¯(z − x)γ0ΓsGηη¯(x− z)γ0Γs
′)
,
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and
Gss
′
ρ3ρ3(x− z)−1 =
3
(1− α)U δ(x− z)δss′ + tr
(
Gξξ¯(z − x)γ0ΓsGξξ¯(x− z)γ0Γs
′)
+ tr
(
Gηη¯(z − x)γ0ΓsGηη¯(x− z)γ0Γs′
)
. (E.63)
E.3 Fermion DSE
In the following the fermion DSE for the spin-up field ξx is derived from the Euclidean
action (Eq. (E.21)). Following the manner from the last section one finds
δSE [φ]
δξ¯(x)
=
∫∑˜
y
G0E,↑(x, y˜)−1 ξy˜ + i
∑
s
(Φsx + σ+sx + i (σ−sx + ρs3,x))︸ ︷︷ ︸
=:Φ˜sx
γ0 Γs ξx (E.64)
−
∑
s
(ρs1,x − i ρs2,x)︸ ︷︷ ︸
=:ρ˜
γ0Γs ηx , (E.65)
and consequently〈δSE [φ]
δξ¯(x)
ξ¯(y)
〉
=
∫∑˜
y
G0E,↑(x, y˜)−1 〈ξy˜ ξ¯y〉+
∫∑
z,z˜
∑
s
i δ(x− z)δ(x− z˜)γ0 Γs︸ ︷︷ ︸
bare vertex for Φ
〈Φ˜sz˜ ξz ξ¯y〉
−
∑
s
γ0Γs 〈ρ˜sxηxξ¯y〉 (E.66)
=δ(x− y) . (E.67)
Since G0E,↑(x˜, x)−1 does not depend on any field variable, it can be separated from
the expectation value. The sum over the 3-point functions for each sublattice can
be understood as
∑
s
γ0 Γs〈Φ˜sz˜ ξz ξ¯y〉 =
 〈Φ˜az˜ ξaz ξ¯ay 〉 〈Φ˜az˜ ξaz ξ¯by〉
−〈Φ˜bz˜ ξbz ξ¯ay 〉 −〈Φ˜bz˜ ξbz ξ¯by〉
 . (E.68)
The appearing 3-point functions can be rewritten with Eq. (E.88). Here one has to
take care of the non-zero expectation values of the bosonic fields, even for vanishing
sources. The fermionic expectation values of course still vanish 〈ξx〉 = 〈ξ¯x〉 = 0. So
finally the 3-point function can be written in terms of connected Green functions
(see App. E.4)∑
s
γ0 Γs〈Φ˜sz˜ ξz ξ¯y〉 =
∑
s
γ0 Γs〈Φ˜sz˜ ξz ξ¯y〉conn. +
∑
s
γ0 Γs〈Φ˜sz˜〉Gξξ¯(z − y)
=
∫∑
z′,y′,x′
∑
s,s′
Gss
′
Φ˜Φ˜(z
′ − z˜)γ0Γs′ Gξξ¯(z − y′)ΓΦ˜
sξ¯sξs(z′, y′, x′)Γs Gξξ¯(x
′ − y)
+
∑
s
γ0 Γs〈Φ˜sz˜〉Gξξ¯(z − y) , (E.69)
with
GΦ˜Φ˜(z˜−y′) = GΦΦ(z˜−y′)+Gσ+σ+(z˜−y′)+iGσ−σ−(z˜−y′)+iGρ3ρ3(z˜−y′) , (E.70)
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as matrices in sublattice space and the corresponding vertex function abbreviated
by ΓΦ˜sξsξ¯s , with the appropriate field Φ˜ = {Φ, σ+, σ−, ρ3} for each term. The
expectation value is composed by
〈Φ˜z˜〉 = 〈Φz˜〉+ 〈σ+z˜ 〉+ i 〈σ−z˜ 〉+ i 〈ρ3,z˜〉 . (E.71)
Accordingly one obtains
δ(x− y) =
∫∑˜
y
G0E,↑(x, y˜)−1 〈ξy˜ ξ¯y〉+ i
∑
s
γ0 Γs〈Φ˜sx〉Gξξ¯(x− y) (E.72)
+ i
∫∑
z′,y′,x′
∑
s,s′
Gss
′
Φ˜Φ˜(z
′ − x)γ0Γs′ Gξξ¯(x− y′)ΓΦ˜
sξ¯sξs(z′, y′, x′)Γs Gξξ¯(x
′ − y)
−
∫∑
z′,y′,x′
∑
s,s′
Gss
′
ρ˜ρ˜ (z′ − x)γ0Γs
′
Gηη¯(x− y′)Γρ˜sη¯sξs(z′, y′, x′)Γs Gξξ¯(x′ − y) ,
with analogical abbreviations for ρ˜, e.g. Gρ˜ρ˜(z˜−y′) = Gρ1ρ1(z˜−y′)− iGρ2ρ2(z˜−y′).
Multiplying Eq. (E.73) with G−1
ξξ¯
(y−z), where G−1
ξξ¯
denotes the inverse matrix of the
propagator in 2× 2 sublattice space, and integrating over y (〈ξxξ¯y〉 = 〈ξxξ¯y〉conn. =
Gξξ¯(x− y)) gives
Gξξ¯(x− z)−1 =G0E,↑(x, z)−1 + i
∑
s
γ0 Γs〈Φ˜sx〉 δ(x− z) (E.73)
+ i
∫∑
z′,y′
∑
s,s′
Gss
′
Φ˜Φ˜(z
′ − x)γ0Γs′ Gξξ¯(x− y′)ΓΦ˜
sξ¯sξs(z′, y′, z)Γs
−
∫∑
z′,y′
∑
s,s′
Gss
′
ρ˜ρ˜ (z′ − x)γ0Γs
′
Gηη¯(x− y′)Γρ˜sη¯sξs(z′, y′, z)Γs .
By using again the tree-level vertex, the full fermion DSE reads
Gξξ¯(x− z)−1 =G0E,↑(x− z)−1 + i
∑
s
γ0 Γs(〈Φsx〉+ 〈σ+,sx 〉+ i 〈σ−,sx 〉+ i 〈ρs3,x〉) δ(x− z)
−
∑
s,s′
[
Gss
′
ΦΦ(z − x) +Gss
′
σ+σ+(z − x)−Gss
′
σ−σ−(z − x)
]
γ0Γs′ Gξξ¯(x− z)γ0Γs
+
∑
s,s′
Gss
′
ρ3ρ3(z − x)γ0Γs
′
Gξξ¯(x− z)γ0Γs (E.74)
+
∑
s,s′
[
Gss
′
ρ1ρ1(z − x) +Gss
′
ρ2ρ2(z − x)
]
γ0Γs′ Gηη¯(x− z)γ0Γs .
For the spin-down propagator Gηη¯(x− z) we obtain exactly the same result except
a minus sign as a prefactor of 〈ρz〉 ,
Gηη¯(x− z)−1 =G0E,↓(x− z)−1 + i
∑
s
γ0 Γs(〈Φsx〉+ 〈σ+,sx 〉+ i 〈σ−,sx 〉 − i 〈ρs3,x〉) δ(x− z)
−
∑
s,s′
[
Gss
′
ΦΦ(z − x) +Gss
′
σ+σ+(z − x)−Gss
′
σ−σ−(z − x)
]
γ0Γs′ Gηη¯(x− z)γ0Γs
+
∑
s,s′
Gss
′
ρ3ρ3(z − x)γ0Γs
′
Gηη¯(x− z)γ0Γs (E.75)
+
∑
s,s′
[
Gss
′
ρ1ρ1(z − x) +Gss
′
ρ2ρ2(z − x)
]
γ0Γs′ Gξξ¯(x− z)γ0Γs .
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Based on the calculations for the bosonic DSE’s, the related vacuum expectation
values were found to be
(〈Φsx〉+ 〈σ+,sx 〉+i 〈σ−,sx 〉 ± i 〈ρsx〉) = −i
∑
s′
[
αU δss′ ∓ (1− α)U δss′ (E.76)
+
∫∑
y
G0,ss
′
σ+σ+(y, x)−
∫∑
y
G0,ss
′
σ−σ−(y, x)
]
× (−1)s′(Gs′s′
ξξ¯
(0) +Gs′s′ηη¯ (0))) .
In the following the contributions from the ~ρ field should be omitted to end up
in the final representation of DSE’s solved in this work. With the combined photon
propagator from Eq. (E.55) the fermion DSE’s can be summarized as
GE,σ(x− z)−1 =G0E,σ(x− z)−1 − i
∑
s,s′
(−1)|s−s′|
∫∑
y
D0,ss
′(y − x)
∑
σ
Gs
′s′
E,σ(0) δ(x− z)
+ i
∑
s,s′
Dss
′(z − x) γ0Γs′ Gηη¯(x− z)γ0Γs .
By a Fourier transform into momentum space as described in App. B one obtains
GE,σ(pE)−1 =G0E,↑(pE)−1 − i
∑
s,s′,σ
(−1)|s−s′|D0,ss′(pE = 0)
∑
σ
∫∑
kE
Gs
′s′
E,σ(kE) (E.77)
+ i
∑
s,s′
∫
kE
Dss
′(kE) γ0Γs
′
GE,σ(kE + pE)γ0Γs . (E.78)
Eventually a Wick-rotation to Minkoswkian space-time was performed and the Feyn-
man propagator was inserted via Eq. (B.21) as described in App. B to finally obtain
the fermionic DSE
GF,σ(p)−1 =G0F,σ(p)−1 +
∑
s,s′
∫∑
k
Dss
′(k) γ0Γs′ GF,σ(k + p)γ0Γs (E.79)
−
∑
s,s′
(−1)|s−s′|D0,ss′(p = 0)
∑
σ
∫∑
k
Gs
′s′
F,σ(k) .
E.4 Full, Connected and 1PI n-point Correlators
For the 1-point function or the field expectation value respectively one simply finds
〈φα(x)〉j = δZ[j]
δjα(x)
= eW[j] δW[j]
δjα(x)
= eW[j] 〈φα(x)〉conn., j , (E.80)
turning off all sources then yields
〈φα(x)〉 = 〈φα(x)〉conn. , (E.81)
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with the same procedure for the 2-point function we get
〈φα(x)φβ(y)〉[j] =
δ2Z[j]
δjα(x)δjβ(y)
(E.82)
= eW[j]
[
δW[j]
δjα(x)
δW[j]
δjβ(y)
+ δ
2W[j]
δjα(x)δjβ(y)
]
, (E.83)
so we have
〈φα(x)φβ(y)〉 = 〈φα(x)φβ(y)〉conn. + 〈φα(x)〉〈φβ(y)〉 . (E.84)
An analog consideration for the 3-point function leads to
〈φα(x)φβ(y)φβ(y)〉[j] =
δ3Z[j]
δjα(x)δjβ(y)δjγ(z)
(E.85)
=eW[j]
[
δW[j]
δjα(x)
δW[j]
δjβ(y)
δW[j]
δjγ(z)
+ δW[j]
δjβ(y)
δ2W[j]
δjγ(z)δjα(x)
+ δW[j]
δjα(x)
δ2W[j]
δjγ(z)δjβ(y)
+δW[j]
δjγ(z)
δ2W[j]
δjα(x)δjβ(y)
+ δ
3W[j]
δjα(x)δjβ(y)δjγ(z)
]
, (E.86)
and hence
〈φα(x)φβ(y)φγ(z)〉 = 〈φα(x)φβ(y)φγ(z)〉conn. + 〈φα(x)〉〈φβ(y)〉〈φγ(z)〉 (E.87)
+ 〈φα(x)〉Gγβ(z − y) + 〈φβ(y)〉Gγα(z − x) + 〈φγ(z)〉Gαβ(x− y) .
(E.88)
With the identity∫∑
y
∑
β
δ2W[j]
δjα(x)δjβ(y)
δ2Γ[φc]
δφcβ(y)δφcδ(z)
=
∫∑
y
∑
β
δφcα(x)
δjβ(y)
δjβ(y)
δφcδ(z)
= δαδ δ(x− z) , (E.89)
where greek indices denote the field index, the functional inverse of the propagator
is obtained by additionally setting all sources to zero
G−1αβ(x− y) =
δ2Γ[φc]
δφcβ(y)δφcα(x)
∣∣∣
j=0
. (E.90)
Performing an additional further derivative on the first relation (Eq. (E.89)) with
respect to another source term,
δ
δjγ(z)
=
∫∑
,z′
∑
µ
δφcµ(z′)
δjγ(z)
δ
δφcµ(z′)
=
∫∑
z′
dz′
∑
µ
δ2W[j]
δjµ(z′)δjγ(z)
δ
δφcµ(z′)
, (E.91)
yields∫∑
y′
∑
β′
δ3W[j]
δjγ(z)δjα(x)δjβ′(y′)
δ2Γ[φc]
δφcβ′(y′)δφcδ(x′)
(E.92)
=
∫∑
z′
∫∑
y′
∑
µ,β′
δ2W[j]
δjµ(z′)δjγ(z)
δ2W[j]
δjα(x)δjβ′(y′)
δ3Γ[φc]
δφcµ(z′)δφcβ′(y′)δφcδ(x′)
. (E.93)
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E DYSON-SCHWINGER EQUATIONS
Multiplying this expression by δ
2W[j]
δjδ(x′)δjβ(y) , integrating over x
′ and taking the sum
over δ (relabeling β′ → ν) results in∫∑
y′
∑
β′
δ3W[j]
δjγ(z)δjα(x)δjβ′(y′)
∫∑
x′
∑
δ
δ2Γ[φc]
δφcβ′(y′)δφcδ(x′)
δ2W[j]
δjδ(x′)δjβ(y)
(E.94)
= δ
3W[j]
δjγ(z)δjα(x)δjβ(y)
(E.95)
=
∫∑
z′,y′,x′
∑
µ,ν,δ
δ2W[j]
δjµ(z′)δjγ(z)
δ2W[j]
δjα(x)δjν(y′)
δ3Γ[φc]
δφcµ(z′)δφcν(y′)δφcδ(x′)
δ2W[j]
δjδ(x′)δjβ(y)
,
(E.96)
which can be rewritten as
〈φγ(z)φα(x)φβ(y)〉conn. =
∫∑
z′,y′,x′
∑
µ,ν,δ
Gµγ(z′−z)Gαν(x−y′)Γµνδ(z′, y′, x′)Gδβ(x′−y) .
(E.97)
Additionally, the following expression can be extracted
δ
δφc(z′′)
δ2W[j]
δjα(x)δjβ(y)
=
∫∑
z
∑
γ
δjγ(z)
δφc(z′′)
δ
δjγ(z)
δ2W[j]
δjα(x)δjβ(y)
(E.98)
=
∫∑
z
∑
γ
δΓ[φc]
δφcγ(z)δφc(z′′)
δ3W[j]
δjγ(z)δjα(x)δjβ(y)
=
∫∑
z′,y′,x′
∑
µ,ν,δ
δµδ(z′ − z′′) δ
2W[j]
δjα(x)δjν(y′)
δ3Γ[φc]
δφcµ(z′)δφcν(y′)δφcδ(x′)
δ2W[j]
δjδ(x′)δjβ(y)
=
∫∑
y′,x′
∑
ν,δ
δ2W[j]
δjα(x)δjν(y′)
δ3Γ[φc]
δφc(z′′)δφcν(y′)δφcδ(x′)
δ2W[j]
δjδ(x′)δjβ(y)
.
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