A novel word segmentation method based on object detection and deep learning.
Introduction
Segmentation of individual words in documents, in particular historical handwritten documents, is a challenging task that is often crucial for further processing and data mining. Applications include for instance word spotting (image retrieval), clustering, and full text recognition where the document images are converted to a string of characters. Unconstrained handwriting can vary significantly, over time and between different writers. Challenges include words touching each other, both vertically and horizontally; words with no apparent space between them; Non-uniform letter sizes; words with excessive amounts of skewing or shearing. This is particularly challenging in historical documents, where damages and unconventional writing habits add to the variability. For these reasons, we have based our approach in this paper on learning. Given a relatively small amount of training data, we can adopt and optimize our method to the material at hand.
Prior Work
The majority of the approaches for word segmentation operate on the text line level [1] [2] [3] [4] . That is, the text line segmentation is a precursor to word segmentation. Most methods also require binary images [1] [2] [3] , though there are exceptions [4] . The proposed method in this paper has neither of these constraints and instead works on images of entire document pages in gray scale. In fact, our approach is more similar to "text spotting in the wild" approaches like [5] that use a two-step paradigm to detect words based on proposal sampling and subsequent classification. However, text spotting in the wild focus on different kinds of data, detecting and recognizing text in natural images, where the difficulty lies in finding text in complex scenes rather than separating several lines of text into distinct words.
Background
To understand the method that we propose, we here briefly describe the concepts of convolutional neural networks and the bounding box overlap metric.
Convolutional Neural Networks
Because the method we present consists of two steps, where the second step is a classification of image region proposals (word candidates), we have a need to classify images. Recent advances in computer vision and object detection has shown that Convolutional Neural Networks (CNN) is a powerful tool for this. In particular, methods using CNNs have won several competitions lately and is widely considered to be current state of the art [6] [7] [8] .
A (CNN) is a special kind of network specifically designed for image data. A typical CNN is a multi-layered model consisting of an input layer, into which data is fed, several hidden layers, and an output layer. What characterizes a CNN is that one or more of the hidden layers are so-called convolutional layers. A convolutional layer consists of a filter bank, where each filter is applied to the input using convolution, generating a set of output feature maps. A non-linear function is then applied to produce the output. When training a CNN, the weights being learned are the filter coefficients. A convolutional layer is typically followed by a max-pooling layer. This layer subsamples an image using the max operation, that is by keeping the max value over a small region (e.g., 2 x 2 pixels) for each region position in an image. The hidden layers of a CNN usually has several convolutional layers, each of which followed by a max-pooling layer, then one to two fully connected layers. CNNs are easier to train than regular neural networks due to convolutional layers having significantly fewer parameters, which is a partial explanation behind their recent success in a variety of different tasks. For more, see for example [9] .
Bounding Box Overlap
When we evaluate the result of our method, there is a need to measure how close the resulting segmentation resembles ground truth, i.e. bounding boxes of words in a document that have been annotated by an expert. For this we need a metric to compare bounding boxes. Intersection over union (IoU) [10, 5] is a common way to calculate how much two rectangular boxes overlap as a percentage. It is defined as the area of intersection between two boxes divided by the area of their union. It is commonly used in the detection of objects or text in images to determine how precise the algorithm in question can localize the objects you are interested in. This is typically calculated using only the box representations, e.g., a point and a width and height. Though if you have binary data, it is possible to calculate the IoU using only the foreground information. That is, you count how many foreground pixels are present in the intersection of the two boxes divided by how many foreground pixels there are in the union of the two boxes.
Method
The method we present in this paper is adapted from the R-CNN framework [10] , Regions with Convolutional Neural Network Features. It is a method used in computer vision for generic object detection. The R-CNN framework has proven to work well in object detection, where it achieved state-of-the-art results when it was introduced and it has continually been improved upon since then. For example, removing a lot of unnecessary computation by making use of the Spatial Pyramid Pooling layer is introduced in [11] . Word segmentation can be seen as a special case of object detection that will work better if we adapt the framework for some specific properties of regions containing handwritten words in historical documents.
The method consists of two parts or modules. The first module produces bounding box region proposals. It is completely separate from the second part, which classifies the proposals into two classes, whether or not a bounding box is centered on a word. The algorithm used in [7] failed to generate word-like region proposals on the document images from the datasets used in this paper. Consequently, we have re-designed a region proposal algorithm specifically for word segmentation in historical document images.
Generating Region Proposals for Handwritten Words
The algorithm to generate tentative proposals for handwritten words takes its point of departure in the uncertainty of gray levels and the exact scale and shape of the morphology operators necessary to separate words.
1. Given a gray scale image, generate a unique set of l binary images, with the foreground being white, by globally thresholding the image at different multiples of the image's mean intensity. Call this set of thresholds L. 2. Generate a set of k rectangular structuring elements by forming all combinations of heights and widths (in pixels) from two sets H and W . Typically H and W are ranges of natural numbers, sampled at even intervals. 3. For all the l binary images resulting from step 1, apply each of the k structuring elements from step 2 using a morphological closing operation. This results in a new set of k · l binary images. 4. For each of the k · l binary images, label its foreground objects and extract a bounding box for each labeled object. 5. Remove all duplicate boxes. The choice of L, H and W is discussed in the experiments section and given for each dataset that we have tested our algorithm on.
Classification
The second module consists of a deep convolutional neural network (CNN) trained to classify whether bounding boxes are centered on words or not. The network architecture is based on the one used in [5] to recognize text, though it has been simplified slightly. The network consists of four convolutional layers followed by two fully connected layers, where the last layer is an SVM output layer [12] . See Figure 1 for an image of the architecture used. Zero-padding is used to keep the sizes intact when performing convolutions. After the first three convolutional layers, subsampling by max pooling is done in a 2 × 2 region, which corresponds to downsampling by a factor of 2 in each dimension. A dropout layer [8] was used after the first fully connected layer with dropout ratio of 0.5. The network is trained using the L1-hinge loss. Rectified linear units were used for all activation functions.
The region proposals come in a large variety of sizes and since the CNN requires a predefined fixed size input, the region proposals are resized to 40×120 before being inputted into the network. Before resizing, we include a surrounding context of 16 pixels vertically and 48 pixels horizontally for each bounding box.
We create training data for the network by labeling each of the region proposals extracted from the images belonging to the training set. For a given region proposal, we calculate the IoU overlap between the it and all ground truth boxes. If the one of the overlaps exceeds a predefined threshold t u , it is assigned a positive label, otherwise it is assigned a negative label. The training details are described in the experiments section.
For testing, all of the region proposals are scored by the CNN, where the score is the probability of the box being centered on a word. Then non-max suppression is applied as a post-processing step in which boxes that have an overlap with a higher scoring box over a threshold value is removed. Finally, boxes with a score lower than threshold are discarded (typically noise from the binarization and small parts of characters).
Data
Here we describe the datasets we have used to evaluate the proposed method.
ICDAR2013
The first dataset is the ICDAR 2013 handwriting segmentation contest 1 [13] , the latest installment in a well known series of handwriting segmentation contests. Along with the contest, a dataset (hereafter referred to as ICDAR2013) was released for both text line and word segmentation. It consists of 200 training pages and 150 testing pages and contains several writers, writing in English, Greek and Bangla languages. We use 10%, or 20 pages, of the training data as a validation set. The images of the dataset are binary and does not contain any non text elements. Two sample images can be seen in Figure 2 
C61
The second dataset consist of five spreads or ten pages from the C61 collection, written in the 15th century. It is written in Swedish and although the entire C61 collection is written by either four or five writers, the subset we use is written by a single writer. The text is tightly written (as is often the case with historical manuscripts, as parchment was expensive) with little space between text lines and words, making word segmentation for this data quite challenging. A sample of an image from C61 can be seen in Figure 3 . Contrary to the ICDAR2013 dataset, C61 is available in colour. The annotations for this dataset were manually done for the five images. We split the data into a training set of three images, a validation set of one image and a testing image to show the results. 
Evaluation
In this section we describe how we evaluate the proposed approach.
The choice of overlap threshold
The choice of overlap threshold is critical when evaluating a word segmentation algorithm. In this paper, the data can be divided into categories; Overlap calculated using all the pixels in the bounding boxes and overlap calculated using only the foreground pixels. The two categories need different thresholds to achieve a similar overlap requirement in practice. This is evident in Figure  4 , where the two boxes have an overlap of 96% calculated using only foreground pixels and 66% using all pixels. The problem is particularly evident with words that contain ascenders and descenders (The parts of letters that go below and above the baseline, e.g., g and h).
Competition Metrics
To be comparable to the previous results we adopt the evaluation metrics used in the ICDAR 2013 handwriting segmentation competition [13] . According to (a) (b) Fig. 4 : IoU overlap using all the pixels between 4a and 4b is 66% while using only foreground pixels is 96%.
the competition rules, a word is correctly segmented if the IoU of the foreground pixels of the ground truth and a proposal is higher than 90%. Let N be the number of ground truth elements, M be the number of resulting proposals from a segmentation algorithm and o2o be the number of one-to-one matches between the results and the ground truth. Then the detection rate (dr) and recognition accuracy (ra) are defined as
and the final metric is the harmonic mean between dr and ra.
The three metrics vary between 0-100%, where 100% is a perfect score.
Experiments
In this section, we experimentally evaluate our word segmentation approach using two datasets. The experiments were performed using the Cuda/C++ library Caffe [14] and Python. The region proposer is implemented in pure Python and processing an image takes about 15 to 30 minutes, depending on the sizes of L, H, W and the size of the image
ICDAR2013
Since the images in this dataset are already binary, the first step in 3.1 is simplified. Let the triple (start, stop, step) represent a range of numbers starting at start, ending at stop with step length step. We found that H = (1, 28, 3) and W = (2, 42, 4), giving k = 110 gives a good trade-off between running time and recall. Using these settings we get an average test set recall of 93.28%. The upper IoU threshold, t u , of 90% is already defined by the competition rules. A non-max suppression overlap of 0.08 and score threshold of 0.3 is determined by doing a coarse grid search on a validation set.
The weights of the network are initialized from a zero mean Gaussian distribution with a standard deviation of 0.01. Training was done using an initial learning rate of 0.001 and multiplying it after 22000 iterations with 0.1. Training is stopped at 42000 iterations. A momentum of 0.9 was used as well as an l2 weight decay of 0.0005. We use three times as many negative examples as positive in the training set.
As can be seen in Table 1 , the proposed method achieves the second to highest score on the ICDAR2013 dataset, coming in below the state-of-the-art by 0.7%. 
C61
Since this dataset is in color, we first convert it to gray scale by averaging the R, G and B color channels. Then five binary images were generated from the gray-scale image with L = 0.6, 0.7, ..., 1.0. We found that H = (3, 28, 5) and W = (3, 28, 5), giving k = 36 structuring element sizes worked sufficiently well. These parameters give a recall of 89.6% on the test set. Since we work in gray scale with this dataset, IoU overlap is counted using all pixels, requiring a lower u t . We found u t = 70% reasonable. As above, a non-max suppression overlap of 10% and a score threshold of 0.07 is determined by doing a coarse grid search on the validation set. We initialize weights of the network using the weights from the network trained on the ICDAR2013 dataset, this is called pre-training and is a common practice in deep learning. We use an initial learning rate of 0.001 and multiply it every 3000 iterations with 0.1 until training is stopped at 9000 iterations. Note that though the images are binarized when extracting region proposals, the image classification network is trained using the gray scale images.
Once again using the metrics from above, we get dr = 77.85%, ra = 82.41%, and fm = 80.07%. The results are visualized in Figure 5 .
Discussion
The choice of structuring elements to use is a trade-off between recall and running time. For a document image with a width or height between words of at most 100, setting both H and W to (1, 50, 1) would yield highest recall. This would give k = 50 · 50 = 2500, which is probably unnecessarily high. In practice, you can significantly reduce k with a marginal loss in recall by increasing step and reducing stop. We have found that we consistently achieve a recall of over 90% using a k in the range of 30-100. Another important choice is the selection of L. We opted for a simple approach, inspired by [15] . Exchanging this method to state-of-the-art binarization approaches would probably increase performance, but at the cost of making the algorithm more complex.
Conclusions
In this paper, we have introduced a new method adopted from R-CNN, a generic object detection framework, to the new task of handwritten word segmentation in document images. The proposed method achieves results competitive to the state-of-the-art methods, as evaluated on the ICDAR2013 dataset, while at the same time removing the requirement of pre-segmented text lines and binary images. A possible downside of the method is a reliance on training data and, for the current implementation, a GPU for fast training. However, we also show that the amount of training data needed can be quite low, thanks to pre-training on other datasets. Only three spreads (six pages), were needed as training data to get a reasonable result for a challenging image from this particular 15th century document, consisting of over 1100 pages in total.
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