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FREDHOLM ALTERNATIVE, SEMILINEAR ELLIPTIC PROBLEMS,
AND WENTZELL BOUNDARY CONDITIONS
CIPRIAN G. GAL, GISELE RUIZ GOLDSTEIN, JEROME A. GOLDSTEIN, SILVIA ROMANELLI,
AND MAHAMADI WARMA
Abstract. We give necessary and sufficient conditions for the solvability of some semilinear
elliptic boundary value problems involving the Laplace operator with linear and nonlinear
highest order boundary conditions involving the Laplace-Beltrami operator.
1. Introduction
Let Ω ⊂ RN , N ≥ 1, be a bounded domain with smooth boundary Γ := ∂Ω. Let
α : R → R be a continuous monotone nondecreasing function with α (0) = 0 and consider
the following boundary value problem:{
−∆u + α (u) = f in Ω,
∂u
∂n
= 0 on Γ,
(1.1)
where f ∈ L2 (Ω) is a given real function, ∂u
∂n
denotes the outward normal derivative of u on
Γ and ∆ is the Laplace operator in Ω. Let us denote by |Ω| the Lebesgue measure of Ω. It
is known that a necessary and sufficient condition for the existence of a solution of (1.1) is
|Ω|−1
∫
Ω
f (x) dx ∈ R (α) . (1.2)
Here all the functions are real valued. This result is due to J. Mawhin [15]. Earlier, Lan-
desman and Lazer [12] obtained a similar result. This result lead to an enormous body of
literature. Landesman and Lazer showed that (1.2) is a necessary condition, while a sufficient
condition is
|Ω|−1
∫
Ω
f (x) dx ∈ int(R (α)), (1.3)
where int (I) denotes the interior of the set I. They also allowed for nonmonotone α, which
was very important for later developments. Thus for them, α : R → R is continuous,
α (0) = 0, and
α (−∞) = lim
x→−∞
α (x) ≤ α (y) ≤ lim
x→+∞
α (x) = α (+∞) (1.4)
for all y ∈ R. They proved (1.2) is a necessary condition in this more general context of
(1.4), while (1.3) is a sufficient condition. Prior to Mawhin’s work, Brezis and Haraux [2] put
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the [12] result in an abstract context and found a new, elegant proof for it. These works led
to very much research, including major contributions by Brezis and Nirenberg [3] and many
others. Brezis and Haraux worked in the context of subdifferentials of convex functionals
on Hilbert spaces. We will explain the context and the abstract results, used in proving
the assertion connecting (1.2) and (1.3), in Sections 2 and 4. But here we emphasize again
that these results were inspired by the similar result of Landesman and Lazer [12] who, in
giving necessary and sufficient conditions on f for the solvability of certain elliptic problems
of the form Lu +Nu = f (with L linear and N nonlinear), established a sort of ”nonlinear
Fredholm alternative” for the first time. When α ≡ 0, the above result reduces to
−∆u = f in Ω, ∂u
∂n
= 0, on Γ
has a weak solution if and only if
〈f, 1〉L2(Ω) = 0, i.e.,
∫
Ω
f (x) dx = 0,
which is exactly the Fredholm alternative since the null space of the Neumann Laplacian
is the constants. Thus, Mawhin’s result (based on the work in [12]) is an exact nonlinear
Fredholm alternative for the nonlinear problem (1.1).
The goal of this paper is to establish similar results (comparable with (1.2), (1.3)) for the
following boundary value problem with second order boundary conditions:{
−∆u+ α1 (u) = f (x) in Ω,
b (x) ∂u
∂n
+ c (x)u− qb (x)∆Γu+ α2 (u) = g (x) on Γ,
(1.5)
where the functions appearing in (1.5) are real and satisfy b ∈ C (Γ) , b > 0, c ∈ C (Γ) , c ≥ 0,
q is a nonnegative constant; α1, α2 : R → R are continuous and monotone nondecreasing
functions, such that αi (0) = 0. Above, ∆Γ is the Laplace-Beltrami operator on Γ, f ∈ L2 (Ω)
and g ∈ L2 (Γ) are given real functions. Thus, our emphasis is on the generality of the
boundary conditions.
We organize the paper as follows. In Sections 2 and 3, we discuss the auxiliary linear
problems corresponding to (1.5), and in Section 4 we show the existence of weak solutions to
(1.5) in case certain global constraints (similar to (1.2)) hold. In the same section, we will
consider concrete examples as application of our results.
Before we state our main result, we define the notion of weak solutions to (1.5).
Definition 1.1. A function u ∈ H1(Ω) is said to be a weak solution to (1.5) if α1(u) ∈ L1(Ω),
α2(tr(u)) ∈ L1(Γ), tr (u) := u|Γ ∈ H1(Γ), if q > 0, and∫
Ω
fvdx+
∫
Γ
gv
dS
β
=
∫
Ω
∇u · ∇vdx+
∫
Ω
α1(u)vdx
+
∫
Γ
(α2(u)v + cuv)
dS
β
+ q
∫
Γ
∇Γu · ∇ΓvdS, (1.6)
for all v ∈ H1(Ω)∩C (Ω) , if q = 0 and all v ∈ H1(Ω)∩C (Ω) with tr(v) ∈ H1(Γ), if q > 0.
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Our main result is as follows. Let
λ1 =
∫
Ω
dx, λ2 =
∫
Γ
dS
b
, (1.7)
and let I˜ be the interval
I˜ = λ1R (α1) + λ2R (α2) .
Moreover, for each i = 1, 2, set
Li(t) :=
∫ t
0
αi(s)ds and Λi(t) := max {Li (t) , Li (−t)} , for all t ∈ R. (1.8)
Theorem 1.2. Let c ≡ 0 and let αi : R → R (i = 1, 2) be continuous, monotone nonde-
creasing functions such that αi (0) = 0. If (1.5) has a weak solution, then∫
Ω
f (x) dx+
∫
Γ
g (x)
dS
b (x)
∈ I˜ . (1.9)
Conversely, if there exist positive constants ti, Ci > 0, such that the functions Λi : R →
[0,+∞), i = 1, 2, satisfy Λi(2t) ≤ CiΛi(t), for all t ≥ ti, and∫
Ω
f (x) dx+
∫
Γ
g (x)
dS
b (x)
∈ int(I˜), (1.10)
then (1.5) has a weak solution.
2. The linear problem
We need to introduce some notation and terminology. We first define the space X2 to
be the real Hilbert space L2 (Ω, dx)⊕ L2(Γ, dS/b), with norm
‖u‖
X2
=
∫
Ω
|u (x)|2 dx+
∫
Γ
|u (x)|2 dSx
b (x)
 12 (2.1)
for u ∈ C (Ω), where dS denotes the usual Lebesgue surface measure on Γ. Here, if u ∈
C
(
Ω
)
, we identify u with the vector U = (u|Ω, u|Γ)T ∈ C (Ω) × C (Γ) . We then note
that X2 = L
2 (Ω, dx) ⊕ L2(Γ, dS/b) is the completion of C (Ω) with respect to the norm
(2.1). In general, any vector U ∈ X2 will be of the form (u1, u2)T with u1 ∈ L2 (Ω, dx) and
u2 ∈ L2(Γ, dS/b), and there need be no connection between u1 and u2. Here and below the
superscript T denotes transpose. Let 〈·, ·〉
X2
denote the corresponding inner product on X2.
For a complete discussion of this space, we refer the reader to [5].
We define the formal operator A0 by
A0U = ((−∆u) |Ω, (−∆u) |Γ)T , (2.2)
for functions U = (u|Ω, u|Γ)T with u ∈ C2
(
Ω
)
that satisfy the Wentzell boundary condition
∆u+ b (x)
∂u
∂n
+ c (x) u− qb (x)∆Γu = 0, (2.3)
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on Γ. Here (∆u)|Γ stands for the trace of the function ∆u on the boundary Γ and it should
not be confused with the Laplace-Beltrami operator ∆Γu. From now on, tr (u) denotes the
trace of u on the boundary. We let
D (A0) =
{
U = (u1, u2)
T ∈ X2 : U corresponds to u1 ∈ C2
(
Ω
)
, (2.4)
u2 = u1|Γ = tr (u1) and (2.3) holds} .
For functions u ∈ C2 (Ω) ⊂ X2, A0U is defined by (2.2). For any functions u, v belonging to
C2
(
Ω
)
, and each satisfying the boundary condition ∆̟+b (x) ∂̟
∂n
+c (x)̟−qb (x)∆Γ̟ = 0
on Γ, we identify u and v with U = (u|Ω, u|Γ)T and V = (v|Ω, v|Γ)T and calculate 〈A0U, V 〉X2
as follows:
〈A0U, V 〉X2 =
∫
Ω
(−∆u) vdx+
∫
Γ
(−∆u) v dS
b (x)
(2.5)
=
∫
Ω
∇u · ∇vdx+
∫
Γ
(
−∆u − b (x) ∂u
∂n
)
v
dS
b (x)
=
∫
Ω
∇u · ∇vdx+
∫
Γ
(c (x) u− qb (x)∆Γu) v dS
b (x)
,
since −∆u − b (x) ∂u
∂n
= c (x) u − qb (x)∆Γu on Γ. Furthermore, Stokes’ theorem applied in
the last term of (2.5) yields
〈A0U, V 〉X2 =
∫
Ω
∇u · ∇vdx+
∫
Γ
c (x) uv
dS
b (x)
+ q
∫
Γ
∇Γu · ∇ΓvdS, (2.6)
where ∇Γ stands for the tangential gradient on the surface Γ. Finally, if we denote the
right hand side of (2.6) by ̺ (U, V ), it is now clear that ̺ (U, V ) = ̺ (V, U) = 〈U,A0V 〉X2 ,
therefore A0 is symmetric on X2. Let us now consider a function f ∈ C
(
Ω
) ∪H1 (Ω) such
that F = (f1, f2)
T with f1 := f |Ω and f2 := f |Γ. By the equality A0U = F, we mean the
following boundary value problem:
−∆u = f1 in Ω, (2.7)
−∆u = f2 on Γ. (2.8)
Using the Wentzell boundary condition (2.3) and replacing f2 by f|Γ, the boundary condition
(2.8) becomes
b(x)
∂u
∂n
+ c(x)u− qb(x)∆Γu = f2 on Γ. (2.9)
Any u ∈ Hs (Ω) has a trace tr (u) = u|Γ in Hs−1/2 (Γ) for s > 1/2. More precisely, we recall
that the linear map tr : Hs (Ω) → Hs−1/2 (Γ) is bounded and onto for s > 1/2. We now
define the ”Wentzell version of A0”, A˜0, by A˜0U = F = (f1, f2)
T on
D(A˜0) =
{
U ∈ X2 : U corresponds to u ∈ H2 (Ω) , (2.10)
tr (u) ∈ H2 (Γ) if q > 0, and (2.7), (2.9) holds} .
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In this case, f2 need not be the trace of f1 on Γ. Then, using the techniques as in [6],
we can easily check that A˜0 is contained in the closure of A0. Let A = A0 = A˜0. Then,
A is selfadjoint and nonnegative if c ≥ 0 on Γ; A is the operator associated with the
nonnegative symmetric closed bilinear form ̺ (U, V ) . We have 〈AU, V 〉
X2
= ̺ (U, V ) , for
all U ∈ D (A) and all V = (v|Ω, v|Γ)T ∈ D(̺) := H1 (Ω) × H1 (Γ) (if q > 0) and V ∈
D(̺) := H1 (Ω)×H1/2 (Γ) if q = 0. We emphasize that for A = A0, the equations (2.7) and
(2.9) hold even if the vector F = (f1, f2)
T does not correspond to a function f belonging to
C
(
Ω
) ∪H1 (Ω), that is, f2 6= f1|Γ. For U ∈ D (A) , an operator matrix representation of A
is given by
A =
( −∆ 0
b ∂
∂n
cI − qb∆Γ
)
. (2.11)
We will now give a concrete example when q = 0 (that is, ∆Γ does not appear in the
boundary condition (2.9)). This is a simple example where f2 6= f1|Γ.
Example 2.1. Let Ω = (0, 1) ⊂ R and let F = (0, k) where Γ = {0, 1} and k (0) = a0,
k (1) = b0 with (a0, b0) 6= (0, 0). Take b (j) = c (j) = 1 for j = 0, 1. Then AU = F means
u
′′
= 0 in [0, 1] ,
−u′ (0) + u (0) = a0,
u
′
(1) + u (1) = b0,
(2.12)
since ∂/∂n = (−1)j+1 d/dx at x = j ∈ {0, 1}. Solving (2.12) gives
u (x) =
1
3
[(b0 − a0)x+ (2a0 + b0)] , x ∈ [0, 1] .
3. The domain of the Wentzell Laplacian
We recall some facts from the theory of linear elliptic boundary value problems. The
standard theory works for uniformly elliptic problems of even order 2m; we shall restrict
ourselves to the second order case, m = 1. We shall treat the symmetric case, although this
restriction is not needed for the results we present in this section. Our problem takes the
form Âu = f in Ω, B̂u = g on Γ, where Ω is a smooth bounded domain in RN with boundary
Γ, {
Au = −∇ · A (x)∇u,
Bu = b∂An u+ cu− qb∆Γu, (3.1)
and Â = A+λI, B̂ = B+λI, for some λ ∈ R. As the theory is based upon pseudo differential
operator techniques, we make the standard assumption that Ω, A, b and c are all of class
C∞ in addition to the assumptions that the N × N matrix function A is real, symmetric
and uniformly positive definite, b > 0, c ≥ 0 and q ∈ [0,+∞).
Let s ∈ N0 = {0, 1, 2, ...} and p ∈ (1,+∞). We refer to Triebel [20] for the general case,
where we use his notation; Lions-Magenes [13] treats the Hilbert space case (p = 2).
Theorem 3.1. Let the above assumptions hold, with q = 0. Then for all λ > 0, with
Â = A + λI, B̂ = B + λI, the map
Ξλ : u 7→ (Âu, B̂u),
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viewed as a map from W s+2p (Ω) to W
2
p (Ω)× B1+s−1/pp,p (Γ) , is an isomorphism.
This means that Ξλ is a linear bijection, and there is a positive constant C, independent
of u, such that
C−1 ‖u‖W s+2p (Ω) ≤
∥∥∥Âu∥∥∥
W 2p (Ω)
+
∥∥∥B̂u∥∥∥
B
1+s−1/p
p,p (Γ)
≤ C ‖u‖W s+2p (Ω) (3.2)
for all u ∈ W s+2p (Ω). Thus, the isomorphism is a linear homeomorphism, but it not need
be isometric. Here W rp (Ω) is Triebel’s notation for the Sobolev space and B
r
p,p (Γ) for the
Besov space. For s = 0 and p = 2, this reduces Ξλ to being an isomorphism from H
2 (Ω) to
L2 (Ω)⊕L2 (Γ, dS) , which is equivalent to saying that Ξλ is an isomorphism from H2 (Ω) to
X2, since L
2 (Γ, dS) and L2 (Γ, dS/b) are the same sets with equivalent inner products.
It follows that, when q = 0, the domain of the Wentzell Laplacian A is exactly H2 (Ω).
Theorem 3.2. Let
H2∗ (Ω) =
{
u ∈ H2 (Ω) : u|Γ ∈ H2 (Γ)
}
.
The domain of the Wentzell Laplacian A, the selfadjoint closure of A0, defined by (2.7),
(2.9), is exactly
D (A) =
{
H2 (Ω) if q = 0,
H2∗ (Ω) if q > 0.
(3.3)
The same conclusion holds for the closure of the operator A defined by (3.1).
Before outlining the proof of this theorem we make some remarks. Theorem 3.2 gives the
first ”simple” explicit characterization of D (A), including the case of q > 0. Normally, know-
ing that D (A0) is a core for A is enough for most purposes involving linear problems. But
we need to know D (A) exactly in order to apply the Brezis-Haraux result (see Proposition
4.14 below). Theorem 3.2 assumes that Γ, b and c are C∞. Surely this much regularity is not
needed. But the proof is based on pseudo differential operator techniques and this theory is
always presented in the C∞ context, because to do otherwise would entail many complicated
calculations requiring a lot of courage. So Theorem 3.2 should be valid if everything is C2,
but this is merely an educated guess (however, see Remark 3.1).
We wish to recall the earlier work on this problem by Escher [4] (see also Fila and Quittner
[7]). Escher proved Theorem 3.2 in the special case of b ≡ 1 and q = 0. He worked in the Xp
context for 1 < p < +∞, but, by focusing on the analytic semigroup aspect of the problem,
he did not notice the selfadjointness of A. Moreover, his restriction to the case of b ≡ 1
avoids many interesting cases, since the coefficient b has physical significance (cf. [8]).
We now recall the strategy of the proof of Theorem 3.1. We outline the proof in several
steps:
Step 1. Treat the case of constant coefficients and take Ω to be a half-space.
Step 2. Then localizing and using a partition of unity, this breaks the problem down into
a large number of problems {Pj} , where the portion of Γ is the subdomain corresponding
to Pj is almost flat and the coefficients are almost constants.
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Flatten out the boundary and solve each Pj, using Step 1, and the theory of pseudo
differential operators (see, e.g., Taylor [19]). Finally, put everything together and complete
the proof. The proof is quite long, technical and complicated, but it is now well understood
and standard. For the moment we focus on Step 1 and, for simplicity, assume that A is the
identity matrix, so that A = −∆. Then our problem (3.1) becomes the constant coefficient
problem: {
Âu = −∆u + λu = f in RN+ ,
B̂u = b∂nu+ cu+ λu− qb∆Γu = g on ∂RN+ .
(3.4)
Here RN+ = {x = (y, z) : y ∈ RN−1, z ≥ 0}, ∂RN+ = {x = (y, 0) : y ∈ RN−1} and the
boundary condition of (3.4) is equivalent to
b∂zu+ cu+ λu− qb∆yu = g (3.5)
on ∂RN+ . For a function h (y, z) , let ĥ (ζ, z) be the Fourier transform in the R
N−1-variable
with z fixed:
ĥ (ζ, z) = (2π)
1−N
2
∫
RN−1
e−iζ·yh (y, z) dy, (ζ, z) ∈ RN+ .
Then, in Fourier space, the first equation of (3.4) and equation (3.5) become
∂2û
∂z2
− (|ζ|2 + λ) û = f̂ in RN+ , (3.6)
b
∂û
∂z
+
(
c+ λ+ qb |ζ|2) û = ĝ on ∂RN+ . (3.7)
We need u to be an L2 function. To solve (3.6), one finds the general solution of the
homogeneous equation and adds to it a particular solution of (3.6), obtained by the variation
of constants formula. The general solution of the homogenous version of (3.6) is
û (ζ, z) = C1e
γ1z + C2e
γ2z, (3.8)
where
γj = (−1)j+1
(|ζ|2 + λ)1/2 , j = 1, 2.
Then for each ζ ∈ RN−1, γ2 < 0 < γ1. Thus, the general L2 solution of the homogeneous
problem is given by (3.8), with C2 an arbitrary constant and C1 = 0.
Next, (3.7) is of the form
∂û
∂z
− p (ζ) = m (ζ) ,
for z = 0, where p ≥ ε0 > 0 for all ζ (For more general problems, the corresponding inequality
follows from uniform ellipticity). It follows that (3.4) (as well as (3.6), (3.7)) has a unique
L2 solution. Note that this works for q > 0 as well as for q = 0. For q > 0, we require that
|ζ|2 û as well as û is in L2. If one studies the proof in [20] in detail, minor modifications of
the tedious calculations lead to the proof of Theorem 3.2.
More precisely, for q > 0, we conclude that there is a positive constant C = C (q, b, c, λ,A) ,
for every λ > 0, such that
C−1 ‖u‖H2
∗
(Ω) ≤
∥∥∥∥(Âu, B̂u)T∥∥∥∥
X2
≤ C ‖u‖H2
∗
(Ω) (3.9)
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for all u ∈ H2∗ (Ω) . Moreover, the map u 7→
(
Âu, B̂u
)T
is a surjective linear isomorphism of
H2∗ (Ω) onto X2, for q > 0. Above in (3.9), the norm in H
2
∗ (Ω) is defined as
‖u‖H2
∗
(Ω) =
(
‖u‖2H2(Ω) + ‖tr (u)‖2H2(Γ)
)1/2
.
From this, the proof of Theorem 3.2 follows. 
Remark 3.1. We note that the first inequality of (3.9) was already obtained in [16, Lemma
A.1] for the weak solutions of (3.1), using standard Sobolev inequalities and assuming b,
c ∈ C (Γ) , b, λ > 0, A = IN×N and Γ is of class C2. Observe that (3.1) is also an elliptic
boundary value problem in the sense specified in [11, 17], where similar estimates to (3.9)
were also obtained. The second inequality of (3.9) is obvious and is based on the definition
of Â and B̂.
4. Convex analysis
We begin with the following assumptions:
(H1) The functions αi : R → R, i = 1, 2, are continuous, monotone nondecreasing with
αi(0) = 0.
(H2) Let Λi be as in (1.8) and suppose that they satisfy the △2-condition near infinity,
in the sense that, there are positive constants ti, Ci > 0, i = 1, 2, such that
Λi(2t) ≤ CiΛi(t), for all t ≥ ti. (4.1)
Let α˜i : R→ R (i = 1, 2) be the inverse of αi. Then α˜i is a nondecresing function from R
to R, which is multivalued at its jumps and it is in L1loc (R). Its graph is a connected subset
of R2. Let L˜i : R→ [0,+∞), i = 1, 2, be defined by
L˜i(t) :=
∫ t
0
α˜i(s)ds and Λ˜i := max
{
L˜i(t), L˜i(−t)
}
, for all t ∈ R. (4.2)
All the functions given in (1.8) and (4.2) are convex and continuous on R, nondecreasing
on R+, and all vanish at the origin; Λi and Λ˜i are even functions and are complementary
Young functions in the sense of [18, Chap. I, Section 1.3, Theorem 3], but they need not
be N -functions. Note that L
′
i (t) = αi (t) on R and L˜
′
i (t) = α˜i (t) a.e.;
∣∣Λ′i (t)∣∣ ≥ |αi (t)| and∣∣∣Λ˜′i (t)∣∣∣ ≥ |α˜i (t)| almost everywhere. It follows, from [18, Chap. I, Section 1.3, Theorem 3],
that for all s, t ∈ R,
|st| ≤ Li(t) + L˜i(s) ≤ Λi(t) + Λ˜i(s). (4.3)
Suppose that Λi (s) = Li (τ ) and Λ˜i (s) = L˜i (σ), where τ is s or −s and σ is t or −t. If
τ = α˜i(σ) or σ = αi(τ ), then we also have equality, that is,
L˜i(αi(τ)) = Λ˜i(αi(τ)) = ταi(τ)− Λi(τ) = ταi(τ)− Li(τ ), i = 1, 2. (4.4)
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Let now αi : R→ R, i = 1, 2, satisfy (H1). Define the functional J : X2 → [0,+∞] by
J (U) =
1
2
∫
Ω
|∇u|2 dx+
∫
Ω
L1 (u) dx+
∫
Γ
j2 (x, u)
dS
b (x)
, (4.5)
for U = (u, tr (u))T , u ∈ H1 (Ω) such that all three integrals exist, and tr (u) ∈ H1 (Γ) if
q > 0. We take
j2 (x, u) = c (x)
u2
2
+ qb (x)
|∇Γu|2
2
+ L2 (u) . (4.6)
The effective domain Dq := D (J) of the functional J is precisely
D0 = {U = (u, tr (u)))T : u ∈ H1 (Ω) ,
∫
Ω
Λ1(u)dx+
∫
Γ
Λ2(u)
dS
b (x)
<∞} (4.7)
if q = 0, and
Dq = {U = (u, tr (u)))T ∈ D0 : tr (u) ∈ H1 (Γ)} (4.8)
if q > 0, respectively. Define J (U) = +∞, for all U ∈ X2\Dq, q ≥ 0. As before, for
u ∈ H1 (Ω), we identify u with U = (u, tr (u))T ∈ X2. Then J is proper, convex and lower
semicontinuous on X2, as can be shown adapting the ideas of Brezis [1] (see also [6]).
Suppose now that αi, i = 1, 2, satisfies assumptions (H1)-(H2). Then, by (4.1), the
monotonicity (on R+) and the convexity of Λi, i = 1, 2, we have that Dq, q ≥ 0, is a vector
space (see, e.g., [18, Chap. III, Section 3.1, Theorem 2]).
In what follows, we shall compute the subdifferential of J . To this end, let F := (f, g)T ∈
X2 and U = (u, tr(u))
T ∈ Dq. We claim that F ∈ ∂J(U) if and only if
−∆u+ α1(u) = f in D′(Ω), (4.9)
b(x)
∂u
∂n
+ c(x)u− qb(x)∆Γu+ α2(u) = g on Γ.
First, assume that F ∈ ∂J(U). Then, by definition, for every V = (v, tr(v))T ∈ Dq, we have∫
Ω
f(v − u)dx+
∫
Γ
g(v − u)dS
b
≤ 1
2
∫
Ω
(|∇v|2 − |∇u|2) dx (4.10)
+
∫
Ω
(L1(v)− L1(u)) dx+
∫
Γ
(j2(x, v)− j2(x, u)) dS
b
,
where, from (4.6), we find that∫
Γ
(j2(x, v)− j2(x, u)) dS
b
=
1
2
∫
Γ
c
(|v|2 − |u|2) dS
b
+ q
1
2
∫
Γ
(|∇Γv|2 − |∇Γu|2) dS
+
∫
Γ
(L2(v)− L2(u)) dS
b
.
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Let W = (w, tr(w))T ∈ Dq be fixed and let t ∈ [0, 1]. Choosing V := tW + (1− t)U ∈ Dq in
(4.10), dividing by t and taking the limit as t→ 0+, from (4.10), we obtain∫
Ω
f(w − u)dx+
∫
Γ
g(w − u)dS
b
(4.11)
≤
∫
Ω
∇u · ∇(w − u)dx+
∫
Ω
α1(u)(w − u)dx+
∫
Γ
cu(w − u)dS
b
+ q
∫
Γ
∇Γu · ∇Γ(w − u)dS +
∫
Γ
α2(u)(w − u)dS
b
.
Here we used the definition of the functions Li (i = 1, 2) from (1.8) and the Lebesgue
Dominated convergence theorem, which implies
lim
t→0+
∫
Ω
L1(u+ t(w − u))− L1(u)
t
dx =
∫
Ω
α1(u)(w − u)dx
and
lim
t→0+
∫
Γ
L2(u+ t(w − u))− L2(u)
t
dS
b
=
∫
Γ
α2(u)(w − u)dS
b
.
Letting W = U ±Ψ in (4.11), where Ψ = (ψ, tr(ψ))T is an arbitrary element of Dq, we easily
deduce ∫
Ω
fψdx+
∫
Γ
gψ
dS
b
=
∫
Ω
∇u · ∇ψdx+
∫
Ω
α1(u)ψdx (4.12)
+
∫
Γ
cuψ
dS
b
+ q
∫
Γ
∇Γu · ∇ΓψdS
b
+
∫
Γ
α2(u)ψ
dS
b
.
Taking ψ ∈ C∞0 (Ω) in (4.12), one obtains the first equation of (4.9). A simple partial
integration argument shows that one also has the second equation in (4.12).
We shall now prove the converse. Let U = (u, tr(u))T ∈ Dq be fixed and let V =
(v, tr(v))T ∈ Dq be arbitrary. On account of (4.3) and (4.4), we have
α1(u)(v − u) = α1(u)v − α1(u)u (4.13)
≤ L1(v) + L˜1(α1(u))− α1(u)u,
≤ L1(v)− L1(u)
and
α2(u)(v − u) = α2(u)v − α2(u)u (4.14)
≤ L2(v) + L˜2(α2(u))− α2(u)u,
≤ L2(v)− L2(u).
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Therefore, by (4.5) and using (4.13)-(4.14), we have
J(V )− J(U) = 1
2
∫
Ω
(|∇v|2 − |∇u|2) dx+ ∫
Ω
(L1(v)− L1(u)) dx (4.15)
+
1
2
∫
Γ
c
(|v|2 − |u|2) dS
b
+
q
2
∫
Γ
(|∇Γv|2 − |∇Γu|2) dS
+
∫
Γ
(L2(v)− L2(u)) dS
b
≥
∫
Ω
∇u · ∇(v − u)dx+
∫
Ω
α1(u)(v − u)dx
+
∫
Γ
cu(v − u)dS
b
+ q
∫
Γ
∇Γu · ∇Γ(v − u)dS +
∫
Γ
α2(u)(v − u)dS
b
.
Thus, from Definition 1.1 and (4.15), for all (V − U) ∈ Dq, it follows that
J(V )− J(U) ≥
∫
Ω
f(v − u)dx+
∫
Γ
g(v − u)dS
b
.
This inequality is also true for V = U +W ∈ Dq, for some arbitrary W ∈ Dq. Indeed, let
W = (w, tr(w))T ∈ Dq be fixed, wm := [w ∧m] ∨ (−m) and set Wm := (wm, tr(wm))T . Let
Wm,n = (wm,n, tr(wm,n))
T be a sequence in Dq such that −m ≤ wm,n ≤ m, wm,n → wm in
H1(Ω) and tr(wm,n)→ tr(wm) in H1(Γ), if q > 0, as n→∞. Then,
J(Wm + U)− J(U) = lim
n→∞
J(Wm,n + U)− J(U) (4.16)
≥ lim
n→∞
(∫
Ω
fwm,ndx+
∫
Γ
gwm,n
dS
b
)
≥
∫
Ω
fwm dx+
∫
Γ
gwm
dS
b
.
Passing to the limit as m → ∞ in (4.16) in a standard way and using the fact W ∈ Dq is
arbitrary, we immediately get
J(W + U)− J(U) ≥
∫
Ω
fwdx+
∫
Γ
gw
dS
b
. (4.17)
Since Dq is a vector space, we also obtain the corresponding inequality (4.17) when replacing
W + U by V . Hence, F ∈ ∂J(U) and this completes the proof of the claim.
We have shown that the (single-valued) subdifferential of the functional J at U is given
by
D(∂J) =
{
(u, tr (u))T ∈ Dq : −∆u+ α1(u) ∈ L2(Ω), b(x)∂u
∂n
− qb(x)∆Γu+ α2(u) ∈ L2(Γ)
}
(4.18)
and
∂J(U) =
(
−∆u+ α1 (u) , b (x) ∂u
∂n
+ c (x)u− qb (x)∆Γu+ α2 (u)
)T
. (4.19)
Since the functional J is proper, convex and lower-semicontinuous, it follows from Minty’s
theorem [14] that the operator B := ∂J is maximal monotone (or −B is m-dissipative),
12 GAL ET AL.
for our choice of the function j2 (x, u) in (4.6). Thus, the first result of this section is the
following.
Theorem 4.1. The operator B is the subdifferential of a proper, convex, lower semicontin-
uous function on X2.
Theorem 4.1 applies to both A, the negative Wentzell Laplacian (by taking both α1 and α2
to be zero) and to the operator governing (1.5) on X2. We remark that the above construction
leads easily to a proof that the Wentzell Laplacian has a compact resolvent. Of course, this
follows easily from the results quoted in Section 3, but the compactness does not require
C∞-regularity.
Next, let A2U = (α1 (u) , α2 (v))
T , for every U ∈ D (A2) , where
D (A2) =
{
(u, v))T ∈ X2 : (α1 (u) , α2 (v))T ∈ X2
}
. (4.20)
Define the functional J2 : X2 → [0,+∞] by
J2(U) =
{∫
Ω
L1(u)dx+
∫
Γ
L2(v)
dS
b(x)
, if (u, v)T ∈ D(J2)
+∞ if (u, v)T ∈ X2\D(J2),
with effective domain
D(J2) := {(u, v)T ∈ X2 :
∫
Ω
Λ1(u)dx+
∫
Γ
Λ2(v)
dS
b(x)
<∞}.
It is easy to see that, under the assumption (H1) on αi, the functional J2 is proper, convex
and lower-semicontinuous on X2. We have the following.
Lemma 4.2. Let αi : R → R, i = 1, 2, satisfy (H1)-(H2). Then the subdifferential ∂J2
and the operator A2 coincide, that is, D(∂J2) = D(A2) and, for all U := (u, v)
T ∈ D(A2),
we have
∂J2 (U) = A2U = (α1 (u) , α2 (v))
T .
Proof. Note that (H1) implies that ∂J2 is a single valued operator. Let U = (u, v)
T ∈ D(J2)
and (f, g)T = ∂J2(U). Then, by definition, (f, g)
T ∈ X2 and for every V := (u1, v1)T ∈ D(J2),
we get ∫
Ω
f(u1 − u)dx+
∫
Γ
g(v1 − v) dS
b(x)
≤ J2(V )− J2(U). (4.21)
Next, let W = (u, v)T + t(u2, v2)
T , with (u2, v2)
T ∈ D(J2) and 0 < t ≤ 1. Since (H2)
implies that D(J2) is a vector space, then W ∈ D(J2). Now, replacing V in (4.21) with W ,
dividing by t and taking the limit as t→ 0+ (where we make use of the Lebesgue Dominated
Convergence theorem once again), we obtain∫
Ω
fu2dx+
∫
Γ
gv2
dS
b(x)
≤
∫
Ω
α1(u)u2dx+
∫
∂Ω
α2(v)v2
dS
b(x)
. (4.22)
Changing (u2, v2)
T to −(u2, v2)T in (4.22) gives∫
Ω
fu2dx+
∫
Γ
gv2
dS
b(x)
=
∫
Ω
α1(u)u2dx+
∫
∂Ω
α2(v)v2
dS
b(x)
.
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In particular, taking v2 = 0, for every u2 ∈ C∞0 (Ω), we have∫
Ω
fu2dx =
∫
Ω
α1(u)u2dx,
and this shows that α1(u) = f . Similarly, one obtains α2(v) = g. We have shown that
U := (u, v)T ∈ D(A2) and ∂J2(U) = (α1(u), α2(v))T .
Conversely, let U = (u, v)T ∈ D(A2) and set (f, g)T := A2U = (α1(u), α2(v))T . Observe
preliminarily that, owing to (H2), there exist constants ti > 0 and ki ∈ (0, 1] such that
kitαi(t) ≤ Λi(t) ≤ tαi(t), for all |t| ≥ ti, i = 1, 2. (4.23)
Since (α1(u), α2(v))
T ∈ X2, from (4.23), it follows that∫
Ω
Λ1(u)dx =
∫
{x∈Ω: |u(x)|<t1}
Λ1(u)dx+
∫
{x∈Ω: |u(x)|≥t1}
Λ1(u)dx
≤ |Ω|(Λ1(t1) + Λ1(−t1)) +
∫
Ω
uα1(u)dx <∞,
where a similar inequality holds for Λ2. Hence∫
Ω
Λ1(u)dx+
∫
∂Ω
Λ2(v)
dS
b(x)
<∞
and this shows that (u, v)T ∈ D(J2). Let V = (u1, v1)T ∈ D(J2). Note that by (4.13) and
(4.14), we have once more that
α1(u)(u1 − u) ≤ L1(u1)− L1(u) (4.24)
and
α2(v)(v1 − v) ≤ L2(v1)− L2(v). (4.25)
Therefore, on account of (4.24)-(4.25), it follows that∫
Ω
f(u1 − u)dx+
∫
Γ
g(v1 − v) dS
b(x)
=
∫
Ω
α1(u)(u1 − u)dx+
∫
∂Ω
α2(v)(v1 − v) dS
b(x)
≤ J2(V )− J2(U).
By definition, we have shown that (α1(u), α2(v))
T = ∂J2(U). Hence, U ∈ D(∂J2) and
A2U = ∂J2(U). This completes the proof. 
We will need the following results from semigroup theory and convex analysis.
Definition 4.3 ([2]). Let H be a real Hilbert space. Two subsets K1 and K2 are almost
equal, written as K1 ≃ K2, if K1 and K2 have the same closure and the same interior, that
is, K1 = K2 and int (K1) = int (K2) .
The following result is contained in [2, pp.173–174].
Theorem 4.4. Let A and B be subdifferentials of proper convex lower semicontinuous func-
tionals ϕ1 and ϕ2, respectively, on a real Hilbert space H with D(ϕ1) ∩ D(ϕ2) 6= ∅. Let C
be the subdifferential of the proper, convex lower semicontinuous functional ϕ1+ ϕ2, that is,
C = ∂(ϕ1 + ϕ2). Then
R(A) +R(B) ⊂ R(C) and Int (R(A) +R(B)) ⊂ Int (R(C)) . (4.26)
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In particular, if the operator A+B is maximal monotone, then
R (A+B) ≃ R (A) +R (B) (4.27)
and this is the case, if ∂(ϕ1 + ϕ2) = ∂ϕ1 + ∂ϕ2.
Here by R (A) +R (B) we mean
∪{Af +Bg : f ∈ D (A) , g ∈ D (B)}
= ∪{h+ k : (f, h) ∈ A, (g, k) ∈ B for some f, g ∈ H} .
We use the union symbol since A and B may be multi-valued. However, in our applications,
A and B will be single valued.
Let us recall that we want to solve the following problem:{ −∆u+ α1 (u) = f1 (x) in Ω,
b (x) ∂u
∂n
+ c (x) u− qb (x)∆Γu+ α2 (u) = f2 (x) on Γ. (4.28)
In order to solve (4.28), recall that A is the linear operator, defined in Section 2 (see
(2.11)). More precisely, A has the following operator representation:
A =
( −∆ 0
b ∂
∂n
cI − qb∆Γ
)
. (4.29)
Denote the null space of A by N (A) . Then U = (u, tr(u))T ∈ N (A) if and only if (by
definition) u is a weak solution of{ −∆u = 0 in Ω,
b (x) ∂u
∂n
+ c (x) u− qb (x)∆Γu = 0 on Γ, (4.30)
that is, u ∈ H1(Ω) with tr(u) ∈ H1(Γ) if q > 0 and∫
Ω
∇u · ∇vdx+
∫
Γ
cuv
dS
b
+ q
∫
Γ
∇Γu · ∇ΓvdS = 0, (4.31)
for all v ∈ H1(Ω) with tr(v) ∈ H1(Γ) if q > 0. In this case it is easy to see that u is a weak
solution of (4.30) if and only if u ∈ H1(Ω) with tr(u) ∈ H1(Γ), if q > 0, and (4.31) holds
for all v ∈ H1(Ω) with tr(v) ∈ H1(Γ), if q > 0. Hence, it is clear that the null space of
A is N (A) = R1 = {C1 :C ∈ R} if c ≡ 0 in (4.30), that is, N (A) consists of all the real
constant functions on Ω. We shall discuss this case first.
From now on, let A1 be the linear operator A corresponding to the case of c ≡ 0. Moreover,
let A3 be the subdifferential ∂J of the functional J, defined in (4.5)-(4.6), that is, A3 := ∂J =
∂ (J1 + J2) (see (4.18)-(4.20)). It follows, from the assumptions on the functions α1, α2 and
the results of Section 2, that Ai = ∂Ji, for each i = 1, 2, 3, where each Ji is a proper, convex
and lower semicontinuous functional on X2.
Let us recall the Fredholm alternative, which says that for any selfadjoint operator B with
compact resolvent and 0 /∈ ρ (B) , we have that the range R (B) = R (B) = N (B)⊥ . This
is the case with our operator A1, that is, we have
R (A1) = N (A1)⊥ = 1⊥ =
F ∈ X2 :
∫
Ω
Fdµ = 0
 , (4.32)
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where the measure µ is defined by dµ = dx|Ω⊕ dSb |Γ on Ω. Let us now define λ1, λ2 ∈ R+ by
λ1 =
∫
Ω
dx, λ2 =
∫
Γ
dS
b
(4.33)
so that µ
(
Ω
)
= λ1 + λ2. We also define the average of F with respect to the measure µ, as
follows:
aveµ (F ) :=
1
µ
(
Ω
) ∫
Ω
Fdµ =
1
µ
(
Ω
)
∫
Ω
f1dx+
∫
Γ
f2
dS
b
 , (4.34)
for every F = (f1, f2)
T ∈ X2.
We now restate Theorem 1.2.
Theorem 4.5. Let αi : R → R, i = 1, 2, satisfy (H1). Let c ≡ 0 in (4.28) and let
F = (f1, f2)
T ∈ X2. A necessary condition for the existence of a weak solution of (4.28) is
aveµ (F ) ∈ λ1R (α1) + λ2R (α2)
λ1 + λ2
, (4.35)
while a sufficient condition is that αi satisfies (H2) and
aveµ (F ) ∈ int
(
λ1R (α1) + λ2R (α2)
λ1 + λ2
)
. (4.36)
Assuming (H2), the condition (4.35) is both necessary and sufficient when λ1R (α1) +
λ2R (α2) is open, which holds if at least one of R (α1) , R (α2) is open.
Proof. Let αi : R→ R, i = 1, 2, satisfy (H1). Let F = (f1, f2)T ∈ X2 be given and let u be
a weak solution of (4.28) with c ≡ 0. Then (see Definition 1.1), u ∈ H1(Ω), α1(u) ∈ L1(Ω),
α2(tr(u)) ∈ L1(Γ), tr(u) ∈ H1(Γ) if q > 0 and∫
Ω
f1vdx+
∫
Γ
f2v
dS
b
=
∫
Ω
∇u · ∇vdx (4.37)
+
∫
Ω
α1(u)vdx+
∫
Γ
α2(u)v
dS
b
+ q
∫
Γ
∇Γu · ∇ΓvdS,
for all v ∈ H1(Ω)∩C (Ω) , if q = 0, and all v ∈ H1(Ω)∩C (Ω) with tr(v) ∈ H1(Γ), if q > 0.
Taking v = 1 in (4.37), we obtain∫
Ω¯
Fdµ =
∫
Ω
f1dx+
∫
Γ
f2
dS
b
=
∫
Ω
α1 (u) dx+
∫
Γ
α2 (u)
dS
b
∈ (λ1R (α1) + λ2R (α2)) ,
and so (4.35) holds. This proves the necessity.
For the sufficiency, let (4.36) hold and assume that αi satisfies (H2). To show that (4.28),
with c ≡ 0, has a weak solution u, it is enough to prove that F := (f1, f2) ∈ R(A3). To this
end, we will make use of (4.26) from Theorem 4.4 to show that F ∈ int(R(A1) +R(A2)) ⊂
R(A3). We know that −A1, −A2 and −A3 are m-dissipative on X2 and Ai = ∂Ji, for every
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i = 1, 2, 3, where each Ji, i = 2, 3, is a proper, convex and lower semicontinuous functional
on X2. Here, J3 = J1 + J2 has the effective domain D(J3) = D(J1) ∩D(J2) 6= ∅.
Let c1, c2 ∈ R, C = (c1, c2)T ∈ X2 and let C be the family of such vectors C in X2. Let
Q := {C ∈ C : ci ∈ R (αi) , i = 1, 2} .
Clearly Q ⊂ R (A2) , since ci = αi (di) for some constant function di on Ω (if i = 1) or on Γ
(if i = 2). Now let (4.36) hold for F ∈ X2. We must show F ∈ R (A3) . By (4.36) we may
choose C = (c1, c2)
T ∈ Q such that
aveµ (F ) =
λ1c1 + λ2c2
λ1 + λ2
∈ int
(
λ1R (α1) + λ2R (α2)
λ1 + λ2
)
,
where λ1, λ2 are given by (4.33). Then, for F ∈ X2, we have
F = [F − C] + C.
First, F − C ∈ R (A1) = N (A1)⊥ = 1⊥, since∫
Ω
(F − C) dµ =
∫
Ω
Fdµ− (λ1c1 + λ2c2)
=
∫
Ω
[F − aveµ (F )] dµ = 0.
Next, clearly C ∈ R (A2) . Thus, it is readily seen that F ∈ (R (A1) +R (A2)). Let now
ε > 0 be given. We want ε > 0 to be small enough, in particular, suppose
0 < ε <
1
2
dist
(
λ1c1 + λ2c2
λ1 + λ2
,K
)
,
where K consists of the endpoints of the interval I˜ = (λ1R (α1) + λ2R (α2)) / (λ1 + λ2) . Let
F˜ = (f˜1, f˜2)
T ∈ X2 satisfy
∥∥∥F − F˜∥∥∥
X2
< ε. We want to pick C˜ = (c˜1, c˜2)
T ∈ Q such that∥∥∥C − C˜∥∥∥
X2
< ε and aveµ
(
F˜
)
=
λ1c˜1 + λ2c˜2
λ1 + λ2
. (4.38)
To see how to do this, let Ji = R (αi) for i = 1, 2. Then ci ∈ Ji and
aveµ (F ) =
λ1c1 + λ2c2
λ1 + λ2
∈ int
(
λ1J1 + λ2J2
λ1 + λ2
)
. (4.39)
We may choose at least one of c˜1, c˜2, call it c˜k, to be less than ck, because ck cannot be the
left hand end point of Jk for both k = 1, 2, because of (4.36). In a similar way, we may
choose one of c˜1, c˜2, call it c˜l, to be larger than cl. Next,∣∣∣aveµ (F )− aveµ (F˜)∣∣∣ ≤ ∥∥∥F − F˜∥∥∥
X2
< ε,
by the Schwarz inequality. By this observation and (4.38)-(4.39), we can find C˜ = (c˜1, c˜2) ∈ Q
such that (4.38) holds. Thus, (R (A1) +R (A2)) contains an ε-ball in X2, centered at F, for
sufficiently small ε > 0. Thus,
F ∈ int (R (A1) +R (A2)) ⊂ int (R (A3)) ⊂ R (A3) ,
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by (4.26). Consequently, problem (4.28) is (weakly) solvable in the sense of Definition 1.1,
for any f1 ∈ L2 (Ω) , f2 ∈ L2 (Γ) , if (4.36) holds. This completes the proof. 
We will now give some examples as applications of Theorem 4.5.
Example 4.6. Let α1 (s) or α2 (s) be equal to α (s) = r |s|p−1 s, where r, p > 0. Then, it is
clear that α satisfies (H1) and that L(s) = Λ(s) = r
p+1
|s|p+1 also satisfies (H2). Note that
R (α) = R. Then, it follows that problem (4.28) with c ≡ 0 is solvable for any f1 ∈ L2 (Ω) ,
f2 ∈ L2 (Γ).
Example 4.7. Consider the case when c = q = α2 ≡ 0 in (4.28), that is, consider the
following boundary value problem:{ −∆u + α1 (u) = f1 (x) in Ω,
b (x) ∂u
∂n
= f2 (x) on Γ.
Then, by Theorem 4.5, this problem has a weak solution if∫
Ω
f1dx+
∫
Γ
f2
dS
b
∈ λ1int (R (α1)) ,
which yields the classical Landesman-Lazer result (see (1.3)) for f2 ≡ 0.
Example 4.8. Let us now consider the case when α1 ≡ 0 and α2 ≡ α, where α is a
continuous, monotone nondecreasing function on R such that α (0) = 0. The problem{ −∆u = f1 (x) in Ω,
b (x) ∂u
∂n
− qb (x)∆Γu+ α (u) = f2 (x) on Γ, (4.40)
has a weak solution if ∫
Ω
f1dx+
∫
Γ
f2
dS
b
∈ λ2int (R (α)) . (4.41)
For example, if we choose α (s) = arctan (s) in (4.40), (4.41) becomes the necessary and
sufficient condition ∣∣∣∣∣∣ 1λ2
∫
Ω
f1dx+
∫
Γ
f2
dS
b
∣∣∣∣∣∣ < π2 . (4.42)
Note that α(s) = arctan(s) satisfies (H1) and that L2(s) = Λ2(s) = s arctan(s)− ln
√
1 + s2
satisfies (H2).
Let us now turn to the case when c > 0 on a set of positive dS-measure (that is, c (x)
is not identically zero on the boundary Γ) and consider A11 to be the linear operator A of
(2.11) corresponding to this case. Since A11 = (A
1
1)
∗ ≥ 0 and A11 has compact resolvent, it
has a ground state Z =
(
z|Ω, z|Γ
)T
. That is, λ = min σ (A11) is a simple eigenvalue, λ > 0,
and N (A11 − λ) = {CZ : C ∈ R} for some positive function Z on Ω.
Before proceeding further, we find the ground state of A11 in a simple one-dimensional
example. Let Ω = (0, 1) , Γ = {0, 1}, b0 = b1 = 1, q = 0 and c0, c1 will be specified
in the sequel. Here bj = b (j) and cj = c (j) . We will choose cj, j = 0, 1 so that the
smallest eigenvalue of A11 is λ = 1. The required positive solution of z
′′
+ z = 0 has the form
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z (x) = cos (x− δ) (times a constant, which we take to be 1). We need to choose δ so that
z > 0 in [0, 1] and choose c0, c1 such that z satisfies the correct boundary conditions. The
boundary conditions are
− z (j) + (−1)j+1 z′ (j) + cjz (j) = 0, (4.43)
for j = 0, 1, since ∂/∂n = (−1)j+1 ∂/∂x and z′′ (j) = −z (j) at x = j ∈ {0, 1}. Since
z (0) = cos (δ) , z
′
(0) = sin (δ) , z (1) = cos (1− δ) and z′ (1) = sin (δ − 1) . Then (4.43)
implies
c0 = 1 + tan (δ) , c1 = 1 + tan (1− δ) . (4.44)
For δ ∈ (0.4, 0.6) , c0 and c1 are both positive. Next, for x ∈ [0, 1] , we have (x− δ) ∈
(−1, 1) ⊂ (−π
2
, π
2
)
, whence z is positive on [0, 1] .Moreover, for x ∈ [0, 1] , x−δ ∈ [−δ, 1− δ] ,
then choosing δ = 1/2, we have |x− 1/2| ≤ 1/2, cos (x− 1/2) ∈ [cos 1
2
, 1
]
and c0 = c1 =
1 + tan (1/2) .
Finally, we can use the above results to prove our first result for a similar elliptic problem
to (4.28) in this new case. As an application of (4.26) (see Theorem 4.4), we obtain the
following.
Theorem 4.9. Let c be a nonnegative function which is positive on Γ1 ⊂ Γ, where
∫
Γ1
dS > 0.
Let q = 0 and let α be a continuous, monotone nondecreasing function on R such that
α (0) = 0, α (±∞) = lim
s→±∞
α (s). Let F = (f1, f2)
T ∈ X2. Also, suppose that λ > 0 is the
smallest eigenvalue of A11 and let Z be a positive member of the one-dimensional eigenspace
of A4 := A
1
1 − λI. Here we view Z ∈ X2 as Z = (z1, z2)T : Ω → R, and Z corresponds to a
z1 ∈ C(Ω), with z2 = z1|Γ and z1 is a positive function on Ω. A necessary condition for the
existence of a weak solution for{ −∆u− λu+ α (u) = f1 in Ω,
∆u+ b (x) ∂u
∂n
+ (c (x) + λ)u = f2 on Γ
(4.45)
is
α (−∞) 〈Z, 1〉
X2
≤ 〈F, Z〉
X2
≤ α (+∞) 〈Z, 1〉
X2
, (4.46)
while a sufficient condition is that α satisfies (H2) and
α (−∞)
minZ
< 〈F, Z〉
X2
<
α (+∞)
maxZ
. (4.47)
Proof. For the necessity part, multiply the first equation of (4.45), the second equation of
(4.45) by z and integrate by parts; here Z = (z|Ω, z|Γ)T . Using the divergence theorem and
the fact that N (A11 − λ) = span {Z} , we obtain∫
Ω
α (u) zdx+
∫
Γ
α (v) z|Γ
dS
b
=
∫
Ω
f1zdx+
∫
Γ
f2z|Γ
dS
b
,
where U = (u, v)T with v = tr (u) is the solution of (4.45) with F = (f1, f2)
T . Since Z > 0,
this equation becomes
〈F, Z〉
X2
〈Z, 1〉
X2
=
〈α, Z〉
X2
〈Z, 1〉
X2
∈ [α (−∞) , α (+∞)] ,
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and the necessary condition (4.46) follows. If α (−∞) < α (r) for all r ∈ R, then the endpoint
α (−∞) can be excluded. A similar remark applies to α (+∞) .
The sufficiency proof is like that of Theorem 4.5, but Z is not a constant. By the Fredholm
alternative, we have
R (A4) = N (A4)⊥ =
{
F ∈ X2 : 〈F, Z〉X2 = 0
}
. (4.48)
Let us also define the nonlinear operator A5U = (α (u) , 0)
T , for (u, v)T ∈ D (A5) such
that
D (A5) =
{
(u, v)T ∈ X2 : u has a trace tr (u) = v and (α (u) , 0)T ∈ X2
}
. (4.49)
Let us recall that, due to Theorem 4.1, we know that −A4, −A5, are m-dissipative on X2
and Ai = ∂Ji, for every i = 4, 5 and each Ji is a proper, convex and lower semicontinuous
functional on X2. Let J6 := J4 + J5 with domain D(J6) := D(J4) ∩ D(J5) 6= ∅. Then J6 is
a proper, convex and lower semicontinuous functional on X2. Let A6 := ∂(J4 + J5). Then
−A6 is m-dissipative on X2. It follows, from (4.26), that
R (A4) +R (A5) ⊂ R (A6) and int (R (A4) +R (A5)) ⊂ int (R (A6)) . (4.50)
Suppose now that Z is a positive unit vector in N (A4) (recall that A4 = A11 − λI), that is,
λ = min σ (A4) , A
1
1Z = λZ, ‖Z‖X2 = 1 and Z > 0. For F ∈ X2, we have
F =
[
F − 〈F, Z〉
X2
Z
]
+ 〈F, Z〉
X2
Z ∈ R (A4) +R (A5) ,
provided that
α (−∞) < 〈F, Z〉
X2
Z < α (+∞)
holds pointwise on Ω. But for, F˜ = (f˜1, f˜2)
T ∈ X2 and
∥∥∥F − F˜∥∥∥
X2
< ε, we have again∥∥∥∥〈F˜ , Z〉
X2
Z − 〈F, Z〉
X2
Z
∥∥∥∥
X2
=
∥∥∥∥〈F˜ − F, Z〉
X2
Z
∥∥∥∥
X2
(4.51)
≤
∥∥∥F − F˜∥∥∥
X2
< ε,
so then α (−∞) <
〈
F˜ , Z
〉
X2
Z < α (+∞) on Ω, for ε > 0 small enough. It follows that
F ∈ int (R (A4) +R (A5)) ⊂ int (R (A6)) ⊂ R (A6) ,
by (4.50). This completes the proof of our theorem. 
Remark 4.10. When λ = 0 and Z ≡ 1, we have, using a different normalization, ‖Z‖2
X2
=
µ
(
Ω
)
= λ1+λ2, minZ = maxZ = 1; in this case, it turns out that (4.47) reduces to (4.36).
Remark 4.11. Of course the result in Theorem 4.9 is interesting only when
α (−∞)
minZ
<
α (+∞)
maxZ
.
But this always holds unless α ≡ 0.
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Example 4.12. In the context of Theorem 4.9, let us now consider the one dimensional
problem: { −u′′ + u+ α (u) = f1 in Ω = (0, 1) ,
−u (j) + (−1)j+1 u′ (j) + cju (j) = f j2 , j = 0, 1,
(4.52)
where cj are given by (4.44) with δ = 1/2. It follows from (4.47) that, for (4.52) to have at
least one solution, it suffices to have
α (−∞)
cos (1/2)
<
1∫
0
f1 (x) cos (x− 1/2) dx+
(
f 02 + f
1
2
)
cos (1/2) < α (+∞) . (4.53)
Moreover, choosing α (u) = r |u|p−1 u, r, p > 0 in the first equation of (4.52), then (4.53)
yields at least one solution to (4.52) for any f1 ∈ L2 (0, 1) and f j2 ∈ R, j = 0, 1.
Finally, let us consider as an application of our main theorems, an example for which
q > 0, that is, ∆Γ is present in the boundary conditions for our nonlinear elliptic problems
(4.45). For this purpose, let Ω be the two dimensional box (0, 1)2 ⊂ R2, b (x, y) ≡ 1, for all
(x, y) ∈ Γ = Γ1∪Γ2∪Γ3∪Γ4, q > 0 and ci (x, y) will be determined in the sequel. The lines Γi
and ci will be defined below. We will choose ci (x, y) , so that the smallest eigenvalue of A
1
1 is
λ = 2. The positive solution of ∆z+2z = 0 has the form z (x, y) = cos (x− 1/2) cos (y − 1/2)
(times a constant, which we take to be 1). Note that z (x, y) > 0 on Ω = [0, 1]2. Thus, we
need to choose positive ci (x, y) for each i = 1, 2, 3, 4 such that z (x, y) satisfies the correct
boundary conditions. The boundary conditions are
−2z − zy + c1 (x, y) z − qzyy = 0 for (x, y) ∈ Γ1 = {(x, 0) : x ∈ [0, 1]} ,
−2z + zx + c2 (x, y) z − qzxx = 0 for (x, y) ∈ Γ2 = {(1, y) : y ∈ [0, 1]} ,
−2z + zy + c3 (x, y) z − qzyy = 0 for (x, y) ∈ Γ3 = {(x, 1) : x ∈ [0, 1]} ,
−2z − zx + c4 (x, y) z − qzxx = 0 for (x, y) ∈ Γ4 = {(0, y) : x ∈ [0, 1]} ,
(4.54)
since ∂/∂n equals ∂/∂x and ∂/∂y along the lines Γ2 and Γ3, respectively and ∂/∂n equals
−∂/∂x and −∂/∂y along the lines Γ4 and Γ1, respectively. Moreover, we note that ∆Γ equals
∂/∂y2 along Γ1 ∪Γ3 and ∂/∂x2 along Γ2 ∪Γ4, respectively. Calculating in (4.54), we obtain,
for any q ∈ (0, q±) , q± = 2 cos (1/2)± tan (1/2) , the functions
c1 (x, y) = q± − q + d1 (y) ,
c2 (x, y) = q± − q + d2 (x) ,
c3 (x, y) = q± − q + d3 (y) ,
c4 (x, y) = q± − q + d4 (x) ,
(4.55)
where di are nonnegative, continuous functions on [0, 1] such that d1 (0) = d4 (0) = 0 and
d2 (1) = d3 (1) = 0. Note that ci > 0 on Γi for each i.
Example 4.13. Let us now consider the boundary value problem in the open rectangle Ω =
(0, 1)2:
−∆u+ 2u+ α (u) = f1 in Ω, (4.56)
endowed with the boundary conditions of (4.54), except that now the zero values on the right
sides of these equalities are replaced by the functions f 12 , f
2
2 , f
3
2 and f
4
2 , respectively. Let ci
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be the functions defined in (4.55). It follows from (4.47) that for (4.56) to have at least one
solution, it suffices to have
α (−∞)
cos2 (1/2)
< J < α (+∞) , (4.57)
where
J =
1∫
0
1∫
0
f1 (x, y) cos
(
x− 1
2
)
cos
(
y − 1
2
)
dxdy +
4∑
i=1
∫
Γi
f i2zdSi
and each
∫
Γi
dSi denotes the path integral corresponding to each line Γi. Moreover, choosing
α (u) = r |u|p−1 u, r, p > 0 in the (4.56), then (4.57) yields at least one solution to (4.56),
for any f1 ∈ L2 (Ω) and f i2 ∈ L2 (Γi), i = 1, 2, 3, 4.
We conclude the paper by stating sufficient conditions for (4.27) (see Theorem 4.4) to hold.
It is worth mentioning, however, that such conditions are not necessary to prove Theorem
4.5, but that the results below have an interest on their own. We consider the following
growth conditions for a function α : R→ R:
(GC1) N = 1. No growth condition on α.
N = 2. The function α is bounded by a power:
|α (s)| ≤ C (1 + |s|r) , for all s ∈ R, (4.58)
where C, r are positive constants.
N = 3. (4.58) holds with r = N/ (N − 2) .
(GC2) This is (GC1), modified by replacing r = N/ (N − 2) by r = (N − 1) / (N − 2) in
the case N ≥ 3 and q > 0, and replacing r = N/ (N − 2) by
r =
{
any number, if N = 3
N−1
N−3
, if N ≥ 4.
We start with the following.
Proposition 4.14. Let α1, α2 : R→ R satisfy (H1). Assume that
(α1(u), α2(u))
T ∈ X2, for all u ∈ H1 (Ω) , if q = 0, (4.59)
(α1(u), α2(u|Γ))
T ∈ X2, for all (u, tr (u))T ∈ H1(Ω)×H1(Γ), if q > 0. (4.60)
Let A1, A2 and A3 be as in the proof of Theorem 4.5. Then
A1 + A2 = A3 and R(A1) +R(A2) ≃ R(A3). (4.61)
Proof. Let us first recall that, from Theorem 3.2, D(A1) equals either H
2(Ω) or H2∗ (Ω),
according to whether q = 0 or q > 0. Moreover,
A1U = (−∆u, b(x)∂nu− qb(x)∆Γu)T .
The operators A2, A3 are given in (4.20) and (4.18)-(4.19), respectively. Since A1 = ∂J1,
A2 = ∂J2 and A3 = ∂J3 := ∂(J1+J2) with D(J1)∩D(J2) 6= ∅, it follows that A1+A2 ⊂ A3.
Hence, D (A1)∩D (A2) ⊂ D (A3). We claim that A3 = A1+A2. To show this we must prove
D (A3) ⊂ D (A1) ∩D (A2) .
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Assume (4.59) and let U = (u, u|Γ)
T ∈ D(A3). Then U ∈ D0, and from (4.18),
−∆u+ α1(u) ∈ L2(Ω), ∂u
∂n
+ α2(u) ∈ L2(Γ), if q = 0.
Therefore, u ∈ H1(Ω), ∆u ∈ L2(Ω) and ∂u
∂n
∈ L2(Γ). Since Ω is smooth, elliptic regularity
implies that u ∈ H2(Ω). Hence, U ∈ D (A1) ∩ D (A2) , if q = 0. If q > 0, one also
has that ∂u
∂n
− qb(x)∆Γu + α2(u) ∈ L2(Γ) and tr (u) ∈ H1(Γ). Since u ∈ H2(Ω), and
α2(u) ∈ L2(Γ), by (4.60), we also have that ∆Γu ∈ L2(Γ). Elliptic regularity also implies
that tr (u) ∈ H2(Γ). Hence, U ∈ D (A1) ∩ D (A2) , if q > 0. It is easy to verify that,
for every U ∈ D (A3) = D (A1) ∩ D (A2), A3U = A1U + A2U . The statement (4.61) is a
straightforward consequence of (4.27). The proof is finished. 
The following corollary is a consequence of Proposition 4.14.
Corollary 4.15. Let α1, α2 : R→ R be continuous, monotone nondecreasing functions sat-
isfying the growth conditions (GC1)-(GC2). Then (4.59)-(4.60) are fulfilled and therefore,
(4.61) holds.
Proof. To prove this result, we need the following properties of Sobolev spaces. Since the
domain Ω has smooth boundary Γ, one has the following:
(1) If N = 1, H1(Ω) →֒ C(Ω¯).
(2) If N = 2, H1(Ω) →֒ Lp(Ω), for every p ∈ [1,∞) and H1(Γ) →֒ C(Γ).
(3) If N ≥ 3, H1(Ω) →֒ L 2NN−2 (Ω).
(4) If N = 3, H1(Γ) →֒ Lq(Γ), for every q ∈ [1,∞).
(5) If N ≥ 4, H1(Γ) →֒ L 2(N−1)N−3 (Γ).
Now, let Ω˜ denote either Ω or Γ and suppose that q ≥ 0. Then the regularity proper-
ties of u ∈ H1 (Ω) , if q = 0, u|Γ ∈ H1 (Γ) , if q > 0 given in the five points above, and
|α (s)| ≤ C (1 + |s|r) imply that α (u) ∈ L2(Ω˜), provided that (GC1)-(GC2) are satisfied.
In particular, it is easy to check that αi (u) ∈ L2(Ω˜), for i = 1, 2. This completes the
proof. 
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