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We investigate periodic optomechanical arrays as reconfigurable platforms for engineering the
coupling between multiple mechanical and electromagnetic modes and for exploring many-body
phonon dynamics. Exploiting structural resonances in the coupling between light fields and collec-
tive motional modes of the array, we show that tunable effective long-range interactions between
mechanical modes can be achieved. This paves the way towards the implementation of controlled
phononic walks and heat transfer on densely-connected graphs as well as the coherent transfer of
excitations between distant elements of optomechanical arrays.
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I. INTRODUCTION
Optomechanical systems (OMS), naturally lying in the
intersection between optical technologies and electronics,
play a major role in communication and information-
processing sciences [1]. Recent advances in the fabrica-
tion of high-quality mechanical resonators and their inte-
gration with electromagnetic fields have allowed to bring
the control of mechanical motion to, or close to, the quan-
tum regime, with potential applications in areas as differ-
ent as metrology and sensing, quantum information pro-
cessing, and tests of the fundamental laws of physics [2–
4]. While these investigations have principally focused
on the interplay between electromagnetic radiation and
single mechanical resonators, multi -element OMS are be-
ginning to be actively studied theoretically [5–18], as well
as experimentally [19–24]. The motivations for explor-
ing their potential are manifold. First, their multi-mode
nature makes them well suited for applications in com-
munication technology [1, 10]. In addition, they hold
the promise for enhanced performance in quantum op-
tomechanics and metrology [14, 15]. Finally, the com-
mon interaction of several mechanical elements with one
or more electromagnetic fields allows, in principle, for the
engineering of complex long-range interactions among the
mechanical components, paving the way to the investi-
gation of quantum many-body phenomena with macro-
scopic elements [8, 14, 16, 17, 25]. A key challenge in
OMS is to engineer reconfigurable systems, in which the
interactions are not predetermined by the bulk proper-
ties of the system but can be tailored and switched on
or off. This would open the way towards, e.g., efficient
and controlled manipulation of heat transfer and single
excitations in optomechanical arrays.
∗ Corresponding author. andre.xuereb@um.edu.mt
In this paper we propose to use periodic optomechani-
cal arrays as reconfigurable platforms for engineering the
coupling between multiple mechanical and electromag-
netic modes. Such a device operates in a regime where
the array is transmissive and light permeates through the
structure. This allows both for the enhancement of the
optomechanical response [14] and the coupling to spe-
cific collective motional modes of the array [17]. We
show that effective long-range phonon–phonon interac-
tions can be achieved by addressing these transmissive
modes. Arising from structural resonances defined by
the light fields, these interactions are naturally tunable
and reconfigurable. We provide two illustrations of con-
trolled many-body dynamics made possible in this set-
ting: (i) In the bad-cavity regime of optomechanics, the
structure acts as a beamsplitter array for phonons with
effective long-range mode coupling, enabling the inves-
tigation of phononic random walks on highly-connected
graphs and controlled transfer of heat between distant
elements in the array. (ii) In the good-cavity regime, co-
herent and reconfigurable transfer of single excitations is
shown to be possible between distant array elements.
These results should enable the investigation of, e.g., non-
standard heat transport and thermodynamics as well as
excitation and information transfer in a wide range of
periodically ordered OMS, e.g., nanoelectromechanical
resonators [26, 27], microtoroids [28, 29], dielectric mem-
branes [30] or particles [31], optomechanical crystals [32],
or cold atoms [24]. The engineering of genuine quantum
many-body effects in such an array of mesoscopic systems
will provide an additional element into the “mechanical
quantum simulator” that we propose here. This will al-
low for addressing, e.g., fundamental issues related to the
persistence of quantum features in multi-element systems
with comparatively large masses, dimensions, and at fi-
nite temperature. While these conditions would normally
imply Newtonian mechanics, the results presented here
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FIG. 1. (Color online) Top: Notation used for referring to
the mirrors (index j) and light fields (l). Bottom: Optome-
chanical coupling for the ‘transmissive’ modes l = 1 (squares),
l = 2 (circles), and l = 3 (triangles) in a 6-element array.
suggest that clear signatures of non-classical behavior can
persist even in such a mesoscopic simulator.
II. GENERIC MODEL
We consider the dynamics of an externally driven op-
tomechanical system composed of N identical mechanical
elements, here dubbed ‘mirrors,’ and N−1 optical cavity
modes. The mirrors are modeled as harmonic oscillators
with annihilation operators bˆj , vibrational frequency ω,
and decay rate γ. The lth optical mode is detuned by
∆l with respect to its driving field, has a decay rate κ,
and is described by the annihilation operator aˆl. Here,
j = 1, . . . , N and l = 1, . . . , N−1. We treat the mechani-
cal oscillators as a periodic array of lossless 1D scatterers
operating in the Lamb–Dicke regime. Such an array dis-
plays N − 1 optical resonances for which the effective
reflectivity vanishes [14, 33] and for which the ‘transmis-
sive’ light modes strongly couple to collective motional
modes of the array [14, 17]. The Hamiltonian of the sys-
tem reads (see Appendix) (~ = 1)
Hˆ =
∑
j,l
[
ωbˆ†j bˆj+∆laˆ
†
l aˆl+l,j(glaˆ
†
l +g
∗
l aˆl)(bˆ
†
j+ bˆj)
]
, (1)
where the ‘coupling vectors’ l = (l,j)j are dimension-
less, have unit norm, and are determined mainly by the
optical properties of the system. In the case of a peri-
odic array of identical scatterers, at the frequencies where
the array is transparent these vectors take the sinusoidal
form l,j ∝ sin[2pil(j−1/2)/N ] [17]. The optomechanical
couplings of the elements thus have a long-ranged sinu-
soidal profile spanning the whole array (Fig. 1). Each
complex frequency gl ∝ αl is determined by the mean
field amplitude of the respective mode (αl) and the over-
all optomechanical coupling strength multiplying l.
Hamiltonian (1) allows for the engineering of a flexible
toolbox for the manipulation of phonon dynamics in an
j
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FIG. 2. (Color online) Coupling matrices: El = [l,jl,j′ ]j,j′ ,
which determine how excitations flow throughout the array,
for N = 6. Left to right: l = 1, 2, 3; l = 4 (5) is identical to
l = 2 (1). Positive values in magenta, negative in blue.
optomechanical array. In the following we shall investi-
gate two regimes: (i) In the ‘bad-cavity’ regime (κ ω)
we derive an effective Hamiltonian for the mechanics and
investigate phonon diffusion and heat transfer through
the array. (ii) In the ‘good-cavity’ regime (κ  ω) we
derive an analytical expression for the matrix describing
the unitary evolution, which allows for the engineering of
controlled coherent phonon dynamics.
III. BAD-CAVITY LIMIT
By generalizing the standard procedure [34], the op-
tical fields can be eliminated from the dynamics of
the optomechanical system provided that |gl|  ω 
κ. This yields the effective linear-coupling Hamilto-
nian Hˆeff =
∑
l,j,j′ βll,jl,j′ bˆ
†
j bˆj′ (see Appendix) with
βl = 2|gl|2∆l(∆2l −ω2 +κ2)/[(∆2l −ω2−κ2)2 + (2∆lκ)2].
The matrices El = [l,jl,j′ ]j,j′ , illustrated in Fig. 2 for
N = 6, and the tuning of βl, performed by adjusting
gl and ∆l, determine how excitations spread through the
array. The resulting system is the phononic analog of the
random walks explored in Refs. [35–42]. Using the vec-
tors l to build an orthonormal ‘similarity’ matrix P , we
can cast the evolution of the operators describing the me-
chanical modes as 〈bˆ(t)〉 = (PTe−iβtP )〈bˆ(0)〉 (see Ap-
pendix), where β = (βlδl,j)l,j . In a similar fashion to
Ref. [43], the matrix P can be decomposed into linear
optics components (cf. Fig. 3), allowing a general and
physically transparent description of the dynamics, and
illustrating the way phonons flow through the array.
Figure 4 illustrates a situation where phonons are ini-
FIG. 3. (Color online) Decomposition of the Heisenberg-
picture propagator for the vector bˆ [43]. P is decomposed
into beam-splitters (gray; at 45◦) and phase shifters (green;
horizontal and vertical); adding randomness influences the
spread of phonons in the array. We show N = 4.
310-4
10-2
100
 
(a)
10-4
10-2 
(b)
10-4
10-2 
(c)
10-4
10-2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
 
(d)
P
op
u
la
ti
on
s
Element number
FIG. 4. (Color online) A random walk for phonons. Starting
from (a) a coherent state launched from the 6th element in a
20-element array, the final populations (b) in the absence of
randomness mimic the vector l (we use l = 1 here). (c) Ran-
domizing the phase-shifts in the evolution yields a quasi-flat
population distribution, whereas (d) randomizing the trans-
missivity (parametrized as an angle [43]) yields a highly lo-
calized distribution. The random angles were drawn from a
distribution with mean zero and standard deviation pi; each
plot represents an average over 10 000 realizations. (βl>1 = 0,
evolution time t = pi/β1; β1  ω is arbitrary.)
tially prepared in a coherent state localized at one el-
ement of the optomechanical array [panel (a)]. As ex-
pected, panel (b) shows that Hˆeff imposes a final pop-
ulation distribution with a sinusoidal shape mimicking
that of (|l,j |2)j . [It can be demonstrated numerically
that if the coherences between the different modes are
set to zero after each step in the interferometer, the re-
sulting “classical” distribution does not bear any resem-
blance to (|l,j |2)j .] Furthermore, we find that the popu-
lation distribution can be modified by a proper design of
the effective beam splitters and phase shifters described
above [44]. As examples of this flexibility in the ma-
nipulation of phonon dynamics, we impose two kinds of
randomness on the system: (i) a random phase offset to
the phase shifters making up β, which can be generated
by adding noise to the optical parameters; and (ii) a ran-
domization of the transmission of the beam-splitters in
the decomposition of P , which corresponds to perturb-
ing l,j , i.e., changing the properties of the mechanical
elements [17]. In the former case, Fig. 4(c) shows that
averaging over many realizations of random phase dis-
tributions yields almost uniform phonon populations. In
the latter case, panel (d) shows that disorder has instead
the opposite effect: the probability distribution collapses
into a highly-localized one with significant population
only at the element where the excitation was injected.
Combinations of these possibilities can be realized, re-
sulting in a flexible control of the type of phonon walk to
be implemented.
Let us now explore the flow of heat throughout the
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FIG. 5. (Color online) Heat diffusion in optomechanical ar-
rays. Top: We evaluate the mean excitation number on each
of 20 elements as a function of time; initially each element is
in thermal equilibrium with the bath that it is in contact with
in the absence of light. The optical field causes excitations to
flow from the ‘hotter’ element to the rest of the array. In
marked contrast with a nearest-neighbor coupling (bottom),
the flow does not take place via conduction through adjacent
elements, but is mediated by the optical field and occurs to
the entire array simultaneously. (γ/ω = 5× 10−5, κ/ω = 6.4,
∆l/ω = −1, g1/ω = 0.3, g>1 = 0, n¯ = 10, ∆n = 20. The
nearest-neighbour coupling strength was chosen to be 0.3ω.)
array. The Hamiltonian Hˆ described above is quadratic
and therefore preserves the Gaussian nature of any input
state of this kind. With this in mind, we constrain the
present analysis to the set of Gaussian states. Each of the
mechanical elements is coupled to a Markovian bath char-
acterized by a temperature giving rise to a mean number
of excitations n¯j in element j. We choose n¯j = n¯+∆n δj,J
for 1 ≤ J ≤ N . Therefore, each phonon bath has a
mean number of excitations n¯ except for that of element
J , which has n¯ + ∆n. The heat dynamics in the ar-
ray is then analyzed by solving the differential equation
governing the evolution of the covariance matrix of the
(2N − 1)-partite system [45].
The adiabatic elimination discussed previously yields a
system of N harmonic oscillators coupled not only to
the aforementioned N thermal baths, but also to N − 1
shared reservoirs. These reservoirs, which arise through
the coupling of each optical field to collective mechanical
modes [17], complicate the picture and prevent the stan-
dard identification of ‘heat flowing through an element’
in the spirit of Ref. [46]. The alternative we explore in
this section is to calculate the occupation number of the
N mechanical elements and infer from this the effective
heat flow through the array.
The results, illustrated in Fig. 5, exhibit two ‘non-
standard’ behaviors that are intimately tied with the
properties of the optomechanical system under consid-
eration. First, this system exhibits static reconfigura-
bility, i.e., the form of the steady-state phonon popu-
lation distribution can be chosen by changing which of
the optical fields is used to induce the indirect couplings
between them. Whilst it is not possible to choose an
arbitrary distribution, owing to the symmetry of the ef-
fective Hamiltonian, this choice still admits considerable
flexibility. Second, the flow of energy from one mechan-
ical element to another takes place indirectly, through
4the cavity field. It therefore proceeds at a similar rate
throughout the entire array, governed not by the distance
between the source element J and the element in ques-
tion but by the coupling constant of the latter to the
optical field. A corollary of this is: if l,j′ = 0 for some
j′, one can speak of heat flow from the element J < j′ to
another element j > j′ without necessitating any form
of heat conduction through element j′ itself. This situa-
tion occurs, e.g., for l = 1 and j′ = (N + 1)/2 whenever
N is odd [17]. For even N , the elements closest to the
center of the array are the least affected. What distin-
guishes optically-mediated from direct coupling is thus
(i) reconfigurability; and (ii) timescales, as excitations
flow to every element simultaneously in the optical case,
rather than sequentially. These studied interactions en-
able the study of heat transfer and thermodynamics in
non-standard settings [47, 48]. The parameters selected
for plotting Fig. 5 were such that for ∆n = 0 the steady-
state occupation numbers were, to a good approximation,
all equal to n¯, regardless of the cooling effects of the op-
tomechanical coupling.
IV. GOOD-CAVITY LIMIT
We now turn to the ‘good-cavity’ regime, for which
κ |gl|  ω. This allows us to neglect the non-unitary
dynamics in an approximate picture if we confine our-
selves to times  1/κ. Upon setting ∆l = −ω, moving
into a rotating frame with respect to the free Hamiltonian
(i.e., Hˆ with gl = 0 ∀ l), and neglecting rapidly-oscillating
terms in the Hamiltonian, we obtain the evolution oper-
ator
Uˆ(t) = exp
[−it∑j,l l,j(glaˆ†l bˆj + g∗l aˆlbˆ†j)] . (2)
Our interest lies in the coherent shuttling of single exci-
tations around the system. We therefore constrain our-
selves to the single-excitation subspace and express the
state vector as a (2N − 1)-dimensional vector with the
first N − 1 (last N) entries representing the probability
amplitude of the excitation to be found in the respective
optical (mechanical) mode. To simplify the notation, let
us define the matrix Λ = [ig∗l l,j ]l,j (N columns, N − 1
rows). It can then be shown that the unitary evolution
matrix can be written in the block-matrix form (see Ap-
pendix)
U(t) =
[
u11 u12
−u†12 u22
]
, (3)
where u11 = cos
(
t
√
ΛΛ†
)
, u22 = cos
(
t
√
Λ†Λ
)
, and
u12 = −Λ sin
(
t
√
Λ†Λ
)(√
Λ†Λ
)−1
[49].
In principle, this evolution can even be dynamically
reconfigurable if we allow for the possibility that the am-
plitudes gl of the optical modes can be changed on a
timescale 1/ω, and therefore significantly shorter than
any other timescale of the problem. The implementation
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FIG. 6. (Color online) Phonon shuttling in an optomechani-
cal array. Shown are (top to bottom) the populations in two
optical fields and four mechanical elements, offset for clar-
ity. Shaded regions denote when the mean component of the
optical field is nonzero. (a) ‘Hold-and-switch’ protocol: A
phonon on element 1 is transferred to a superposition and
then to element 4. (b) A phonon initially in a superposition
state between elements 1 and 4 is transferred into an exci-
tation shared between the mechanical 2 and 3 and the light
fields. For ω  κ the short-time dynamics is not affected ap-
preciably upon inclusion of dissipation (see Appendix). (‘Off’
amplitudes gl = 0, ‘on’ amplitudes gl = Ω; Ω  ω is arbi-
trary.)
of this is discussed in detail in the Appendix; we note
that it is crucial that this switching occurs when the me-
chanical and optical subsystems are uncorrelated and no
excitations reside in the optical subsystem. With this in
mind, we can therefore string together sequences of U(•),
between which the amplitudes gl are changed instanta-
neously. The result of this procedure is a set of linear
equations that allow us to engineer the route of an ex-
citation through the array. As an example, we illustrate
the case for N = 4, where the fact that |l,j | = 12 indepen-
dently of l and j allows for particularly simple protocols
to be devised. We demonstrate our ideas by means of the
two different examples shown in Fig. 6: (a) By switching
the amplitudes of two fields, we transport a phonon from
mirror 1 to mirror 4, and (b) starting from an initial su-
perposition of the phonon on mirrors 1 and 4, we end up
with a polariton oscillating between mirrors 2 and 3 and
the light fields.
V. DISCUSSION AND OUTLOOK
We have investigated collective dynamics in multi-
mode OMS with the goal of simulating many-body ef-
fects. The dynamical regimes considered in our anal-
ysis showcases distinctive possibilities, ranging from
diffusion-like propagation of phononic excitations across
the array to the controlled transfer of phonons between
targeted elements of the mechanical system. Other
regimes of interest could be similarly explored. For in-
stance, operating with blue-detuned cavity fields would
allow for investigating collective self-oscillations and syn-
5chronization [16] in such systems; exploiting the intrin-
sic nonlinearity of the optomechanical coupling could en-
able simulation of many-body models (e.g., the Bose–
Hubbard Hamiltonian) [51] or quantum information pro-
cessing [52] with mechanical systems; and using ring cav-
ities would allow exploring geometric phases [18]. Such
studies are promising for engineering non-trivial many-
body dynamics, a possibility we plan to pursue in future
works addressing dissipative quantum state engineering,
dynamical phase transitions, and fluctuation theorems of
thermodynamics origin [53–55].
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Appendix A: Choice of working point: Linearization
Throughout the main text, we worked exclusively in
the linearized domain, assuming that the single-photon
coupling strength between each of the mechanical el-
ements and the optical fields is small. As is well-
known [3, 4], upon application of a strong driving field
this means that the effective optomechanical coupling
strength is equal to the single-photon coupling strength
multiplied by the square-root of the expectation value
of the photon number inside the relevant optical mode.
This photon number can be chosen arbitrarily through
the strength of the driving field and, therefore, so can
the effective coupling strength. This means that we do
not need to optimize the parameters of the system (in the
optical case, this would mean having to carefully choose
highly-reflective mirrors and a small cavity) as done when
trying to obtain strong single-photon coupling: What
we require is simply that the physical configuration is
chosen such that the system is in the transmissive con-
figuration defined in Ref. [14]. We note, however, that
experimental limitations (including absorption and lim-
ited laser power) and optomechanical instabilities act to
limit the maximum effective coupling strength achievable
in any one set-up. Under such conditions, it may still be
advantageous to design the system to optimise the single-
photon coupling strength.
This choice of working point is crucial in distinguishing
the family of systems we explore from that proposed in
Ref. [15] and others in the literature. Indeed, our proto-
cols require:
1. at least two optical modes interacting with different
mechanical oscillators, and
2. that the resulting collective mechanical oscillators
being different superpositions of the same physical
oscillators.
Appendix B: Adiabatic elimination of the optical
field in the optomechanical master equation
Here we briefly go through the steps for adiabatically
eliminating the cavity field from the master equation
describing an optomechanical system consisting of one
optical field (annihilation operator aˆ) interacting with
one mechanical mode (bˆ). Our treatment follows that
in Ref. [56], the Supplementary Information of Ref. [13],
and §5.1.2 in Ref. [57]. We begin by splitting the optome-
chanical Hamiltonian [58] that describes linear coupling
to the optical field into the free (Hˆ0) and interaction (Hˆ1)
parts:
Hˆ0 = ωbˆ
†bˆ −∆aˆ†aˆ , and Hˆ1 = −g
(
bˆ+ bˆ†
)
aˆ†aˆ , (B1)
together with the cavity-driving Hamiltonian Hˆd =
i
√
2καin
(
aˆ†−aˆ), where the (coherent) driving field ampli-
tude αin is taken to be real for simplicity. To account for
non-unitary dissipative processes, we consider the den-
sity matrix % for the composite system and introduce the
superoperators
D[cˆ]% := 2cˆ%cˆ† − cˆ†cˆ%− %cˆ†cˆ , (B2)
and
Dth[cˆ] :=
(
nth + 1
)
D[cˆ] + nthD[cˆ
†] , (B3)
where nth represents the mean number of excitations in
the bath that cˆ is coupled to. Given the decay rates κ
and γ for aˆ and bˆ, respectively, we can now write the
master equation of our system as
%˙ = −i[Hˆ0 + Hˆ1 + Hˆd, %]+ κD[aˆ]%+ γDth[bˆ]% . (B4)
Our first step is to define two unitary transformations
Uˆa and Uˆb, which act on aˆ and bˆ, respectively, via the
relations
Uˆa aˆ Uˆ
†
a = aˆ+ α and Uˆb bˆ Uˆ
†
b = bˆ+ β . (B5)
6These are used to transform our master equation to
(i) eliminate Hˆd, and (ii) shift aˆ and bˆ to have zero mean
value. The resulting Hamiltonian can be truncated to be
quadratic in the operators, and can be written
ωbˆ†bˆ−∆aˆ†aˆ− g(bˆ+ bˆ†)(α∗aˆ+ αaˆ†) , (B6)
after a redefinition of ∆ to absorb β. Let us call these
three terms Hˆs, Hˆb, and Hˆi, respectively. At this point
we define the system (‘s’), bath (‘b’), and interaction (‘i’)
Liouvillians as follows:
Ls% := −i
[
Hˆs, %
]
+ γDth
[
bˆ
]
% , (B7)
Lb% := −i
[
Hˆb, %
]
+ γD[aˆ]% , (B8)
and
Li% := −i
[
Hˆi, %
]
, (B9)
and our master equation reads %˙ =
(Ls +Lb +Li)%. We
are interested in an equation of motion for the density
matrix with aˆ eliminated from it. Our treatment will
only be valid to lowest order in g. We define an operator
P such that
P% := ρc ⊗ Trc % , (B10)
which projects % onto a tensor product of the vacuum
state for the cavity (ρc), which is the steady-state solu-
tion for the bath master equation, and the reduced den-
sity matrix where the cavity field has been traced out. It
is easy to see that P is a projection operator (P2 = P)
and that, if we define I as the identity operator, so is
Q = I− P. Two properties of these operators are partic-
ularly useful to us [57, §5.2.1]:
PLiP = 0 , and (B11)
Q
(Ls + Lb) = (Ls + Lb)Q . (B12)
By projecting our master equation, we therefore obtain
P%˙ = P
(Ls + Lb)P%+ PLiQ% , and (B13)
Q%˙ = Q
(Ls + Lb + Li)Q%+QLiP% . (B14)
The adiabatic (‘weak coupling’, in the sense of being low-
est order in g) approximation allows us to formally solve
the second equation:
Q%(t) = eQ(Ls+Lb+Li)(t−t0)Q%(t0)
+
∫ t
t0
dτ eQ(Ls+Lb+Li)(t−τ)QLiP%(τ) . (B15)
We now take the initial time t0 → −∞ (which allows us
to ignore the first term) and substitute, in the integrand,
the zero-order approximation
P%(τ) = eP(Ls+Lb)(τ−t)P%(t) . (B16)
The Li in the exponent can be ignored to this order of
approximation in g:
P%˙ ≈ P(Ls + Lb)P%
+
∫ ∞
0
dτ PLieQ(Ls+Lb)τQLie−P(Ls+Lb)τP%(t) ,
(B17)
or, since Q commutes with Ls + Lb,
P%˙ ≈ P(Ls + Lb)P%
+
∫ ∞
0
dτ PLiQe(Ls+Lb)τLie−P(Ls+Lb)τ
(
ρc ⊗ Trc %
)
(B18)
= P
(Ls + Lb)P%
+
∫ ∞
0
dτ PLiQe(Ls+Lb)τLi
(
ρc ⊗ e−Lsτ Trc %
)
.
(B19)
Finally, we trace over the cavity field to obtain the ap-
proximate master equation for the reduced density ma-
trix % := Trc ρ,
ρ˙ = Lsρb + Trc
∫ ∞
0
dτ LiQe(Ls+Lb)τLi
(
ρc ⊗ e−Lsτρ
)
.
(B20)
Substitution of Li into this expression and application
of the rotating-wave approximation, after some algebra,
give the final result
ρ˙ = Lsρ− ig2|α|2Im{S(ω) + S(−ω)}
[
bˆ†bˆ, ρ
]
+ g2|α|2{Re{S(ω)}D[bˆ]ρ+ Re{S(−ω)}D[bˆ†]ρ} ,
(B21)
where the spectral density of the cavity field to zeroth
order in g is defined by
S(ω) :=
∫ ∞
0
dτ eiωτ 〈aˆ(t+ τ)aˆ†(t)〉
=
∫ ∞
0
dτ e[i(∆+ω)−κ]τ = − 1
i(∆ + ω)− κ . (B22)
We can therefore identify an effective Hamiltonian
Hˆeff = Hˆs + g
2|α|2Im{S(ω) + S(−ω)} bˆ†bˆ
= Hˆs +
2g2|α|2∆(∆2 − ω2 + κ2)(
∆2 − ω2 − κ2)2 + (2∆κ)2 bˆ†bˆ , (B23)
as well as the effective cooling and heating Liouvillians
Lcool :=
[(
nth + 1
)
γ +
g2|α|2κ(
∆ + ω
)2
+ κ2
]
D
[
bˆ
]
, (B24)
and
Lheat :=
[
nthγ +
g2|α|2κ(
∆− ω)2 + κ2
]
D
[
bˆ†
]
. (B25)
This calculation is readily generalized to many fields at
different frequencies, which do not interfere, and multiple
mechanical elements.
7Appendix C: Basis vectors diagonalizing the
Hamiltonian
Let us start from the effective Hamiltonian
Hˆeff =
∑
l,j,j′
βll,jl,j′ bˆ
†
j bˆj′ . (C1)
As shown in previous work [17], we note that the vec-
tors l and N−l are identical for symmetry reasons.
Therefore, the set of vectors {l} does not span the
N -dimensional space necessary to describe the N me-
chanical oscillators. Indeed, in general this set has
l0 := ceil[(N − 1)/2] linearly-independent vectors. For
this reason, we can absorb the βl>l0 into the βl≤l0 , and
set βl>l0 = 0. To proceed, let us complete basis by adding
necessary unit vectors, forming the set of orthonormal
basis vectors {pl}, where pl = l for l ≤ l0. The choice
of these vectors is completely arbitrary so long as {pl}
forms an orthonormal basis for the space. For the most
part, different choices of the vectors with l > l0 lead to
the same dynamics. However, this does not hold true
when we add randomness to the system (as we did to
generate Fig. 4 of the main text).
Let us now define the matrix P whose rows are the pl,
as well as the vector of operators bˆ = (bˆj)j and the diago-
nal matrix β = diag(β1, β2, . . . , βl0 , 0, 0, . . . ). This leads
us to a simple diagonal decomposition of the Hamilto-
nian: Hˆeff = bˆ
†
(PT · β · P )bˆ. In the Heisenberg picture,
we therefore simply have 〈bˆ(t)〉 = (PT · e−iβt ·P )〈bˆ(0)〉.
Appendix D: Choice of parameters for Fig. 5
Standard optomechanical theory applies to the system
in Fig. 5 in the main text. This means that the light field
can itself create or destroy collective mechanical excita-
tions, even if all the mechanical baths are at the same
temperature. To present the clearest case, we chose the
parameters for this figure to nullify this optical effect: If
the baths are held at the same temperature, the resulting
populations would then be the same for all the oscillators.
For clarity, only one optical mode was activated (i.e., each
gl was set to zero except for one). We chose to use the
l = 1 mode because it has the longest spatial period and
is therefore clearest to depict in figures, but any other
mode would have done; we chose g1/ω = 0.3, but any
other value would have given rise to qualitatively similar
data. Next, γ was selected such that the resulting qual-
ity factor of the mechanical oscillator, 20 000, well within
experimental reach [59]. Following this, ∆ was chosen to
lie on the red sideband of the oscillator. Finally, κ was
selected to minimize the optical-only effect.
Appendix E: Evolution operator matrix
Suppose we have N mechanical elements and N − 1
optical fields. Working in the single-phonon subspace, we
will work with kets of the form |1l,0〉 and |0,1j〉, where
1 ≤ l ≤ N − 1 and 1 ≤ j ≤ N . The former indicates a
photon in field l, the latter a phonon on element j. Our
free Hamiltonian is
Hˆ0 = −
∑
l
∆laˆ
†
l aˆl +
∑
j
ωj bˆ
†
j bˆj , (E1)
and the interaction Hamiltonian
Hˆ1 =
∑
l,j
l,j(g
∗
l aˆl + glaˆ
†
l )(bˆj + bˆ
†
j) . (E2)
∆l is the detuning of the l
th optical field, ωj the mechan-
ical frequency of the jth mechanical oscillator, l,j ∈ R
the optomechanical coupling frequency between the lth
field and jth oscillator, and gl the c-number component
of the lth field. In the interaction picture with respect
to Hˆ0, and taking −∆l = ωj =: ω ∀ l, j we obtain the
Hamiltonian
Hˆ ′(t) := eiHˆ0tHˆ1e−iHˆ0t (E3)
=
∑
ij
l,j [e
i(∆l+ω)tg∗l aˆlbˆ
†
j + e
−i(∆l+ω)tglaˆ
†
l bˆj ] .
(E4)
We now define the evolution operator
Uˆ(t) := exp
[
−i
∫ t
0
dτ Hˆ ′(τ)
]
(E5)
= exp
[
−it
∑
l,j
l,j
(
g∗l aˆlbˆ
†
j + H.c.
)]
(E6)
noting that this expression may be generalized appropri-
ately for ∆l 6= −ω. To aid analysis, define
Λl,j := ijlgl , (E7)
uˆ := Λ∗l,j aˆlbˆ
†
j − Λl,j aˆ†l bˆj , (E8)
such that Uˆ(t) = etuˆ. Thus, for example,
uˆ|0,11〉 = −
∑
l
Λl1|1l,0〉 , (E9)
uˆ2|0,11〉 = −
∑
j′,l
Λl1Λ
∗
l,j′ |0,1j′〉 , (E10)
uˆ3|0,11〉 =
∑
j′,l,l′′
Λl1Λ
∗
l,j′Λl′′j′ |1l′′ ,0〉 , (E11)
uˆ4|0,11〉 =
∑
j′,l,l′′
Λl1Λ
∗
l,j′Λl′′j′Λ
∗
l′′j′′′ |0,1j′′′〉 , (E12)
etc. Define the matrix (N columns, N − 1 rows):
Λ :=
[
Λl,j
]
l,j
, (E13)
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FIG. 7. (Color online) Phonon shuttling protocol; same as
Fig. 6 in the main text but using the full Hamiltonian and
including dissipation.
which allows us to compactly write quantities of the type∑
l
Λl1Λ
∗
l,j =
(
Λ† ·Λ)
j1
. (E14)
Now, with each |ψ〉 we associate a (2N−1)-element vector
|ψ〉 =

〈11,0|ψ〉
...
〈0,11|ψ〉
...
 . (E15)
With this notation, and generalizing the above work, we
obtain U(t) as in the main text, where we also made use
of the definitions
cos(•) = 12
(
ei• + e−i•
)
, (E16)
sin(•) = 12i
(
ei• − e−i•) . (E17)
When Λ† ·Λ is singular, the form of the resulting equa-
tion allows us to use the Moore–Penrose pseudoinverse
to compute U(t).
Appendix F: Non-unitary evolution in the
good-cavity limit
When considering the single-excitation subspace in the
good-cavity limit we ignored decay, both optical and
mechanical, and took the rotating-wave approximation
(RWA). In this section, we present some data to justify
these approximations. First, in Fig. 7, we simulated the
master equation using the full linearized Hamiltonian and
the standard dissipation channels. For the chosen pa-
rameters (κ = 10−3 ω, γ = 10−6 ω, g1 = Ω = 0.1ω,
g>1 = 0), where both the optical and mechanical decay
rates are very small, no decay is evident and the unitary
approximation, together with the RWA, can be freely
used. Breakdown of the RWA could be detected through
appearance of higher-frequency oscillations in the pop-
ulations, which are absent in the presented data. We
are presently exploring the positive-detuning case, where
the Hamiltonian approximates the “two-mode squeezing
Hamiltonian [3, 4]. Under these conditions, one can no
longer restrict the analysis to the single-excitation sub-
space and a concise analysis of the type we explore in the
main text is not available.
Appendix G: Dynamical reconfigurability
In the main text we make use of the fact that the sys-
tem is dynamically reconfigurable. Our protocols necessi-
tate the ability to change the amplitudes gl of the optical
modes on a timescale  1/ω, and therefore significantly
shorter than any other timescale of the problem. This can
be achieved by a rapid change of the cavity linewidth [60–
62].
Furthermore, a straightforward calculation shows that if
κ ≡ κ(t) is a function of time, the input optical field am-
plitude αin(t) can be changed simultaneously to yield an
intracavity field amplitude that is constant in time. It
is simplest to illustrate this in the case when κ changes
instantaneously in time, and for a single optical mode;
we therefore drop the index labelling the optical modes.
Suppose that there exists some time τ  1/κ(0) for
which κ(t ≤ τ) = κ0 and κ(t > τ) = κ1. The equa-
tion of motion for the mean amplitude of the cavity field
can be written
α˙(t) = [i∆− κ(t)]α(t)−
√
2κ(t)αin(t) , (G1)
where ∆ includes corrections due to the mean amplitude
of the mechanical motion. The solution for this equation
for a time t 1/κ0 is
α(t) = e
∫ t
0
dt′[i∆−κ(t′)]α(0)
−
∫ t
0
dt′e
∫ t
t′ dt
′′[i∆−κ(t′′)]√2κ(t)αin(t′)g (G2)
≈
{
−√2κ0
∫ t
0
dt′e(i∆−κ0)(t−t
′)αin(t
′)
− ∫ t
0
dt′ei∆(t−t
′)−[κ0(τ−t′)+κ1(t−τ)]√2κ(t)αin(t′)
(G3)
where the first line refers to the case where t ≤ τ and the
second t > τ . Let us now suppose that αin(t) = α0 for
t ≤ τ and αin(t) = α1 for t > τ . Then,
α(t) ≈

−√2κ0
∫ t
0
dt′e(i∆−κ0)(t−t
′)α0
−√2κ0e(i∆−κ1)(t−τ)
∫ τ
0
dt′e(i∆−κ0)(τ−t
′)α0
−√2κ1
∫ t
τ
dt′ei∆(t−t
′)−κ1(t−t′)α1
(G4)
≈

√
2κ0α0
i∆−κ0√
2κ0α0
i∆−κ0 e
(i∆−κ1)(t−τ)
+
√
2κ1α1
i∆−κ1
[
1− e(i∆−κ1)(t−τ)] (G5)
We now choose α1 such that√
2κ1α1
i∆− κ1 =
√
2κ0α0
i∆− κ0 , (G6)
9in which case α(t) does not depend on time.
With this in mind, and considering that gl ∝ α for
the optical mode l, one can switch gl → g′l quasi-
instantaneously by using the following protocol:
1. Start from the steady-state at time t = τ , where the
intra-cavity mean amplitude is time-indepenent
2. Increase the cavity linewidth, κ  ω → κ′ 
ω quasi-instantaneously, simultaneously adjusting
the input field strength according to the above pre-
scription such that the intra-cavity field amplitude
stays constant
3. Change the input amplitude; the cavity field re-
adjusts over a timescale ∼ 1/κ′  1/ω
4. Switch the cavity linewidth back to its original
value κ, once again adjusting the input field ampli-
tude to keep the intra-cavity field amplitude con-
stant
The above protocol ‘opens up and closes’ the cavity, such
that any excitations in the optical field are lost. There-
fore, we require the excitation to be found entirely in the
mechanical subspace during this manipulation, such that
the state of the system is not affected by this procedure.
The net effect of this protocol is that for t > τ the
dynamics proceeds as before, albeit with a step-change
in the value of gl. With this in mind, we can there-
fore string together sequences of U(•), between which
(at times τ1, τ2, . . . ) the amplitudes gl are changed in-
stantaneously, to form the evolution matrix
U(t) =

U(t) : 0 ≤ t < τ1
U(t− τ1) ·U(τ1) : τ1 ≤ t < τ2
...
. (G7)
We note that there are two constraints one must keep
in mind when implementing this protocol. First, as al-
ready discussed, the switching must occur at a time when
the mechanical and optical subsystems are uncorrelated,
and when the excitation resides entirely in the mechani-
cal subsystem. Second, the switching time must be much
slower than the time-scale set by the inverse of the opti-
cal frequency in order to avoid creating photons through
mechanisms such as the dynamic Casimir effect.
Appendix H: Practical implementations
The generic features described in the main text are in
principle applicable to a wide range of systems, whether
in the optical or the microwave domain. While we used
a language pertaining mostly to the optical domain lan-
guage in the main text, micromechanical elements cou-
pled to superconducting microwave resonator fields rep-
resent a very promising system for observing these effects.
Indeed, resolved sideband cooling to the ground state and
operation in the strong coupling regime [27] have been
achieved, and even scalable experiments with multiple el-
ements have been recently carried out [63]. Initialization
and readout of the mechanics could be performed either
by coupling the mechanical elements to additional mi-
crowave resonators or to artifical atoms, as has also been
demonstrated in Refs. [64, 65], amongst others. In the
optical domain potential candidates could be dielectric
membranes [30, 59, 66], forming a periodic array inside
an optical resonator, as studied in e.g., Refs. [14, 15].
Using parameters close to the experiments of Ref. [59],
for instance, one could operate in the good cavity regime
κ  g  ω discussed in the paper. Initialization and
readout could be performed either optically using stan-
dard techniques or electrically using functionalized mem-
branes [67–70]. In the same fashion toroidal cavities with
indentations [29] could also be used. Another promis-
ing candidate for the realization of such a mechanical
simulator would be ensembles of cold atoms in optical
cavities [71, 72], for which the required regimes and tech-
niques have all been experimentally demonstrated.
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