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This paper considers integration in the worst case setting and approximation in
the average case setting based on the scramble sampling scheme proposed by
A. B. Owen (1995, Lecture Notes in Statistics, Vol. 106, pp. 299–317, Springer-
Verlag, New York.) The tractability and strong tractability exponents are found for
function spaces with reproducing/covariance kernels that are scramble-invariant.
Integration and approximation for a space with a non-scramble-invariant kernel are
no harder than the corresponding problems with the associated scramble-invariant
kernel. This enables us to derive tractability results for weighted Sobolev spaces.
© 2001 Elsevier Science
1. INTRODUCTION
Scramble sampling [7] is a hybrid of Monte Carlo and quasi-Monte
Carlo methods of integration based on randomly scrambling the digits
of a net or a sequence in base b. A scrambling, j, maps every point,
x=(x1, ..., xd), in the d-dimensional unit cube, [0, 1)d, into some other
point w=j(x) by randomly scrambling the digits of x. Let xrk denote the
kth b-ary digit of xr. Suppose that y is another point in the unit cube whose
rth component agrees with that of x for exactly the first kr−1 digits, i.e.,
yrh=xrh for h < kr, but yrkr ] xrkr for r=1, ..., d. Moreover, let z=j(y).
The scrambling, j, is constructed so that the digits of the scrambled images
of the original points satisfy the following conditions:
(i) the ordered pairs of scrambled digits (w11, z11), (w12, z12), ...,
(w21, z21), (w22, z22), ..., ..., (wd1, zd1), (wd2, zd2), ..., are mutually indepen-
dent,
(ii) for h < kr the ordered pair of scrambled digits (wrh, zrh) is
uniformly distributed on {(0, 0), ..., (b−1, b−1)},
(iii) the ordered pair of scrambled digits (wrkr , zrkr ) is uniformly
distributed on {0, ..., b−1}2−{(0, 0), ..., (b−1, b−1)}, and
(iv) for h > kr the ordered pair of scrambled digits (wrh, zrh) is
uniformly distributed on {0, ..., b−1}2.
Figure 1 shows an example of a base b=2 scrambling transformation
applied to the unit square. First, one divides the cube into b equal slices
along the first coordinate direction and randomly permutes the slices. Each
slice itself is then cut into b equal slices which are randomly permuted. This
procedure is continued iteratively to (in theory) all levels. Then, the same
procedure is applied to the other coordinate directions one at time.
Scrambled sampling can achieve the superior accuracy of quasi-Monte
Carlo methods while allowing the simple error estimation of Monte Carlo
methods. A nice property of this scrambling is that a scrambled (t, m, d)-
net or (t, d)-sequence in base b is still a net or a sequence with probability
one. Owen [8–10], Yue [14], and Yue and Mao [15] studied the variance
of the quadrature error using scrambled nets and sequences.
From a different perspective, Hickernell [2], Hickernell and Hong [3],
and Hickernell and Yue [6] investigated the root mean square discrep-
ancies of scrambled nets and sequences. The discrepancy of a set P=
{x1, ..., xn} based on a kernel Kd is
D(P; Kd)=5 F
[0, 1)2d
Kd(x, y) dx dy −
2
n
C
n
i=1
F
[0, 1)d
Kd(xi, y) dy
+
1
n2
C
n
i, k=1
Kd(xi, xk)61/2.
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FIG. 1. The step-by-step scrambling of a square in base 2. Each coordinate is scrambled
to four levels.
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This is the worst case quasi-Monte Carlo quadrature error for integrands
with unit norm in a Hilbert space with reproducing kernel Kd (see e.g.,
[4]). For a scrambled point set, taking the root mean square discrepancy
involves computing the expectation of Kd(xi, xk) for any xi, xk in the set.
Rather than the brute force approach, it is better to find a kernel Kscr, d
such that
`E[D2(Pscr; Kd)]=D(P; Kscr, d),
where P is the original point set and Pscr is the set after scrambling. The
kernel Kscr, d corresponding to an arbitrary kernel Kd is a filtered Haar-
wavelet expansion [6]. Any kernel which is unchanged by this filtering is
called scramble-invariant. Applying the filtering once results in a scramble-
invariant kernel. For results on the root mean square discrepancies of (t, d)-
sequences in base b under scrambling see [6].
In this paper we investigate Hilbert spaces of functions whose repro-
ducing kernels are scramble-invariant and find conditions under which
integration and approximation are tractable. We confine our consideration
to scrambling in base b=2 because this greatly simplifies the technical
details. The tractability results presented here are based on the results of
Hickernell and Woz´niakowski [4] for general Hilbert spaces of functions
defined on general d-dimensional domains. In this paper the domains are
considered to be the unit cube, [0, 1)d.
There has been recent attention given to the tractability of integration
for Korobov spaces [4, 5, 12]. The Korobov spaces are natural spaces of
integrands to consider when the sample points are given a random shift
modulo one [4], because the reproducing kernel defining such spaces is
shift-invariant. Likewise, spaces with scramble-invariant kernels arise
naturally when sample points are scrambled. Therefore, the authors believe
that it is interesting to study the tractability of integration and approxima-
tion for such spaces.
The tractability problems are now defined. Suppose that the integral is
Id(f)=F
[0, 1)d
f(x) dx,
where the integrand f is in a Hilbert space Hd with a reproducing kernel
Kd. Quadratures are of the form
Qn, d(f)=C
n
i=1
aif(xi), (1)
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where P={x1, ..., xn} is the node set where the integrand is evaluated, and
the real numbers a1, ..., an are some predetermined weights. The worst case
error of the quadrature Qn, d for integration is
e int−wor(Qn, d)= sup
f ¥Hd, ||f|| [ 1
|Id(f)−Qn, d(f)|=D(P, {ai}; Kd),
where the discrepancy for quadrature rules with arbitrary weights is similar
to that for quasi-Monte Carlo rules (ai=1/n):
D(P, {ai}; Kd)=5F
[0, 1)2d
Kd(x, y) dx dy−2 C
n
i=1
ai F
[0, 1)d
Kd(xi, y) dy
+ C
n
i, k=1
aiakKd(xi, xk)61/2.
The complexity is the minimal number of function evaluations needed to
reduce the initial error by a factor of e ¥ (0, 1), i.e.
n int−wor(e, d)=min{n: ,Qn, d such that e int−wor(Qn, d) [ e · e int−wor(0)}.
Tractability means that this minimal number is bounded by C(d) e−p for
some exponent p and for some function C(d). Strong tractability means
that C(d) can be made independent of d. The tractability exponents are
p int−wor=inf{p: -d, ,C(d) such that n int−wor(e, d) [ C(d) e−p -e ¥ (0, 1)},
p int−wor− str=inf{p: ,C such that n int−wor(e, d) [ Ce−p -d, -e ¥ (0, 1)}.
For the approximation problem one assumes that the f lies in a separable
Banach space Bd with a Gaussian probability measure, md, whose mean
is zero and covariance kernel is Kd. This means that E[f(x)]=0 and
E[f(x) f(y)]=Kd(x, y) for all x, y ¥ [0, 1)d. The approximation operator
Ad: Bd QL2([0, 1)d) is given by Ad(f)=f. We approximate Ad(f) by
algorithms of the form (1), but now the ai are some predetermined square
integrable functions ai. The average case error of Qn, d is defined by
eapp−avg(Qn, d)=5 F
Bd
||Ad(f)−Qn, d(f)||2 md(df)61/2, (2)
where || · || denotes the usual L2-norm on [0, 1)d. Analogously to the case of
integration, the complexity of approximating a function is
napp−avg(e, d)=min{n: ,Qn, d such that eapp−avg(Qn, d) [ e · eapp−avg(0)},
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and the tractability exponents are defined as:
papp−avg=inf{p: -d, ,C(d) such that napp−avg(e, d) [ C(d) e−p -e ¥ (0, 1)},
papp−avg− str=inf{p: ,C such that napp−avg(e, d) [ Ce−p -d -e ¥ (0, 1)}.
The tractability results of Hickernell and Woz´niakowski [4] depend on
the square norm of the integration functional, which is the integral of the
reproducing kernel over its domain
Sd=F
[0, 1)2d
Kd(x, y) dx dy, (3)
and the square norm of the approximation operator, which is integral of
the kernel along the diagonal:
Md=F
[0, 1)d
Kd(x, x) dx. (4)
Another important quantity is the following sum of powers of the eigen-
values
Mr, d=5C
i
l1/ri, d 6 r, (5)
where the li, d are solutions of the following eigenvalue problem:
F
[0, 1)d
Kd(x, y) fi, d(y) dy=li, dfi, d(x), (6a)
F
[0, 1)d
fi, d(x) fj, d(x) dx=di, j. (6b)
The remainder of this paper proceeds as follows. In Section 2 we define a
scramble-invariant reproducing kernel, Kscr, d, in terms of its Haar wavelet
expansion and define the corresponding Hilbert space of integrands, Hscr, d.
Conditions for tractability and strong tractability for the integration and
approximation problems are given, along with bounds on the tractability
exponents. In Section 3 it is shown that integration and approximation
for arbitrary spaces can be related to the same problems on spaces with
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scramble-invariant kernels. This leads to tractability results for integration
and approximation on weighted Sobolev spaces.
2. TRACTABILITY FOR SPACES WITH
SCRAMBLE-INVARIANT KERNELS
We first define the Hilbert space Hscr, d. Define a basis that is a tensor
product of Haar wavelets. Let
k(x)=2×1N2xM=0−1NxM=0,
which is called the mother wavelet. For integers k \ 0 and 0 [ t < 2k the
dilated and translated versions of the mother wavelet are
kkt(x)=2k/2k(2kx−t)=2k/2(2×1N2k+1xM=2t−1N2kxM=t).
For any subset u ı {1, ..., d}, let |u| denote the cardinality of u. For each
j ¥ u let kj and tj be integers satisfying kj \ 0 and 0 [ tj < 2kj. Let k denote
the |u|-vector of kj, and let t denote the |u|-vector of tj, j ¥ u. For any point
x=(x1, ..., xd) ¥ [0, 1)d let
kukt(x)=D
j ¥ u
kkjtj (xj)=2
|k|/2 D
j ¥ u
(2×1N2kj+1xjM=2tj −1N2kjxjM=tj ),
where |k| denotes the sum of the kj, j ¥ u, i.e., |k|=;j ¥ u kj. For u=” we
take by convention kukt(x)=k”=1. It is known that these wavelets form
an orthonormal basis with respect to the L2-norm on [0, 1)d [1].
Let wuk be non-negative weights satisfying the summability condition
C
u, k
2 |k|wuk <.. (7)
Define the Hilbert space Hscr, d as consisting of all wavelet series,
f(x)= C
u, k, t
fˆuktkukt(x),
whose series coefficients, fukt, satisfy the summability condition
C
u, k, t
w−1uk |fˆukt |
2. (8)
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The inner product for Hscr, d is defined as
Of, gPHscr, d= C
u, k, t
w−1uk fˆukt gˆukt.
Here the summation ;u, k, t is taken over all subsets u ı {1, ..., d}, over all
|u|-vectors k, and over all |u|-vectors t, defined above. The summability
condition on the series coefficients, (8), implies that the inner product is
finite for all f, g ¥Hscr, d. Condition (8) together with the summability
condition (7) imply that the wavelet series is absolutely summable for any
x ¥ [0, 1)d. The reproducing kernel for this Hilbert space is [6]:
Kscr, d(x, y)= C
u, k, t
wukkukt(x) kukt(y). (9)
Summability condition (7) implies that this sum is well- defined. Note that
C
t
kukt(x) kukt(y)
=˛0, if first kj digits of yj and xj are different for some j,
2 |k|(−1) |{j ¥ u : kj+1
st digits of yj and xj are different}|, otherwise.
Reproducing kernels of the form (9) have the property that their values
do not change under scrambling. In other words, if j is the scrambling map,
then for any x, y ¥ [0, 1)d, Kscr, d(j(x), j(y))=Kscr, d(x, y) with probability
one [6]. Such kernels are defined to be scramble-invariant. The functions
lying in Hscr, d need not even be continuous, since the Haar wavelets that
form the basis are not continuous. However, if a function has a certain
degree of smoothness, then one can obtain a bound on the rate of decay of
its wavelet series coefficients (see [6]).
The quantities Sd and Md defined in (3) and (4) can be evaluated as
follows:
Sd=w”, Md=C
u, k
2 |k|wuk.
Corollary 2 of [4] gives certain sufficient conditions under which integra-
tion on the space Hscr, d is tractable. Applying these conditions to the space
Hscr, d gives the following results:
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Corollary 1. Integration on Hscr, d is tractable if the wuk satisfy the
summability condition (7) for d=1, 2, ... . If, in addition,
sup
d
C
u, k
2 |k|wuk
w”
<.,
then integration is strongly tractable.
We now consider the eigenvalue problem (6). From the orthonormality
of the Haar wavelets it follows that the coefficients wuk are the eigenvalues
with multiplicity 2 |k| for any u and k. One basis of 2 |k| eigenfunctions
corresponding to wuk are the functions kukt for |u|-vectors t with
tj ¥ {0, 1, ..., 2kj−1}, j ¥ u. Note that
max
x ¥ [0, 1)d
kukt(x)=2 |k|/2
for each t. The main tractability results in [4] require that the L.-norms of
eigenfunctions be bounded for all u, k and t. This is not the case unless we
re-define new eigenfunctions that are linear combinations of the old ones.
New univariate eigenfunctions gkj tj are defined as
(gkj0, ..., gkj(2kj −1))Œ=2kj/2Hkj (kkj0, ..., kkj(2kj −1))Œ,
where Hkj is a Hadamard matrix of order 2
kj, that is, a 2kj×2kj matrix with
elements −1 and +1 satisfying
HkjH
−
kj=H
−
kjHkj=2
kjIkj ,
where Ikj denotes the 2
kj×2kj identity matrix. The multivariate eigenfunc-
tions are defined as products of the univariate eigenfunctions:
gukt(x)=D
j ¥ u
gkjtj (xj).
It is easy to check the orthonormality of the functions gukt and that
C
t
gukt(x) gukt(y)= C
t
kukt(x) kukt(y),
max
x ¥ [0, 1)d
|gukt(x)|=1.
It follows that for any t, gukt is an eigenfunction of the kernel Kscr, d
corresponding to the eigenvalue wuk, and that its L.-norm is unity.
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The sum of powers of the eigenvalues defined in (5) becomes:
Mr, d=5 C
u, k
2 |k|w1/ruk 6 r.
By [4, Corollary 8] we have the following tractability results:
Theorem 2.2. Consider the integration and approximation problems for
spaces with reproducing/covariance kernelKscr, d. If sup {r \ 1 : Mr, d <. -d}
is well defined, then the tractability exponents for integration and approxi-
mation satisfy
p int−wor=
2
sup{r \ 1 : Mr, d <. -d}
,
papp−avg=
2
sup{r \ 1 : Mr, d <. -d}−1
.
If sup{r \ 1 : supd Mr, d/w” <.} is well-defined, then the strong tractability
exponent for integration satisfies:
p int−wor− str [
2
sup{r \ 1 : supd Mr, d/w” <.}
.
If sup{r \ 1 : supd Mr, d/Md <.} is well-defined, then the strong tracta-
bility exponent for approximation satisfies
papp−avg− str [
2
sup{r \ 1 : supd Mr, d/Md <.}−1
.
The following is an example for illustration. Let
Kscr, d(x, y)=D
d
j=1
5bj+cj C.
k=0
C
2k−1
t=0
2−akkkt(xj) kkt(yj)6 , a \ 2, (10)
where the bj and cj are assumed to be nonnegative. This kernel corre-
sponds to the Hilbert space Hscr, d of functions
f(x)= C
u, k, t
fˆuktkukt(x)
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equipped with the inner product
Of, gPHscr, d= C
u, k, t
2a |k| 1D
j ¥ u
c−1j 21D
j ¥ u¯
b−1j 2 fˆukt gˆukt,
where u¯ denotes the complement of u with respect to {1, ..., d}. Therefore
we have
Sd=D
d
j=1
bj, Md=D
d
j=1
[bj+cj(1−21−a)−1].
Note that
Md
Sd
=D
d
j=1
51+cj
bj
(1−21−a)−16 .
Thus, Md/Sd is uniformly bounded in d iff ;.j=1 cj/bj <., and in the case
the integration is strongly tractable. Furthermore, we have
Mr, d=5 Dd
j=1
b1/rj + C
|u| > 0
C
k
2 |k| 1D
j ¥ u
c1/rj 21D
j ¥ u¯
b1/rj 2 2−a |k|/r6 r
=5Dd
j=1
b1/rj + C
|u| > 0
C
.
k=0
R |u|+k−1
|u|−1
S1D
j ¥ u
c1/rj 21D
j ¥ u¯
b1/rj 2 2−ak/r6 r
=5Dd
j=1
b1/rj + C
|u| > 0
1D
j ¥ u
c1/rj 21D
j ¥ u¯
b1/rj 2 (1−21−a/r)−16 r
= D
d
j=1
[b1/rj +c
1/r
j (1−2
1−a/r)−1] r,
where r [ a is necessary. Observing that
log 1Mr, d
Sd
2=Cd
j=1
r log 51+11−21−a/r2−1 1 cj
bj
21/r6 ,
it follows that
sup
d
log 1Mr, d
Sd
2 <. iff C.
j=1
1 cj
bj
21/r <. and r [ a.
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This same condition is necessary and sufficient to guarantee that
supd(Mr, d/Md) <.. Therefore, we have the following tractability expo-
nents:
Corollary 2.3. The tractability and strong tractability exponents for
the spaces defined above with kernel (10) satisfy:
p int−wor=
2
a
,
p int−wor− str [
2
sup{1 [ r [ a :;.j=1 (cj/bj)1/r <.}
,
papp−avg=
2
a−1
,
papp−avg− str [
2
sup{1 [ r [ a :;.j=1 (cj/bj)1/r <.}−1
.
This example of a product kernel illustrates the principle that tractability
depends on how fast the eigenvalues of the one-dimensional case decay
(in this case, the value of a). However, strong tractability also depends on
the relative importance of coordinates (in this case, the values of cj/bj).
3. TRACTABILITY FOR SPACES WHOSE KERNELS
ARE NOT SCRAMBLE-INVARIANT
Suppose Hd is a reproducing kernel Hilbert space with a kernel Kd that
is not scramble-invariant. The kernel can be written as a Haar-wavelet
decomposition as
Kd(x, y)= C
u, uŒ, k, kŒ, t, tŒ
Kˆd(u, uŒ, k, kŒ, t, tŒ) kukt(x) kuŒkŒ, tŒ(y), (11a)
where
Kˆd(u, uŒ, k, kŒ, t, tŒ)=F
[0, 1)2d
K(x, y) kukt(x) kuŒkŒtŒ(y) dx dy. (11b)
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The associated scramble-filtered kernel takes the form (9) with the choice
of weights:
wuk=2−|k| C
t
Kˆd(u, u, k, k, t, t)
=2−|k| C
t
F
[0, 1)2d
K(x, y) kukt(x) kukt(y) dx dy. (12)
The theorem below shows that integration and approximation for spaces
with kernel Kd are no harder than the spaces with associated scramble-
invariant kernel Kscr, d.
Before stating this theorem some further notation is defined. Consider
the integration and approximation problems defined in the Introduction
for arbitrary reproducing/covariance kernels Kd and for arbitrary quadra-
ture rules of the form (1). Let e int−wor(n; Kd) and eapp−avg(n; Kd) be the
minimal worst case error for integration and the minimal average case
error for approximation using n function evaluations, i.e.,
e int−wor(n; Kd)=inf
Qn, d
e int−wor(Qn, d),
eapp−avg(n; Kd)=inf
Qn, d
eapp−avg(Qn, d).
Theorem 3.1. For any kernel Kd, let Kscr, d be its associated scramble-
filtered kernel. Then
e int−wor(n; Kd) [ e int−wor(n; Kscr, d),
eapp−avg(n; Kd) [ eapp−avg(n; Kscr, d),
In other words, integration and approximation in the spaces defined by Kd
are no harder than that in the spaces defined by Kscr, d.
Proof. Let P be an arbitrary finite subset of [0, 1)d, and let Pscr denote
its scrambled version. It was shown in [6] that for quasi-Monte Carlo rules
`E[D2(Pscr; Kd)]=D(P; Kscr, d). For quadrature ruleswith unequalweights
the same argument shows that
`E[D2(Pscr, {ai}; Kd)]=D(P, {ai}; Kscr, d).
By the mean-value theorem it follows that e int−wor(n; Kd) [ e int−wor(n; Kscr, d).
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For the approximation problem recall the definition of the approxima-
tion algorithm Qn, d in (1) using the sample P={x1, ..., xn} and the pre-
determined square integrable functions a1, ..., an. A particular scrambling
is, with probability one, a one-to-one map, j, from the unit cube onto
itself. For any x, let j(x) be the scrambled version of x. Thus, Pscr=
{j(x1), ..., j(xn)} is the scrambled version of P.
Define an approximation algorithm based on the scrambled set as
Qscr(f) (x)=C
n
i=1
ai(j−1(x)) f(j(xi)),
where j−1(x) denotes the point that becomes x after scrambling. The
average case error for Qscr(f) for the space with kernel Kd is
[eapp−avg(Qscr; Kd)]2=F
Bd
F
[0, 1)d
g(x; f) dx m(df),
where
g(x; f)=5f(x)− Cn
i=1
ai(j−1(x)) f(j(xi))62
=[f(x)]2−2 C
n
i=1
ai(j−1(x)) f(x) f(j(xi))
+ C
n
i, j=1
ai(j−1(x)) aj(j−1(x)) f(j(xi)) f(j(xj)).
Since the scrambling j is measure preserving, i.e., the Lebesgue measure of
a set and its image under j are the same, one may replace >[0, 1)d g(x; f) dx
by >[0, 1)d g(j(x); f) dx. Exchanging the integration over the unit cube and
the average over the functions then gives
[eapp−avg(Qscr; Kd)]2=F
[0, 1)d
5F
Bd
g(j(x); f) m(df)6 dx
=F
[0, 1)d
5Kd(j(x), j(x))−2 Cn
i=1
ai(x) Kd(j(x), j(xi))
+ C
n
i, j=1
ai(x) aj(x) Kd(j(xi), j(xj))6 dx.
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The definition of a scramble-filtered kernel implies that [6]:
E[Kd(j(x), j(y))]=Kscr, d(x, y).
This implies that
E[eapp−avg(Qscr; Kd)]2=F
[0, 1)d
5Kscr, d(x, x)−2 Cn
i=1
ai(x) Kscr, d(x, xi)
+ C
n
i, j=1
ai(x) aj(x) Kscr, d(xi, xj)6 dx.
=[eapp−avg(Qn, d; Kscr, d)]2.
Thus, for any quadrature rule the mean value theorem implies that there
exists some scrambled rule with eapp−avg(Qscr; Kd) [ eapp−avg(Qn, d; Kscr, d).
Since this holds for any quadrature rule, it follows that
eapp−avg(n; Kd) [ eapp−avg(n; Kscr, d), -n,
as claimed. L
The reproducing kernel for the weighted Sobolev space of functions with
square integrable mixed partial derivatives is
Kgd(x, y)=D
d
j=1
(bˆj+cˆj[1−max(xj, yj)])
for some nonnegative scalars bˆj and cˆj [11]. The discrepancy corre-
sponding to this kernel is the L2-star discrepancy. The kernel K
g
d is not
scramble-invariant, but according to Theorem 3.1 integration and approx-
imation are no harder than for the spaces with the associated scramble-
invariant kernel, Kgscr, d, that was derived by Hickernell and Yue [6]:
Kgscr, d(x, y)=D
d
j=1
5bˆj+cˆj3+ cˆj12 C
.
kj=0
C
2kj −1
tj=0
2−2kjkkjtj (xj)) kkjtj (yj)6 .
By the results given in above section it follows that for bˆj+cˆj/3 > 0
p int−wor=1,
p int−wor− str [
2
sup{1 [ r [ 2 :;.j=1 [cˆj/(bˆj+cˆj/3)]1/r <.}
,
papp−avg=2,
papp−avg− str [
2
sup{1 [ r [ 2 :;.j=1 [cˆj/(bˆj+cˆj/3)]1/r <.}−1
.
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These results are equivalent to those in [4, Corollary 12].
We can also consider the reduction of the absolute error for integration
in the Sobolev space. By [4] the strong tractability exponent for integra-
tion is bounded by
p*=2/sup 31 [ r [ 2 : sup
d
D
d
j=1
[(bˆj+cˆj/3)1/r
+(cˆj/12)1/r (1−21−2/r)−1] <.4 .
In the case of bˆj=bˆ, cˆj=cˆ, -j, this yields that the condition of p* is:
1 bˆ+cˆ
3
2p*/2+1 cˆ
12
2p*/2 (1−21−p*)−1=1.
For bˆ=0 and cˆ=1, we have p*=1.4828..., which is a little bit smaller
than the bound 1.4982... given by Hickernell and Woz´niakowski [4], but is
no improvement on the bound 1.4778... proved by Wasilkowski and
Woz´niakowski [13].
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