Suppose that R is a group graded K -algebra, where K is a commutative ring and R is graded by a group G. The G-grading of R leads to a G-grading of certain Ext-algebras of R. On the other hand, with the G-grading of R, one associates a 'covering' algebra S. This paper begins by studying the relationship between Ext-algebras of the covering S and the covering of the Ext-algebras of R.
Introduction
The theory of coverings appears in a number of different contexts in the literature and has proved to be a very important tool in both the study of representations of finite dimensional algebras and of group representations. In the representation theory of algebras, covering theory was introduced by Bongartz and Gabriel, and Riedtmann [2, 17] and also studied in [16] by Martínez-Villa and de la Peña. In this context, the theory was later connected to gradings in [8] . From the perspective of gradings, Cohen and Montgomery's work [7] is fundamental.
The first part of this paper provides a general framework for a covering theory and then studies how the Ext groups behave with respect to coverings. We also develop here the results and notation needed in the second part of the paper, which investigates how covering theory affects the center and the graded center of an algebra, as well as the relation between covering theory and the Hochschild cohomology ring. The behavior of Ext groups and their coverings has been investigated in the work of Martínez-Villa [15] , where he took a different perspective to the one in this paper. We also note that coverings have been studied in [4] [5] [6] .
In the case where K is a field, for a G-graded K -algebra R, we let Cov G (R) denote the covering algebra associated to this grading; the definition of a covering algebra is given in Section 2. Cibils and Redondo [5] and Marcos, Martínez-Villa and Martins [13] show that G acts on the Hochschild cohomology ring, HH → HH i (Λ) and completely describe the images of these maps (see Theorems 7.6 and 7.13).
Covering contexts
In this section we define and review the concept of a covering context which was first introduced by Green, Marcos and Solberg [10] a few years ago. From a slightly different viewpoint, it is a pair consisting of a graded algebra and its smash product, which was introduced by Cohen and Montgomery [7] .
Let K be a commutative ring with 1 and G a group which is not necessarily finite. Let S be a ring which need not have an identity element. We assume that S is a left unital K -module, and view S as a K -K -bimodule, that is, we have ks = sk for all s ∈ S and k ∈ K . Assume also that k(ss ) = (ks)s for all s, s ∈ S and k ∈ K , so that S is a K -algebra. Let K -Aut(S) be the K -linear algebra automorphisms of S and let ρ : G → K -Aut(S) be a group monomorphism. If g ∈ G and s ∈ S, we denote ρ(g)(s) by s g . We view G as a subgroup of K -Aut(S) and usually suppress ρ. Let E = {e g } g∈G be a set of orthogonal idempotents in S. We say that (S, ρ, E) is a covering algebra whenever the following conditions hold.
C1. For each s ∈ S, there is a finite subset I of G such that g∈I e g s = s = g∈I se g . C2. If g, h ∈ G, then (e g ) h = e gh .
If G is a finite group then g∈G e g is the identity element of S. If G is infinite, S does not have an identity element since C2 implies that the set E is infinite. In the case where G is infinite, C1 can viewed as showing that S has ''local'' identity elements.
We say an element s of S is E-uniform if there are elements g, h ∈ G such that e g s = s = se h . By C1, every nonzero element of S is a (unique) sum of E-uniform elements; namely, s = g,h e g se h .
If (S, ρ, E) is a covering algebra, we associate a G-graded K -algebra to (S, ρ, E) in the following fashion. Let R(S) = S ·e 1 G , where e 1 G is the element of E with index the identity element of G. For g ∈ G, define R(S) g = e g Se 1 G . As a K -module, R(S) = ⊕ g∈G R(S) g by the orthogonality of the e g 's and C1. We define a multiplication on R(S) as follows. If r ∈ R(S) g and r ∈ R(S) h , then r · r is defined to be r h r . Note that r h = (e g re 1 G ) h = e gh r h e h and hence r h r ∈ e gh Se 1 G = R(S) gh . The reader may check that R(S) is a G-graded K -algebra with identity e 1 G ∈ R(S) 1 G . We call R(S) the graded algebra associated to the covering algebra (S, ρ, E). Now C1 and C2 imply that S = ⊕ g,h∈G e g Se h as K -modules. If g, h ∈ G, then ρ(h) is a K -linear isomorphism from e gh −1 Se 1 G to e g Se h . Thus, we may identify e g Se h with R(S) gh −1 . Under this identification, we view S as G × G-matrices with almost all entries 0 and where the (g, h)-entry is an element in R(S) gh −1 . Thus, the matrix (x g,h ) corresponds, under this identification, to the element g,h x h g,h ∈ S; noting that x h g,h ∈ e g Se h since x g,h ∈ e gh −1 Se 1 G . It is not hard to check that, under this identification, multiplication in S is just matrix multiplication of the G × G-matrices.
Continuing with the identification of S with this ring of G × G matrices, we consider the action of elements of G on S. Let s ∈ S be E-uniform with s = e g se h . Then s is identified with the matrix (x u,v ) where Summarizing what we have so far, we see that if (S, ρ, E) is a covering algebra, then we may construct a G-graded algebra R(S). Furthermore, S may be viewed as certain G × G-matrices with entries in the graded components of R(S).
We now start with a G-graded K -algebra (with identity) and construct a covering algebra. Let R = ⊕ g∈G R g be a G-graded K -algebra. Let Cov G (R) be the set of G × G-matrices (x g,h ), g, h ∈ G, with entries in R which satisfy the following axioms.
G1. x g,h ∈ R gh −1 . G2. x g,h = 0 for all but a finite number of g, h ∈ G.
Note that G2 implies that the matrices are row and column finite. We make Cov G (R) into a ring by matrix addition and multiplication. If G is an infinite group, then Cov G (R) does not have an identity element. If G is finite, then Cov G (R) has an identity element; namely, the matrix (x g,h ) where x g,h = 0 if g = h and x g,g = 1 R for g ∈ G.
Next, we define the set E(R) of orthogonal idempotents in Cov G (R). Let g ∈ G and e g denote the matrix (x h,k ) where x g,g = 1 R and x h,k = 0 otherwise. Then e g ∈ Cov G (R) and we let E(R) = {e g } g∈G . Finally, we define ρ R :
is a covering algebra which we call the covering algebra associated to the graded algebra R.
The following result is an immediate consequence of the above constructions and discussion.
Proposition 2.1. Let K be a commutative ring with 1 and G a group.
is a covering K -algebra and R(S) is the associated G-graded algebra then
(Cov G (R(S)), ρ R(S) , E(R(S))) is isomorphic to (S, ρ, E) as covering algebras. (2) If R = ⊕ g∈G R g is a G-graded K -algebra and (Cov G (R), ρ R , E(R))
is the associated covering algebra then the G-graded algebra R(Cov G (R)) is isomorphic to R as G-graded algebras.
Proof. To prove (1), define F :
To see that F is onto, let s = e g se h be an Euniform element of S. We show that s is in the image of F . Consider s
It is easy to check that F is a K -isomorphism, and
On the other hand,
and we have our result. Part (2) is similar and left to the reader.
The above result motivates the following definition.
Definition 2.2. We say that [(S, ρ, E), R(S)] is a covering context if (S, ρ, E) is a covering algebra and R(S) is the associated
is the associated covering algebra.
We now give an example of a covering context; this example is particularly important and is the main motivation for Sections 6 and 7. For further details about quivers see [1] .
Example 2.3 ([8])
. Let K be a field, Q a finite quiver and let Λ = K Q/I where I is an ideal contained in the ideal of K Q which is generated by the arrows of Q. Let Q 0 denote the set of vertices of Q and Q 1 denote the set of arrows of Q. Covering theory for such algebras Λ has been investigated in [2, 8, 16] , and we recall this theory here using the approach of [8] . Let G be a group and let W : Q 1 → G be a set function. We call W a weight function. If p = a 1 · · · a n is a path in Q, with a i ∈ Q 1 then the weight of p is W (a n )W (a n−1 ) · · · W (a 1 ) ∈ G. We set the weight of a vertex to be 1
, and a ∈ Q 1 . Note that every nonzero element of a path algebra is uniquely a sum of uniform elements. Hence every ideal can be generated by uniform elements.
If I is generated by a set of uniform weight homogeneous elements γ then let I W be the ideal in K Q W generated by
For further details, see [8] . We end this section with some well-known results which we use in Section 3.
Assume that G is a group (which is not necessarily finite). If (S, ρ, E) is a covering K -algebra, then we let Mod (S) denote the category of left S-modules X such that if x ∈ X then there is a finite set I ⊂ G such that ( g∈I e g )x = x. Note that if G is finite, then Mod (S) is just the category of unital S(G)-modules. One might say that in the case when G is infinite, Mod (S) is the category of ''locally unital'' S-modules. If R is a G-graded K -algebra, we let Gr(R) denote the category of graded left R-modules and degree 0 homomorphisms. Specifically, the objects of Gr(R) are graded modules M = {M g } g∈G where M g is a K -module and
The next result was proved in [7] and, in the case of graded artin algebras, in [9] ; we include a proof here for completeness. Theorem 2.5. Let R be a G-graded K -algebra and (Cov G (R), ρ R , E(R)) be the associated covering algebra. Then the categories Gr(R) and Mod (Cov G (R)) are equivalent.
note that only a finite number of the x g,k are nonzero so the sum makes sense. One sets U({α g } g∈G ) = ⊕ g∈G α g on degree 0 homomorphisms and checks that ⊕ g α g is a Cov G (R)-
We leave it to the reader to check that U and ϕ are inverse equivalences.
Finally, let R = ⊕ g∈G R g be a G-graded K -algebra where K is a commutative ring with 1.
We denote the Hom-sets in Gr(R) by Hom Gr(R) (−, −).
Let F : Gr(R) − → Mod (R) be the forgetful functor and let U : Gr(R) − → Mod (Cov G (R)) be the equivalence of categories in the proof of Theorem 2.5. Let G : Mod (R) − → Gr(R) be the functor defined as follows. If M ∈ Mod (R) then G(M) = {X g }, where, for each g ∈ G, X g = M and if x = {m g } ∈ X and r ∈ R h , then r · x = {y g } with y g ∈ X g and y g = rm h −1 g where the right hand side uses the R-module structure of M = X h −1 g . This gives the following proposition which is also well-known but again is included for completeness. Proposition 2.6. The pair of functors (F , G) is an adjoint pair. In particular, if M = {M g } ∈ Gr(R) and N ∈ Mod (R), then
Proof. Let M = {M g } ∈ Gr(R) and let N ∈ Mod (R). We begin by defining φ :
. Again the reader may check that ψ(β) is a morphism in Gr(R). Finally, that φ and ψ are functorial and inverse isomorphisms is straightforward.
Applying the equivalence U : Gr(R) − → Mod (Cov G (R)), we get the next result. Recall from the proof of Theorem 2.5 that the functor ϕ : Mod (Cov G (R)) − → Gr(R) is an inverse equivalence to U.
Corollary 2.7. The pair of functors
(F ϕ, UG) is an adjoint pair. Moreover, if M = {M g } ∈ Gr(R) and N ∈ Mod (R), then Hom R (F ϕ(U(M)), N) ∼ = Hom Cov G (R) (U(M), UG(N)).
Coverings and Ext
Let G be a group and R = ⊕ g∈G R g be a G-graded K -algebra where K is a commutative ring with 1. We keep the notation of Section 2.
Let A ∈ Gr(R). We assume that either A is finitely generated or G is a finite group. Now let (P
It follows from Proposition 2.6 and Corollary 2.7 that if A, B ∈ Gr(R), then
This yields a G-grading on Ext
.
To show that this makes sense, we first recall, for any
Proposition 3.1. Let A ∈ Gr(R). With the G-grading given above, we have that Ext * R (F (A), F (A)) is a G-graded algebra (with the Yoneda product). Suppose that either A is finitely generated or G is a finite group. If
Our next goal is to show that
as K -algebras when G is a finite group and Γ has support in degree 1 G .
We begin by noting, for an arbitrary graded R-module
It is then easy to check that the Yoneda product on Ext * Cov G (R) (UGF (Γ ), UGF (Γ )) translates to the usual Yoneda product
Thus, we may define
) by the identity map. It is easy to check that Ψ preserves the multiplication and hence is a K -algebra isomorphism.
We present an application of this theorem at the end of Section 5. 
Invariants and coinvariants

Let [(S, ρ, E), R(S)]
Again the reader may check that β is a K -algebra homomorphism. It is clear that α and β are inverse homomorphisms and the proof is complete.
As S is a left K -module, we may consider the submodule of S generated by all elements of the form s − s g where s ∈ S and g ∈ G. We denote this submodule by I G . The K -module, S/I G , is called the module of coinvariants and will be denoted by
We keep the assumption that G is a finite group and we describe S G . We begin with a lemma needed in the proposition below.
Lemma 4.2. Let G be a finite group. Then I G
For l = g, we have xe l = 0 and hence (xe l )
So xe g = 0 and hence x = 0. This completes the proof.
Proposition 4.3. Let (S, ρ, E) be a covering algebra with G a finite group. Fix some g ∈ G. Then S G is isomorphic to Se g as K -modules.
Proof. Define µ :
. From the definition of ν, we see that ν(µ(se g )) = se g . This completes the proof. In the next section, we present an application of some of the results of this section to the graded center of an algebra, as well as several examples.
Corollary 4.4. If [(S, ρ, E), R(S)] is a covering context with G a finite group then S G is isomorphic to S G as K -modules.
Proof
The graded center
In this section, we add a positive Z-grading to a covering context. First, if (S, ρ, E) is a covering algebra (where G is not necessarily finite), and if S = ⊕ n≥0 S n is positively Z-graded, we require the following additional assumptions.
C3. If n is a nonnegative integer, and s ∈ S n , then s g ∈ S n . C4. For each g ∈ G, e g ∈ S 0 .
The assumptions imply that both the associated graded algebra R(S) and the ring of invariants S G have induced positive
Since R(S) has two gradings, if g ∈ G, we will say a homogeneous element in R(S) g has weight g. If r ∈ R(S) g , we will sometimes write wt(r) = g. For a nonnegative integer n, we will say a homogeneous element of R(S) n has degree n. If s ∈ S n , we will also say s has degree n.
On the other hand, if R is a G-graded K -algebra and positively Z-graded algebra, we add the following assumption.
G3. For each g ∈ G, R g is equal to n≥0 R g ∩ R n .
This added assumption implies that the associated covering algebra, (Cov G (R), ρ, E), has an induced positive Z-grading; namely, (Cov G (R)) n consists of those matrices all of whose entries are homogeneous of degree n. The reader may verify that axioms C3 and C4 hold.
If either of these situations holds, we say that a covering context is a graded covering context. (g, g) -position. Thus, z = g∈G e g ze g implies that the only nonzero entries of z are on the diagonal.
But diagonal entries are of weight 1 G in the induced G-grading on S G .
We now give three examples which we will continue to use throughout the rest of the paper. 
The ideal I W is generated by all paths of length 2 in Q W . Let n be an even integer, with n ≥ 4, let G = Z/nZ = {0, 1, 2, . . . , n − 1} and let W : Q 1 → G be given by W (x) = 1, W (y) = 0. We again apply the constructions found in Example 2.3 and identifications similar to the previous two examples. We see that Q W is the quiver G . We see
We now make the following definition which is motivated by Proposition 5.1, and leads to the first main result of this section.
Definition 5.5. If G is a finite group, then let
We note that Z * gr (S G ) is positively Z-graded with the grading induced from the Z-grading of Z gr (S G ). 
Proposition 5.6. Let [(S, ρ, E), R(S)] be a graded covering context with G a finite group. Then Z
* gr (S G ) = Z gr (S G ) ∩ (S G 1 G ) and Z * gr (S G ) is a subset of Z gr (S). Furthermore, Z * gr (S G ) = Z gr (S G ) ∩ Z gr (
S). Under the isomorphism between S G and R(S), Z
, the commutative polynomial ring in one variable and give Λ a positive Z-grading by setting the degree of x to be 1. Note that Λ = K Q, where Q is the quiver with one vertex and one loop, x.
If we had chosen W (x) = 1, then the covering quiver would have been an oriented cycle with 4 vertices and 4 edges. Returning to the case where W (x) = 2, it is straightforward to show that 
S). This map is a K -splitting of the inclusion Z
Proof. The proof is an immediate consequence of Proposition 5.6 and Theorems 4.5 and 5.8.
We now give an important application of the results of this section and the previous two sections. Let K be a field and Λ = ⊕ n≥0 Λ n be a positively Z-graded K -algebra with Λ 0 a finite product of copies of K and each Λ n of finite K -dimension. Assume that Λ is generated in degrees 0 and 1. In the representation theory of Λ, the Ext-algebra Ext * Λ (Λ 0 , Λ 0 ) plays an important role. For example, there is a ring homomorphism from the Hochschild cohomology ring HH
which is key to the theory of support varieties in [18] . In [18] , it is shown that the image of this ring homomorphism is contained in Z gr (Ext * Λ (Λ 0 , Λ 0 )). If Λ is a Koszul algebra, the image is, in fact, the whole of Z gr (Ext * Λ (Λ 0 , Λ 0 )) ( [3, 12] ). We now apply our results in the case when Λ is also G-graded where G is a finite group. Let Γ = Cov G (Λ). Then Γ has an induced positive Z-grading and Γ 0 is also a product of copies of K . From Section 3, we see that Ext * Λ (Λ 0 , Λ 0 ) is G-graded and, viewing Γ 0 as a graded Γ -module with support in weight 1 G , we may apply Theorem 3.2 to obtain 
G-actions
For the remainder of this paper, we consider the specific case where R = Λ is a quotient of a path algebra over a field K ; we do not assume that the group G is finite. The notation and assumptions used throughout are those of Example 2.3.
In particular, we assume that W : Q 1 → G is a weight function and that I can be generated by weight homogeneous elements. The G-grading on Λ is the grading induced by W . For a Λ W -Λ W -bimodule X and k ∈ G, we define X k as follows. For each g, h ∈ G, let e g X k e h be defined to be e gk −1 Xe hk −1 .
The left and right Λ W -actions are defined as above.
It is immediate that if
It is also immediate that the G-actions described above extend to G-actions on the categories of left and right Λ W -modules and the category of Λ W -Λ W -bimodules. 
Proof. To prove (1), we note that both e gk −1 Λ W e hk −1 and e g Λ W e h are isomorphic to Λ gh −1 and the result follows. The proofs of parts (2) and (3) are similar.
To show we get a bimodule isomorphism, we only show here that φ is a left homomorphism; the proof that it is a right homomorphism is similar. Let λ ∈ e g Λ W e h and
This completes the proof.
As a first consequence of the lemma, we have the following result. 
Proof. By Lemma 6.1(1), we see that for each g, h ∈ G, e g Λ k W e h is K -isomorphic to e g Λ W e h . These isomorphisms induce a K -isomorphism from Λ k W to Λ W . The proof that this is a Λ W -Λ W -bimodule isomorphism is similar to the proof of part (4) of Lemma 6.1 and is left to the reader. The last part of the proposition now follows since the G-action is categorical.
In this setting, every projective Λ W -Λ W -bimodule is a direct sum of projective bimodules of the form Λ W v g ⊗ K w h Λ W , where v g , w g ∈ (Q W ) 0 . The next result describes the G-action on such a projective bimodule.
Proof. By Lemma 6.1(4) and writing ⊗ for ⊗ K , we see that (2) and (3). 
We leave it to the reader to check that if
As a consequence of the above discussion, we have the next result. 
Hochschild cohomology of coverings
In this section, Λ = K Q/I, where I is contained in the square of the ideal of K Q generated by the arrows, and [(Λ W , ρ, E), Λ] is a covering context with respect to a weight function W : Q 1 → G. By Theorem 6.4, G acts on HH * (Λ W ). It is proven in [13, 14] that there is a monomorphism of rings (HH
The monomorphism of [13, 14] is not given explicitly and the image of this monomorphism is not described. In this section we provide a complete description of
We begin by studying the 0-th Hochschild cohomology groups. First, we need some notation. Let x be a nonzero uniform element in a path algebra such that x = vx = xw for vertices v and w. We set o(x) = v and t(x) = w. 
Furthermore the map d
Consider a bimodule map β :
) is an element of Λ W , and as such, may be viewed as a
) has at most one nonzero entry and this entry is in the (g, g)-place. We also observe that if a g ∈ (Q W ) 1 , then a g , as a matrix, has only one nonzero entry, a, and this lies in the (g, W (a)g)-position. We use these observations in the next results.
for all a ∈ Q 1 and g ∈ G. Furthermore, these conditions are equivalent to the (g, W (a)g)-entry of the matrices α(o(a) g ⊗o(a) g )a g and a g α(t(a) W (a)g ⊗ t(a) W (a)g ) being equal, for all a ∈ Q 1 and g ∈ G.
Proof.
The first part of the result now follows. The second part follows from the remarks prior to the proposition. 
(1
However,
) is a matrix with at most one nonzero entry in the (g, g)-position. On the other hand,
) is a matrix with at most one nonzero entry in the (gk 
, and the map f
as a bimodule map from Q 0 to Λ. Abusing notation, we also call this map Φ 0 (α).
Proposition 7.4. With the above notation, the map
We also have that aΦ 1 α(t(a) 1 G ⊗ t(a) 1 G ) is equal to the (W (a), W (a))-entry of a 1 G α(t(a) W (a) ⊗ t(a) W (a) ). 
) to be the matrix whose (g, g)-entry is β(v ⊗ v) and all other entries are 0. This clearly defines a Λ W -Λ W -bimodule homomorphism from P 0 to Λ W . It can be easily checked that
As an immediate corollary, we may rewrite Theorem 7.6 in terms of the center of an algebra which we denote by Z (−). 
Finally we note that HH
clearer when the formula for the 1st Hochschild cohomology group is given. We turn our attention to HH 1 (Λ W ) and its connection to HH 1 (Λ). We now assume that Λ = K Q/I is a finitely presented K -algebra and hence I is finitely generated. Let I be generated by a finite set, γ , of weight homogenous uniform elements. Recalling π : Unif(K Q W ) → UnifK Q, we see that I W is generated by π −1 (γ ) which we denote by γ W . Suppose r ∈ γ , with r = n i=1 c i p i where c i ∈ K , p i is a path, and
where each r g is a uniform element of K Q W and o(r g ) = g and t(r g ) = W (r)g. Thus, we may write γ W as {r g | r ∈ γ , g ∈ G}.
With the above notation, it is known [11] that the resolution (P Finally, for Example 5.4, we describe (HH 1 (Λ W ))
G . We see that 
