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摘要: 研究求解大型非线性特征值问题的两种迭代投影法: 非线性有理 Krylov 子空间法和非线性 Arnoldi 方法. 通过
引入精化策略和不精确求解线性系统的思想, 给出了精化有理 Krylov方法和不精确非线性 Arnoldi方法的实用算法, 通
过数值算例验证了改进后的方法可以提高计算的效率.
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  近年来, 在科学工程计算的许多领域提出了求解
非线性特征值的问题,如流固耦合振动数值模拟的问
题[ 1-2] 、加速器设计中的电磁场数值模拟等 [ 3-4] .由于线
性化增大了问题的规模和条件数,所以,对于大型的非
线性特征值问题, 通常采用投影类算法来求解 [ 5-8] , 如
非线性的 Arnoldi方法、Jacob-i Davidson 方法、Lanc-
zos方法等 [ 9-13] .
Ruhe 提出了有理 Kr ylov 方法
[ 14]
(以下简称







1  NLRKS和 NLAM
1. 1  非线性特征值问题
讨论如下形式的方程:
T( K) x= 0, ( 1)
其中T( # ) I Cn@ n , 是以K为参数的矩阵函数, KI J ,
J < R. 若上述方程( 1)存在非平凡解x X 0, 则K称作
T( # )的特征值, x称为相应于特征值K的特征向量.
1. 2  NLRKS
若 R不是T( # )的特征值, 则 T( R)非奇异,非线性
特征值问题( 1)与如下求解问题等价
T( R) - 1T(K)x= 0, ( 2)
记 A ( K) : = T( R) - 1 T( K) , 要使式( 2)有非平凡解, 需
A(K)奇异,即A( K)至少有一个特征值为 0, 设 mineig
表示取模最小特征值, 则问题转化为求 K, 使得
mineig ( A(K) )= 0,




( Kk- R) , ( 3)
其中 Hk= m ineig( T(R) - 1 T( K) ) .具体算法见文献[ 14] .
1. 3  NLAM





T( L) x来扩充正交基 V. 这里 R是靠近目标特
征值的位移, L是 Ritz值, x是Ritz向量.由于 Arnoldi
类方法中新的搜索方向要与 V作正交化, 而 Ritz向量
x已经包含在搜索子空间中 , 只需选取 v= T( R) - 1
T( L) x作为新的搜索方向.具体算法见文献[ 15] .
2  RNLRKS和 INLAM
2. 1  RNLRKS
2. 1. 1  精化投影法
在一般的投影方法中 Ritz对被用来作为特征对
的近似, 但有时存在 Ritz值收敛, Ritz 向量却不收敛,
为此,贾忠孝在文献[ 17]中提出了精化的投影方法, 精
化方法保留 Ritz值, 以精化向量替代 Ritz向量作为特
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相应的精化向量.









Purg e: 若有 Ritz值收敛, 为避免投影子空间增长
过大,通常将我们不感兴趣的方向从子空间中除去.
2. 1. 3  RNLRKS
算法 1( RN LRKS)
1) 选择初始向量 V= ( v1 ) , || v1 || = 1,和 K, R, j =
1;
2) 设 hj= 0; s= ej ; x= vj ;
3) 计算 r= T( R) - 1T( K) x, k j= VHj r ;
4) 当|| kj || > ResTo l时,循环
( i) 正交化 r= r- Vj k j ,
( ii) hj = hj+ kj s- 1j ,
( iii) H= m ineigHi, j ,相应的特征向量 s,
( iv) x= Vj s ,
( v ) K= K+
H
1- H
( K- R) ,






( v ii) r= T( R) - 1T(K) x, kj = VHj r ;
5) 奇异值分解: SVD( T(K)Vj ) , s为最小奇异值对
应的右奇异向量;
6) x= Vj s ;
7) r= T( R)
- 1
T(K) x;
8) 正交化 r= r- VjV
H
j r ;
9) h j+ 1, j = || r || ;
10) 若|| hj + 1, j s j || > EigT ol,执行
vj + 1= r/ h j+ 1, j , j = j + 1,转 2) ;
11) 得到特征对 Ki= K, xi= x;
12) Lock and purge H j , j ,更新 j 和 Vj ;
13) 若要寻找更多的特征值, 选择 H, s, 转 4)
( iv) .
由前面的分析可知, 在 NLRKS 算法中 Arnoldi
递推关系式只是近似成立, 因此随着迭代的进行必须
进行压缩,一旦在算法 1 中第 11 步得到收敛的特征
值,除了下一个近似特征向量的方向保留外,所有没有
被锁定的方向都应从子空间中除去. 假设经过 j 步的
迭代,所有要得到的特征值中已经有 m 个特征值被锁
定, Arnoldi递推关系成立
A(K) VjZ= VjH j , jZ+ vj + 1( h j+ 1, j eTj Z) =
 Vj
Im, m  0
0  q
Tm, m  Gm, j- mq
0   H
+
 hj+ 1, jv j+ 1, j ( eTj Z) = Vj




Tm, m  Gm, j- mq
0   H
+ ( hj + 1, j qj - m) v j+ 1, j eTj , ( 5)
这里
Hj , j=
Tm, m  Gm, j - m
0   Hc
. ( 6)
Tm, m是经过压缩后的上三角阵, Hc是 j - m 阶的上
Hessenber g阵.若 H= mineigHc是下一个近似特征值,
Hcq= Hq, || q || = 1, 令 Z=
Im, m  0
0  q
,有
A(K) VjZ= VjH j , jZ+ vj + 1( h j+ 1, j eTj Z) =
 Vj
Im, m  0
0  q
Tm, m  Gm, j- mq
0   H
+
 hj+ 1, jv j+ 1, j ( eTj Z) = Vj
Im, m  0
0  q
 
Tm, m  Gm, j- mq
0   H
+ ( hj + 1, j qj - m) v j+ 1, j e
T
j , ( 7)
上式中 qj- m表示q的最后一个元素.令
Vm+ 2= ( VjZ  vj+ 1 ) ,
Hm+ 2, m+ 1=
Tm, m  Gm, j- mq
0   H
0  h j+ 1, j q j- m
, ( 8)
则迭代可继续进行,且 j 更新为 j = m+ 2.
定理 1  考虑 T( # ) I Cn @ n在 J < R上的特征值
问题. 设 T( # )连续可微, ( K, x)为 T( # )的一个特征
对, || x|| = 1, ( L, u
~
)为相应的投影子空间 K 上的 Ritz
值和精化向量,则有( i)
|| T( L) u
~
|| [ || T( L) || s in N( x, K ) + C| L- K|
1- sin
2 N( x, K )
, ( 9)
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K( L1 ) = 0,K( L1 ) HK( L2 ) = ª , 这里 K( # )表示取矩阵
特征值的集合, X1 和 Y2 为列规范正交矩阵, 记 U =
span{X 1} , 则有( ii)
sin N ( u
~
, U ) [ || L- 12 || ( || T( L) || sin N( x,
 K ) + C( 1+ 1- sin2 N ( ( x, K ) ) | L- K| ) /
 ( 1- sin2 N( x, K ) ) - 2 ) , ( 10)
其中 C为一个常数.
证明 ( i) 由 T( # )连续可微知, vt ( i, j ) , 0 [ t ( i ,
j ) [ 1, i, j I {1, 2, ,, n} , 使得
T( L)= T( K)+ ( L- K)Tc( K+ t( i , j ) ( L- K) ) ,
 T( L)x= T( K) x+ ( L- K)Tc(K+ t ( i , j ) ( L-
 K) )x= ( L- K)Tc(K+ t( i , j ) ( L- K) ) x.
记 C= max
SI J
|| Tc(S) || ,有
|| T( L) x|| = || ( L- K)Tc(K+ t( i , j ) ( L- K) )x || [
 C|| L- K|| ,
设 P为K 上的正交投影, x 可以分解为x = xk+ xX , xk
= Px , xX = ( I- P) x,则
|| x X || = sinN ( x, K ) ,
|| xk || = 1- sin2 N( x, K ) ,
由精化向量的定义可以得到
|| T( L) u
~
|| [ || xk || - 1 || T( L) xk || =
 || xk || - 1 || T( L)x- T( L) xX || [
 || T( L) || sinN ( x, K ) + C| L- K|
1- sin2 N( x, K )
.
( ii) 记X= ( X1 , X2 ) , Y= ( Y1, Y2 )由谱分解的定义知
Y
H
X= I, YHAX= ding( L1 ,L2) , sinN( u
~
, U)= || YH2 u
~
|| ,







2 ( T(K)+ ( L- K)Tc(K+ t ( i, j ) ( L-










, U ) [ || L- 12 || ( || r || + C| L- K| ) [
 || L- 12 || ( ( || T( L) || s inN ( x, K ) + C( 1+
 1- sin2 N( x, K ) ) | L- K| ) /
 1- sin2 N( x, K ) .




2. 2  INLAM
在 NLAM 算法中,利用|| qk || [ G|| r k- T( R) vk- 1 ||
来得到新的搜索方向扩充子空间, 可看作求解一个预
条件系统,并不需要精确求解.在此,我们考虑用一个
内层迭代来求解 T(R) v= r, 寻求方程的近似解, 使内
迭代的残量 qk= rk- T(R) vk 满足指定的允许误差界.
设 vk= vk- 1 + dk ,这时 qk= T( R) dk- ( rk - T( R) vk- 1 ) ,
只需近似求解
T( R)dk= r k- T( R) vk- 1 , ( 11)
这里,内迭代的停止准则设为
|| qk || < G|| rk- T(R) vk- 1 || , ( 12)
这里 G为指定的误差界参数.
算法 2( INLAM)
1) 给定初始位移 R和初始标准向量 v1 , 子空间维
数 j = 1;
2) 对 T( R)作不完全 LU 分解;
3) 对 m= 1, 2, ,, EigCount循环
( i) 求解投影问题 TV ( L) y: = VHT( L) Vy= 0,得到
目标特征对( L, y) ,
( ii) 计算 Ritz向量 u= Vy 和残量 r k= T( L) u,
( iii) 判断, 若|| r k || / || u|| < E执行
p 得到第 m 个特征对 Km= L, xm= u, 并存储特征
向量 X= ( X x m) ,
p 若 m= = EigCoum 停止,
p 若|| rk || / || r k- 1 || > ChangCond, 选择新位移 R,
对 T( R)作不完全 LU 分解,
p 必要时重启,
p 选择( L, u)作为下一个目标特征对近似,
p 计算残量 rk= T( L) u,
p 若 j > M axDimension+ m,则令 j= m+ 1, V=
( X  u) ,对 V正交化,使 VHV= I j ,转到步骤 3) , 继续
循环,
( iv) r~ k= rk- T(R) vk- 1 ,
( v ) 求解 T( R) dk= r~ k ,使|| T( R) dk- r~ k || < G|| r~ k || ,
( v i) vk= vk- 1+ dk ,
( v ii) 正交化, 得到 v= vk- VV
H
vk ,
( v iii) V= ( V  v) , j = j + 1.
定理 2  考虑 T( # ) I Cn @ n在 J < R上的特征值问
题.设 T( # )连续可微, ( K, x)为 T( # )的一个特征对,
|| x || = 1, ( L, u)为相应的投影子空间上的Ritz对 ,
|| u|| = 1, R为靠近 K的位移, || T (R) v- T ( L) u|| [ G, G






sin N( v, x) [ || L- 1 || ( G+ C1 | L- K| +
 C2 | R- K| ) + sinN ( u, x) . ( 13)
证明由 T(K)的谱分解得到 sin N( v, x) = || YH v|| ,
s in N( u, x) = || YHu|| ,设 r= T(R) v- T( L)u, 则有





( T(K)+ ( R- K) Tc( K+ t( i, j ) ( R-
 K) ) ) v- YH ( T(K)+ ( L- K) Tc( K+ S( i, j ) ( L-
 K) ) )u= LYH v+ ( R- K) YHTc(K+ t ( i , j ) (R-
 K) ) v- LYHu- ( L- K)YHTc(K+ S( i , j ) ( L-












Tc( K+ t( i, j ) ( R-
 K) ) v+ YHu+ ( L- K) L- 1 YHTc(K+ S( i, j ) ( L-
 K) )u.
由|| T(R) v- T( L)u|| [ G可知: || T( R) v|| - || T( L)u|| [
G,得到
|| v|| [ || T(R) || - 1 ( G+ || T( L) || ) .
设 G< to l , 记C1 = max
NI J
|| Tc ( N) | | , C2 = C1 # max
R, LI J
|| T( R) || - 1 ( tol+ || T( L) || ) ,
于是可以得到
sin N( v, x) [ || L- 1 || ( G+ C1 | L- K| +
 C2 | R- K| )+ sinN ( v, x) .
3  数值实验
这里给出数值算例对算法进行比较, 程序运行在
Intel( R) Co re( TM ) 2 Duo CPU, 2. 2 GHz, Window s
Vista Home Premium 下,编译环境为 MatlabR2006a.
考虑的非线性特征值问题为 T( K) x: = ( K
2
A2 + KA 1 +
A0 ) x= 0.其中 A0 是 Laplace 算子在单位圆上的有限
元离散, 由 Matlab 函数 delsq( numgr id (-D. , m) ) 得
到, A1是用 Matlab函数 sprandsym 产生的随机稀疏
对称矩阵, A2= I为单位阵.
令 A0 = delsq ( numgrid ( - D . , 6 0 ) ) , 得到一
个2 724 阶的非线性特征值问题. 分别采用 NLRKS
和 RNLRKS求解区间[ 10, 15]中的 15 个特征值, 结
算结果如图 1所示.计算15个特征值所用 CPU 时间,
NLRKS 为 887 s, RNLRKS为 787 s,可见经精化处理
后提高了求解效率.
用 NLAM 和 INLAM 求解上述问题,计算[ 0, 1]
区间的 15 个特征值, 在 INLAM 中, 取 G= 0. 8.
NLAM 在计算过程中需要进行 4次的 LU 分解, 因此
INLAM 的计算时间远少于 N LAM ,见图 2.
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4  结  论
非线性有理 Krylov 方法和非线性 Arnoldi方法
都是求解非线性特征值问题的迭代投影法, NLAM 通
常比 NLRKS高效, 但 NLRKS 的好处在于不要求明
确表示出投影问题,适用于解决某些应用问题. 本文在
RN LRKS中用精化向量代替 Ritz向量, 加快了收敛
速度. INLAM 中采用内迭代近似求解预条件系统, 避
免用直接法求解, 提高了算法的效率.
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Two Projection Methods for Nonlinear Eigenvalue Problems
LI Chang-wei1 , LU Lin-zhang2*
( 1. School of Geosciences and Info-Phy sics, Centr al South Univer sity , Chang sha 410083, China;
2. School of Mathematical Sciences, Xiamen Univer sity, Xiamen 361005, China)
Abstract:We discussed two projection methods fo r nonlinear eigenvalue pr oblems, i. e. nonlinear rational Krylov subspace method
( NLRKS) and nonlinear A rnoldi method ( NLAM) . Applied the refined projection technique and inexact preconditioning scheme re-
spectiv ely to the methods, we present the r efined rationa l Krylov subspace method ( RNLRKS) and inexact nonlinear A rnoldi method
( INLAM) . W ith some numerica l ex amples w e demonstr ate the perfo rmance improvement o f the new alg or ithms.
Key words: nonlinear eigenvalue; iter ative pro jection method; Arno ldi method; r ational K rylov met hod
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