Abstract. The purpose of this article is to study the uniqueness problem for meromorphic mappings from C n into the complex projective space P N (C). By making using of the method of dealing with multiple values due to L. Yang and the technique of Dethloff-Quang-Tan respectively, we obtain two general uniqueness theorems which improve and extend some known results of meromorphic mappings sharing hyperplanes in general position.
Introduction and main results
For a nonconstant meromorphic function f on C n and a ∈ P 1 (C), we denote by ν f −a the map from C into Z whose value ν f −a (z) is the multiplicity of the zero of f − a at z.
In 1926, R. Nevanlinna [9] proved the well-known five-value theorem that for two nonconstant meromorphic functions f and g on the complex plane C, if they have the same inverse images (ignoring multiplicities) for five distinct values in P 1 (C), then f (z) ≡ g(z). We know that the number five of distinct values in Nevanlinna's five-value theorem cannot be reduced to four. For example, f (z) = e z and g(z) = e −z share four values 0, 1, −1, ∞ (ignoring multiplicities), but f (z) ≡ g(z). There have been several improvements of Nevanlinna's five-value theorem. H. X. Yi ([14] , Theorem 3.15) adopted the method of dealing with multiple values due to L. Yang [13] and obtained a uniqueness theorem of meromorphic functions of one variable. Later, Hu, Li and Yang extended this result to meromorphic functions in several variables (see Theorem 3.9 in [8] ). Theorem 1.1. ( [8] , Theorem 3.9) Let f and g be two nonconstant meromorphic functions on C n , let a j (j = 1, 2, . . . , q) be q distinct complex elements in P 1 (C) and take m j ∈ Z + ∪ {∞} (j = 1, 2, . . . , q) satisfying m 1 ≥ m 2 ≥ · · · ≥ m q and ν Over the last few decades, there have been several generalizations of Nevanlinna's five-value theorem to the case of meromorphic mappings from C n into the complex projective space P N (C). Some of the first results concerning this research are due to Fujimoto [6, 7] .
For a meromorphic mapping f from C n into P N (C) and a hyperplane H in P N (C), we denote by ν (f,H) the map from C into Z whose value ν (f,H) (z) (z ∈ C n ) is the intersection multiplicity of the images of f and H at f (z). Let H 1 , H 2 , . . . , H q be q hyperplanes in general position such that dimf
For brevity we will omit the notation ≤ m j if m j = ∞.
Fujimoto [6, 7] proved that if q ≥ 3N + 2, then ♯F (f, {H j } q j=1 , ∞) = 1. In 1983, Smiley [11] obtained an improvement with truncated number one that if q ≥ 3N +2, then ♯F (f, {H j } q j=1 , 1) = 1. Later, Thai and Quang [12] considered a smaller number q and proved that if N ≥ 2 and q ≥ 3N + 1, then ♯F (f, {H j } q j=1 , 1) = 1. In [4] , Dethloff and Tan considered the case q ≥ 2N + 3 and obtained that if 
Remark that condition (1) implies q ≥ 3N + 2. In 2006, Dethloff and Tan [5] obtained the following result for a smaller q.
The main purpose of this paper is to consider the multiple values and uniqueness problem of meromorphic mappings. By making use of the method of dealing with multiple values due to L. Yang [13] , we obtain the first main result below. Theorem 1.4. Let f and g be two linearly non-degenerate meromorphic mappings of C n into P N (C), and let H 1 , H 2 , . . . , H q be q hyperplanes in general position such that dimf
Obviously, Theorem 1.4 is an improvement of Theorem 1.2. For the case N = 1, the condition (2) reduces to q j=3 mj mj +1 > 2. Thus Theorem 1.4 is an extension of Theorem 1.1. Furthermore, we immediately get the following corollaries from which we see that Theorem 1.4 is an improvement of Smiley's 3N + 2 hyperplanes uniqueness theorem [11] .
Considering a smaller q than 3N + 2, we have another main theorem by using the technique shown in [2, 3, 4] . Theorem 1.5. Let f and g be two linearly non-degenerate meromorphic mappings of C n into P N (C), and let
Thus we obtain immediately the following corollaries which improve the abovementioned uniqueness theorems for meromorphic mappings sharing hyperplanes in general position [6, 11, 12, 4, 5, 2] .
.
j=1 , 1) = 1, where m >
The last corollary is a supplement of Corollary 1.2.
For the case N = 1, the condition (3) reduces to
. Thus compared with the conditions of Theorems 1.1 and 1.4, there maybe exist a better lower estimate than condition (3) in Theorem 1.5.
Preliminaries
We set z = (
, where the term P m (z) is either identically zero or a homogeneous polynomial of degree m. The number ν h (a) := min{m : P m = 0} is said to be the zero-multiplicity of h at a. Set suppν h := {z ∈ C n : ν h (z) = 0}.
Let
Let f be a nonconstant meromorphic mapping of C n into P N (C). We can choose holomorphic functions
. Note that T (r, f ) is independent of the choice of the reduced representation of f .
For a hyperplane H = {(x 0 : · · · :
Under the assumption that (f, H) is free, (f, H) is a nonzero holomorphic function and the proximity function of f and H is defined by
where
The proximity function of a meromorphic function ϕ on C n is defined by m(r, ϕ) = S(r) log + |ϕ|σ, where log + x = max{log x, 0} for x ≥ 0. Let k, M be positive integers or +∞. For a divisor ν on C n . We define the counting functions of ν as follows. Set
Similarly, we define n M (t), n , ν) , respectively. For a meromorphic function ϕ on C n , we denote by
For brevity we will omit the superscript M if M = ∞.
For a closed subset A of a purely (n − 1)-dimensional analytic subset of C n , we define
and
The First Main Theorem is that
As usual, by the notation " P " we mean the assertion P holds for all r > 1 excluding a set of finite Lebesgue measure. Theorem 2.1. (Second Main Theorem) Let f be a linearly non-degenerate meromorphic mapping from C n into P N (C) and H 1 , . . . , H q be q hyperplanes in general position. Then
For two distinct hyperplanes H 1 and H 2 , we have
The following lemma is proved by using the method of dealing with multiple values due to L. Yang [13] , see also Lemma 4.7 in [12] . Lemma 2.2. Let f be a linearly non-degenerate meromorphic mapping from C n into P N (C), H be a hyperplane in general position, and k(≥ N ) be a positive integer. Then
we deduce that
This completes the proof of the first inequality of the lemma. The second inequality of the lemma follows immediately because of , f ) ) .
Proof of Theorem 1.4
Suppose that f (z) ≡ g(z). By the Second Main Theorem, we have
where T (r) = T (r, f ) + T (r, g). By Lemma 2.2 we have
Therefore, we have
The same is true for g instead of f. Hence, we can deduce that
Hence, we can deduce that
+o (T (r)) .
Noting that q = q j=1 mj +1 mj +1 , we can obtain from the above inequality that 
This is a contradiction.
Proof of Theorem 1.5
For brevity we denote T (r, f ) + T (r, g) by T (r). Suppose that f (z) ≡ g(z). Then by changing indices, if necessary, we may assume that (f,
where k s = q. Then the number of elements of every group is at most N because f (z) ≡ g(z). The map σ : {1, 2, . . . , q} → {1, 2, . . . , q} is defined by
Obviously, σ is bijective. Since q ≥ 2N, |σ(i) − i| ≥ N. Thus, (f,Hi) (g,Hi ) and
belongs to distinct group, and so
We here use the technique in [3] , see also [2, 4] . Set
By the assumption and the definition of function P i we get that for k ∈ {i, σ(i)} and any
outside an analytic set of codimension ≥ 2. On the other hand, since ν
We also get that for any j ∈ {1, 2, . . . , q} \ {i, σ(i)}, any zero of (f, H j ) is also a zero of P i outside an analytic set of codimension ≥ 2. Thus we have
outside an analytic set of codimension ≥ 2. Hence, for all i ∈ {1, 2, . . . , q} we have
On the other hand, by Jensen's formula we have
Therefore, for all i ∈ {1, 2, . . . , q} we have
Note that σ is bijective. Take summation of the above inequality over 1 ≤ i ≤ q, we have This is a contradiction.
