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ABSTRACT
Whilst sound zoning methods have typically been studied under anechoic conditions, it is desirable to evaluate
the performance of various methods in a real room. Three control methods were implemented (delay and
sum, DS; acoustic contrast control, ACC; and pressure matching, PM) on two regular 24-element loudspeaker
arrays (line and circle). The acoustic contrast between two zones was evaluated and the reproduced sound
fields compared for uniformity of energy distribution. ACC generated the highest contrast, whilst PM
produced a uniform bright zone. Listening tests were also performed using monophonic auralisations from
measured system responses to collect ratings of perceived distraction due to the alternate audio programme.
Distraction ratings were affected by control method and programme material.
1. INTRODUCTION
Due to the increased popularity of personal electronic de-
vices in recent years, the presence of conflicting audio
streams in a single listening space has become a famil-
iar problem affecting the experience of listening to the
audio content delivered by such devices. Headphones
are commonly used to minimise interruption from com-
peting programmes, however in some situations avoid-
ing headphones may be desirable (e.g. when listening to
audio over long periods or to allow better audibility of
background sounds). To tackle the problem, several sig-
nal processing methods have been proposed, which use
interference between loudspeaker array signals to deliver
audio content to specified regions whilst limiting audibil-
ity in other areas. Existing methods can be categorised
into three major groups. In the first group, the zoning ef-
fect is achieved by focusing the sound energy towards the
bright zone (beamforming); methods include delay and
sum beamforming [1] and brightness control [2]. The
second group concentrates on maximising the acoustic
energy in the bright (target) zone, whilst minimising it in
the dark (quiet) zone. Notable methods include acoustic
contrast control [2] and acoustic energy difference max-
imisation [3]. The third method group has the additional
capability of synthesising a desired sound field (e.g. a
plane wave) in the zones. Such methods are based on
analytical sound field synthesis [4] or direct optimisation
of a sound field (pressure matching [5]).
Examples of sound zone method implementations in ane-
choic [6, 7, 3, 8] and reflective environments [9, 10, 11]
can be found in the literature. However, there are limited
examples of comparative evaluation of different methods
[11, 12, 13]. In this paper, performance characteristics of
each of the groups of methods are compared for a system
implemented in a room. One representative method was
chosen from each group: delay and sum (DS), acous-
tic contrast control (ACC) and pressure matching (PM).
The system constituted two independent loudspeaker ar-
rays based on configurations commonly used in previous
studies: linear and circular arrays (each 24 elements).
The system performance was evaluated in terms of the
ratio of sound energy between the bright and dark zones
(acoustic contrast) and uniformity of sound energy in the
bright zone (qualitative assessment of SPL maps and the
planarity metric [14]). To relate the acoustic contrast re-
sults to perceived separation, listening tests were also
performed using monophonic auralisations made with
system responses at the centre of each zone. Distraction
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ratings were collected using a multiple stimulus presen-
tation.
In Section 2 the sound zone problem considered here is
introduced and the physical metrics used for system eval-
uation are detailed. In Section 3 the theoretical back-
ground for the chosen sound zone methods is provided.
Sections 4 and 5 contain details of the experimental setup
and the sound zone reproduction process respectively. In
Section 6 the performance results based on the physical
metrics are discussed. The listening tests are detailed in
Section 7.
2. BACKGROUND
In this section, the sound zone problem is introduced,
along with physical evaluation metrics.
2.1. Sound Zone Problem Definition
Figure 1 shows an example sound zone system layout.
Two audio programmes, A and B, are to be reproduced in
zones A and B respectively. In each zone, only the target
programme should be audible. For programme A, zone
A is the “bright zone” and zone B is the “dark zone”.
Conversely, for programme B zone B is the “bright zone”
and zone A is the “dark zone”. The remainder of the
room, zone C, is uncontrolled.
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   Zone A 
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Fig. 1: Example of a sound zone system, with L loud-
speakers and listening zones A and B defined by M and
N microphones, respectively. Zone C is uncontrolled.
For a single frequency, the source weight vector is de-
fined as q = [q1 q2 ··· qL ]T , where ql is the lth loud-
speaker’s complex source weight and L is the total num-
ber of loudspeakers. The vectors of complex pressures
in zones A and B are pA = [ p1 p2 ··· pM ]
T and pB =
[ p1 p2 ··· pN ]T respectively, where pm is the complex pres-
sure at the mth microphone in zone A, pn is the complex
pressure at the nth microphone in zone B, and M and N
are the number of microphones in zones A and B respec-
tively.
The matrix of transfer functions between each loud-
speaker and microphone in zone A is defined as
GA =

g11 g12 . . . g1L
g21 g22 . . . g2L
...
...
. . .
...
gM1 gM2 . . . gML
 , (1)
where gml is the transfer function between the mth mi-
crophone in zone A and the lth loudspeaker. The equiva-
lent matrix GB can be defined for zone B. The pressures
and source weights are related as follows: pA =GAq and
pB = GBq.
2.2. Physical Evaluation Metrics
The sound zone methods were evaluated for two phys-
ical aspects of performance: acoustical separation be-
tween the zones and the spatial distribution of sound
energy in the bright zone. The former is related to the
perceived interference from the unwanted programme in
the dark zone, and the latter may influence the perceived
quality of the programme in the bright zone [15]. In
particular, a spatially uniform bright zone is desirable
to avoid changes in the perceived separation between
the target and interfering programmes when the listener
moves from one position in the zone to another.
2.2.1. Acoustic Contrast
The acoustical separation between the bright zone A and
the dark zone B can be quantified as
contrastAB = 10log10
(
NqHoptG
H
AGAqopt
MqHoptG
H
BGBqopt
)
, (2)
where qopt is the optimal source strength vector and the
superscript H denotes conjugate transpose. The acous-
tic contrast is the ratio of the spatially averaged sound
energies in the bright and dark zones, expressed in dB.
2.2.2. Planarity
The planarity metric, recently proposed by Jackson et al.
[14], quantifies the extent to which the sound field resem-
bles a plane wave. Here, the metric is used to evaluate
the bright zone. For the considered systems, high pla-
narity in this zone is indicative of a uniform distribution
of sound energy across the zone.
The energy distribution at the microphone array in the
bright zone (over incoming plane wave direction) is
given by wi =
1
2 |ψi|2, where w = [w1 · · ·wi] are the en-
ergy components at the ith angle and ψ = [ψ1 · · ·ψi] are
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the plane wave components at the ith angle. The steering
matrix H which maps between the observed pressures
at the microphones and the plane wave components can
then be defined:
ψ = Hp. (3)
A super-directive beamformer (ACC in this case) can be
used to determine the steering matrix weights. The pla-
narity of zone A can be defined as the ratio between the
energy due to the largest plane wave component in this
zone and the total energy flux of plane wave components:
planarityA =
∑i wiui.uıˆ
∑i wi
, (4)
where ui is the unit vector associated with the ith compo-
nent’s direction, uıˆ is the unit vector in the ıˆth direction
ıˆ = argmaxi wi, and . denotes the inner product.
3. SOUND ZONE METHOD THEORY
The three sound field control methods are introduced in
the following sections.
3.1. Delay and Sum Beamforming
DS represents the beamforming approach [1], where the
sound energy is focused towards the the bright zone. A
delay is applied to each loudspeaker feed, so that the in-
dividual contributions combine in phase at the centre of
the the bright zone, producing an energy peak. The opti-
mal source strength vector is defined as
qopt =
[
e(− jωτ1) e(− jωτ2) · · · e(− jωτL)
]T
, (5)
where τ1,τ2, . . . ,τL are time delays given by τl =
(max{rl}Ll=1− rl)/c, where rl is the distance between the
lth loudspeaker and the bright zone centre and c is the
speed of sound.
Outside the bright zone, the energy is partially cancelled
due to destructive interference. For practical loudspeaker
arrays, the phase differences between individual waves
are small at low frequencies, so the non-target wave can-
cellation is limited.
3.2. Acoustic Contrast Control
ACC represents the sound energy control group of meth-
ods and aims to maximise energy in one region (bright
zone A) while minimizing it in another (dark zone B), by
maximizing the following cost function [2]:
C =
NpHA pA
MpHB pB
=
NqHGHAGAq
MqHGHBGBq
. (6)
Choi and Kim [2] showed that the vector qopt which max-
imises C is proportional to the eigenvector of the matrix
[GHBGB]
−1GHAGA that corresponds to its largest eigen-
value. For certain geometrical arrangements, the matrix
GHBGB can become close to singular, which can cause
large errors in the numerical inversion as well as im-
practical levels of loudspeaker driving signals. These
problems can be alleviated by adding a regularisation
parameter β to the main diagonal of this matrix, so the
matrix for eigenvalue decomposition becomes [GHBGB +
β I]−1GHAGA, where I is an L×L identity matrix.
3.3. Pressure Matching
PM aims to match the reproduced sound field with the
desired one, specified for the bright and dark zones. For
a typical sound zone scenario, the desired sound field
d is defined as a plane wave [5], heavily attenuated in
the dark zone. The optimisation cost function aims to
minimise the error e between the desired and reproduced
sound fields:
J = eHe+βqHq, (7)
where qHq is a power constraint and β is the regularisa-
tion parameter. The power constraint is imposed to limit
the loudspeaker drives and improve the robustness to er-
rors in the solution. The optimal source strength vector
can be found by solving for q:
qopt = (G
HG+β I)−1GHd, (8)
where G = [GAGB]
T is the matrix of system transfer
functions.
4. EXPERIMENTAL SETUP
In this section, the experimental setup for the com-
parative evaluation of sound zone methods is detailed.
The system was installed in a room (approx. volume
320 m3) which had been acoustically treated to reduce
the influence of surface reflections on method perfor-
mance. The room’s reverberation times (RT60), esti-
mated in 250, 500, 1000, 2000 and 4000 Hz octave bands
were 0.33, 0.30, 0.28, 0.27 and 0.25 s, respectively. The
loudspeaker and zone layout is presented in Fig. 2. A
linear and circular array, each used independently, were
chosen to represent arrangements typically used in the
literature for the sound zone methods considered (line
for DS, circle for PM, and both arrangements for ACC).
The line array comprised two rows of 12 loudspeakers
(10 cm × 10 cm × 16 cm) fixed side to side. One row of
units was placed on top of the other and shifted to obtain
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5 cm spacing between the consecutive transducers. For
the circular arrangement, 24 loudspeakers were mounted
with regular spacing (45.7 cm) on a frame of 1.75 m ra-
dius. The zones were two 53 cm × 53 cm regions, lo-
cated 1.51 m above the floor. A square grid of 144 mi-
crophones was used (3.2–5.0 cm spacing) in each zone
to measure system responses required for source weight
calculation, performance prediction and evaluation.
1.48m 1.51m 1.62m 
line array  
units 
circular array unit 
zone location 
floor 
B
 
A
 
5
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m
 
9.25m 
1.20m 
line array 
circular array 
room boundary 
1.75m 
loudspeakers 
every 15° 
1.47m 
dark zone 
bright zone 
x 
y 
(0,0) 
Fig. 2: Experimental sound zone system layout (not to
scale). Top: plan view; bottom: cross-section.
5. SOUND ZONE REPRODUCTION PROCE-
DURE
The sound zone reproduction scenario examined here
was the reproduction of a sound programme in zone A
(bright zone) and its suppression in zone B (dark zone).
For the PM method the specified sound field was a plane
wave propagating in the direction of the positive y-axis
in the bright zone, and a similar plane wave attenuated
by 60 dB in the dark zone.
For the DS method, the optimal source strengths were de-
rived analytically, based on the geometry of the arrange-
ment and the speed of sound value (c = 345 m/s) esti-
mated from the environmental conditions in the room.
For the remaining cases, the responses between loud-
speakers and microphones in the zone locations were
measured using the maximum length sequence technique
(MLS) and used to populate the transfer function matri-
0 0.1 0.2 0.3 0.4 0.5
−2
0
2
Time (s)
Am
pl
itu
de
300 1000 3500
0
0.5
1
Frequency (Hz)
|q|
Fig. 3: A normalised impulse response measured in the
room with a superimposed cropping window (top) and a
normalised magnitude of source weight with a superim-
posed band pass filter window (bottom).
ces. Prior to the calculation of filter weights, the mea-
sured responses were processed in order to reduce noise,
improve robustness to mismatch between setup and play-
back conditions, and limit the audibility of artefacts in-
troduced to programme material by the sound zone filters
(pre- and post-ringing [16]). Each impulse response was
cropped 0.5 s after the direct sound by multiplying it with
an asymmetrical raised-cosine window, as shown in Fig.
3 (top). Subsequently, each impulse was divided into
segments with logarithmically increasing lengths and a
low-pass filter (an 80 dB/decade slope) with a cut-off
frequency decreasing in 1/12 octave steps was applied
on a block by block basis. This filtered out high fre-
quency noise occurring in the impulse tails. The source
weights were calculated for individual frequency bins be-
fore being combined to form a filter frequency response.
The ACC solutions were regularised with a frequency-
independent regularisation parameter β = 0.3. For PM,
a frequency-dependent regularisation parameter was de-
termined using the L-curve method [17]. Each filter was
then band-limited to the range 300–3500 Hz, as shown
in Fig. 3 (bottom). The resulting filters were transformed
to the time domain for convolution with programme ma-
terial. For evaluation of performance, the filters were
convolved with an MLS and the total system response,
which included contributions from all sources active for
a given arrangement, was measured at the microphone
positions.
Since independent response measurement sets were un-
available for system setup and performance predictions,
the responses from half of the microphones were used
to calculate the source weights (for the ACC and PM
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Fig. 4: Microphone positions in the zones. Large bullets
indicate system setup locations. All positions were used
for performance evaluation.
methods), as shown in Fig. 4. In this way, the numer-
ically independent responses (from the remaining loca-
tions) could be included in the full response set used for
predicting performance. This limited the bias in the pre-
dictions [18]. In evaluating the measured performance,
all microphone locations were considered. Sensitivity of
the room response inversion to geometrical mismatch be-
tween the setup and playback locations is a known prob-
lem [19]; including both setup and non-setup locations in
the evaluation accounted for this sensitivity in the results.
6. PHYSICAL EVALUATION
In this section, the systems described above are evalu-
ated using the physical metrics detailed in Sec. 2.2. Maps
of sound pressure in the bright zone are also used to qual-
itatively assess the degree of sound field planarity and
zone uniformity at a single frequency.
Figure 5 shows the predicted and measured acoustic con-
trast plotted against frequency. The predictions and mea-
surements show good agreement. The ACC method im-
plemented on the line array (ACC Line) achieved the
best contrast in the majority of the considered frequency
range. The highest contrast is obtained in the range
1–2.5 kHz, where it fluctuates in the proximity of 20 dB.
Outside this range, a roll-off towards 15 dB and lower is
observed. At low frequencies, this is due to the limited
directivity of the array; in the higher range the method
begins to lose control over the interference between the
array element contributions as the spatial aliasing limit
(3450 Hz) is approached. A similar contrast curve char-
acteristic is observed for the DS method, however the
low frequency drop is greater due to the limited ability
to maintain a focused beam (see Sec. 3.1). The ACC
method based on the circular array (ACC Circle) exhib-
ited the best contrast in the low frequency range (below
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Fig. 5: Acoustic contrast predicted (light) and measured
(dark) for all four cases: DS (top-left), ACC Line (top-
right), ACC Circle (bottom-left) and PM (bottom-right).
The dashed line indicates a reference 20 dB contrast.
500 Hz), but the contrast dropped gradually with fre-
quency. Here, large spacing of the sources (45.7 cm) in
the circular array facilitated destructive interference in
the dark zone for long wavelengths, but hindered control
for shorter wavelengths. For PM, the circular array im-
posed an upper limit of 508 Hz for reproduction of the
desired sound field across the circular region, concentric
to the array and extending over the zones (1.29 m radius)
[20]. Consequently, the method was able to produce rel-
atively high contrast up to approximately 700 Hz, where
the contrast started to decrease rapidly. Interestingly, a
contrast peak of 10–15 dB is observed at frequencies
around 1.5 kHz. This can be attributed to an energy null
due to uncontrolled destructive interference occurring lo-
cally in the dark zone.
Figure 6 shows the measured sound pressure maps (real
part and level) in the bright zone, at 1.5 kHz for all four
cases. Differences in the sound field characteristics can
be observed. The DS and ACC Line methods tend to
generate a highly planar wave propagating from the ar-
ray in the direction of the bright zone, as can be observed
from the wavefronts in Fig. 6a. Conversely, the ACC Cir-
cle method generates a standing wave pattern with pres-
sure amplitudes rapidly changing throughout the zone.
The PM method succeeds in creating a plane wave in the
specified direction (along the y-axis). This shows that
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the method is able to control the bright zone sound field
well, even above the spatial aliasing limit. The stand-
ing wave pattern observed for the ACC Circle method
results from the multi-directional character of the sound
field generated by this arrangement. The loudspeakers
located at different directions with respect to the zone
generate a sound field made up of plane-wave compo-
nents arriving with similar amplitude from various direc-
tions. The interfering components yield a non-uniform
energy distribution across the zone: sound pressure level
(SPL) differences of up to 20 dB between some of the
locations can be observed in Fig. 6b. In contrast, planar
fields generated by the DS, ACC Line, and PM meth-
ods result in relatively homogeneous zones, also shown
in Fig. 6b. In all three cases an energy beam is formed,
covering the majority of the zone, but tending to lose in-
tensity towards the zone margins. The energy roll-off is
very rapid in the upper right corner of the zone for the DS
method, where the SPL drops by nearly 20 dB in relation
to the beam centre. This can be attributed to a mismatch
between the actual loudspeaker and zone positions and
those assumed when calculating the DS source weights,
which led to a shifting of the beam from the centre of the
zone.
Figure 7 shows the planarity scores in the bright zone
based on predictions and performance measurements. A
close match between the two sets of results can be ob-
served. The ACC Circle method gives the lowest over-
all planarity result, with the highest score just above
80% and rapid variations of planarity across frequency.
This indicates that the non-planar characteristics of the
sound field generated by this method (observed in Fig.
6 at 1.5 kHz) are maintained at other frequencies. The
DS and ACC Line methods obtain very similar planarity
scores and exhibit a highly planar sound field in the range
600–3000 Hz (planarity over 80% in the majority of the
range). Outside this range, two major dips can be ob-
served in the proximity of 340 Hz and 520 Hz. These
can be attributed to limited directivity of the line array
at low frequencies, resulting in a strong first-order re-
flection from the wall nearest to the zone (see Fig. 2).
At these two frequencies, the phase relationship between
the direct wave and reflection encourages strong interfer-
ence, generating a standing wave and thus limiting the in-
fluence of the planar direct part of sound field on the pla-
narity score. The gradual loss of planarity above 3 kHz
for both arrangements can be attributed to the increasing
contribution from the side lobes as the aliasing frequency
Fig. 6: Bright zone (a) sound pressure (real part) and (b)
SPL maps at 1.5 kHz based on performance measure-
ments. From top: DS, ACC Line, ACC Circle and PM.
is approached (3450 Hz). Above this frequency, the con-
tributions from individual array elements no longer com-
bine into one dominant plane wave propagating towards
the bright zone. Instead, multiple plane wave compo-
nents are generated in the directions of the aliased lobes,
causing the loss of sound field planarity in the zone.
The planarity score obtained by the PM method is gen-
erally lower than those for DS or ACC Line, with the
exception of frequencies below approximately 500 Hz
where a small improvement with respect to the other two
methods is achieved. The planarity dips at 340 Hz and
520 Hz are less pronounced, which can be attributed to
the fact that here the direct (plane) wave is directed along
the side wall rather than towards it as it was the case for
DS and ACC Line, thus reducing the amount of sound
energy reflected into the zone. A relatively low planarity
score outside the lowest frequency range can be related
to the previously discussed limitations of the circular ar-
ray.
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Fig. 7: Bright zone planarity predicted (light) and mea-
sured (dark) for all four cases: DS (top-left), ACC Line
(top-right), ACC Circle (bottom-left) and PM (bottom-
right). The dashed line indicates a reference 80% pla-
narity.
7. PERCEPTUAL EVALUATION
In addition to the physical metrics reported above, it is
also necessary to consider the experience of a listener
in a real sound zone system. A listening test was per-
formed to collect ratings of perceived distraction due to
the presence of an interfering audio signal; this attribute
was found in a previous experiment to be most useful for
rating audio-on-audio interference scenarios. Distraction
was defined as “how much the alternate audio pulls your
attention or distracts you from the target audio”, on a
scale from “not at all distracting” to “overpowering”.
The listening test results therefore consider the ‘interfer-
ence’ domain, or separation between programmes, rather
than quality or properties of the target sound field.
7.1. Listening Test Procedure
For each method, monophonic audio stimuli were gener-
ated by convolving programme material with the system
response at the centre of zone A for the target programme
and at the centre of zone B for the interferer programme.
This method assumes symmetry in the system in order
to simulate the listener experience in one zone. It must
be noted that the use of monophonic auralisations lim-
its the generality of the results to one point in the zone;
this removes any spatial characteristics related to distri-
bution of sound energy or variation in contrast through-
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Fig. 8: Acoustic contrast based on the single micro-
phone responses used for auralisations (dark) for all
four cases: DS (top-left), ACC Line (top-right), ACC
Circle (bottom-left) and PM (bottom-right). The mea-
sured spatially-averaged contrast is plotted for reference
(light). For clarity at high frequencies, contrast is shown
in 200 logarithmically spaced bins from 300–3500 Hz.
The dashed line indicates a reference 20 dB contrast.
out the zone. However, the listening test serves as a pre-
liminary perceptual investigation of the experience of a
listener in a real sound zone system, and can provide in-
sight into the relationship between contrast and perceived
distraction. The central points in the zones were selected
as they displayed similar performance to the spatially-
averaged contrast over the considered frequency range,
as shown in Fig. 8. To reduce the influence of mea-
surement noise on the result, contrast between the two
auralisation points was calculated as the logartihmic ra-
tio between power spectral densities at these points, esti-
mated using the Welch’s method [21] (each response had
65535 samples at 48 kHz sampling rate and was divided
into 50 ms segments with a Hamming window, using a
50% overlap). The discrepancy between the single mi-
crophone and spatially-averaged contrast was more pro-
nounced for the ACC Circle method due to large vari-
ations in the sound energy level across the microphone
locations in the zones (as described in Section 6).
The programme items were chosen to cover a range
of realistic listening scenarios and constituted 2 target
programmes (sports commentary and pop music) and 3
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Fig. 9: Listening test interface for subjective tests,
showing: buttons to play the reference (R) and test
(A–D) stimuli including hidden reference; sliders to
give a distraction score (from 0–100); and buttons to
play/pause/stop the audio and move to the next trial.
interferer programmes (male radio speech, pop music,
and classical music). Full-factorial combinations of the
above factors gave a total of 24 test stimuli, each 30 sec-
onds long.
A multiple stimulus paradigm was used to collect dis-
traction ratings using the interface shown in Figure 9. A
reference stimulus (just the target audio with no inter-
ferer) was provided on each page alongside 4 test stimuli:
the sound zone method and target audio programme were
held constant on each page with interferer programme
varied, and a hidden reference was also included to an-
chor the scale. Subjects were instructed to rate the hidden
reference at 0. Each stimulus was presented twice giving
a total of 48 ratings (64 including references) across 16
pages. The audio was presented over headphones with
the same signal fed to the left and right channels. The
level was calibrated using a binaural dummy head to re-
play at approximately 70 dB LAeq. Seven subjects partic-
ipated in the listening tests; all subjects were undergradu-
ate students in Music and Sound Recording, or postgrad-
uate students from the Institute of Sound Recording, Uni-
versity of Surrey, with experience of technical listening
and listening test participation. The test was preceded by
a familiarisation stage in which subjects were given the
opportunity to audition a range of the stimuli.
7.2. Listening Test Results
The hidden reference was incorrectly identified (i.e.
given a score > 0) in 17 out of 112 cases; in 16 of these
cases, the control method was ACC on the line or circular
array, and in 16 of the cases, the interferer was the pop
music programme. This indicates that these factor lev-
els produced similar performance to the reference (i.e. no
audible interferer). The hidden reference ratings were re-
moved in all further analysis. Observation of boxplots of
subject scores indicated pronounced differences in me-
dian and range of the scores given by different subjects,
therefore z-score noramlisation was performed in order
to account for differences in scale use [22].
An ANOVA model was made including main effects
and all interactions of target programme, interferer pro-
gramme, and sound zone method as fixed factors and
subject as a random factor. All effects that were not sig-
nificant (p > 0.05) were removed and the model recal-
culated. The remaining significant factors were: sound
zone method (partial eta-squared η2p = 0.290), target
programme (η2p = 0.152), interferer programme (η
2
p =
0.126), sound zone method * target programme (η2p =
0.073), and sound zone method * interferer programme
(η2p = 0.211). The model showed a reasonable fit to the
data (adjusted r2 = 0.496); a Kolmogorov-Smirnov test
on the standardised residuals suggested significant dif-
ferences from normality (D = 0.085, p< 0.01), however,
visual inspection of a histogram and q-q plot suggested
that the ANOVA model was appropraite for the data.
The largest effect was caused by varying the sound zone
method. Figure 10a shows mean standardised distraction
(with 95% confidence intervals) for each method, show-
ing the lowest distraction scores for the two ACC formlu-
ations (supporting the physical evaluation in which ACC
produced the greatest contrast). However, the signifi-
cant interactions between sound zone method and tar-
get/interferer programme must also be taken into ac-
count. The target programme * sound zone method in-
teraction has a small effect size, and can be seen in Fig-
ure 10b; the ACC methods only perform better than DS
for the pop music target, whilst the PM method performs
less well for the speech target. The interferer programme
* sound zone method interaction has a larger effect size;
Figure 10c shows that the DS method produced partic-
ularly high distraction ratings for the speech interferer.
It is likely that this interaction greatly contributes to the
apparent difference between the ACC methods and DS.
It can also be seen that for the speech interferer, the
PM method did not produce greater distraction than the
ACC methods. There is also a larger difference between
the two ACC formulations for the classical interferer,
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(c) Sound zone method * interferer programme
Fig. 10: Mean z-score normalised subjective distraction ratings (across subjects and repeats) with error bars showing
95% confidence intervals based on the normal distribution. Ratings are for monophonic auralisations made at a single
point in the centre of the zone and so do not consider the performance of the methods across the whole zone area.
with ACC on the line array producing higher distraction
scores.
Alongside the significant effect of sound zone method,
the target and interferer programme also produce signif-
icantly different ratings. The pop music target produced
lower distraction than the sports commentary (potentially
due to the compressed and consistent nature of the pop
music compared with the more fluctuating speech sig-
nal). On the other hand, the speech interferer was shown
to produce higher distraction ratings than the 2 music in-
terferers. These results highlight an important finding:
the success of sound zone systems implemented in real
environments with programme material is highly depen-
dent on programme material.
8. CONCLUSIONS
A comparative study of sound zone methods imple-
mented in a room was carried out. Three control methods
were chosen: delay and sum (DS), acoustic contrast con-
trol (ACC) and pressure matching (PM), each represent-
ing a different approach to sound field control (beam-
forming, energy control and sound field synthesis, re-
spectively). Two loudspeaker configurations, linear and
circular, were used: the line array was used for DS, ACC
was implemented on both array types, and PM was ap-
plied to the circle.
Physical attributes of the reproduced sound fields were
assessed. The ACC method implemented on the line ar-
ray achieved the highest overall acoustic contrast (above
15 dB in the majority of the considered frequency range)
while reproducing a highly planar sound field in the
bright zone and maintaining a relatively uniform level
of sound energy across this zone. DS produced similar
contrast, although with a decrease at low frequencies due
to the limited ability to focus sound energy in this range.
The circular array arrangements produced high contrast
below approximately 500 Hz; lower contrast at higher
frequencies was attributed to a relatively large spacing
between array elements, which inhibited control over de-
structive interference in the dark zone. The PM tech-
nique maintained high bright zone planarity, particularly
below the aliasing frequency (509 Hz for the chosen zone
locations), and succeeded in reproducing a target plane
wave from the specified direction. In contrast, the circu-
lar array implementation of the ACC method resulted in
a low bright zone planarity, with large energy level vari-
ations across the zone.
A listening test was conducted using auralisations from
the central positions in the bright and dark zones. Rat-
ings of distraction due to the presence of an interfering
audio signal were collected for combinations of 2 tar-
get and 3 interferer programmes. The results were found
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to generally agree with the physical metrics, with the
two ACC arrangements providing the lowest distraction
scores, particularly for the pop music target programme,
and PM performing badly for the sports commentary pro-
gramme. The programme material was found to have an
overall effect with less distraction for the pop music tar-
gets, and more distraction for the speech interferer. The
results highlight the importance of programme material
for the success of a sound zone system, motivating the
development of perceptual evaluation procedures.
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