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Abstract 
For small software systems, with perhaps a few thousand lines of code, software structure is 
largely an esthetic issue. When software systems grow large, including perhaps a million or more 
lines of source code, their structures become much more important.  
Developing a large system requires teams of developers working in concert to provide a finished 
product in a reasonable amount of time. That means that many people will read each component 
to use, test or modify towards accomplishing new features.  
In the software development life cycle, the maintenance phase is a dominant stage that impacts 
production cost of the system dramatically. This is mainly because, for a successful system, the 
maintenance phase lasts until the system's retirement and includes crucial operations such as 
enhancing performance, fixing newly discovered bugs and adopting/expending the software to 
meet new user requirements. Moreover, a software component may be modified or fixed by 
someone who is not the original author of that component.  In this case, all the operations 
conducted during maintenance or initial development may lead to insertion of code into a unit 
that may be unrelated to the original design concept of that unit. 
As software systems become large and complex they grow too long to read and understand 
completely by a single person.  After their initial implementations, maintenance operations tend 
to make the system even less maintainable, increasing the time and effort needed for future 
maintenance.   
In this research, we are interested in finding ways to successfully detect code defects and propose 
solutions to increase the overall maintainability of software systems that are larger than any one 
person can completely comprehend from its code alone. This process of refactoring software 
impacts the total production cost of the system positively by improving the quality of software 
code such as its comprehensibility and readability.  
To reduce the total development cost for a system, we suggest three main re-factorings. These 
novel forms of refactoring techniques aim to eliminate code defects such as large classes and 
long methods. The main goal of these re-factorings is to create smaller and cohesive software 
units with clear intentions to improve the maintainability of software.  
We provide analysis and visualization tools to help a user identify candidate code fragments to 
be extracted as separate unites. With these automation tools, developers do not have to manually 
inspect a foreign code base to detect possible refactoring opportunities. Through the visual 
representations we provide, one can observe all suggested re-factorings effectively on large scale 
software systems and decide whether a particular refactoring needs to be applied. To show the 
effectiveness of our techniques, we also provide some experiments conducted using these tools 
and techniques both on our own project's source code and other open-source projects.  
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Chapter 1  
 
Introduction 
In this research, we investigate some common software code defects and propose practical 
solutions to improve design and quality of source code. The main focus of this research is on the 
use of variable references to detect code defects and propose solutions for them. Using variable 
references in code, we seek cohesive code fragments that can be separated into new units in a 
large software system such as classes or methods. The motivation behind this is to improve 
quality and design of the software to make it more readable, maintainable and less complex. 
Techniques and solutions that we provide are supported by analysis and visualization tools. Since 
reading and trying to understand source code for refactoring would not be efficient without such 
tools, they play an important role in software refactoring process for especially large professional 
software. While analysis tools make the identification of code defects in the software refactoring 
process easier; by using visualization tools, one can observe the suggested refactoring more 
effectively.  
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1.1 Problem Presentation 
The problem addressed in this research is caused by software units, such as methods and classes, 
with complex and/or undesirably long implementations. Software units with such poor quality 
reduce maintainability of a system and, in effect, impact production cost. Hence, solving such 
quality or design issues reduces the time, effort and cost of the maintenance phase which is often 
a dominant part of the software development life cycle. 
1.1.1 Software Maintenance 
Software development is a process that proceeds in stages. There are several widely adopted 
software life cycle models (SLCM) all of which include phases for pre-development, 
development, and post-development stages. Although the IEEE standard does not dictate or 
define a particular SLCM to be used, it requires one to adopt a model that defines a specific 
approach to producing software with a possibly time-ordered set of activities [49].   
After delivery or release of a software product, software development enters what is known as 
the maintenance phase where the focus is “to correct faults, to improve performance or other 
attributes, or to adapt the product to a modified environment” [1]. Therefore maintenance is the 
primary process in SLCMs that comes after all other activities and continues until the project's 
retirement. Software maintenance operations can be grouped into four different maintenance 
categories: adaptive maintenance, corrective maintenance, emergency maintenance, and 
perfective maintenance [1]. 
During adaptive maintenance, one aims to adapt the software program to a changing or changed 
environment.  For instance, changes to make the software support new file formats or to make 
the program operational on new platforms can be considered as an adaptive maintenance activity. 
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Sometimes new user requirements may surface causing addition of new features in order to meet 
those requirements. Alterations to support these additional features can also be considered as 
adaptive maintenance. 
Corrective maintenance is performed in case a fault is discovered in the behavior of the program 
after its delivery. The scope of this maintenance operation usually consists of fixing defects that 
cause erroneous behavior in the system. Sometimes, when supporting multiple threads, there can 
be serious race conditions that are not discovered during implementation and halt operations of 
the system. Such changes to overcome these faulty behaviors are considered as corrective 
maintenance activities. 
Emergency maintenance involves unscheduled operations to modify a software system to keep it 
operational by handling unexpected errors.  
The last category of software maintenance operations, perfective maintenance, aims to improve 
the performance and maintainability of software systems. Changing software code to improve its 
quality, such as refactoring activities to reduce the size or complexity of a method, is a 
maintenance activity that falls under this category. 
The maintenance phase is a crucial part of the software development process as the operations 
performed in this phase are important to meet the user requirements by producing expected 
correct results within a reasonable period of time. According to IEEE standards [50], the 
maintenance phase also "supports the software product from its inception through migration to 
new environments, to its retirement and ends when the software product is finally retired". 
Maintenance operations require a lot of time and effort, and therefore, increase the cost of 
production dramatically, especially for large systems.  Some software developers, for example, 
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spend two to three times more effort maintaining and enhancing software than they spend 
creating new software [2]. Throughout the maintenance phase the changes made to enhance, 
correct and/or to adapt the software code may degrade its quality and make it increasingly 
difficult to maintain. Therefore, the maintenance phase is a costly process comprising 60-75% of 
the overall development effort [3, 72, 51]; and the maintenance phase usually lasts for 10 to 20 
years for successful systems [3] or until their retirement [50].   
The main reason behind a costly maintenance process lies in the following difficulties: 
understanding the software and explaining its intention to others for software reuse, correcting 
defects, improving performance of software code and extending its functionalities for 
maintenance. These difficulties are attributed to software complexity in [4] and they are also 
closely related to other software quality aspects such as readability and reusability. Therefore, 
when software systems are improved in terms of design and quality, maintenance cost will be 
reduced along with the overall cost of development. 
For small software systems, with perhaps a few thousand lines of code, software structure is 
largely an esthetic issue. Maintenance phase for larger systems with a million or more of lines of 
code, will become a lot more costly due to potentially poor structure and quality, as each 
component in the system will be read and used by many other developers - those whose code is 
dependent on some other components will have to read and understand components written by 
others. Therefore, if these components have been designed and implemented in a way that they 
can be understood and reused in other systems easily, maintenance cost, or time and effort spent, 
will be reduced significantly. Thus, developers may need to redesign their code regularly during 
its maintenance phase and sometimes during development, to increase the quality of code by 
creating less complex, more readable and cohesive components. 
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Due to the significance of the maintenance phase within the entire software development life 
cycle and its impact on the total production cost, researchers have spent a great deal of effort to 
figure out possible ways of improving the maintainability of existing code. This is accomplished 
by improving internal design and quality of the code, while keeping the external behavior intact. 
This process is usually known as refactoring and is still an active and important field of research 
in software engineering discipline. 
1.1.2 Software Refactoring 
Refactoring techniques have been suggested to improve several different quality aspects of 
software programs such as cohesion, complexity and readability. In this research, the main focus 
is on refactoring through the analysis of variable declarations and uses. Variable references or 
techniques based on this can be used to effectively find possible refactoring opportunities that 
improve design and quality of the code by eliminating code defects.  
Tool support plays a fundamental and significant role in effective and practical execution of 
refactoring approaches. Often, implementation of such tools not only requires a detailed code 
analysis, it necessitates a visualization feature as well. Therefore, rather than only a theoretical 
approach, it will be an important contribution to introduce a software refactoring technique 
supported by such analysis and visualization tools. Suggesting a refactoring technique based 
mainly on variable references is a practical approach to this critical problem in terms of the 
convenience of its use for both analysis and visualization.  
Implementation of the refactoring techniques introduced here is straightforward and can be 
applied to real software effectively without any major limitations on programming languages. 
According to the experimental results presented in the next chapters, refactoring approaches 
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through variable references can effectively resolve some software code defects related to the 
design and quality of software programs. 
Techniques and tools presented in this research address code defects including Large Class, Long 
Method, and Long Parameter List code defects. We have chosen these amongst other code 
defects presented in [5] due to the fact that they are closely related to each other and are 
considered  to be important. 
1.1.3 Common Code Defects 
There are certain groups of code defects that reduce the quality of software code in a certain way 
usually related to one or multiple quality aspects at the same time. In this research, code defects 
that we focus on are named Large Class, Long Method, and Long Parameter List in [5].  
In an object oriented program, the Large Class code defect refers to classes with more than one 
abstraction. If a class is doing more than one main activity, the class should be split into separate 
classes extracting each distinct task from the large class as a separate unit. Long Method code 
defects on the other hand, can be found in many programs regardless of their implementation 
language. We think that methods should be short enough to be easily read and simple enough to 
be easily understood and tested. Long Methods, just like Large Classes, should be decomposed 
into smaller and less complex methods to improve understandability and readability of code. 
Long parameter list for a method is another code defect that we address in this research. While 
extracting methods from existing long methods, we should also be aggressive in creating 
methods with short parameter lists, as the long parameter list is another code defect that usually 
increases the complexity of methods [5]. 
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Proposing some new tools and techniques, the goal of this research is to detect such code defects, 
to identify code refactoring opportunities for eliminating them, and to visualize possible code 
refactoring opportunities. 
1.2 Organization of This Dissertation 
After this short introduction, Chapter 2 discusses technical background materials such as code 
refactoring and program slicing followed by a discussion of techniques and tools that have been 
used in this research as well as a discussion of what has already been done in this area. Chapter 3 
discusses the first contribution of this research – an effective method for class extraction. This 
contribution addresses the first code defect we listed: Large Class code defect. The main 
motivation of the work presented in Chapter 3 is to show that variable references can be used as 
a good indicator of a range of refactoring opportunities.  In Chapter 4, a novel technique for 
method refactoring is presented.  Chapter 4 also includes some discussion related to Placement 
Tree structure and Tree-map Visualization that we have adopted. Following this, in chapter 5, 
another method refactoring technique is presented. The focus of this chapter is to extract 
methods to eliminate Long Method code defects while keeping the argument list of the extracted 
methods within a desired length. Finally in Chapter 6, we discuss future work and summarize the 
research and its contributions.  
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Chapter 2  
 
Background and Literature Survey 
This section describes background information regarding the concept of refactoring, code defects 
to be resolved, and other techniques/tools that are used in this research. After the discussion of 
these concepts and techniques, other studies related to the problems that we tackle are explored. 
2.1 Software Refactoring 
Refactoring is defined by Fowler et al. as "the exact reverse of the normal notion of software 
decay" [5]. Software code ages and evolves over time and quality of the code degrades due to the 
changes that code is exposed to. Restructuring techniques help the source code regain its quality 
after maintenance operations or sometimes even before the first release of the product during the 
initial implementation.  
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Software programs may be modified by people who are not the original authors. This means that, 
changes are sometimes made by people who do not thoroughly understand the original design 
concept and this almost always causes the quality or design of the programs to degrade.  Over 
time, after many such changes, software evolves in a way that no one understands the code any 
more, not even the original authors of the program [6].  Software that has evolved in this way, at 
some point, becomes very costly to modify or improve and fixing bugs in such code, likewise 
turns into a very challenging task due to the complexity of the code.  
The key for an effective maintenance stage in large scale software development is the quality of 
the software design and implementation. As explained earlier, if code is not readable, well-
structured, well-documented, and relatively simple, it should be restructured in a way that its 
quality and design are improved to increase maintainability while its external behavior is 
preserved by using only behavior preserving refactoring of the code.  
Refactoring can be a process as simple as renaming a software attribute, or it can be a more 
complicated process such as extracting new classes or functions from existing code. 
Comprehensibility of code, for example, can be improved by providing less complex and more 
readable code initially and by keeping code simple and readable throughout its life time via 
refactoring activities. Software refactoring techniques, when applied to software regularly during 
implementation and maintenance, also help to reduce the size of individual software units such 
as methods and classes to improve readability.  
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2.2 Common Code Defects 
Code defects are listed and explained in detail in [5] by Fowler et al. Yet, there is no a priori 
approach to solve these code defects automatically or semi-automatically as an aid to developers. 
Fowler states that refactoring is based on human intuition and it is believed that the developer is 
the last authority to decide where to apply the refactoring [46]. Especially in large systems, 
effective refactoring necessitates tools and techniques to find code defects and solve them rather 
than relying on human intuition. From the code defects described by Fowler et al., in this 
research we propose solutions and tool support for three of them as we think they are the most 
common ones among others and they are related to each other. 
2.2.1 Large Class Code Defect 
Classes are the key units of object oriented programming. Therefore, developers aim to design 
classes with high quality so that they can be reused, maintained, and tested easily. To reduce 
maintenance cost, these key units are expected to be simple, understandable, and readable as 
well. Cohesion as a quality metric measures "the degree to which the elements of a module 
belong together" [8] and high cohesion impacts understanding, reuse, and maintenance of code 
positively [7]. To meet this property for a class, developers try to create classes with a clear task. 
That is, every class must have a well defined task or capture one and only one key abstraction 
within the larger operation of the whole system [78].  
As software is exposed to changes during the maintenance phase, classes may be altered in a way 
that they include some irrelevant components to their intended operations and therefore, they no 
longer preserve their original simplicity and reusability properties by including more than one 
abstraction.  A class may initially be designed having more than one abstraction as well, because 
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of complex requirements, time constraints, or other reasons. Even though the effect cannot be 
observed directly, most of the time code defects or design anomalies cause failure of the system 
indirectly [76]. Therefore, such classes should be re-factored to improve their internal design and 
thus maintainability. Such refactoring is known as Extract Class Refactoring where each distinct 
abstraction or task in a less cohesive class is extracted to generate a new cohesive and possibly 
reusable class.  
2.2.2 Long Method Code Defect 
Long methods are usually the source of many other code defects in large systems [1]. In contrast 
to longer methods, smaller methods are easier to read, comprehend, and maintain. As stated 
earlier, software development is a team work and code written by one developer in a large scale 
system will very often be used, read and/or modified by other people. Rather than trying to 
accomplish many subtasks together, methods should be shorter with one clear intention for better 
comprehensibility, readability and simplicity. When this is achieved, maintenance of such 
methods will be a lot less costly. 
As a result of maintenance operations such as bug fixing and performance improvements, quality 
of methods in large scale systems tends to degrade over time with increased length and 
complexity. This is mainly due to irrelevant code insertions into the original method or 
implementing more than one distinct functionality in the same method.  Maintenance of such 
methods will gradually become more and more difficult if proper precautions are not taken in 
time.  
Long Methods with higher complexity and length should be restructured to produce smaller, 
more cohesive and comprehensible methods. This decomposition process is known as Extract 
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Method Refactoring where pre-identified code fragments are extracted from an original method 
as new separate methods and they are replaced with appropriate method calls in the original 
method. Extract Method Refactoring has two major parts: identification of code fragments and 
their extraction for refactoring. While extraction of code fragments is trivial and supported by 
IDEs such as Eclipse [81] and MS Visual Studio [82], identification of code fragments for 
method refactoring is less straightforward and sometimes a very challenging task.  For this 
reason, we devote our attention to the identification part of the refactoring in this research.  
2.2.3 Long Parameter List Code Defect 
In most programming languages, there are usually three fundamental ways of providing data 
needed by a method.  Data can be passed as arguments to the methods, data can be made member 
data of an enclosing class of the method, or it can be global and therefore accessible by all the 
methods at an appropriate access level. It is widely accepted that using global data is not a good 
programming principle and should be avoided [5]. Therefore, there are only two practical ways 
of providing data to the methods: passing in as an argument or creating as member data.  In this 
section, we are concerned with data passed as an argument.   
Passing all data needed as arguments may result in methods with long parameter lists. Long 
Parameter List code defect can impact the quality of software programs dramatically, as such 
methods are typically difficult to understand and test [5].  As a result, the maintenance phase 
requires more time and effort increasing overall production cost. 
Therefore, it is very important to generate methods with fewer arguments during refactoring long 
methods. In other words, while applying extract method refactoring, one should try not to 
introduce a new code defect, Long Parameter List. Therefore, in this part of the research, a novel 
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technique is introduced as extract method refactoring technique for an effective improvement of 
quality and design by providing a control over the number of parameters that new extracted 
methods would take.    
2.3 Tools and Techniques 
In this research, we suggest or identify refactoring opportunities using tools and techniques based 
on static source code analysis. This section describes the tools and techniques we use to solve 
aforementioned design and quality problems. 
2.3.1 Rule Based Parser 
Dr. Fawcett developed a rule based ad-hoc parser which I and others in our research group have 
extended for our source code analysis. This parser analyzes source code, extracting only the 
information we need using rules that work on specific collections of tokens called 
“SemiExpressions”. We chose this approach over using a traditional parser generator because the 
results we seek depend on only a small part of the (C++) language grammar. This parser has a 
simple design and very flexible to extend for detecting any new language grammar. It can also 
easily be applied to other similar programming languages. 
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Figure 2.1 Parser Facility 
Figure 2.1 shows the class diagram of the Parser facility that we have built. This parser facility 
provides modules to analyze code and XML texts. It enables us to extract information from 
source code according to a small part of the language grammar that we define in rules.  The 
parser facility is designed in a way that it can be extended easily to extract additional information 
by defining new rules corresponding to additional parts of the language grammar.   
The parser facility is designed on an Actions and Rules based approach. It provides an IRule 
interface for the user that can be used to define detectors for specific grammatical constructs like 
classes and functions.  Each rule may include one or more actions that define what should be 
done when the grammar defined in the corresponding rule is detected. When we want to include 
a specific part of the language grammar, we simply define a concrete Rule with the IRule 
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interface and one or more actions with the IAction interface that define what to do when that 
particular grammatical construction is detected. We then attach action or actions to the rule that 
we defined.  
By using this parser facility, theoretically, it is possible to parse source code according to the 
entire language grammar (C++) by defining rules and actions that cover the entire language 
grammar.  But, the actual power of the parser facility is that it allows us to define a small portion 
of the language grammar and extract only the information that interests us. 
2.3.2 Program Slicing 
The concept of program slicing was first proposed by Mark Weiser [9, 10, and 11]. Weiser 
describes program slicing as the method of automatically decomposing programs by analyzing 
their relationships between statements based on data and control flow. Given the criterion C=(s, 
V), where s is a program statement and V is a subset of variables in a program P, program slicing 
is the process of finding all the program statements that affect value of a variable v in statement 
s. While a backward slice is defined as all the statements that the computation at the slicing 
criteria may depend on, forward slice consists of all the statements computation of which may be 
affected by the slicing criteria [37]. 
1  
2  
3  
4  
5  
6  
7  
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9  
10 
int i;  
int sum = 0;  
int product = 1;  
for(i = 0; i < N; ++i)  
{  
sum = sum + i;  
product = product *i;  
}  
cout<< sum;  
cout<< product; 
Figure 2.2 Example Program Fragment P 
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Figure 2.3 shows the program slice on the example program fragment P given in Figure 2.2, with 
respect to the criterion C= (9, sum). Here the number 9 represents the statement in line 9 of 
program P, i.e. cout << sum; 
1  
2  
3  
4  
5  
6  
7   
 
int i;  
int sum = 0;  
for(i = 0; i < N; ++i)  
{  
sum = sum + i;  
}  
cout<< sum; 
Figure 2.3 Slice of P with resp. to C=(9,sum) 
2.3.3 Graph Theory 
Graph Theory in general is an effective way of representing relationships between objects in 
almost any collection. For this reason, graph theory is widely used in many disciplines of 
computer science, physics, biology and the social sciences [12]. 
A simple graph consists of nodes and edges connecting these nodes to represent the existence of 
a certain relationship between them. Graphs are practical to apply to any problem where there are 
elements and a definition of a relationship between these elements. There are some theorems in 
graph theory, defined to gather information from a given graph that we find useful for our 
research.  There are also different types of graphs that hold a particular property that is very 
useful for modeling code structure important for our research. In this subsection, we give the 
definition of a graph property, connected component, and a special type of graph, hammock 
graph, that we use in this research to introduce new refactoring techniques and tools. 
A. Connected Components     
A connected component in a graph, G, is a sub-graph in which there exists a path between every 
pair of nodes. Connected components can be used effectively to find out groups of objects that 
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directly or indirectly have a relationship and therefore usually construct a cluster of objects with 
at least one common attribute.  
 
Figure 2.4 A graph with three connected components. 
In Figure 2.4, for instance, we see a graph that includes three connected components.  This 
property can be used to address some design flaws and quality issues in software programs.  For 
example cohesiveness of a software unit can be measured using connected components and 
restructuring can be suggested using component analysis, once the attributes of that unit are 
represented with a graph. 
B. Hammock Graphs     
A Hammock Graph is a special kind of graph defined usually on a control flaw graph of a 
program as a sub-graph that has a single entry and a single exit points. This is an important 
property that we use in this research to confine code regions as extract method refactoring 
candidates. Definition and an example of hammock graphs are given in [13] as follows: 
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Definition: Let G be a control flow graph for program P. A hammock H is an induced sub-graph of G 
with a distinguished node V in H called the entry node and a distinguished node W not in H called the exit 
node such that 
 (1) All edges from (G - H) to H go to V. 
 (2) All edges from H to (G - H) go to W. 
In Figure 2.5, we see an example program and its control flow graph. A hammock graph is also 
shown on this control flow graph in dashed lines. 
 
Figure 2.5 Example  program, its control flow graph and a hammock graph [13]. 
2.3.4 Placement Trees and Tree-Maps 
Most programming languages, such as C++, C#, C and Java, obey a set of inclusion rules that 
govern how key constructs are placed within source code such as functions and controls. We will 
see that the placement structure of controls within a method is a tree which we will refer to as a 
placement tree where each element has only one parent.  The placement tree provides a 
representation of scopes within methods. 
Every method, therefore, can be represented with a placement tree where each node represents a 
different scope. A scope is defined by all program code enclosed within braces, e.g., "{" and "}". 
A scope may include multiple other scopes and this hierarchical placement of scopes constitutes 
the placement tree. Placement tree structure is an important property that we use in creating 
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effective refactoring and visualization tools. Table 2.1 shows the scope types that can be 
considered to construct a placement tree for a given method. 
Table 2.1 Scope Types 
Type name Start Line  End Line 
Method 
Line that includes method name Line that includes corresponding closing braces 
For 
Line that includes the key word for 
this scope. The key word is basically 
the type name itself, e.g. "for, while, 
do, switch, if" 
Line that includes corresponding closing brace to the 
one following the respective type name. 
While 
Do-While 
Switch 
If 
If-else Line that includes the key word "if" 
Line that includes corresponding closing brace to the 
one following "else" keyword. 
Anonymous 
Line that includes open brace that 
does not have an attached type 
Line that includes the closing brace corresponding the 
anonymous scope opening brace 
 
An effective refactoring method should be supported by a visualization tool or technique for the 
developers to observe the suggested refactoring easily in large scale systems. To visualize the 
structure or placement tree of the input method, a tree-map approach is adopted in this research. 
Tree-map visualization is an effective way of presenting hierarchical information where nodes 
are represented by nested boxes [14]. Tree-map visualization in this research represents nodes on 
the placement tree using boxes where a parent includes all its children. 
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In Figure 2.6, an explanatory method is shown and Figure 2.7 shows placement tree for the given 
example code where each node is identified by its start and end line numbers. Final visual 
representation of the placement tree as a tree-map is also shown in Figure 2.7. 
 
Figure 2.6 Example Method 
 
Figure 2.7 Placement Tree and Tree-map Representation 
2.3.5 Analysis and Visualization Tools 
 A. Analysis Tool 
In this research, we have generated a static analysis tool to find extract method opportunities 
based on variable references. This tool creates an intermediate representation of a method for the 
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tree-map visualization tool that we wrote. This intermediate representation is in XML format and 
includes all information needed for evaluation of extract method refactoring opportunities. 
Our analysis tools are implemented using the Parser facility described in Section 1.3.1. The main 
analysis tool consists of three fundamental processing units: Brace Insertion, Tree Generation, 
and Hammock Graph Construction.  
Brace Insertion:  In the programming languages of interest for this research, scopes are defined 
with braces. Sometimes, if the scope has only one statement, there is no need to put braces to 
designate scope borders. Brace insertion unit automatically detects such scopes that include only 
one statement and places appropriate braces around them. While this process by itself enhances 
the readability of code, the main purpose of this is to make the code more easily analyzable 
statically. This is not a very trivial problem when especially if-else statements and other control 
statements used together hierarchically without having braces around them.  
Tree Generation: The main task of this unit is to generate an XML representation for the 
Placement Tree.  Source code is first analyzed to detect all scopes and all the data is collected for 
each scope. All this information is then saved into an XML file for visualization purposes. This 
XML file basically contains the following information related to each scope: the entire source 
code for each particular scope, line numbers that represent where this scope starts and where it 
ends, and the variables referenced in this scope with the number of times they are used. 
Hammock Graph Constructor: For each local variable in a given method, we define a code 
fragment that covers program statements between where the variable is declared and where the 
last reference of that variable appears.  We call this code fragment a variable span and this tool 
analyzes the code to find variable spans for each variable. Then, based on the interactions 
22 
 
 
between variable spans and control statements, an XML file is created that represents a graph 
where each variable span denotes a hammock. We will elaborate on this concept more in the next 
chapters.  
B. Visualization Tool 
We have developed a visualization tool that provides different views of the code to support the 
refactoring process. The first view we have is a tree-map that represents the placement tree for a 
given method. In this visualization, each scope is represented with a box. This visualization 
technique is very effective especially to consider the structure of a method, where the outermost 
box represents the method itself. An example view is shown in Figure 2.8 where the box that 
represents a parent scope includes all the boxes that represent scopes within the parent scope. 
Every box has two distinct properties, size and color, that we use to determine refactoring 
opportunities. While the size of a box refers to the number of statements in the corresponding 
scope, the color indicates the task or computation carried out in the scope. 
 
Figure 2.8 An Example View for Refactoring 1 
Similarly, in our second view, we visualize the variable spans that represent hammocks to 
observe extract method refactoring opportunities. In this view, while the size of a box refers to 
the number of statements in that variables span, the color indicates the number of parameters 
proposed extracted method would take. This tool allows the user to observe different refactoring 
opportunities dynamically based on the number of parameters these suggested methods would 
take. Figure 2.9 shows two different views for method refactoring opportunities based on two 
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different values we chose arbitrarily for maximum length of the parameter list. These two views 
show the extract method opportunities for prospective methods taking up to 1 and 2 parameters 
respectively. 
 
Figure 2.9 Example View for Refactoring 2 
Furthermore, one can see the code fragment represented by these boxes at any point of the 
visualization by simply clicking on a point in the box. An example of such code view is given in 
Figure 2.10. 
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Figure 2.10 An Example of Code View 
Last, we visualize the variable spans, control blocks and their interactions with a basic graph-like 
design where there is a directed edge or arrow from where the variable span or control block 
starts to where it ends.   
 
Figure 2.11 An Example View for Variable Span 
In Figure 2.11, we see a graph that represents the initial variable spans and control blocks 
followed by another graph that represents the extended variable spans for hammock construction. 
In this view, one can observe the points where a particular variable is referenced by clicking on 
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the line that represents that variable span. The circled part of this figure shows an example of this 
for an arbitrarily chosen variable. 
2.4 Related Works 
In this research as stated earlier, several different novel techniques and tools are introduced to 
address software design issues. In this section, we present some of the other works in literature 
that are related to the techniques used or the problems addressed in this research. 
2.3.1 Program Slicing 
Program slicing has been used in procedural programming extensively since it was first proposed 
by Weiser. Weiser showed the applications of slicing to debugging and parallelization [83, 84, 
52]. An empirical study of some slice-based cohesion metrics can be found in [19]. Slice based 
cohesion metrics have been proposed for measuring cohesion level of a procedure and used in 
various studies [15-25].  In [20], reviews on slice-based cohesion measures for procedural design 
and object-oriented design are discussed. Slice-based cohesion measures for object oriented 
software discussed in [20] are either an extension of functional cohesion measures [25] or use 
data member-method interactions for measurement [32], but they are quite different from our 
approach described in this research as we will see in the next chapters. 
An  enhanced version of program slicing is given in [74] that is implemented in a C-slicer 
application supporting the entire C programming language. This techniques is introduced 
towards handling arrays, structures, unions and expressions with side effect. Application for this 
particular technique accepts slicing criterion via a mouse click, therefore it offers the user control 
over the selection of the slicing criterion. 
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Some studies use program slicing to suggest restructuring for methods by defining the low 
cohesive parts to be extracted from the procedure.  In [24], this technique is used to measure the 
cohesiveness of each statement in a method and to identify parts of the procedure that cause low 
cohesion for restructuring purposes. In [36], cohesion level between output variables of a method 
is determined and a graph (pair-wise cohesion graph) is generated to visualize this relationship. 
After removing all edges that represent a cohesion below a given threshold level, they suggest 
restructuring the function based on connected components in the graph. 
In [16], the notion of data slices is defined and used for measuring functional cohesion. For each 
output variable v, the data slice is defined as the set of data tokens, i.e. variable and constant 
definition and references to them. Therefore, a change made on any of the data tokens in data 
slice of v will affect the value of output variable v at some point. Cohesion is measured based on 
the percentage of data tokens that appear in more than one data slice and the ones that appear in 
all the data slices. In this version of slicing, data tokens are the basic units rather than statements 
in the program.  
2.4.2 Object-Oriented Cohesion Metrics and Refactoring 
Although there have been a few slice based cohesion metrics proposed for measuring the quality 
of classes in object oriented design, to our knowledge, none has been proposed for the purpose of 
restructuring classes. In [25], slice based data cohesion measures for object oriented programs 
are defined as a modification of slice based functional cohesion measures defined in [16]. In 
[25], private and protected member variables of a class are considered as the data tokens and data 
slices are determined based on them. They do not alter the definition of measuring cohesion and 
use exactly the same measurement technique proposed by [16]. Although this study is one of the 
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very few that use program slicing for the object oriented paradigm, it does not support 
restructuring a class into more cohesive form once low cohesion level of the class is determined.  
There are some other techniques used to indicate the cohesion level of a class. The majority of 
them use interactions between data members and methods of the class such as data member 
usage or sharing of data members [28, 29, 30, 31, 32, and 33]. Some studies represent this 
method-data member relationship with an undirected graph and suggest that the number of 
connected components in the graph indicates the cohesion level [31].  In [33] the dependency 
relationship between data members is also considered when evaluating the usage of a data 
member by a method.  Although using graph theory in this manner is an important technique, 
none of these works suggest any restructuring method to improve the cohesion level of a class 
once they quantitatively identified the low cohesion level of the class at hand. A comparative 
study of graph theory-based class cohesion measures can be found in [67]. 
2.4.3 Clustering Techniques 
Clustering Techniques are another preferred area of study for cohesion measurement and 
restructuring in object oriented programs.  The basic idea in this technique is to group entities in 
a system (these entities are usually data members, methods and classes) based on the similarities 
between them or relationships that they preserve in order to construct more cohesive groups [34]. 
Almost all applications of restructuring which use clustering techniques have the idea of moving 
data members or methods or some other entities that they define from one component to another. 
For instance, in [34], a clustering approach is given to group entities such as classes, methods 
and data members to construct more cohesive groupings by moving entities between these 
groups that could originally be misplaced where they do not actually belong. These kinds of 
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approaches may not always be very useful, for a method itself may not be cohesive requiring 
some statement level analysis and refactoring.  
2.4.4 Extract Method Refactoring 
Program slicing has been used extensively to identify code fragments for extract method 
refactoring [41]. However, implementation can be tedious and time-consuming since this 
technique usually requires the user to manually select the slicing criterion. Furthermore, there is 
no a priori approach for choosing the slicing criterion for extract method refactoring.  
In [41], a program slicing technique is proposed to extract code fragments related to the 
computation of a given variable and the state of the given object. A mechanism that uses block-
based program slicing to automatically extract methods in object-oriented programs is proposed 
in [41, 43]. A transformation technique to decompose functions into smaller ones, Tuck, is 
proposed in [44] based on program slicing.  
There are very few studies that aim to identify extract method opportunities. Our extract method 
opportunities differ from those in [41, 43], in a way that the main concern in [41, 43]  is to 
compute slices in order to extract the complete computation of a given variable declared inside a 
method. We argue that, most of the time methods take parameters implying that computation of a 
particular variable may be split across multiple methods. Further, methods should have a clear 
intention and as said in [46], the developer is the last authority to decide which refactoring 
should be applied. With this in mind, in this research we try to find cohesive segments of 
program statements as refactoring candidates and support this with visualization to help the 
developer make his/her final decision about the appropriateness of the suggested refactoring. 
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Control Flow Graphs (CFG) are also used widely as a method extraction tool. In [45], an 
automatic process for extracting methods based on an input CFG of a method and a set of pre-
selected nodes is introduced. To find extract method refactoring candidates, an approach based 
on Data and Structure Dependency (DSD) graph and longest edge removal algorithm is proposed 
in [42]. In [39], a methodology is given to extract a set of marked statements that are difficult to 
extract due to the presence of some certain key words. 
Another area where extract method is applied is detection of code duplicates. In [75], an 
approach based on abstract syntax trees is introduced to detect code duplicates. They provide a 
visualization technique called star diagram to give hint for extraction of code duplicates. 
2.4.5 Use of Hammock Graphs in Literature 
The concept of Hammock graphs has been used in various research areas such as compiler 
optimization and software comprehension. In [13], for effective compiler optimization, a 
technique based on hammock graphs is proposed to eliminate unstructured branches such as 
jumps and goto statements by converting them into structured form with well defined scopes. A 
series of algorithms are provided to convert different branch structures based on their 
interactions on a control flow graph (CFG).  
In [53], a dynamic compiler (Carcal) is introduced to convert unstructured braches into 
structured forms using hammock graphs in CFGs. This compiler enables the analysis of 
performance differences between different vendor's GPU programming models that may or may 
not support unstructured branches. 
We came across another application of hammock graphs in software comprehension field. In 
[54], in order to determine the code that is related to a particular use case, hammock graphs are 
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induced on call graphs between pre-defined methods (landmark methods) that are known to be a 
part of that use case.  
Hammock graphs have been used for comparing two versions of a program to detect 
correspondences and differences.  In [55], a differencing algorithm is introduced to compare 
object-oriented programs as an extension of [56]. Control-flow graphs of different versions of a 
program are first converted to a reduced form by collapsing hammock graphs. The assessment of 
correspondence or difference is done based on the comparison between matched hammocks. 
In this research, we generate hammock graphs based on variable declarations and uses as well as 
control blocks in a method. We also consider the interactions between these entities to construct 
hammock graphs out of each variable span. Hammock graphs have never been used this way to 
find extract method opportunities and this is one of the major contributions of this research. 
2.4.6 Visualization and Refactoring Tools 
Refactoring is a critical process that is practiced frequently to help developers adapt software to 
the changing demands of customers, markets, and managers [26]. Although Fowler introduces 
many different kinds of refactoring, the identification of location where to apply these re-
factorings is ambiguous. This is, as stated in [46], is one of the main problems when refactoring 
especially large systems. In [63], discussion is given on the necessity of visualization and how 
current visualization techniques "can only handle the voluminous aspect of data but fail to 
address imprecise and incongruent aspects."  
Some studies show that, although refactoring is practiced very frequently, 90 percent of 
refactoring is applied manually and refactoring tools need further improvements [64,65]. In [66], 
it is stated that lack of tool support makes the developers perform refactoring manually and a 
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refactoring tool for Smalltalk is provided. This tool, like most other refactoring tools, does not 
suggest refactoring, but merely helps to apply a particular refactoring on a user-selected code 
fragment.  
Researchers have introduced visualization tools to support different aspects of software 
engineering processes such as refactoring and software comprehension. In [46], it is stated that 
although it is believed that the developer is the last authority to decide where to apply the 
refactoring, tool support is necessary and static structure analysis is the key. They introduce a 
visualization to locate where to apply the following re-factorings: move method move attribute, 
extract class and inline class. Yet they are based on moving existing attributes as in clustering 
techniques.     
A visualization designed as an eclipse plug-in is introduced in [23], that helps the programmers 
see the relationships between class attributes. They aim to use this visualization with clustering 
algorithms to observe the clustering results more effectively. 
A visualization tool is introduced in [27] that uses a tree-map approach for software 
comprehension. It helps the user detect code defects by visualizing package-class-method 
structure via tree-map. This tool is not provided to suggest a refactoring specifically. It deals 
with how modules are organized in packages, classes and methods.  
To help  recover evolution of object oriented software systems, a tool is introduced in [62] to 
visualize the evolution of software systems, using a visualization technique based on what they 
call Evolution Metrics. 
Visualization is also used for studying the release history of a software system and abstract 
software structure in [68]; and for comprehension and evaluating the fault proneness of a class in 
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[69]. A study [70] uses visualization also for package dependency and relationships between 
packages. In [71], visualization of package dependencies based on type dependency is studied 
for diagnosing software design issues and risk analysis.  
There are some tools and IDEs that support execution of certain re-factorings. One such 
commercial tool, ReSharper [79], support a range of refactoring including extract method 
refactoring which is defined as a key refactoring [73]. Refactor Pro [80] is another commercial 
tool for refactoring that supports many different re-factorings. Eclipse [81] and Visual Studio 
[82] are two most widely used IDEs that provide refactoring support. All these tools have some 
limitations and rely on the user selection to determine code fragments to be re-factored. If the 
user selected code fragments do not meet the refactoring preconditions, these tools provide error 
messages indicating the problem. 
Error messages emitted by existing tools are non-specific and unhelpful in diagnosing problems 
[73]. A study in [73] concludes that programmers often encounter a variety of  errors arising 
from violated refactoring preconditions and the error messages are "insufficiently descriptive, 
conflated and discouraging programmers from refactoring at all." This work, due to the 
deficiencies of the error messages in restructuring tools, provides three visualizations to help the 
user with the selection of candidate code fragments for extraction. The first visualization 
provided, selection assist, highlights the whole statement that the user partially selected. Second 
view, box view, helps to display the code in nested box form. In this regard this work is similar 
to our visualization, yet they do not suggest any box to be selected. By clicking on a box user can 
select that block of code. The last view, refactoring annotation, helps the user observe the control 
flow and variable usages by highlighting variables with different colors. Although this work 
partially targets the selection part in refactoring, it does not help to suggest user a segment of 
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code for selection. Moreover, all of these views are already supported in different ways by IDEs 
such as Visual Studio and we do not think that they add any significant contribution towards 
refactoring suggestion. 
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Chapter 3  
 
Class Cohesion and Refactoring 
In this research, one of our main contributions is to introduce a new cohesion metric and a 
refactoring technique for classes in object oriented programs.  This section describes our work to 
evaluate the cohesiveness of a class and to address the Large Class code defect by transforming 
the class into a more cohesive form by splitting distinct abstractions. 
3.1 A Program Slicing Technique for Class Refactoring 
Program slicing traditionally has been used to discover program statements that affect the value 
of a variable at some point in the program. The process of program slicing usually starts by 
determining a slicing criterion in the form of C=(s, V), where s is a program statement and V is a 
subset of variables in a program P based on data and control dependencies between statements.  
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int i; 
int sum = 0; 
int product = 1; 
for(i = 0; i < N; ++i)  
{ 
  sum = sum + i; 
  product = product *i; 
} 
cout<< sum; 
cout<< product; 
Figure 3.1 Example Code Fragment P 
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int i; 
int sum = 0; 
for(i = 0; i < N; ++i)  
{ 
  sum = sum + i; 
} 
cout<< sum; 
Figure 3.2 A Slice of Code Fragment P 
Figure 3.2 shows a program slice on the example program fragment P given in Figure 3.1, with 
respect to the criterion C= (9, sum). Here the number 9 represents the statement in line 9 of 
program P, i.e. cout << sum;, shown in Figure 3.1. 
In this research, we have defined a set of relationships to evaluate relationships between 
statements for refactoring purposes. The program slices that we find this way, can be used to 
evaluate cohesiveness of classes and support refactoring as a remedy for Large Class code 
defect. 
3.1.1 Selection of Slicing Criteria 
The first step in program slicing is usually to determine a slicing criterion.  In this section we 
describe how we choose slicing criteria in a given class and how we identify program slices 
based on these criteria. 
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3.1.1.1 Slicing Criteria for a Class 
We seek to determine slicing criteria in a given class for evaluating its cohesiveness and 
proposing refactoring opportunities. To identify slicing criteria and slices in a class C, the 
following sets have been defined: 
 DMC is the union of all private data members defined in class C. 
 STdxC is the set of all program statements using data member d in C where d Є DMC. 
 
Each element of the set STdxC represents a slicing criterion for data member d. For each d1 in 
DMC, we construct a corresponding set, STd1xC, representing the slicing criteria for data member 
d1. 
This part of our research deals with improving the structure of an existing class without changing 
its external behavior. To protect the behavior of the whole system and keep the client code in the 
system unaffected by any changes we make to the class, there are two options to be considered 
during refactoring regarding protected data members. By default, we include in our slicing criteria 
only those protected data members that have never been used in a class derived from the class in 
which they are defined. If this is the case, these protected data members can be treated just like 
private data members. The second option is to include all protected data members as slicing 
criteria. In this case, if a protected data member is moved into a newly created class, our 
refactoring process should be extended to support multiple-inheritance for the derived classes that 
use the moved data members.  We have not done this in the following. 
Since a private data member in a class can never be used outside of the class it is defined in, we 
include all private data members in our slicing criteria. 
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3.1.2 Defining Relationships between Statements 
Generally, only control and data dependencies are used to find the dependencies between program 
statements to identify program slices. Informally speaking, a slice is the combination of backward 
and forward slices based on a criterion in a given code fragment or a program unit. While a 
backward slice is defined as all statements that the computation of the slicing criteria may depend 
on, a forward slice consists of all the statements computation of which may be affected by the 
slicing criteria [9]. 
After determining our slicing criteria, we want to find certain relationships between program 
statements with respect to these criteria. Since we seek program slices for refactoring purposes, 
rather than using program slicing as it is, constructed based only on control and data 
dependencies, we define a broader set of rules to define program slices. 
Our primary focus is to find program statements which possibly constitute operations in the same 
abstraction domain. For this reason, we define a set of conditions for the statements to be 
evaluated in this manner. We say that two statements, S1 and S2, are dependent when one of the 
following conditions is true: 
1. Execution of statement S1 is affected by statement S2, or vice versa. An “if” control 
statement and a “for” loop statement are good examples for this case. 
2. A variable defined in S1 is being used in S2 
3. A variable, defined in statement S' which uses a variable defined in S1, is being used in 
S2.  
4. A variable defined in statement S' is being used in both S1 and S2. 
38 
 
 
5. Invocation of a method f() which includes the statement S1 is affected by statement S2. 
6. Execution of both S1 and S2 is affected by the statement S'.  
7. A variable defined in S1 is passed to a method f as an argument and the argument is 
being used in statement S2 of method f. 
Our definition of relationships between statements takes both direct and indirect interactions 
between these statements into consideration and generates different slices than other traditional 
program slicing approaches do as shown in Figure 3.3. After finding a specific slicing criterion, 
we take all the statements into the slice rather than only the statements which may affect the value 
of a specific variable in the criterion.  We argue that these slices can be considered to be in the 
same abstraction domain. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
int i; 
int sum = 0; 
int product = 1; 
for(i = 0; i < N; ++i)  
{ 
  sum = sum + i; 
  product = product *i; 
} 
cout<< sum; 
cout<< product; 
Figure 3.3 Our Program Slice on P 
Figure 3.3 shows the slice we get from program fragment given in Figure 3.1 with respect to the 
criterion C= (9, sum) considering the dependency conditions stated above. Notice that from 
Figure 3.3, one can infer that all the statements are related in that program fragment with respect 
to the given criterion. We claim that considering class cohesion and refactoring, using all the 
dependency conditions listed above will lead to more accurate results as we seek relationships 
between statements for extract class refactoring opportunities.  
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3.1.3 Demonstration of Relationship Conditions 
To better explain this concept, we demonstrate the dependency conditions listed above using 
some fragments of the source code of the original version of Class1 given in [35].  
3.1.3.1 Conditions 1,5 and 6 
The code fragment given in Figure 3.4, shows a representation of conditions 1, 5 and 6. Let the 
statements at line numbers 129, 131, 132 and 19 be represented by S1, S2, S3 and S4 respectively.  
Condition 1, 5 and 6 
16 
17 
18 
19 
20 
21 
void ErrorInSize() 
{ 
  cout<<"Index out of range!\n"; 
  cout<<"The Array has "<<top 
         <<" elements.\n"; 
} 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
  if (top > 0) 
  {  
      top--; 
      int temp_int=stk[top];  
      return temp_int;  
  } 
  else 
  { 
      ErrorInSize(); 
      return -1; 
  } 
Figure 3.4 Conditions 1, 5 and 6 
S1, S2 and S3 are dependent since execution of S2 (131) and S3 (132) is controlled by S1 (129) 
and moreover S1 (129) and S4 (19) are also dependent as invocation of method ErrorInSize(), 
which includes S4, depends on S1.   
3.1.3.2 Conditions 2 and 3 
The code fragment given in Figure 3.5, demonstrates conditions 2 and 3. Let the statements at line 
numbers 64, 65, 66 and 67 be represented by S1, S2, S3 and S4 respectively. S1, S2, S3 and S4 
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are dependent because of their variable usage. That is S3 uses two variables defined in S1 and S2 
respectively and S4, subsequently uses a variable defined in S3.   
Conditions 2 and 3 
64 
65 
66 
67  
  int w=x2-x1; 
  int h=y2-y1; 
  int a=w*h; 
  return a;  
Figure 3.5 Conditions 2 and 3 
3.1.3.3 Condition 4 
The code fragment given in Figure 3.6, shows an example of condition 4. Let the statements at 
line numbers 111, 112 and 113 be represented by S1, S2 and S3 respectively. S1, S2 and S3 are 
dependent because a variable defined in S1 is used in both S2 and S3.  
Condition 4 
111 
112 
113 
  string temp="Push invoked: "; 
  temp+=t; 
  PushFunInvok(temp); 
Figure 3.6 Condition 4 
3.1.3.4  Condition 7 
In the code fragment given in Figure 3.7, we show a representation of condition 7. Let the 
statements at line numbers 29 and 101 be represented by S1 and S2 respectively. S1 and S2 are 
dependent because a variable defined in S1 is passed to a method, PushFunInvok(std::string str), 
as an argument and the argument is being used in statement S2 of the method. 
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Condition 7 
29 
30 
31 
  string temp="Class1 invoked: "; 
  temp+=t; 
  PushFunInvok(temp); 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
void PushFunInvok(std::string str) 
{   
  if (topInvok < 100)  
  {   
      funinvokes[topInvok]=str; 
      topInvok++; 
  } 
  else 
      ErrorInSizeFunInvok(); 
} 
Figure 3.7 Condition 7 
3.1.4  Determination of Program Slices 
To identify slices for data members defined in a class C, we have defined the following sets in 
addition to the sets defined in section 3.1.1.1: 
 SLstxC is the set of all program statements which are directly or indirectly related to the 
statement st based on the conditions listed in section 3.2. In other words, SLstxC is the 
union of backward and forward slices based on the criterion of statement st.  
 SLdxC is the union of all SLstxC where st Є STdxC and d Є DMC. 
SLdxC= ⋃ 𝑆𝐿𝑠𝑡𝑥𝐶𝑠𝑡 Є 𝑆𝑇𝑑𝑥𝐶  
Therefore SLdxC is the slice in our class C which includes all statements that are directly or 
indirectly related to at least one of the statements that uses data member d in C.   
3.2 A New Cohesion Metric for a Class and Refactoring Suggestion 
Class structure is the key unit of object oriented programming. Therefore, developers aim to 
design classes with high quality so that they can be reused, maintained, and tested easily. To 
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reduce maintenance cost, these key units are expected to be simple, understandable, and readable 
as well.    
Cohesion metrics have been studied extensively for the purpose of evaluating the relatedness of 
the components of a class. Different techniques have been used to quantify this aspect of the 
quality for a class. Most of the cohesion metrics are not proposed for refactoring classes to 
improve cohesion; therefore they may not be practical as a refactoring indicator. A cohesion 
metric based on this program slicing as described in our approach will give more accurate results 
in object oriented environment as a refactoring criterion, as one can see all possible relationships 
between program statements that are suitable for extract class refactoring. 
This section presents a new cohesion metric based on program slicing and graph theory for units 
using object oriented design. One can make judgments about clarity of intent of the code using the 
metric we propose here. By identifying all program statements which constitute operations in the 
same abstraction domain, our goal is to determine if a class is cohesive handling one specific 
operation. When a class has more than one abstraction, this technique suggests an extract class 
refactoring for generating more cohesive units based on this new cohesion metric. 
3.2.1 Data Slice Graph  
After constructing the program slices for a given method, we generate a graph which we call 
Data-Slice-Graph (DSG) to evaluate cohesiveness of the class. This graph shows the 
relationships between the data members of the class based on interactions between their slices. 
Our motivation is to find out which data members contribute to the same operation in the class, 
in case the class is not cohesive. As we will see in the remainder of this chapter, DSG reveals 
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this information providing a great help for evaluating cohesion and suggesting refactoring for the 
class. 
In DSG, each node represents a data member of the class.  We have the following definitions for 
DSG: 
 DSG= (V, E) is a undirected graph such that V is the finite set of data members 
representing vertices in the graph and E is the finite set of relationships between data 
members representing edges in the graph. 
 |V| is  the number of data members of the class 
 Let v1v2 represent an edge between two nodes v1 and v2;  
v1v2 Є E iff SLv1xC ∩ SLv2xC ≠Ø 
The description of DSG suggests that two data members, d1 and d2, are related if there is at least 
one program statement in the class that affects at least one occurrence of both data member d1 
and data member d2 based on the dependency conditions given in section 3.1.2. Therefore the 
vertices, v1 and v2, representing data member d1 and data member d2 respectively, have an edge 
between them in DSG, i.e. v1v2 is in E. An example DSG is shown below in Figure 3.8 for a 
class with eight data members. 
3.2.2 Evaluation of Cohesion Based on DSG 
Cohesion level of the class is defined the as the number of connected components, NC, in its 
DSG. The bigger NC the less cohesive our class is. Each connected component in DSG refers to 
one abstraction that the class holds. 
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To consider restructuring this class, we use DSG and the number of connected components (NC) 
in DSG. Before discussing the refactoring process, we shall explain what various values of NC 
mean: 
 NC = 0 means there are no data members defined in the class. That is a class that has 
no state - a utility class may be an example for this. Note that we do not propose any 
refactoring on this type of classes as DSG does not reveal any information for this kind 
of class. 
 NC = 1 occurs when the class has only one abstraction and when it is most cohesive. 
Therefore, we do not propose refactoring this kind of class.  
 NC > 1 occurs when the class has more than one abstraction. DSG reveals this by 
having more than one connected component and each connected component in this 
case represents a different abstraction the class is designed to handle. We suggest 
refactoring the code in this case and generate one cohesive class out of each connected 
component in DSG. 
3.2.3 Suggesting Extract Class Refactoring 
In object-oriented programming, a class generally is designed to handle one certain operation 
(one abstraction). To achieve this, most classes have some data members and methods to handle 
some part of the operation based on the clients’ requests using some of the data members defined 
v2 v1 
v3 v4 v5 
v6 v7 
v8 
C1 
C2 
Figure 3.8 Example DSG 
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in the class. From this point of view, we think that there is likely to be a relationship between the 
data members that are used to perform the intended operation of the class. 
In DSG each connected component is a candidate to be extracted as a new smaller, yet more 
cohesive class. In the example DSG given in Figure 3.8, C1 and C2 represent two different 
abstractions and our approach suggests that they should be extracted as new classes. Therefore 
data members represented by v1-v5 together with their slices are to be one class and data 
members represented by v6-v8 together with their slices are to be another class. 
Our approach proposes this refactoring by defining independent sets of statements to be 
components of new classes. We propose to generate a method in the class with each consecutive 
set of statements in the slice of any data member that construct the connected component of the 
class. For example, in Figure 3.8 data members v6, v7, and v8 construct the connected 
component for a new class C2 and each consecutive set of statements in the slices of these data 
members are suggested to be a method in C2. 
3.2.4 Edge Cases to be Considered 
As we have stated earlier, the main focus of our research is on the first step of extract class or 
extract method refactoring which is the identification of code fragments for extraction. Although 
we do not tackle the second step of these refactoring approaches, which is the extraction of the 
indentified code itself, we find it useful to highlight some of the edge cases that may be 
encountered during the execution of our techniques. 
In most cases extracting statements in a slice as a method into the new class is straightforward. 
Yet, there might be a few edge cases to handle to prevent undesirable results. For example, we 
do not want to have any dependency from the classes we generate to the original class as this will 
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affect the reusability of the classes by having a mutual dependency with the original class. This 
scenario is possible if a slice is including a method call. We have defined three cases that need 
particular attention during refactoring related to method calls. Considering all of these cases will 
eliminate undesirable dependencies that might arise from call-backs to the original class. 
3.2.4.1 Edge Case 1: Method call in a control block 
Description: Our technique always guarantees that the method definition and the method call in 
this case are in the same slice. The 5th dependency condition listed in section 3.1.2 assures this 
and code fragment given for this condition in Figure 3.4 demonstrates this case. In that example 
code, statements at lines 18, 19, 20 and 137 are always guaranteed to be in the same slice. 
Action: We suggest changing that method call in the control block with a method call to the 
corresponding method created in the new class. That will eliminate a call-back to the original 
class. In other words, during refactoring of the code fragment given in Figure 3.4, statements at 
line numbers 19, 20 and 21 will be moved into a new class as a method and statements at line 
numbers between 129 and 139 will be moved to the same class as another method. Let f1 and f2 
represent these two methods respectively. We can assure this as all of the statements above will 
always reside in the same slice. Therefore we replace the method call ErrorInSize(); in method 
f2 with a method call to f1. 
3.2.4.2 Edge Case 2: Method call without an argument 
Description: Our technique always guarantees that the method call in this case will not reside in 
any of the slices defined by our technique as there is not any data being passed in this method 
call – see Condition 7 [3.1.2]. 
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Action: No special action needs to be taken for this case. This case does not cause any call back 
to the original class.   
3.2.4.3 Edge Case 3: Method call with an argument 
Description: Our technique does not guarantee that all of the statements in the definition of the 
method will always be in the same slice as the method call, although we think that this is a case 
unlikely to happen. Yet, at least some parts of the method will be in the same slice with the 
method call, but the action in case 1 would not solve this problem in this case. The 7th 
dependency condition listed in section 3.1.2 is related to this case and code fragment given for 
this condition in Figure 3.7 demonstrates it. In that code fragment method call at line number 31 
passes an argument to the method PushFunInvok(std::string str) and statement at line 101 uses 
that argument. When we analyze this method we will see that all the statements in its definition 
are fully related with respect to the criterion C= (101, str) based on our dependency conditions 
which means that all the statements in the definition of this method are in the same slice and 
therefore all together they will construct a new method in the extracted class. This makes the 
case to be just like case 1 and action in case 1 will handle any possible call backs for this 
program. 
Action: One should verify if the definition of the method consists of statements which are fully 
related based on some previously defined criteria or based on criterion of the statement which 
uses the argument passed to the method. If the method definition consists of fully dependent 
statements then this case is same as case 1. Otherwise this method call should be removed from 
the slice and the argument in the method call should be replaced with a return value from the 
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method created in the new class corresponding to this consecutive set of statements where the 
method call resides. 
3.2.5 Experimental Results for Class 1 
We now present our experiments for demonstration of this new cohesion and refactoring 
approach. The original class that we used for this experiment is given in [35] named as Class1. 
The remainder of this chapter, discusses the execution of our refactoring approach step by step. 
3.2.5.1 Determination of Slicing Criteria and Construction of Slices 
This class has 9 private data members and is not very well designed. Figure 3.9 below shows all 
the properties of the class based on our approach for data members stk and top. Note that in 
Figure 3.9 all the numbers given as an element of a set are the line numbers of the statements in 
the program.  Sets for other data members of the class and their pair wise comparisons can be 
found in the appendix. 
In Figure 3.9, the set STstkxClass1 is the set of all statements that use data member stk in Class1. 
This set represents the slicing criteria for that data member. In this case there are two statements 
which use data member stk in Class1, and they are the statements at line number 116 and 132. 
The sets SL116xClass1 and SL132xClass1 represent slices based on the criterion of the statement at line 
number 116 and the criterion of the statement at line number 132 respectively. And finally the 
set SLstkxClass1 represents the slice of data member stk including all the statements that is related 
to at least one occurrence of that data member. 
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DMClass1 = {stk, top, funinvokes, topInvok, rawtime, x1, y1, x2, y2} 
stk 
STstkxClass1 ={116, 132} 
SL116xClass1  ={114, 116, 117, 120, 18, 19} 
SL132xClass1  ={129, 131, 132, 133, 137, 138, 18, 19} 
SLstkxClass1 = SL116xClass1   U   SL132xClass1                   
SLstkxClass1 ={114,116,117,120,18,19,129,131,132,133,137,138} 
top 
STtopxClass1 ={19,32,87,114,116,117,129, 
                     131,132,148} 
SL19xClass1  ={19} 
SL32xClass1  ={32} 
SL87xClass1  ={87} 
SL114xClass1  ={114,116,117,120,18,19} 
SL116xClass1  ={114,116,117,120,18,19} 
SL117xClass1  ={114,116,117,120,18,19} 
SL129xClass1  ={129,131,132,133,137,18,19,138} 
SL131xClass1  ={129,131,132,133,137,18,19,138} 
SL132xClass1  ={129,131,132,133,137,18,19,138} 
SL148xClass1  ={148} 
SLtopxClass1 = ⋃ SLstxClass1 𝑠𝑡∈STtopxClass1  
                           = {19,32,87,114,116,117,120,18,129,131,132,133,137,138,148} 
Figure 3.9 Example Calculations for Class 1 
The results of same calculations are shown in the Figure 3.9 for the data member top for this 
demonstration. Calculation for the remaining data member of the class can be found in the 
appendix.  
3.2.5.2 Generating DSG 
After finding all the properties for each data member of the class as shown in Figure 3.9, now we 
are ready to construct DSG for the class. Figure 3.10 shows the process of constructing the 
graph. 
Number of vertices 
|V|=#of private data members=9 
Edges 
Let v1 and v2 represent data members stk and top respectively. 
SLstkxClass1  ∩ SLtopxClass1={114,116,117,120,18,19,129,131,132,133,137,138} 
SLstkxClass1  ∩ SLtopxClass1 ≠ Ø 
 
Therefore;                     
v1v2  Є  E 
Figure 3.10 Construction Process of DSG 
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In Figure 3.10, we see the intersection of the slices for data member stk and data member top 
with 12 elements. Based on the definition of DSG, this means that these two data members are 
related and therefore there is an edge between the vertices that represent them in the 
corresponding DSG. 
We have analyzed the code for the class given in [35] and generated the data shown in Table 3.1 
that demonstrates pair-wise comparisons of the slices of every pair of data members in the class. 
Table 3.1 Intersections of Slices for Class 1 
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stk ∩ ∩ Ø Ø Ø Ø Ø Ø Ø 
top ∩ ∩ Ø Ø Ø Ø Ø Ø Ø 
funinvokes Ø Ø ∩ ∩ ∩ Ø Ø Ø Ø 
topInvok Ø Ø ∩ ∩ ∩ Ø Ø Ø Ø 
rawtime Ø Ø ∩ ∩ ∩ Ø Ø Ø Ø 
x1 Ø Ø Ø Ø Ø ∩ ∩ ∩ ∩ 
y1 Ø Ø Ø Ø Ø ∩ ∩ ∩ ∩ 
x2 Ø Ø Ø Ø Ø ∩ ∩ ∩ ∩ 
y2 Ø Ø Ø Ø Ø ∩ ∩ ∩ ∩ 
In Table 3.1, a “Ø” means that the intersection of the slices is the empty set for the two data 
members and a "∩" means that there are some elements in the intersection of the slices. In other 
words, an intersection "∩" represents presence of an edge between the two data members in 
Table 3.1. From this table, we generate the DSG of the Class 1as shown in Figure 3.11. 
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Each connected component in the DSG in Figure 3.11 is shown with a different line style. In this 
case our corresponding DSG has three connected components. Which means that the class we 
have analyzed has three distinct abstractions. Therefore, this class is not in the most cohesive 
form and it should be re-factored. 
Our refactoring approach suggests creating a new class for each one of these three connected 
components. The first class will include the following data members: funinvokes, rawtime, and 
topInvok together with their corresponding slices. The second class will include the following 
data members: top and stk together with their corresponding slices. And lastly the third class will 
include x1, x2, y1, y2 and their corresponding slices. 
3.2.5.3 Refactoring and Handling Edge Cases in Class1 
Although our research focus is not on the extraction part as stated earlier, to better explain the 
concept, we show the refactoring process for Class1 in Figure 3.12.  
In Figure 3.12, statements between line numbers 124 and 128 in the code fragment before 
refactoring are in the same slice with respect to the criterion of C=(125, rawtime). On the other 
hand, statements between line numbers 129 and 139 in the code fragment before refactoring are 
x2 
x1 
rawtime 
topInvok 
stk 
top y1 
y2 
funinvokes 
Figure 3.11 DSG of Class1 
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in the same slice with respect to the criterion of C=(129, top). As we see in the DSG of this class 
given in Figure 3.11, data member rawtime and data member top reside in different connected 
components. Therefore, these two slices should be in different classes created for the 
corresponding connected components in DSG. 
Figure 3.12 shows that, method fun2_10() in class New2 is created corresponding to the slice 
with respect to the criterion of C=(125, rawtime) and method fun1_4() in class New1 is created 
corresponding to the slice with respect to the criterion of C=(129, top) in the code fragment 
before refactoring. Statements that construct these slices are then replaced with appropriate 
method calls as shown in Figure 3.12. 
The example code fragment given in Figure 3.12 exhibits two of the edge cases described earlier: 
Case 1 and Case 3. At line number 137, we see a method call to the method ErrorInSize() in a 
control block. According to the explanation of Case 1, all the statements in the implementation 
of ErrorInSize() are automatically bounded to the statements in the slice where the method call 
resides. That means, a method will be created for the statements in the implementation of 
ErrorInSize() and that method call can be replaced with a method call to the method created 
corresponding to it. For example in Figure 3.12, method fun1_1() in class New1 is created 
corresponding to ErrorInSize() and the method call to ErrorInSize() is replaced with a method 
call to fun1_1() in the restructured version of the code. 
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Code Fragment before Refactoring 
122 
123 
  int Pop()  
  { 
124 
125 
126 
127 
128 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Pop invoked: "; 
    temp+=t; 
    PushFunInvok(temp); 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
    if (top > 0) 
    {  
           top--; 
           int temp_int=stk[top];  
           return temp_int;  
    } 
    else 
    { 
           ErrorInSize(); 
           return -1; 
    } 
  } 
Code Fragment after Refactoring 
62 
63 
64 
65 
66 
  int Pop()  
  { 
    n2->fun2_10(); 
    return n1->fun1_4(); 
  } 
1 
2 
: 
89 
90 
91 
92 
93 
94 
95 
96 
: 
105 
class New2 
{ 
     : 
  void fun2_10() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Pop invoked: "; 
    temp+=t; 
    fun2_8(temp); 
  } 
     :      
}; 
1 
2 
: 
11 
12 
13 
14 
15 
16 
: 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
: 
49 
class New1 
{ 
     : 
  void fun1_1() 
  { 
    cout<<"Index out of range!\n"; 
    cout<<"The Array has "<<top 
            <<" elements.\n"; 
  } 
     : 
  int fun1_4() 
  { 
    if (top > 0) 
    {  
 top--; 
 int temp_int=stk[top]; 
 return temp_int;  
    } 
    else 
    { 
 fun1_1(); 
 return -1; 
    } 
  } 
     : 
};    
Figure 3.12 Handling Edge Cases for Class1 
The other edge case, Case 3, is observed at line 128 in the code fragment before refactoring with 
a method call to PushFunInvok(temp). According to the explanation of Case 3, when we analyze 
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that method we will see that all the statements are fully related based on our dependency 
conditions and that allows us to create a new method for the statements in the implementation of 
PushFunInvok(temp) and replace that method call with a method call to the corresponding 
method created in the restructured version of the code. As we see in Figure 3.12, method call to 
PushFunInvok(temp) is replaced with a method call to fun2_8(temp), which is the corresponding 
new method to PushFunInvok(temp) in the restructured version of the code. 
3.2.6 Experimental Results for Token 
Second class we chose for our experiment is called Token and its source code is given in [35]. 
We have used this class without any single change on its implementation in many of our projects 
for source code analysis. It is in fact well designed and has one certain task to accomplish: 
reading words from an attached file (usually source code files) or string based on some 
predefined rules on the word boundaries.  
Currchar
scTok
Putbacks
NumLines
braceCount
doReturnComments
doRSQAT
aCppComment
_state
_mode
aSingleQuote
nextChar
EndQuoteCounter
prevChar
pIn
prevprevChar
 
Figure 3.13 DSG of Token Class 
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From the DSG of the class Token given in Figure 3.13, we see that there is only one connected 
component. When the number of connected components is one, the class is in its most cohesive 
form and we do not propose any refactoring for a class holding this property. 
A DSG with only one connected component implies a class with one abstraction. What this 
means is that all data members defined in this class are closely related and because of the 
common statements that affect the data members, refactoring this class will require a lot of work 
and any alteration such as class extraction will most likely worsen the design and quality of this 
code. 
3.3 Summary 
In this part of our research, we have proposed a new cohesion metric and an extract class 
refactoring technique for classes in object oriented environments using program slicing and 
graph theory. One can make a judgment on clarity of intent of the code using the metric we 
propose here. We aim to find out if a class is cohesive, handling one specific operation. We 
identify all program statements which constitute the operations in the same abstraction domain. 
When a class has more than one abstraction, this technique suggests extract class refactoring for 
generating more cohesive units based on this new cohesion metric. 
Our approach is different from other related works in that we try to find statements that 
constitute the same abstraction in a class rather than regrouping existing components of a system. 
The contributions of this part of our research can be summarized as follows: 
 We have defined a new set of rules to detect extended program slices rather than using 
traditional definition of program slicing.  
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 We have defined a new graph, DSG that reveals information regarding the relatedness of 
the data members in a given class at the statement level. 
 We have defined a new cohesion value for a class based on DSG and proposed 
refactoring if the class is not cohesive.  
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Chapter 4  
 
Identification of Extract Method Opportunities  
Long methods are usually difficult to read and comprehend due to the length and complexity of 
the code. As a result, maintenance can be time consuming and costly. One strategy to lower 
overall cost of software development for large systems is to produce smaller and less complex 
methods through extract method refactoring. This chapter presents our novel contribution 
towards identifying code fragments for method extraction based on the concept of placement tree 
and variable references. 
4.1 Extract Method Refactoring 
For large software systems, we try to build comprehensible, readable, well-structured, and simple 
code to minimize cost associated with the maintenance phase. If code fails to meet these goals, 
refactoring is one strategy to improve the internal structure of the code and thus its 
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maintainability. Refactoring is an umbrella term to describe any process that enhances the 
program’s internal structure without changing its external behavior. One such process, Extract 
Method Refactoring, focuses on reducing the complexity of code by decomposing a large 
method into smaller ones. The re-factored methods are optimal, since they extend the lifetime of 
programs by making the reader better able to understand the purpose of each method [4,5].  
Extract Method refactoring consists of two major activities: identification of the fragment of 
code to be extracted followed by the extraction of the identified code as a new function and 
replacement of the original fragment with a function call. The extraction itself is easily achieved 
using built in functionality within existing IDEs; however, the selection process is done 
manually. There is not a uniform identification strategy, and various heuristics or guidelines for 
selection of code fragments have been proposed in the literature [41,42,43,44]. Implementation 
of a selection process can prove challenging and the addition of visualization to these techniques 
is crucial for effective execution. 
Programming Slicing is the most widely used refactoring technique. However, implementation 
can be tedious and time-consuming since this technique requires the user to manually select the 
slicing criterion. Furthermore, there is no a priori approach for choosing the slicing criterion. In 
this part of our research, we introduce a fully automated selection technique and placement tree 
visualization tool to detect candidate code fragments in large scale systems for extract method 
refactoring.            
Our approach constructs a placement tree that contains variable reference counts for individual 
scopes within a given function. The placement tree is then visualized so that each node, which 
represents a scope on the placement tree, has a color associated with its dominant or most 
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referenced variable. The goal is to create functions with a single color placement tree or with one 
dominant variable leading to methods with good cohesion, i.e., with focus on a single task. 
Therefore, a node that does not match the color of its parent node is identified as a candidate 
code fragment to be extracted.  
4.2 Placement Tree 
Extract method refactoring activity, in this part of our research, starts with generating the 
placement tree for a given method to represent the hierarchically nested scopes. As explained in 
Chapter 2, placement tree is the term we use to refer to the tree of scopes in the input method. 
The root node of the placement tree represents the method itself and each child node of a specific 
node represents a scope that is included by their parents. For placement tree construction, we 
analyze the method to detect the scopes for different types of control blocks given in Table 4.1. 
Table 4.1 Scope Types 
Type name Start Line  End Line 
Function Line that includes function name Line that includes corresponding closing braces 
For 
Line that includes the key word for 
this scope. The key word is basically 
the type name itself, e.g. "for, while, 
do, switch, if" 
Line that includes corresponding closing brace to the 
one following the respective type name. 
While 
Do-While 
Switch 
If 
If-else Line that includes the key word "if" 
Line that includes corresponding closing brace to the 
one following "else" keyword. 
Anonymos 
Line that includes open brace that 
does not have an attached type 
Line that includes the closing brace corresponding the 
anonymous scope opening brace 
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The basic idea behind this extract method refactoring technique is that each method should have 
one clear task to accomplish. What this implies is that the method and all scopes subsequently 
will include references to some variables to accomplish this task. Using the placement tree 
concept, we determine the variable which dominates the operation carried out in the method and 
in every node of the placement tree as well. In this sense, scopes that are dominated by different 
variables perform different sub-tasks in this operation and indicate possible extract method 
refactoring opportunities. 
 
Figure 4.1 Example Method and Placement Tree 
We expect that, a method or a scope in the given method that start with one dominant variable, 
continues the sub-tasks with the same dominant variable within their children scopes for better 
comprehension. Therefore, the hierarchical placement of scopes - the placement tree itself - helps 
us detect continuity of the dominant variables in a given method very effectively. An example 
method and its corresponding placement tree is shown in Figure 4.1. 
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4.3 Dominant Variable 
After constructing the placement tree for the input method, this approach proceeds with 
identifying the dominant variable(s) in each scope. We propose a simple heuristic for selection of 
the dominant variables based on variable references. Variables with the highest reference counts 
are identified as the dominant variables for the given scope. Although this heuristic gives 
promising results and works effectively, improvements for selection of dominant variables 
remain as a future work of our study to consider the effect of multiple variables on the 
determination of cohesion.   
Initially all variables referenced inside the given method are candidates to be the dominant 
variable of each scope. Let V(F) represent the set of all variable names that appear anywhere in 
the method. All global variables and data members of the class that the method under analysis 
belongs to, may be elements of V(F). Therefore, Long Method code defects can be detected in 
Object Oriented Programs, Procedural Programs or Legacy Code using the technique proposed 
here. Local variables declared in the method are also in the set V(F). In other words, all variables 
accessible from within the given method are possible elements of the set V(F), subject to whether 
they are referenced in the method at least once. 
V(F)={ v1, v2, .., vn } 
We have also defined several notations to express various properties of program statements, 
variables, scopes and of the method itself. We will use these notations in our explanations 
throughout this chapter. Table 4.2 shows these notations and their respective input and output 
values.  
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Table 4.2 Defined Properties 
Name Input Output Use 
LN  A program statement, S  Line # of S  LN(S)  
RC  A variable name, v; and a scope, B  # of references of v in B  RC(v, B)  
SLN  A scope, B  Starting line # of B  SLN(B)  
ELN  A scope, B  Ending line # of B  ELN(B)  
Let F represent the set of all scopes in the given method to be re-factored. And every scope in the 
given method is represented with a set of statements, B. Let the set V(S) represent the set of 
variables that are used for execution of statement S and let the set V(B) represent the set of all 
variables that appear in scope B at least once. 
𝑉(𝑆) = {𝑣|𝑣 𝑖𝑠 𝑢𝑠𝑒𝑑 𝑖𝑛 𝑆}                                     (1) 
𝐵 = {𝑆 |𝑆𝐿𝑁(𝐵) ≤ 𝐿𝑁(𝑆) ≤ 𝐸𝐿𝑁(𝐵)}                                    (2) 
∀𝑆 ∈ 𝐵: ∄𝐵′: 𝑆𝐿𝑁(𝐵) ≤ 𝑆𝐿𝑁(𝐵′) ≤ 𝐿𝑁(𝑆) ≤ 𝐸𝐿𝑁(𝐵′)     (3) 
𝑉(𝐵) = {𝑣′| ∃𝑆 ∈ 𝐵: 𝑣′ ∈ 𝑉(𝑆)}                                                (4) 
 𝐹 = {𝐵 |∀𝑆 ∈ 𝐵, 𝐵′ ∈ 𝐹, 𝐵 ≠ 𝐵′: 𝑆 ∉ 𝐵′}                               (5) 
∀𝑆, 𝐵: 𝑉(𝑆) ⊆ 𝑉(𝐹) 𝑎𝑛𝑑 𝑉(𝐵) ⊆ 𝑉(𝐹)                                  (6) 
From formulas 2 and 3, one can conclude that every statement belongs to only one scope or node 
in the placement tree. A statement S' is and can only be an element of one scope B that encloses 
statement S'; but S' is not considered as an element of an ancestor node of B, AB, at the same 
time. 
After defining our scopes and elements of them, now we find the variable(s) that dominate(s) the 
computations in every scope. We determine the dominant variable(s) based on their respective 
reference counts in the subject scope.  The reference count of a variable refers to the number of 
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times that variable appears in the given scope.  Let D(B) represent the dominant variables in 
scope B, 
𝐷(𝐵) ⊆ 𝑉(𝐵) 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 
∀𝑣 ∈ 𝑉(𝐵), 𝑣′ ∈ 𝐷(𝐵), 𝑣′′ ∈ 𝐷(𝐵) ∶  𝑅𝐶(𝑣′, 𝐵) > 𝑅𝐶(𝑣, 𝐵) 𝑎𝑛𝑑 𝑅𝐶(𝑣′, 𝐵) = 𝑅𝐶(𝑣′′, 𝐵) 
The set D(B) therefore includes only those variables whose reference counts are the highest in 
block B. Every dominant variable name in the whole method is assigned a unique color to 
represent its power, e.g., reference count relative to the other variable reference counts in the 
scope that it dominates. In our visual representation of the code, these colors are used to 
distinguish the nodes that may be extracted.   
Although it is usually very rare, we might have more than one variable as candidates to be 
dominant variables or a given scope may include no variable reference. When the number of 
dominant variables is zero for the scope B, that is |D(B)|=0, in the placement tree that node is 
represented with the color of black. On the other hand, when the number of dominant variables is 
greater than one for the scope B, that is |D(B)|>1, we propose two approaches for this case that 
we call  Parent Protection and Sibling Collaboration. The idea behind these approaches is to 
keep those blocks that are dominated by the same variable together as much as possible to come 
up with larger code fragments as candidates for extract method refactoring. 
4.3.1 Parent Protection 
When scope B is dominated by more than one variable, the Parent Protection approach checks 
the dominant variable of B's parent node, BP. If the dominant variable of the parent node is an 
element of D(B), then this dominant variable is assigned to be the dominant variable of node B. 
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Otherwise, one of the dominant variable from D(B) is randomly selected to be the dominant 
variable of this scope. Let dB and dBP represent the dominant variables of the nodes B and BP 
respectively. 
𝑖𝑓 𝑑𝐵𝑃 ∈  𝐷(𝐵)                          𝑑𝐵 = 𝑑𝐵𝑃, 
        𝑖𝑓 𝑑𝐵𝑃 ∉  𝐷(𝐵)                      𝑑𝐵 = 𝑣, 𝑣 ∈ 𝐷(𝐵) 
4.3.2 Sibling Collaboration 
When scope B is dominated by more than one variable, in the Sibling Collaboration approach, 
dominant variables of its sibling nodes, SB and SA, are checked.  SB and SA are those nodes 
that come right before, and after scope B in source code (left and right nodes in placement tree 
respectively). The dominant variable of the sibling SB is evaluated first.  If the dominant variable 
of sibling node SB is an element of D(B), then we say that sibling nodes, B and SB, collaborate, 
meaning they share in executing the operations of a cohesive activity. In this case, the dominant 
variable of SB is assigned to be the dominant variable of node B.  
If the dominant variable of the sibling node SB is not an element of D(B), dominant variable(s) 
of the other sibling node, SA, is evaluated. If SA has only one dominant variable, that is 
|D(SA)|=1, and this dominant variable of SA is an element of D(B), then sibling nodes, BP and 
SA are collaborators, and this dominant variable is assigned to be the dominant variable of node 
B as well.  
If SA is dominated by more than one variable, that is |D(SA)|>1, a random variable from D(B)∩ 
D(SA) is chosen and assigned to be the dominant variable of both B and SA. If 
|D(B)∩D(SA)|=0, a random variable from D(B) is chosen and assigned to be the dominant 
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variable of node B. Let dB, dSB and dSA represent the dominant variables of the nodes B, SB 
and SA respectively. 
𝑖𝑓 𝑑𝑆𝐵 ∈  𝐷(𝐵)                                          𝑑𝐵 = 𝑑𝑆𝐵, 
               𝑖𝑓 𝑑𝑆𝐵 ∉  𝐷(𝐵)𝑎𝑛𝑑 |𝐷(𝐵) ∩  𝐷(𝑆𝐴)| > 0               𝑑𝐵 =  𝑑𝑆𝐴 = 𝑣, 𝑣 ∈ 𝐷(𝐵) ∩  𝐷(𝑆𝐴) 
                                 𝑖𝑓 𝑑𝑆𝐵 ∉  𝐷(𝐵) 𝑎𝑛𝑑 |𝐷(𝐵) ∩  𝐷(𝑆𝐴)| = 0                   𝑑𝐵 = 𝑣, 𝑣 ∈ 𝐷(𝐵)       
Adopting one of these two approaches, only one dominant variable is assigned to each node in 
our placement tree. Usually, this variable will be the one that dominates in the computation of 
that scope. The following section offers an explanatory example and discusses how we select 
scopes to be extracted. 
4.4 Identifying Candidate Code Fragments 
We have implemented a tool to visualize the placement tree of a given method based on the 
variables that dominate the computations in every node. This tool visualizes the placement tree 
as nested boxes, referred to as a tree-map, to effectively present hierarchical placement of the 
control blocks inside a given method [47]. Each box in our visualization corresponds to a scope 
in the method, the outermost scope being the method itself.  
Each box in this visualization has two attributes that show properties of the corresponding scope: 
color and size. Boxes in the tree-map-visualization of placement tree are colored according to the 
dominant variable of their corresponding control blocks in the method. Therefore, two boxes 
corresponding to control blocks which are dominated by the same variable, are given the same 
color. The second attribute of a box in tree-map, size, is determined based on the number of 
statements in the scope represented by this box. 
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Our visualization tool accepts an XML file as an input generated by our static analysis tool. 
Thus, we first analyze the input method and generate an XML file that represents the placement 
tree for the method.  Analysis and visualization of the scopes involve the following 
computational steps: 
1) Put appropriate "{", "}" to mark scopes and place every statement in consecutive separate 
lines with proper indentation. 
2) Find scopes and reference counts of every variable in each scope and generate in-memory 
representation of placement tree 
3) Write the tree into an XML file 
4) Read the XML file and find dominant variables 
5) Assign a distinct color for each dominant variable and visualize refactoring opportunities. 
Figure 4.2 below shows the activity diagrams for analysis and visualization phases in this extract 
method refactoring technique. Notice that refactoring with this technique is a cyclic process that 
involves three main phases as shown in Figure 4.2:  analyze/visualize, observe refactoring 
suggestions, and carry out the suggested refactoring. Therefore, by applying a refactoring 
suggested by this tool, the user will extract one or more methods, producing a new version of the 
code (re-factored version). Following this, using the re-factored code as input, user may seek 
additional extract method opportunities on the re-factored version of the code. 
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Figure 4.2 Activity Diagram for Method refactoring 
There are two types of scopes that we suggest to be extracted from original code as new 
methods.  
1) Large code fragments with a color different from parent's color. In Figure 4.3, we show 
an example for this case. 
2) Consecutive sibling nodes with the same color. In Figure 4.4, we show an example for 
this case 
Our refactoring suggestions aim to generate methods with minimum color diversity. We suggest 
to extract first the out most scopes with a color different from their parent's color. After 
refactoring, resulting code should be analyzed again for further refactoring until possibly all 
generated methods and the original method have only one dominant variable for every scope. 
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Therefore; the resulting code after refactoring will have methods that handle only one smaller 
and less complex task. Figure 4.3 and Figure 4.4 show some of the possible scopes that suit our 
refactoring suggestions for demonstration. 
 
Figure 4.3 Refactoring Suggestion Example 1 
 
Figure 4.4 Refactoring Suggestion Example 2 
4.5 Extraction of Code Fragments 
After determining the code fragments for refactoring using our tools, developers extract those 
fragments as new methods and replace the fragments with function calls to the new methods. 
Once the code fragments for refactoring are identified, extracting them is usually trivial except a 
few points that require attention. This section explains how the extracting process should be 
carried out considering some important cases that, without careful handling, might cause 
compilation errors or alteration in the behavior of the system.   
4.5.1 Parameters of Extracted Methods 
Analysis and visualization tools introduced in this research have been tested on several methods 
with different sizes. Following this, extract method refactoring is applied on the identified code 
fragments. As mentioned earlier, main motivation of this work is to effectively detect possible 
code fragments for extraction as new methods. Number of arguments that need to be passed to 
the extracted methods, has not been considered for this part of our research.  
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C++ is one of the most difficult programming languages for static code analysis because of its 
complex syntax. For this reason, methods that are written in C++ programming language are 
chosen for experiments. In C++ language, there are various ways of passing arguments to 
methods. By default, arguments to methods are passed by value. When an argument is passed to 
a method by value, changes that the method does on this argument never affect the value of the 
argument in the calling method. C++ also provides an option to pass arguments by reference. A 
reference to a variable is simply an alias for that variable. When an argument is passed by 
reference, the changes made on the argument within the method are also reflected to the calling 
method.  
During the execution of refactoring suggested by our tools, one can pass all arguments by 
reference. Yet, if a local variable is never used after the code fragment to be extracted, this 
variable can be passed to the new method by value. Variables, that have been used after the 
fragment to be extracted in the original method, need to be passed to the extracted method by 
reference to preserve the behavior of the program. Therefore, we suggest to use "pass by 
reference" whenever the programming language allows, to simplify the process of extract 
method refactoring because of the following advantages of this approach. 
 Passing arguments by reference, compared to pointers, has exactly the same syntax as the 
original name for a variable. Therefore, passing arguments by reference, prevents 
compilation error due to syntax errors and simplifies the extraction process. 
 Passing arguments by reference, compared to "pass by value", creates an alias for the 
variable to be passed as an argument. Therefore, passing arguments by reference, assures 
that everything that has been done in the new method preserves the behavior of the 
original system.  
70 
 
 
 When arguments are passed by value, the only way to return a value to the caller is 
through the return value of the method. Furthermore a method can only return one value 
in programming languages that we are interested in. If a fragment is modifying values of 
more than one variable, we will not be able to return all the modified values to the caller 
method without any change on the syntax.  Unlike "pass by value", when we pass the 
arguments by reference, we no longer have to worry about the return values from 
methods that we generate, as all the modifications are automatically reflected to the caller 
method. 
 When arguments are passed by value, a copy of the argument is passed to the method. In 
contrast to this, passing arguments by reference does not make a copy of the arguments, 
and therefore it is usually faster. 
4.5.2 Return Values From Extracted Method 
As stated earlier, IDEs like Eclipse and Visual Studio 2012 support extraction of a set of 
preselected statements as a new method, though, they have some limitations when extracting 
certain types of code. First of all, Visual studio does not even include a refactoring menu for C++ 
projects. Eclipse, on the other hand, requires the selected code fragments not to include any 
return statement. Visual Studio, similarly, puts some limitation on the code with return 
statements for C# programs. When selection contains return statements, all paths are expected to 
be terminated by a return statement too. Refactoring preconditions that selected code fragments 
need to fulfill are discussed in [73] in more detail. 
In this section, we explain how we suggest to handle the situation where a code fragment 
identified by our tool contains return statements. To avoid the aforementioned limitations, we 
explain how this extraction can be carried out manually. Unlike Visual studio and other such 
71 
 
 
tools, we do not expect all paths in the identified code fragment to be terminated by a return 
statement.  We evaluate the fragments with return key word in two different ways depending on 
whether the return statements do return a value. 
4.5.2.1 Return without a Value 
In Figure 4.5, a fragment of code with a return statement (from line 19 to line 29), identified by 
our tool, is shown. This code fragment includes a possible exit point, which is the return 
statement at line 27, for the method that it resides in. This statement, as seen in Figure 4.5, exits 
the method without returning a value to its caller.  
When we have a return statement without returning an object, we suggest all the return 
statements in the extracted method be replaced with "return true". And at the end of the method 
we place an additional statement that return the value of "false". This way, we can easily 
determine whether the caller method (original method after refactoring) should exit or continue 
with the execution of the next statement after this method call. Figure 4.6 shows the extracted 
method for this identified code fragment. This method returns the value of "true" from all the 
places where a return statement existed in the original version; and at the end of the method the 
value of "false" is returned in this new method. 
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Figure 4.5 Code Fragment with Return Statement 
After extracting the method, the identified code fragment in the original method is replaced with 
a method call to this new method. The function call in the original method is shown in Figure 
4.7. 
 
Figure 4.6 Extracted Method with Return Statement 
As shown in Figure 4.7, the re-factored version of the original method exits based on the return 
value of the extracted method. 
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Figure 4.7 Method Call with Return 
4.5.2.2 Return with a Value 
Extracting code fragments that contain return statements is one of the greatest challenges in 
method refactoring. This section of our research specifically targets a systematic way to handle 
the problem where only some of the paths in the identified code fragments are terminated by a 
return statement. Figure 4.8 shows an example of such fragment identified using our analysis and 
visualization tools. Users of our technique and tool are advised to carry out the extraction process 
as described here for these exceptions. Note that experiencing any of these cases at any point in 
refactoring does not hinder execution of other method refactoring opportunities suggested by our 
tool. Therefore, one may prefer not to carry out a refactoring suggested as a candidate by our tool 
that exhibits these special cases and continue with the remaining refactoring opportunities. 
To extract such code fragments successfully, a new Boolean variable is introduced that we call 
"return control" variable. In the original method, return control variable, rc, is defined assigning 
to it the value of "false". When the identified code fragment is extracted as a new method in this 
particular case, an extra argument of Boolean reference type is passed to this method together 
with the other parameters that the method normally requires. This new extra parameter helps us 
evaluate whether the new extracted method exits with returning a value.  
74 
 
 
 
Figure 4.8 Code Fragment Returning Object Value 
In the identified code fragment, a statement "rc=true;" is placed before every return statement. 
Another statement is also placed at the end of the extracted method to return an arbitrary value of 
the return type of the method.  After invocation of the extracted method, depending on the value 
of rc, the original method returns the value returned by the extracted method. If rc is still holding 
the value of false after invocation of the extracted method, execution continues with the next 
statement inside the original method. Method call to the extracted method after refactoring is 
shown in Figure 4.9 together with the extracted method itself. 
75 
 
 
 
Figure 4.9 Original Method after Refactoring and Extracted Method 
4.5.2.3 Bound Blocks 
There are two key words the presence of which precludes extraction of the code fragments that 
they reside in. These key words are "continue" and "break" that respectively carries a loop to 
next iteration or terminates the loop. If a code fragment contains one of these two key words and 
the corresponding loop is not included in the fragment, then this code fragment cannot be 
considered for extract method refactoring. In other words, if a code fragment or node in the 
placement tree contains one of the key words, "continue" and "break", then this node is bound to 
its ancestor node that represents the loop associated with these keywords. 
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Figure 4.10 Bound Blocks Example 
In Figure 4.10, an example code fragment that cannot be considered for extraction as a new 
method is shown due to the presence of key word "break". The code fragment between lines 601 
and 605 is bound to the code fragment between line numbers 591 and 606. Whenever two such 
scopes are bound, they have to be moved together in case of refactoring to protect syntax and 
behavior of the program. 
4.6 Experimental Results 
We have run our analysis and visualization tools on several methods from different systems. 
Identified code fragments in these methods are then extracted as new methods following the 
process explained in Section 4.5. Throughout the experiments, the parent protection approach 
explained in Section 4.3 is adopted. Some of the programs and restructured versions used in 
experiments can be found in appendix. 
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4.6.1 Experiments from Our Analysis Tool 
We first applied this technique to a method from our analysis tool that we thought, may need 
refactoring. This method basically analyses a statement to find variable declaration and 
references in the statement. Figure 4.11 shows the placement tree of the original version of the 
analyzed method. 
 
Figure 4.11 Experiment 1 
We extracted three new methods and ran our tool again after refactoring. Figure 4.12 shows the 
placement trees of the methods we generated. During refactoring, code fragments with small 
lengths (usually two lines of codes) were ignored, as our main focus is on extracting large code 
fragments.  
 
Figure 4.12 Refactoring Result for Experiment 1 
For all the test cases that we used from our analysis tool, we could easily come up with 
meaningful names for the extracted methods that reflect their respective purposes. This 
demonstrates that our approach, with a high probability, will identify fragments that have a 
distinct task in the larger operation of the whole method based on the heuristic we chose. That is, 
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suggested refactoring approach successfully identifies candidate code fragments that actually 
should have been separate methods. 
4.6.2 Experiments from Other Research and Open Source Projects 
One method used for this experiment comes from code in a research project written by a group 
with which we occasionally collaborate. This method implements part of a reconstruction 
process of medical images obtained using cone beam and/or parallel beam collimators. The 
original function before any processing or refactoring has nearly 400 lines of codes with 
comments and white spaces. Figure 4.13 shows a portion of placement tree for the original 
version of this method. 
 
Figure 4.13 Experiment 2 
We extracted nine methods and ran our tool again on these methods after refactoring. Figure 4.14 
shows the placement trees for all of these methods after refactoring. The original method after 
refactoring includes less than 40 lines of code. This improves the readability of the code 
dramatically and makes the code more comprehensible reducing its complexity. Hence, the 
overall maintainability of the whole system is improved as the developer has the chance to work 
on smaller and less complex methods after refactoring. 
 
Figure 4.14 Refactoring Results for Experiment 2 
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The second method used for our experiment is one of the longest methods from this research 
project with nearly 4000 lines of codes with comments and white spaces. Our tool clearly detects 
many code fragments as extract method refactoring candidates as shown in Figure 4.15 and one 
can easily observe these candidate code fragments for extraction through this visual 
representation. Although Figure 4.15 shows just a portion of the placement tree for this method, 
we should note that, other parts of the placement tree are not any less diverse in terms of colors 
of nodes or their dominant variables. 
 
Figure 4.15 Experiment 3 
Another software that we used for our experiments is called Notepad++.  Notepad++ is an open 
source code editor and Notepad replacement that supports several programming languages and 
natural languages [48]. An analyzed method, feedGUIParameters, has more than 800 lines of 
code. Figure 4.16 shows a part of the placement tree for this method. As shown in Figure 4.16, 
our tool was able to indentify large code fragments that are candidates for extract method 
refactoring successfully in this software as well. 
 
Figure 4.16 Experiment 4 
4.7 Summary 
In this part of our research, we mainly focused on identification of code fragments for extract 
method refactoring. Our identification process, as stated earlier, is based on placement trees and 
80 
 
 
variable reference counts in each node of the placement tree. This approach is straightforward to 
implement and it works effectively in real software systems as shown in the experiments.  
In this work, initially we did not target refactoring to reduce the total number of statements in 
systems by detecting and removing duplicated code. Yet, our visualization reveals that variable 
reference counts can also be used for this purpose. As shown in Figure 4.13, we have 
encountered quite a lot recurring patterns in our placement trees. Such recurring patterns can be 
found in Figure 4.14 as well in the placement trees of the new methods. When we compared the 
corresponding code fragments of these nodes with the same pattern, we realized that some of 
these code fragments were identical to each other, while for some, there was a tremendous 
similarity between corresponding code fragments. This shows that our approach with some 
improvement can be used to detect duplicated code as well in a given large method.  
The main contributions of this part of our research can be summarized as follows: 
1) We introduced a novel technique to detect code fragments or blocks that handle similar 
operations. 
2)  Our technique is based on variable reference counts which is straightforward to detect 
even in complex languages such as C++. We introduced two approaches: Parent 
Protection and Sibling Collaboration to improve refactoring suggestion results in terms of 
size of the candidate code fragments. 
3) Our technique is supported by analysis and visualization tools, two crucial elements for 
an effective refactoring technique. Our final visual representation is very clear using 
color coded boxes with different sizes and can be used on real large software effectively 
as shown in the experiments. 
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Chapter 5  
 
Extract Method Opportunities Using Hammock Graphs 
As stated earlier, for many cases, problems in large software systems stem from large methods 
[3]. In Chapter 4, we have introduced a novel technique to tackle the problem of long methods 
by decomposing them into smaller ones based on the placement tree and variable references. 
When a code fragment or a scope is extracted as a separate method, all the local variables used 
inside but declared outside of the scope need to be passed as arguments.  Sometimes, this may 
cause a method to have an undesirably long parameter list. A long parameter list usually 
increases the complexity of a method and makes it difficult to maintain and to comprehend its 
intent [5]. To overcome this issue, we introduce a novel extract method refactoring technique to 
confine code regions for extraction using hammock graphs, based on the number of arguments 
the resulting methods would require.      
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5.1 Some Limitations for Extract Method Refactoring 
Automating the selection process is a very challenging task in extract method refactoring. Once 
an appropriate segment of code is selected by the user, extraction of this code can be very trivial 
using renowned tools such as Resharper [79] and Refactor Pro [80] or popular IDEs such as 
Eclipse [81] and Visual Studio [82]. Due to the limitations imposed by these tools, users have to 
inspect the code manually for selection of candidate code fragments for extraction. We should 
also note that most of refactoring tools and IDEs do not support refactoring C++ code even for 
only the extraction part.  
When selecting a code fragment, users have to carefully analyze the code to make sure that their 
selection is extractable. In other words, extraction of the selected part must preserve not only the 
semantics of the program, but its syntactic correctness as well by meeting some refactoring 
preconditions [73].  Two important points regarding variable declaration and use that need 
attention when using refactoring with Eclipse are listed in the following link [58] as follows:   
 Selected block references a local type declared outside the selection: A local type 
declaration is not part of the selection but is referenced by one of the statements selected 
for extraction. Either extend the selection so that it includes the local type declaration or 
reduce the selection so that no reference to the local type declaration is selected. 
 A local type declared in the selected block is referenced outside the selection: The 
selection covers a local type declaration but the type is also referenced outside the 
selected statements. Either extend the selection such that it includes all references to the 
local type or reduce the selection such that the local type declaration isn't selected. 
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What this means is that, users need to find all variable declarations and their references to make 
sure that they do not violate rules imposed by the tool they are using. This may be feasible for 
small methods, but for large methods with thousands of lines of code, manual selection and 
investigation of code regions for such violations will not be very practical. 
5.2  Hammock Graph for Method Extraction 
When the use of hammock graphs is analyzed in literature, one realizes that hammock graphs 
have been defined on control flow graphs mostly for structuring or optimization purposes by 
eliminating unstructured branches and jumps. Yet, when we consider the restrictions mentioned 
in section 5.1 on selecting code fragments for method extraction, we can see how effectively 
hammock graphs may work for that purpose, when they are defined based on variable 
declarations and uses. Because for their most fundamental property, having a single entry and 
exit points, we have discovered that hammock graph is an effective tool to automate the process 
of selecting code regions that are suitable to form a method.  
In this part of our research, we focus on methods in two different ways. First, a method always 
has a single entry and single exit point which are respectively the first statement in the method 
definition and the next statement to be executed in the caller context after the method invocation. 
Second, a method usually starts with one or more variable declarations and carries out a set of 
operations around these variables and ends with or without returning one of the variables. By 
defining hammock graphs on variable declarations and using that together with their interactions 
with the control scopes, the main contribution of this part of our research is to automatically 
select appropriate code regions that do not violate any syntactic or semantic rules related to 
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variables for method extraction, providing a visual aid and a control over the number of 
parameter resulting methods will take. 
Before proceeding further, we shall restate the definition and properties of a hammock graphs 
given in Chapter 2. Hammock graphs are defined as a special kind of graph with one entry and 
one exit points. A definition of hammock graph is given in [57] as follows: 
Definition: Let G be a control flow graph for program P. A hammock H is an induced sub-graph 
of G with a distinguished node V in H called the entry node and a distinguished node W not in H 
called the exit node such that 
 (1) All edges from (G - H) to H go to V. 
 (2) All edges from H to (G - H) go to W.  
Researchers define hammock sub-graphs on control flow graphs for different purposes such as 
optimization, eliminating unstructured jumps and goto statements [13, 53]. The following 
example of a hammock is given in [13] to demonstrate its properties. 
 
Figure 5.1 Example  program, its control flow graph and a hammock graph. 
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5.3 Construction of Hammocks 
The control flow graphs of many methods in a program inherently have the properties of 
hammock graphs. All methods have one entry point which is the first program statement inside a 
method to be executed upon calling the method. Most also have one exit point which is the 
program statement in the calling method to be executed upon exiting the method. 
In this part of our research, we aim to decompose large methods creating smaller ones with one 
clear intention providing an opportunity to dynamically observe only those code fragments that, 
when extracted as a method, would take a pre-determined number of parameters or less. We 
suggest that methods that hold this simple yet very powerful property, in most cases, should have 
declared at least one local variable and have references to that variable in its definition towards 
achieving its intention. Therefore, we introduce a technique to segregate code fragments that 
declare and use some local variables to implement a specific operation. For that, our technique 
relies on a graph that we generate from variable declarations and uses as well as control blocks 
rather that the control flow graph of the method. 
Our technique proceeds in following steps: 
1) Generate the initial graph of variable declarations and references together with  control 
blocks 
2) Convert all variable declaration-use sub-graphs into hammocks 
3) For each hammock find the number of variables referenced in the hammock 
4) Visualize the candidates based on a selected number of parameters dynamically 
5) Observe refactoring opportunities, re-factor the code and start over if necessary 
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5.3.1 Generating the Initial Graph 
The initial graph we generate has two types of edges: reference edges and control edges. 
Reference edges are due to local variable declarations and references. For each local variable 
declared in the method, there is an edge in the graph that goes from the line where variable is 
declared to the line that includes the last reference of that variable in the method. We refer to the 
code fragment confined by this edge as the variable span of this particular variable. 
Control edges are due to the control statements such as for, while and if statements. For each 
such statement, the graph includes an edge that goes from the starting line of the control block to 
its end. Note that if an if control statement has an associated else statement, then the edge 
representing this control block goes until the end of the else statement. 
A more formal definition of the initial graph G is given below. 
 G= (V, E) is a directed graph such that V is the set of program statements in a 
given method representing vertices in the graph and E representing edges in the 
graph, includes all reference edges and control edges. 
 Let the set L, line number D(l), and line number LR(l) represent the set of all 
local variables declared in the given method, the line number where variable l is 
declared and the line number of the statement that includes the last reference of 
the variable l respectively. 
 Therefore: 
∀𝑙 ∈ 𝐿: 𝐷(𝑙)𝐿𝑅(𝑙)  ∈ 𝐸 
 Furthermore, let the set C, line number S(c), and line number E(c) represent the 
set of all control statements in the given method, the line number where the 
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control block starts and the line number where the control block ends for the 
control statement c  respectively. 
 Therefore: 
∀𝑐 ∈ 𝐶: 𝑆(𝑐)𝐸(𝑐)  ∈ 𝐸 
 
Figure 5.2 Example Initial Graph 
In Figure 5.2, an example method and its corresponding initial graph are shown. Red-colored 
edges represent control blocks while blue-colored ones show the reference edges that stem from 
variable declarations and uses. For the sake of clarity, we labeled edges with the variable name 
or the type of control statement that they represent for this example method. 
5.3.2 Generating Hammocks on the Initial Graph 
The main goal of this part of our research is to come up with an effective way to observe all 
variable spans as candidates for method extraction with a selected number of parameters or less. 
Most of the time, a variable span denoted in the initial graph cannot be extracted as a method 
because of two reasons: 
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1) Extraction of a variable span from the initial graph may split a control block. 
2) Extraction of a variable span from the initial graph into a new method may move the 
declaration of another local variable to a new scope leaving references of that variable in 
the original method. 
For example, in Figure 5.2, the variable span for variable i cannot be extracted as a new method 
because doing so would split a control block e.g. the for loop. Likewise, the variable span for 
variable a cannot be extracted as a new method, as doing so, while removing the declaration of 
variable b, leaves some of its references in the original method. 
To resolve this dilemma, we convert the initial graph of the given method into another graph 
where all reference edges are hammocks. This conversion eliminates any interaction between 
variable spans or reference edges and control edges that would otherwise preclude these variable 
spans from being extracted as new methods. 
This conversion is done in two steps by comparing first all reference edges with each other and 
next each reference edge with every control edge. 
That is, let l1 and l2 be two distinct local variables in the given method. If the variable span for 
variable l1 contains the declaration of variable l2 excluding some of its references, the variable 
span for variable l1 is extended to cover the entire code fragment denoted by the variable span of  
l2. 
∀𝑙1, 𝑙2 ∈ 𝐿: 
𝑖𝑓 𝐷(𝑙1) ≤ 𝐷(𝑙2) ≤ 𝐿𝑅(𝑙1) 𝑎𝑛𝑑 𝐿𝑅(𝑙1) ≤ 𝐿𝑅(𝑙2)  
𝑡ℎ𝑒𝑛 𝐿𝑅(𝑙1) = 𝐿𝑅(𝑙2) 
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Figure 5.3 Example Method, Initial Graph and Extended Graph 
Furthermore, let l and c represent a local variable and a control block respectively in a given 
method. If the declaration of the variable l is outside of the control block c and its variable span 
partially contains this control block, variable span for l is extended to cover the entire control 
block. 
∀𝑙 ∈ 𝐿 𝑎𝑛𝑑 ∀𝑐 ∈ 𝐶: 
𝑖𝑓 𝐷(𝑙) ≤ 𝑆(𝑐) ≤ 𝐿𝑅(𝑙) ≤ 𝐸(𝑐) 𝑡ℎ𝑒𝑛 𝐿𝑅(𝑙) = 𝐸(𝑐) 
Figure 5.3 shows the same example method presented in Figure 5.2 together with its extended 
graph after these conversions. 
5.4 Restructuring Opportunities  
In the extended graph that we generate, each reference edge represents a hammock having one 
entry and one exit point. Therefore they are extractable as a new method.  
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The main contribution of this technique over our earlier work presented in Chapter 4 is the fact 
that one can observe all possible extract method refactoring opportunities with a selected number 
of arguments dynamically through a visual representation. The number of arguments that a 
candidate code fragment (or reference edge on the extended graph) requires is equal to the 
number of local variables that are referenced within this code fragment but declared outside of it. 
 
Figure 5.4 Observing Refactoring Opportunities For Example Method 
Figure 5.4 shows the refactoring opportunities for the example method given in Figure 5.2 based 
on a user-selected value as the maximum number of arguments. Code fragments that would 
require the same number of arguments are given the same color in the visual representation. This 
tool enables the user to see the source code, represented by each box simply by clicking on the 
box. An example code fragment that would appear when clicked on the small red box taking one 
parameter is also shown in Figure 5.4. 
5.5 Experiments   
This refactoring suggestion technique and the tool are designed to help program developers to 
eliminate long method code defects by extracting new methods with a number of arguments less 
than a threshold.  
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Figure 5.5 Experiment 1 
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Using this tool, developers are able to observe all possible refactoring opportunities or 
suggestions. They can also see the code fragments suggested as prospective methods by clicking 
on the boxes that represent these code fragments. The size of these boxes shows the length of the 
method and the color is determined based on the number of arguments method requires when the 
pointed code fragment is extracted as a method. 
Developers may not want to extract all code fragments suggested by this tool at all times. For the 
given example method, Figure 4 shows all possible extract method refactoring opportunities with 
different number-of-argument thresholds e.g. zero and one. The tool points out a code region that 
covers the entire method as a candidate method that takes zero argument which would not be 
logical to extract. But, when the threshold is increased to one, new code fragments appear as 
refactoring suggestions.  
Therefore, the final decision about which candidate code fragments are going to be extracted as 
new methods are made by the developers or the users of this tool. This evaluation is of course 
will be more effective, if the user has at least some knowledge about the original method before 
executing the extraction. That is why, we are using some methods from our own source code, to 
demonstrate the effectiveness and use of this technique and tool. 
In Figure 5.5, an example method that has been diagnosed to be long and complex by our team is 
shown. We extract seven methods out of this long method and show what the original method 
looks like after the refactoring. We could easily give meaningful names to these extracted 
methods that reflected what each method's intended operation was. 
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Figure 5.6 Experiment 2: Notepad++ 
Another method that we use for our experiments belongs to Notepad++ which is an open source 
code editor and Notepad replacement that supports several programming languages and natural 
languages [48]. This method has nearly 2000 lines of code which shows that it needs to be 
decomposed into smaller ones. 
Figure 5.6 shows some of extract method opportunities with less than four arguments for 
aforementioned Notepad++ method. Two boxes that represent candidate methods taking zero 
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arguments are shown and marked as A and B respectively and their corresponding code is also 
shown. 
Although the code for this example has not been written in our research group, when we read the 
code given in Figure 5.6, we can still get a sense of what these designated code fragments do. 
For example code fragment represented by A, does some sort of text conversion and 
subsequently calls some methods. This much information would be enough to draw the 
conclusion that extracted method out of this code fragment will have a well-defined clear 
intention and therefore improve the quality of this code. 
 
Figure 5.7 Experiment 3: Notepad++ 
Another method that belongs to the Notepad++ and some extraction suggestions taking less than 
four arguments are shown in Figure 5.7.  Likewise, we arbitrarily chose two of those suggestions 
taking zero arguments and showed their corresponding code fragments. When we read the 
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comments within the original source code, we see that these two code fragments have their own 
well defined sub-tasks to accomplish and therefore can be made separate methods. 
5.6 Summary   
In this part of our research, a new technique and tool are introduced to identify code fragments 
for method extraction. Using our tool, developers have the opportunity to observe different code 
fragments suggested as candidates for method extraction based on a desired number of 
arguments. Our technique uses a special kind of graph, the hammock graph, which has one entry 
and one exit point. Hammock graphs are generated based on local variable declarations and their 
references within a given method. Providing different visual representations of suggested code 
fragments, developers get more detailed information about their code using this tool in addition 
to method extraction suggestions. The main contribution here is, therefore, to reduce the effort 
required to re-factor software source code towards making the code more readable and 
maintainable and less complex. 
Our technique differs from existing techniques in several ways. First of all in this research we 
identify hammocks on a graph that is constructed based on control blocks, local variable 
references and their interactions. This ensures that all local variable declarations designates a sub 
graph or a code region that is a hammock and therefore extractable. Furthermore, the 
visualization support for this technique provides significant help and control for observing all 
possible method extraction opportunities taking parameters no more than a user defined 
threshold.    
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We have shown the effectiveness of the proposed technique and tool on several real methods. 
When we extracted methods from our own analysis code, we could easily come up with 
meaningful names that reflected the intent of the extracted method. We could also effectively 
identify code regions as candidate methods with varying number of arguments on large methods 
taken from open-source software such as Notepad++. 
The main contributions of this part of our research can be summarized as follows: 
1. We have introduced a novel technique to identify extract method opportunities limiting 
the number of parameters that generated method after refactoring would take. 
2. We have defined hammock graphs based on variable declaration-use, control blocks and 
the interactions between them to make every variable span extractable without any 
restrictions.  
3. We support this technique with analysis and visualization tools to effectively observe the 
extract method opportunities dynamically based on varying number of arguments. 
4. We show the soundness of this technique both on our own source code and open-source 
software. 
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Chapter 6  
 
Conclusions and Future Work 
In this research, we explored three main software code defects and proposed solutions with novel 
techniques and tools. These code defects are Large Class, Long Method and Long Parameter List 
code defects and the techniques we propose are to achieve Extract Class, Extract Method and 
Extract Method with Shorter Parameter List refactoring respectively for each code defect we 
addressed.  
Extraction of units from an existing software is usually carried out in two steps. First the code 
needs to be inspected to find appropriate code fragments for extraction and then these selected 
code fragments are extracted as separate units making the required changes on the source code 
such as addition of method invocations and object declarations etc.  
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In this research, our concern is to introduce novel techniques to identify refactoring opportunities 
automatically, since the extraction step, especially for method extraction, is supported by popular 
industrial tools as discussed. 
Techniques and tools we provide enable users to identify code fragments without having to 
inspect code manually. Therefore, they can be applied to foreign software code that the user 
wants to re-factor. Moreover these techniques and tools rely mostly on variable declarations and 
references with the integration of other concepts such as placement trees and hammock graphs, 
which can be automated for detection regardless of the programming language. Hence, these 
techniques can easily be applied to C++ software code that traditionally has weak refactoring 
tools, compared to other programming languages such as C# and Java.  Our methods improve 
refactoring for these languages as well. 
6.1 General Summary of Contributions 
Our contributions can be grouped in three different categories. With our first contribution, we 
tackle the Large Class code defect and developed a new cohesion metric suitable for Extract 
Class refactoring. Our second contribution solves the Large Method code defect by providing a 
novel technique that represents the method with a placement tree and identifies refactoring 
opportunities based on the properties of the placement tree. With visualization support we 
provided, one can observe these refactoring opportunities on large scale software very 
efficiently. Last, we introduced an Extract Method refactoring to confine code regions to those 
with one entry and one exit point based on the variables declarations and uses. This technique 
together with our visualization tool provides an opportunity to observe Extract Method 
refactoring opportunities limiting the number of parameters the extracted methods would take. 
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Since long parameter list is a code defect that increases complexity and understandability of 
methods [5], this technique ensures that each extracted method will have a parameter list no 
longer than that specified by the user.   
6.2 Extract Class Refactoring Technique 
This section of our research is published as an academic paper in the 6th IEEE International 
Workshop on Quality Oriented Reuse of Software [40] and is summarized in the following 
section.  
6.2.1 Summary 
As our first contribution, the extract class re-factoring technique we introduced in this study,  
evaluates the cohesiveness of a given class and suggests re-factoring the class by extracting new 
classes. We define a new cohesion metric that can be used to indicate the need for refactoring for 
a given class. The cohesion level measured this way shows how many different abstractions the 
class includes, suggesting creation of a separate class corresponding to each abstraction. 
We introduced an algorithm that was inspired from the concept of program slicing. Our 
algorithm, in contrast to the traditional program slicing, provides a clear definition of slicing 
criteria. For each data member of the given class, we simply take all the program statements that 
use this data member as slicing criteria. Using the relationship conditions given in Chapter 2, we 
find all program statements or "program slice" for each slicing criterion we identified.  
Combination of all program slices with respect to every slicing criterion for a given data 
member, constructs the final program slice for that data member of the class. By comparing the 
program slices of every pair of data members we construct a graph that we call the data slice 
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graph. Each data member in this graph is represented by a node and the fact that program slices 
for two data members intersect introduces an edge to this graph between the nodes that represent 
these two data members. 
Finally, we interpret the cohesiveness for the given class based on the number of connected 
components in the data slice graph. We suggest that the class should be restructured by 
extracting separate classes for each connected component, if the number of connected 
component is greater than one. Figure 6.1 shows the data slice graphs for two classes that we 
analyzed. The first one on the left, as seen in Figure 6.1 has three connected components and 
therefore is less than ideally cohesive and should be restructured. The other one on the other 
hand has only one connected component which means that this class is cohesive and needs no 
restructuring.  
 
Figure 6.1 Data Slice Graphs 
Table 6.1 shows the refactoring results quantitatively in terms of total number of methods, data 
members and lines of code for class shown in Figure 6.1. When we compare the original class 
before and after refactoring, we notice that while the interface of the original class is preserved 
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with 13 methods, number of data members is reduced to 3 and number of lines of code is 
reduced to 72. These three data members in the re-factored version of the original class are due 
to the objects of the extracted three classes to access these classes. 
Table 6.1 Refactoring Summary for Class 1 
 # of Methods # of Data Members # of Lines 
Original Class 13 9 150 
Class After Refactoring 13 3 72 
Extracted Class 1 6 2 49 
Extracted Class 2 12 3 105 
Extracted Class 3 5 4 35 
 
6.2.2 Contributions and Future Work 
Automated analysis of the C++ code is a very challenging task due to its complex syntax and 
semantics. In this research, we would like to be able to apply these refactoring techniques to a 
wide range of software systems including especially those written in C++. Therefore, the 
techniques we introduced needed to be simple enough for implementation for analysis of 
different programming languages and at the same time powerful enough to effectively identify 
possible refactoring opportunities. With the help of analysis tools we implemented, we realized 
that we can easily automatically detect variable declarations, references and scopes in a given 
method with a tool much simpler than a compiler front-end. This first contribution was mainly to 
justify that, in conjunction with the other concepts we used, variable references are an important 
tool to detect refactoring opportunities. 
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When we want to evaluate the novelty of this contribution, we should think of cohesion in two 
different ways as addressed in literature. Cohesion as a software quality metric is used to refer 
the relatedness of program segments and output variables in a method (functional cohesion) [24, 
36], or it is used to evaluate the relatedness of class entities such as data members and methods 
in an object oriented program [67]. In both cases, one attempts to discover whether the method or 
class is designed to handle one specific activity - an important feature for a program towards its 
comprehension and maintainability. 
In [36] for example, a technique is suggested to find cohesion level between every pair of output 
variables for a given method. Using program slicing, all the statements that affect values of these 
variables are explored and depending on the cohesion between these output variables, 
corresponding statements are extracted and replaced with a method call. These studies [24,36], 
imply that methods may be not cohesive within themselves by including unrelated code 
segments.  
Although different cohesion metrics aim to detect different aspects of the software units to 
evaluate their cohesiveness [59], in object oriented programs, cohesion level of a class is usually 
measured by the interactions between the data members and methods of the class [28, 29, 30, 31, 
32, and 33].  In this case, when two methods share the same variables or two variables are used 
by the same methods, they are considered cohesive. As per intuition, one may argue that this 
conflicts with the fact that methods may include unrelated parts. In other words, two variables, 
even though they are used in the same method, may still be not cohesive or related because of the 
fact that they may reside in two unrelated segments of code within the method. A discussion on 
some cohesion metrics and their anomalies are given in [59]. 
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Furthermore, studies in [60, 61] criticize some of the existing cohesion metrics for including in 
their computations the special methods in a class such as constructors and destructors, reporting 
that these metrics do not satisfactorily capture the concept of cohesion.  In conclusion, we found 
it desirable to introduce a new cohesion metric that serves as a tool to indicate when a class 
needs refactoring and how to apply the refactoring, rather than using an existing method.  
Program Slicing and Clustering are two techniques that are related to what has been proposed in 
this part of our research in terms of either the technique that has been adopted or problem that 
has been addressed to.  
A discussion on program slicing has been given in Chapter 2 and Chapter 3. In fact, by 
introducing a set of rules to evaluate the relatedness between program statements, we produce 
different "program slices" than the traditional program slicing method would yield as shown in 
Figure 6.2. For class refactoring, rather than seeking program statements that affect value of a 
certain variable at a specific location in the program, we aim to find the program statements that 
should be in the same abstraction. Hence, using the traditional program slicing method would not 
be a proper technique for this purpose. 
Line# Original Program Fragment Program Slicing Result Our Result 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
int i; 
int sum = 0; 
int product = 1; 
for(i = 0; i < N; ++i)  
{ 
  sum = sum + i; 
  product = product *i; 
} 
cout<< sum; 
cout<< product; 
int i; 
int sum = 0; 
 
for(i = 0; i < N; ++i)  
{ 
  sum = sum + i; 
 
} 
cout<< sum; 
 
int i; 
int sum = 0; 
int product = 1; 
for(i = 0; i < N; ++i)  
{ 
  sum = sum + i; 
  product = product *i; 
} 
cout<< sum; 
cout<< product; 
Figure 6.2 Program Slicing vs. Our Result 
On the other hand, the program fragment that we end up inducing as a product of this slicing 
should be extractable as a separate unit. In Figure 6.2, we see the results of traditional program 
104 
 
 
slicing method and our slicing result. It is important to note that, if we used the program slicing 
as it is without defining our own relationship conditions as we did in Chapter 3, the resulting 
code fragment as shown in Figure 6.2 would not be possible to extract as a separate unit as it 
breaks a loop with including only some of the statements in the loop. On the other hand, our 
result is suitable for restructuring, as it takes the entire loop within the slice making the resulting 
code fragment extractable.  
Clustering techniques are related to the problem we are addressing in this research, being used as 
a tool to group entities in object oriented programs such as classes, methods and attributes, in 
order to construct more cohesive units. For example in [34], a k-medoids algorithm is introduced 
to re-group the entities in a given software to form a more cohesive design. This is accomplished 
by moving existing entities between classes, in case they are misplaced. Yet, although a method 
may not be cohesive internally within itself, this approach does not suggest decomposing 
methods into smaller ones or it is not at the statement level. Moreover, moving a public attribute 
or a method from one class to another will change the public interface of the class and this will 
break all the client code that depends on this class. We think that this may result in undesirable 
results which need to be handled very carefully.      
The main advantages and contributions of our work can be summarized as follows: 
1. We introduced a new cohesion metric that can be used to indicate the necessity of 
refactoring in a class. 
2. Our slicing result are fully extractable as we identify code blocks as slices. 
3. Our refactoring suggestion does not alter the public interface of the class, but requires 
to extract new classes from it. 
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4. Our analysis depends on the statements rather than already existing program units such 
as methods. Therefore, rather than moving these units between different classes, we 
identify program statements to construct new units. 
Several future extensions are possible to enhance the results for this extract class refactoring 
technique. We can enhance the conditions that establish the relationships between statements to 
preclude undesirably long code chunks in one slice which may increase the chances of 
containing non-cohesive statements. An improvement on the Data-Slice-Graph (DSG) also may 
be to convert the graph into a weighted graph. Currently the fact that intersection of slices of two 
data members is the empty set or not determines the existence of an edge between the nodes that 
represent these two data members. This technique as described in this research results in 
unrelated classes which, we argue, include different abstractions. Yet, dividing the DSG based 
on the weights of edges and a threshold may help to construct classes that aggregate or 
composite other extracted class objects.         
6.3 Extract Method Refactoring Using Placement Trees 
This part of our research is published in the 25th International Conference on Software 
Engineering and Knowledge Engineering (SEKE, 2013) [38] and a summary is given in the next 
section.  
6.3.1 Summary  
In this part of our research we introduced a novel extract method refactoring technique and tool 
that constitutes our second major contribution.  This technique, using the concept of placement 
trees, identifies possible candidate code fragments for method extraction. We have implemented 
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this technique and provided a visualization tool that helps the user observe this refactoring 
opportunities effectively. This visualization uses the tree-map concept where hierarchical 
information is represented with nested box, a technique that suits our purpose very well.  
This technique is based on variable reference counts and very straightforward to implement for 
any programming languages including C++. By defining a dominant variable in every node of 
the placement tree, we aim to find the variable that represents the operation in that node best. By 
comparing the dominant variable of a node with those of its parent and sibling nodes, refactoring 
opportunities are sought capturing sub-trees whose nodes are dominated by the same variable.  
 
Figure 6.3 Refactoring Process 
Figure 6.3 summarizes how this extract method refactoring technique proceeds. The input 
method is first reformatted to put appropriate braces around the control blocks and indentations 
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of statements are organized. This first step not only makes the code simpler to analyze, it also 
enhances the readability of the code dramatically as shown in the example in Figure 6.4. After 
this, the input method is analyzed to find all scopes in the method as well as the variable 
reference counts for each scope. Dominant variables are determined based on their respective 
reference counts and an XML file is generated that contains all the information regarding the 
scopes and variables that the visualization unit needs.        
 
Figure 6.4 Brace Insertion Example Result 
The visualization tool represents the placement tree using tree-map with nested boxes. Size and 
color of a particular box are determined based on the length and the dominant variable of the 
scope it represents respectively. Refactoring opportunities are sought to create methods with 
possibly a single dominant variable. This is accomplished by extracting sub-trees of the 
placement tree in which every node has the same color as separate methods.  
Table 6.2 shows some extract method refactoring results quantitatively. The first method, 
doAction, is taken from earlier version of our analysis tool and the second one comes from the 
medical imaging application that we used for some part of our experiments. For each method, 
Table 6.2 shows the length and cyclomatic complexity of the method before and after refactoring 
together with the length and cyclomatic complexity of each extracted method. Complexity of a 
method is measured by an analysis tool that was developed Dr. Fawcett and has been used in our 
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research group. This tool relies on the number of control statements such as if, else and for to 
measure the cyclomatic complexity of a method.     
Table 6.2 Some Quantitative Results for Extract Method Refactoring 
Method: doAction Domain: Analyzer # of Extraction: 3 
 LOC  Cyclomatic Complexity 
Before Refactoring 101 44 
After Refactoring 21 3 
Extracted Method 1 52 27 
Extracted Method 2 20 11 
Extracted Method 3 21 6 
Method: W_Calculate Domain: Medical # of Extraction: 9 
 LOC  Cyclomatic Complexity 
Before Refactoring 379 46 
After Refactoring  39 4 
Extracted Method 1 13 3 
Extracted Method 2 13 3 
Extracted Method 3 13 3 
Extracted Method 4 13 3 
Extracted Method 5 19 5 
Extracted Method 6 33 9 
Extracted Method 7 16 5 
Extracted Method 8 45 9 
Extracted Method 9 62 11 
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6.3.2 Contributions and Future Work  
Selection of appropriate code fragments for method extraction is a very challenging process that 
requires tedious inspection of code. On the other hand, once the candidate code is selected, it can 
be extracted as a separate method easily using available tools or IDEs. While there still exist 
some studies that target the extraction step in refactoring [66], our focus is on the automation of 
identification of code fragments. A random selection of code fragments may lead to two major 
errors that hinders the refactoring process. 
1. Selection may include a local variable declaration that has references outside of the 
selection. 
2. Selection may break a control block such as a for loop or if control block.  
We have two concerns during the identification of code fragments. We have to make sure that 
our automated selection does not induce the two cases given above, and identifies scopes that 
carry out distinct operations.   
Program slicing as mentioned earlier is one of the most widely used techniques for extract 
method refactoring. Yet, there is not an a priori approach that can identify different code regions 
that carry out possibly distinct operations. Program slicing can be used to find statements that 
affect a certain variable in a method, but, unlike our method, this will not help to group code 
segments based on operations for method extraction.  
We introduce a technique and visualization tool that can be applied to any method without 
requiring the user to have any knowledge of it to identify code fragments. Some program slicing 
methods such as [41, 43] are introduced to find code fragments related to computation of a 
given variable and in [45], an automatic process for extracting methods based on an input 
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Control Flow Graphs (CFG) of a function and a set of pre-selected nodes is introduced. In our 
approach, we do not have to choose a criterion or seed statements in code which would 
otherwise require the user to inspect the code and have a fair amount of knowledge of the code. 
The novelty of our work therefore can be listed as follows: 
1. We introduced an extract method refactoring based on the concept of placement tree. 
This technique eliminates any possibility of breaking a control scope or including 
variable declarations without some of their references.  
2. Our technique and tool do not require any prior knowledge of the code and therefore can 
be applied to foreign software easily. 
3. The results can be effectively visualized with tree map due to the structure of the 
placement tree. 
4. We support the technique with a novel visualization tool that helps the user to observe 
all candidate refactoring opportunities. 
5. The combination of the concept of dominant variables with the placement tree and tree 
map visualization, makes our technique applicable to C++ language easily which 
currently lacks such automation tool support. 
In the current version of our work as described in this dissertations, code regions are 
differentiated from each other based on their dominant variables. Two approaches, sibling 
collaboration and parent protection, are introduced to solve issues with the selection of dominant 
variables if two different variables have the same number of references in a scope. In some rare 
cases, if a dominant variable cannot be appointed for a node by these two approaches, it is 
selected randomly amongst the variables with the same highest reference counts. 
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Rather than adopting Sibling Collaboration and Parent Protection approaches, this work can be 
expanded to show the power of each variable on individual scopes. Several different approaches 
may produce promising results which will be the future extensions of our work.    
1. We can determine the color of an individual scope based on more than one variable. If a 
scope is dominated by more than one variable, than it can be given a color or pattern that 
reflects this case i.e. a striped box with the colors of its dominant variables. 
2. We can come up with a function that gives a unique value based on the reference counts 
of all variables referenced in a scope. This value can be used to assign a unique color to 
the box to represent the effect of all variables. In this case, only those boxes that have the 
exact same number of references of each variable will have the same color. 
3. We can develop a centrality based approach to determine the dominant variable. For this, 
the relationships between variables in a scope need to be represented as a graph. 
Centrality analysis in graph theory and network analysis is used to find the relative 
importance of nodes and therefore the most important node in a graph. We can use this 
approach to find the most important variable to be selected as the dominant variable in 
the scope and color it accordingly. 
4. For large methods, oftentimes it is almost impossible to fit the tree-map representation of 
the placement trees in the screen with its current form. As a future work, we may adopt 
the more traditional form of tree-map described in [77] for our visualization to make the 
tool more user friendly by enabling the user to see the entire placement tree on one 
screen. 
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6.4 Extract Method Refactoring Using Hammock Graphs 
6.4.1 Summary  
The third and last major contribution of our research is related to the Long Method code defect 
and Long Parameter List code defect indirectly. In our previous extract method refactoring 
technique and tool, our concern was to identify appropriate code fragments for extraction without 
paying attention to how many arguments each code fragment would require when extracted as a 
method. In some cases, this may result in identifying code fragments as possible candidates for 
extraction, that would have an undesirably long parameter list after refactoring. Since a long 
parameter list makes the code more complex and less maintainable, selection of code fragments 
considering the lengths of their argument lists is a necessity for a more effective method 
extraction technique and tool.  
We introduced a technique based on variable declaration and uses and the concept of hammock 
graphs. There are two main differences between our previous extract method refactoring 
technique and this one. First, while in our placement tree based approach, the extractions were 
block based, here we use variable spans as possible code fragments for extraction. Second, in the 
placement tree based approach, the number of parameters required by code fragments is omitted, 
whereas in this hammock graph based approach users can observe code fragments dynamically 
through our visualization tool based on a limit set on the number of arguments. 
This technique starts with the analysis of the code for brace insertion and indentation as we 
described earlier. After that, the analysis unit finds all local variable declarations and their 
respective variable spans together with all control blocks. The result of this step is what we call 
the initial graph.  
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All methods have one entry and one exit point when their control flow graphs are considered. 
They often declare one or more local variables and after some operations on them, return a value 
of one of those variables. We consider each variable span as a candidate code fragment for 
extraction, but not all variable spans on our initial graph are extractable due to their interaction 
with other variable spans and control blocks. Therefore, the analysis unit converts the initial 
graph into what we call an extended graph where each variable span is extractable. This is 
accomplished by 
a) Extending each variable span to include the entire variable span of any variable 
that is declared in it 
b) Extending each variable span to cover an entire control block that starts in it. 
 As a result of this conversion, we make sure that all variable spans are hammock meaning there 
does not exist any outgoing or incoming edges from or inside the variable span. We argue that 
when the interactions between the variable spans and control blocks are inspected in a cohesive 
method, they will construct a hammock as well. Figure 6.5 shows an example method and its 
corresponding initial and extended graphs.   
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Figure 6.5 Initial Graph and Extended Graph Example 
After this conversion, an XML file is generated that includes both the initial graph and extended 
graph information to be used as an input to the visualization unit. Each variable span is 
extractable requiring varying number of arguments to be passed once they are extracted.  
Since the variable spans are in a nested form, using the tree-map as we did for placement tree 
works for this visualization technique perfectly as well. In this visualization, each box represents 
a variable span or a candidate code fragment. Two properties of a box, size and color, are 
determined based on the length of the variable span and the number of argument that the variable 
span requires when extracted as a separate method respectively.  
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Figure 6.6 Example Visualization 
In Figure 6.6, an example visualization is shown for a randomly selected method. We see 
different views of refactoring suggestions for different number of arguments selected by the user. 
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Notice that using the slider placed on top of the window, user can change the value of the length 
of parameter list threshold to observe more or less refactoring opportunities. 
Another important feature of this visualization is that one can see the actual code fragment 
represented by each box by clicking on the box as demonstrated in Figure 6.6. Therefore, the 
user can decide, after a quick inspection of the code, if s/he needs to extract that particular code 
fragment. 
Table 6.3 Quantitative Results for Hammock Graph Refactoring 
Method: FindArgumentsInVarSpand Domain: Analyzer # of Extraction: 2 
 LOC  Cyclomatic Complexity 
Before Refactoring 62 28 
After Refactoring 16 3 
Extracted Method 1 27 14 
Extracted Method 2 25 13 
Method: doAction Domain: Analyzer # of Extraction: 7 
 LOC  Cyclomatic Complexity 
Before Refactoring 156 45 
After Refactoring  34 10 
Extracted Method 1 25 5 
Extracted Method 2 14 4 
Extracted Method 3 43 14 
Extracted Method 4 23 4 
Extracted Method 5 17 4 
Extracted Method 6 27 12 
Extracted Method 7 14 3 
 
Table 6.3 shows how some re-factorings that we performed impact size and complexity of two 
methods that we chose from our analysis code. For the first method called 
FindArgumentsInVarSpand, we applied two extract method re-factorings, while from the second 
one seven methods have been extracted.  
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In Table 6.4, we provide the results for a method that we arbitrarily chose from Notepad++ due 
to its relatively long implementation. As stated earlier, we suggest performing extract method 
refactoring step by step, increasing the desired length of prospective methods' parameter lists to 
observe more refactoring opportunities. In this case, for the method called run_dlgProc, we limit 
the number of arguments that a method may require to three and successfully extracted 25 new 
methods with different size.  
Table 6.4 Quantitative Refactoring Results for Notepad++ 
Method: run_dlgProc Domain: Notepad++  # of Extraction: 25 
 LOC  Cyclomatic Complexity # of Parameters 
Before Refactoring 560 54 3 
After Refactoring 269 35 3 
Extracted Method 1 19 1 0 
Extracted Method 2 9 2 0 
Extracted Method 3 13 3 0 
Extracted Method 4 28 5 0 
Extracted Method 5 5 1 0 
Extracted Method 6 6 1 0 
Extracted Method 7 8 1 0 
Extracted Method 8 6 1 0 
Extracted Method 9 6 1 0 
Extracted Method 10 15 2 0 
Extracted Method 11 6 1 0 
Extracted Method 12 14 2 0 
Extracted Method 13 7 1 0 
Extracted Method 14 7 1 0 
Extracted Method 15 7 1 0 
Extracted Method 16 6 1 0 
Extracted Method 17 5 1 0 
Extracted Method 18 8 2 0 
Extracted Method 19 4 1 0 
Extracted Method 20 5 1 0 
Extracted Method 21 20 3 1 
Extracted Method 22 21 4 1 
Extracted Method 23 19 3 1 
Extracted Method 24 17 2 1 
Extracted Method 25 17 3 2 
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As shown in Table 6.4, out of these 25 methods, 20 of them do not take any arguments. While 
four of the remaining methods take one argument, we extracted one method that takes two 
arguments. Note that we analyze the local variables in a method when we determine the number 
of arguments extracted methods take, but not the arguments that are passed to the original 
method.  
Another important point regarding this refactoring is in its ability to detect duplicate or very 
similar code. For example when we inspected these resulting 25 methods, we found that some of 
these method were nearly the same. For future work, our technique can be employed to detect 
duplicate code.  
6.4.2 Contributions and Future Work  
In this part of our research, we have introduced another extract method refactoring technique 
based on the concept of hammock graphs. Hammock graphs have been defined on control flow 
graphs and used to eliminate unconditional jumps and goto statements. To our knowledge, ours 
is the first study that defines hammocks on variable spans and control block interaction and 
identifies extract method refactoring opportunities. Our contributions may be summarized as 
follows: 
1) We have introduced a novel technique for extract method refactoring that takes variable 
spans as candidate code fragments 
2) We defined hammocks on a graph generated based on variable declaration and uses 
together with their interactions with control blocks. 
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3) We supported this approach with a novel visualization technique that enables users to 
observe refactoring opportunities dynamically based on a desired length of parameter 
list. 
4) We have shown the effectiveness of this technique both on our own analysis code and 
other professional software. 
In software refactoring, there is a need for an industrial quality code analysis tool that can 
suggest code fragments for method extraction especially for C++ code. We think that 
combination of the analysis and visualization tools we presented in this research, after some 
enhancement and addition of the features discussed as future work, can be a strong candidate to 
fill this gap in refactoring field. Thus, reconstruction of these tools with planned extensions in 
one application remains as a future work as well.   
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Chapter 7  
Appendix 
In this section, we provide details of some computations discussed in the content of our research. 
For some parts of our research, we present more detailed results of the experiments that we 
conducted. We also provide the source code of some programs that we used in our experiments. 
A.1 Data for Class Cohesion and Refactoring 
In this section, we provide the source code for the class used in Chapter 3 for our extract 
refactoring technique. We give the original version of the code, provide all the computational 
results and the final version of the code after refactoring.  
A.1.1 Original Source Code 
Table A.1 shows the source code of the example class, Class 1, that we used in Chapter 3 before 
any refactoring is applied.  
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Table 7.1 Class 1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
class Class1 
{ 
private: 
  int stk[100]; 
  int top; 
  string funinvokes[100]; 
  int topInvok; 
  time_t rawtime; 
  int x1, y1, x2, y2; 
  void ErrorInSizeFunInvok() 
  { 
    cout<<"Index out of range!\n"; 
    cout<<"The Array has "<<topInvok 
  <<" elements.\n"; 
  } 
  void ErrorInSize() 
  { 
    cout<<"Index out of range!\n"; 
    cout<<"The Array has "<<top 
        <<" elements.\n"; 
  } 
public:   
  Class1(int left=0,int up=0,  
         int right=0,int bottom=0) 
  { 
    topInvok=0; 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Class1 invoked: "; 
    temp+=t; 
    PushFunInvok(temp); 
    top=0; 
    x1=left; 
    y1=up; 
    x2=right; 
    y2=bottom; 
  } 
  ~Class1() {} 
  int Height()  
  {  
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Height invoked: "; 
    temp+=t; 
    PushFunInvok(temp); 
    return (y2-y1);  
  } 
  int Width()  
  {  
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Width invoked: "; 
    temp+=t; 
    PushFunInvok(temp); 
    return (x2-x1);  
  } 
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58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
  int Area()  
  {  
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Area invoked: "; 
    temp+=t; 
    PushFunInvok(temp); 
    int w=x2-x1; 
    int h=y2-y1; 
    int a=w*h; 
    return a;  
  } 
  int Perimeter()  
  {  
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Perimeter invoked:"; 
    temp+=t; 
    PushFunInvok(temp); 
    int w=x2-x1; 
    int h=y2-y1; 
    return 2*w+2*h; 
  } 
  void Clear()  
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Clear invoked: "; 
    temp+=t; 
    PushFunInvok(temp); 
    top=0; 
  } 
  void printAllInvoks() 
  { 
    for(int i=0; i<topInvok; i++) 
    { 
      string temp=funinvokes[i]; 
      cout<<temp; 
    } 
  } 
  void PushFunInvok(std::string str) 
  {   
    if (topInvok < 100)  
    {   
 funinvokes[topInvok]=str; 
 topInvok++; 
    } 
    else 
       ErrorInSizeFunInvok(); 
  } 
  void Push(int i)  
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Push invoked: "; 
    temp+=t; 
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113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
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132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
    PushFunInvok(temp); 
    if (top < 100)  
    { 
 stk[top]=i; 
 top++; 
    } 
    else 
 ErrorInSize(); 
  } 
  int Pop()  
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Pop invoked: "; 
    temp+=t; 
    PushFunInvok(temp); 
    if (top > 0) 
    {  
       top--; 
 int temp_int=stk[top];  
 return temp_int;  
    } 
    else 
    { 
 ErrorInSize(); 
 return -1; 
    } 
  } 
  int Size()  
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Size invoked: "; 
    temp+=t; 
    PushFunInvok(temp); 
    return top; 
  } 
}; 
A.1.2 Refactoring Process  
Table A.2 shows the computations for how the slices for each data member is acquired.  
Table 7.2 Computation of slices 
DMClass1 = {stk, top, funinvokes, topInvok, 
         rawtime, x1, y1, x2, y2} 
stk 
STstkxClass1 ={116, 132} 
SL116xClass1  ={114, 116, 117, 120, 18, 19} 
SL132xClass1  ={129, 131, 132, 133, 137, 138, 18, 19} 
SLstkxClass1 = SL116xClass1   U   SL132xClass1  
                 ={114,116,117,120,18,19,129, 
                    131,132,133,137,138} 
top 
STtopxClass1 ={19,32,87,114,116,117,129, 
                     131,132,148} 
SL19xClass1  ={19} 
SL32xClass1  ={32} 
SL87xClass1  ={87} 
SL114xClass1  ={114,116,117,120,18,19} 
SL116xClass1  ={114,116,117,120,18,19} 
SL117xClass1  ={114,116,117,120,18,19} 
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SL129xClass1  ={129,131,132,133,137,18,19,138} 
SL131xClass1  ={129,131,132,133,137,18,19,138} 
SL132xClass1  ={129,131,132,133,137,18,19,138} 
SL148xClass1  ={148} 
SLtopxClass1 = ⋃ SLsxClass1 𝑠∈STtopxClass1  
 
                                 = {19,32,87,114,116,117,120,18, 
                          129,131,132,133,137,138,148} 
funinvok 
STfuninvokesxClass1 ={93, 101} 
SL93xClass1  ={91,93,94} 
SL101xClass1  ={99,101,102,105,12,13} 
SLfuninvokxClass1 = {91,93,94,99,101,102,105,12,13} 
topInvok 
STtopInvokxClass1 ={13,26,91,99,101,102} 
SL13xClass1  ={13} 
SL26xClass1  ={26} 
SL91xClass1  ={91,93,94} 
SL99xClass1  ={99,101,102,105,12,13} 
SL101xClass1  ={99,101,102,105,12,13} 
SL102xClass1  ={99,101,102,105,12,13} 
SLtopInvokxClass1 = {13,26,91,93,94, 
                           99,101,102,105,12} 
rawtime 
STrawtimexClass1 ={27,28,41,42,50,51,59,60,71,72, 
                          82,83,109,110,124,125,143,144} 
SL27xClass1  ={27} 
SL28xClass1  ={28,29,30,31,101,102,99,105,12,13} 
SL41xClass1  ={41} 
SL42xClass1  ={42,43,44,45,101,102,99,105,12,13} 
SL50xClass1  ={50} 
SL51xClass1  ={51,52,53,54,101,102,99,105,12,13} 
SL59xClass1  ={59} 
SL60xClass1  ={60,61,62,63,101,102,99,105,12,13} 
SL71xClass1  ={71} 
SL72xClass1  ={72,73,74,75,101,102,99,105,12,13} 
SL82xClass1  ={82} 
SL83xClass1  ={83,84,85,86,101,102,99,105,12,13} 
SL109xClass1  ={109} 
SL110xClass1  ={110,111,112,113,101, 
                      102,99,105,12,13} 
SL124xClass1  ={124} 
SL125xClass1  ={125,126,127,128,101, 
                      102,99,105,12,13} 
SL143xClass1  ={143} 
SL144xClass1  ={144,145,146,147,101, 
                      102,99,105,12,13} 
SLrawtimexClass1 ={27,28,29,30,31, 41,42,43,44,45,50, 
                          51,52,53,54,59, 60,61,62,63,71,72, 
                          73,74,75,82, 83,84,85,86, 109, 110, 
                          111,112,113, 124,125,126,127,128, 
                          143, 144,145,146,147, 101,102,99, 
                          105,12,13} 
x1 
STx1xClass1 ={33,55,64,76} 
SL33xClass1  ={33} 
SL55xClass1  ={55} 
SL64xClass1  ={64,65,66,67} 
SL76xClass1  ={76,77,78} 
SLx1xClass1 =={33,55,64,65,66,67,76,77,78} 
x2 
STx2xClass1 ={35,55,64,76} 
SL35xClass1  ={35} 
SL55xClass1  ={55} 
SL64xClass1  ={64,65,66,67} 
SL76xClass1  ={76,77,78} 
SLx2xClass1 =={35,55,64,65,66,67,76,77,78} 
y1 
STy1xClass1 ={34,46,65,77} 
SL34xClass1  ={34} 
SL46xClass1  ={46} 
SL65xClass1  ={64,65,66,67} 
SL77xClass1  ={76,77,78} 
SLy1xClass1 =={34,46,64,65,66,67,76,77,78} 
y2 
STy2xClass1 ={36,46,65,77} 
SL36xClass1  ={36} 
SL46xClass1  ={46} 
SL65xClass1  ={64,65,66,67} 
SL77xClass1  ={76,77,78} 
SLy2xClass1 =={36,46,64,65,66,67,76,77,78} 
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And in Table A.3, we see the intersections for the slices of each data member in Class 1. Based 
on this data, we construct our final DSG for this class. 
Table 7.3 Intersections of Slices 
SLstkxClass1 ={114,116,117,120,18,19,129,131,132,133,137,138} 
SLtopxClass1={19,32,87,114,116,117,120,18,129,131,132,133,137,138,148} 
SLfuninvokxClass1 ={91,93,94,99,101,102,105,12,13} 
SLtopInvokxClass1 ={13,26,91,93,94,99,101,102,105,12} 
SLrawtimexClass1 ={27,28,29,30,31, 41,42,43,44,45, 50,51,52,53,54,59,60,61,62,63,71,72,73,74,75,82,83,84, 
                          85,86,109, 110,111,112,113, 124,125,126,127,128,143, 144,145,146,147,101,102,99,105, 
                         12,13} 
SLx1xClass1 ={33,55,64,65,66,67,76,77,78} 
SLx2xClass1 ={35,55,64,65,66,67,76,77,78} 
SLy1xClass1 ={34,46,64,65,66,67,76,77,78} 
SLy2xClass1 ={36,46,64,65,66,67,76,77,78} 
 
 
∩ 
s
t
k
 
 
t
o
p
 
f
u
n
i
n
v
o
k
 
t
o
p
I
n
v
o
k
 
r
a
w
t
i
m
e
 
x
1
 
y
1
 
x
2
 
y
2
 
stk ∩ ∩ Ø Ø Ø Ø Ø Ø Ø 
top ∩ ∩ Ø Ø Ø Ø Ø Ø Ø 
funinvok Ø Ø ∩ ∩ ∩ Ø Ø Ø Ø 
topInvok Ø Ø ∩ ∩ ∩ Ø Ø Ø Ø 
rawtime Ø Ø ∩ ∩ ∩ Ø Ø Ø Ø 
x1 Ø Ø Ø Ø Ø ∩ ∩ ∩ ∩ 
y1 Ø Ø Ø Ø Ø ∩ ∩ ∩ ∩ 
x2 Ø Ø Ø Ø Ø ∩ ∩ ∩ ∩ 
y2 Ø Ø Ø Ø Ø ∩ ∩ ∩ ∩ 
 
A.1.3 Refactoring Result 
Table A.4 shows the original class and the new classes that we generated after the suggested 
refactoring is applied to this class as explained in Chapter 3. 
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Table 7.4 Refactoring Result 
Restructured Original Class - Class1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
class Class1 
{ 
 private:  
  New1* n1;  
  New2* n2;   
  New3* n3; 
  void ErrorInSizeFunInvok() 
  { 
 n2->fun2_1(); 
  } 
  void ErrorInSize() 
  { 
 n1->fun1_1(); 
  } 
 public:   
  Class1(int left=0,int up=0,  
         int right=0,int bottom=0) 
  { 
   n1=new New1(); 
   n2=new New2();  
   n3=new New3(left,up,right,bottom); 
  } 
  ~Class1() {} 
  int Height() 
  { 
    n2->fun2_2(); 
    return n3->fun3_1(); 
  }   
  int Width() 
  { 
    n2->fun2_3(); 
    return n3->fun3_2(); 
  }  
  int Area() 
  { 
    n2->fun2_4();     
    return n3->fun3_3(); 
  } 
  int Perimeter() 
  { 
    n2->fun2_5();     
    return n3->fun3_4(); 
  } 
  void Clear() 
  { 
    n2->fun2_6(); 
    n1->fun1_2(); 
  } 
  void printAllInvoks() 
  { 
    n2->fun2_7(); 
  } 
  void PushFunInvok(std::string str) 
  { 
    n2->fun2_8(str); 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
  } 
  void Push(int i) 
  { 
    n2->fun2_9(); 
    n1->fun1_3(i); 
  } 
  int Pop() 
  { 
    n2->fun2_10(); 
    return n1->fun1_4(); 
  } 
  int Size() 
  { 
    n2->fun2_11(); 
    return n1->fun1_5(); 
  } 
}; 
Extracted Class 1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
class New1 
{ 
 private: 
  int stk[100]; 
  int top; 
 public: 
  New1() 
  {  
    top=0; 
  } 
  void fun1_1() 
  { 
    cout<<"Index out of range!\n"; 
    cout<<"The Array has "<<top 
            <<" elements.\n"; 
  }  
  void fun1_2() 
  { 
 top=0; 
  }  
  void fun1_3(int i) 
  { 
 if (top < 100)  
 { 
  stk[top]=i; 
  top++; 
 } 
 else 
  fun1_1(); 
  } 
  int fun1_4() 
  { 
    if (top > 0) 
    {  
 top--; 
 int temp_int=stk[top]; 
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37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
 return temp_int;  
    } 
    else 
    { 
 fun1_1(); 
 return -1; 
    } 
  } 
  int fun1_5() 
  { 
    return top;  
  } 
}; 
Extracted Class 2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
class New2 
{ 
  private: 
    string funinvokes[100]; 
    int topInvok; 
    time_t rawtime; 
  public: 
  New2() 
  { 
    topInvok=0; 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Class1 invoked: "; 
    temp+=t; 
    fun2_8(temp); 
  }  
  void fun2_1() 
  { 
     cout<<"Index out of range!\n"; 
     cout<<"The Array has "<<topInvok 
         <<" elements.\n"; 
  } 
  void fun2_2() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Height invoked: "; 
    temp+=t; 
    fun2_8(temp); 
  } 
  void fun2_3() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Width invoked: "; 
    temp+=t; 
    fun2_8(temp); 
  } 
  void fun2_4() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Area invoked: "; 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
    temp+=t; 
    fun2_8(temp); 
  } 
  void fun2_5() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Perimeter invoked:"; 
    temp+=t; 
    fun2_8(temp); 
  } 
  void fun2_6() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Clear invoked: "; 
    temp+=t; 
    fun2_8(temp); 
    } 
  void fun2_7() 
  { 
    for(int i=0; i<topInvok; i++) 
    { 
 string temp=funinvokes[i]; 
 cout<<temp; 
    } 
  } 
  void fun2_8(string str) 
  { 
    if (topInvok < 100)  
    {     
 funinvokes[topInvok]=str; 
 topInvok++; 
    } 
    else 
 fun2_1(); 
  } 
  void fun2_9() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Push invoked: "; 
    temp+=t; 
    fun2_8(temp); 
  } 
  void fun2_10() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Pop invoked: "; 
    temp+=t; 
    fun2_8(temp); 
  } 
  void fun2_11() 
  { 
    time ( &rawtime ); 
    string t=string(ctime(&rawtime)); 
    string temp="Size invoked: "; 
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102 
103 
104 
105 
    temp+=t; 
    fun2_8(temp); 
  } 
}; 
Extracted Class 3 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
class New3 
{ 
  private: 
    int x1, y1, x2, y2; 
  public: 
  New3(int left,int up,  
       int right,int bottom) 
  { 
    x1=left; 
    y1=up; 
    x2=right; 
    y2=bottom; 
  } 
  int fun3_1() 
  { 
    return (y2-y1); 
  } 
  int fun3_2() 
  { 
    return (x2-x1); 
  } 
  int fun3_3() 
  { 
    int w=x2-x1; 
    int h=y2-y1; 
    int a=w*h; 
    return a;  
  } 
  int fun3_4() 
  { 
    int w=x2-x1; 
    int h=y2-y1; 
    return 2*w+2*h; 
  } 
}; 
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A.2 Hammock Graph Based Refactoring Example  
To demonstrate we refractor using our analysis and visualization tool, in this section we provide 
step by step guide to the application of this refactoring on an example method. The initial graph, 
extended graph and different refactoring opportunities are shown in Figure A.1 for this example 
method. 
 
Figure 7.1 Original Method 
This figure shows all refactoring opportunities that require at most 6 arguments, a number we 
arbitrarily chose. As stated earlier, the user may not decide to apply all the refactoring suggested 
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by our tool. For that, using the code view user can inspect each one of these suggestion quickly 
by clicking on the box for which he/she wants to see the code fragment and evaluate the 
feasibility of the extraction from code view. One such view is shown in Figure A.2. 
 
Figure 7.2 Code View for Refactoring Suggestion 
We evaluated the suggested re-factorings and applied two extract method re-factorings for this 
particular method. We analyzed the resulting methods to seek further refactoring opportunities and 
provided the views for new methods and the original method after refactoring in Figure A.3. 
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Figure 7.3 a) Original Method b-c) Extracted Methods 
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