In 1+1-dimensional conformal field theory, the thermal state on a circle is related to a certain quotient of the vacuum on a line. We explain how to take this quotient in the MERA tensor network representation of the vacuum and confirm the validity of the construction in the critical Ising model. This result suggests that the tensors comprising MERA can be interpreted as performing local scale transformations, so that adding or removing them emulates conformal maps. In this sense, the optimized MERA recovers local conformal invariance, which is explicitly broken by the choice of lattice. Our discussion also informs the dialogue between tensor networks and holographic duality. Tensor networks provide an efficient method for describing wave-functions of complex quantum systems. A key question that arises in their application concerns the symmetries preserved by the network. In this letter, we consider the Multi-scale Entanglement Renormalization Ansatz (MERA) [1], a special network with properties attuned to systems at criticality. In the continuum, such systems are typically described by conformal field theories (CFT) and the relevant symmetry is the global conformal group. In 1+1 dimensions, however, the conformal symmetry is additionally enhanced by local conformal transformations [2] . Naïvely, any tensor network realization of the ground state wave-function automatically breaks this symmetry through a choice of discretization. The primary goal of the present paper is to explain that, in fact, the optimized MERA network restores a discrete form of local conformal invariance.
In 1+1-dimensional conformal field theory, the thermal state on a circle is related to a certain quotient of the vacuum on a line. We explain how to take this quotient in the MERA tensor network representation of the vacuum and confirm the validity of the construction in the critical Ising model. This result suggests that the tensors comprising MERA can be interpreted as performing local scale transformations, so that adding or removing them emulates conformal maps. In this sense, the optimized MERA recovers local conformal invariance, which is explicitly broken by the choice of lattice. Our discussion also informs the dialogue between tensor networks and holographic duality. Tensor networks provide an efficient method for describing wave-functions of complex quantum systems. A key question that arises in their application concerns the symmetries preserved by the network. In this letter, we consider the Multi-scale Entanglement Renormalization Ansatz (MERA) [1] , a special network with properties attuned to systems at criticality. In the continuum, such systems are typically described by conformal field theories (CFT) and the relevant symmetry is the global conformal group. In 1+1 dimensions, however, the conformal symmetry is additionally enhanced by local conformal transformations [2] . Naïvely, any tensor network realization of the ground state wave-function automatically breaks this symmetry through a choice of discretization. The primary goal of the present paper is to explain that, in fact, the optimized MERA network restores a discrete form of local conformal invariance.
Local conformal symmetry has an interesting consequence, which we use as a test of local conformal invariance. The Euclidean path integrals that prepare the thermal state on a circle and the vacuum on an infinite line are related through (i) a local conformal map and (ii) a subsequent quotient by a discrete scale transformation. If a tensor network representing the ground state manifests local conformal symmetry, it ought to give rise to a similar relation. We shall see that the ground state MERA allows us to perform the required local conformal map and obtain a network that is manifestly invariant under discrete scale transformations. We will then implement the quotient and, in the case of the critical Ising model, confirm that the resulting network correctly prepares the thermal state. This provides strong evidence that the optimized ground state MERA has an emergent local scale invariance.
Our construction has further consequences, which we discuss in the closing section. The quotient network naturally decomposes into three types of regions: an isometry, an approximate isometry, and a region responsible for the spectrum of the state. The three are distinguished with
FIG. 1. (a)
The conformal map z → w = (β/π) log z maps the upper half plane to an infinite strip of width β. An exponentially spaced discretization of the positive real axis on the z plane is mapped to a regular discretization of the real axis on the w plane. (b) A quotient by a scaling transformation by a factor exp(2π 2 L/β) in the upper half plane produces a topological cylinder. That scaling amounts to a translation by 2πL in the infinite strip. A quotient by a translation by 2πL in the infinite strip produces a flat cylinder with tallness β and circumference of the base equal to 2πL.
reference to the auxiliary causal structure in the MERA network, with the quotient symmetry acting in a spacelike, lightlike and timelike fashion, respectively. This decomposition is pertinent for the debate about the relation between tensor networks and the AdS/CFT correspondence [3] , which was initiated in [4] . We sketch those consequences only briefly, referring the holographically inclined reader to a future, more detailed publication [5] .
Quotient in the path integral.-Consider the Euclidean path integral for a CFT 2 on the upper half-plane. This object prepares the vacuum state on an infinite line. A conformal transformation z → w = (β/π) log z maps the upper half plane to an infinite flat strip of width β. By standard field theory arguments, the Euclidean path integral on this strip prepares the thermal state on an infinite line with temperature T = 1 β , see fig. 1(a) . Now, exploiting the translational invariance of the new path integral, we quotient the infinite strip by a discrete translation w ∼ w + 2πL. This amounts to identifying two vertical lines separated by 2πL to produce a flat cylinder with height β and radius L. The Euclidean path integral on this cylinder prepares the thermal state on a circle of radius L with inverse temperature β. It is instructive to understand the action of the quotient in terms of the upper half-plane: The two identified vertical lines in the infinite strip come from a pair of concentric semi-circles in the upper half-plane, with radii related by a relative factor of exp(2π 2 L/β), see fig. 1 (b). The thermal state on the circle can, thus, be obtained by quotienting the original path integral by a discrete scale transformation, producing a topological cylinder which is then flattened by an application of the log z map.
It is convenient to introduce the reduced inverse temperatureβ ≡ β/(2πL), which is invariant under global scalings of the cylinder. In a conformal field theory, the spectrum of the thermal density operator depends only onβ and reads:
Here c is the central charge, ∆ α are the scaling dimensions of local operators, and Z(β) stands for the partition function of the CFT, which is computed by the path integral on a torus with imaginary modular parameter τ = iβ. The infinite strip of fig. 1 (a) can, therefore, be regarded as the L → ∞ limit of the cylinder and it prepares a thermal state with vanishing reduced inverse temperature,β = 0. In summary, the Euclidean path integral preparing the CFT ground state on an infinite line can be transformed to a representation of the thermal state on a circle by (i) a local conformal map from the upper half-plane to an infinite strip of width β and (ii) a subsequent quotient by a discrete translation, which on the initial half-plane acts as a discrete rescaling. As we explain below, operations (i) and (ii) have analogues in the discrete setting of MERA.
From the Euclidean path integral to MERA.-Generally, we expect facts about the Euclidean path integral to be realizable in the MERA tensor network, because the former can be transformed into the latter by Tensor Network Renormalization (TNR) [6, 7] . The TNR algorithm involves two main ingredients: a choice of discretization of the spatial axis and iterative coarse-grainings of the appropriately discretized path integral. For the path integral on a half-plane, choosing a uniform discretization on the real line leads to the MERA tensor network shown in fig. 2(a) . However, the selection of a particular discretization breaks conformal invariance. Indeed, a local rescaling transforms distances on the spatial axis according to z → f (z), which can map any lattice to any other one. (An example central to this paper is the logarithmic map of fig. 1 , which takes an exponentially spaced set of cuts to the uniform one.) Thus, the route from the Euclidean path integral to MERA requires breaking conformal invariance. Our interest is in showing that the optimized MERA restores a discrete form of this symmetry.
Local scale transformations on the lattice.-MERA is a network of tensors with a set pattern of contractions, numerically optimized to describe the ground state of a CFT on a 1-dimensional lattice, see fig. 2 (a). The two types of tensors used, the disentanglers and the isometries, acquire the roles of removing short-range entanglement and coarse-graining the state, respectively. If we remove one layer of the network-a row of disentanglers and a row of isometries-we effect a coarse-graining by a constant factor λ = 1/2. We may also go in the opposite direction and fine-grain the lattice by adding an extra layer. Each additional row of disentanglers and isometries performs a global change of scale by a relative factor λ = 2 (see Appendix A for details).
But disentanglers and isometries need not be applied globally, as an entire row. We may also apply individual disentanglers and isometries on parts of the network, leaving the rest of it intact. We conjecture that doing so effects a local scale transformation. In particular, erasing or adjoining tensors allows us to change the discretization of the line in inhomogeneous ways.
As an example, figs. 2(b)-(c) show two choices of exponential discretizations. Measuring spatial distances with respect to these discretizations amounts to applying a logarithmic transformation. Specifically, going from fig. 2(a) to fig. 2(b) is a lattice version of the logarithmic map:
This map is enacted by erasing and adjoining certain tensors in fig. 2 (a) to obtain fig. 2(b) . Likewise, erasing and adjoining tensors to take fig. 2 (a) to fig. 2 (c) also emulates a logarithmic map, though with a different base:
Of course, this statement is subject to usual artifacts of discretization: for instance, the open indices in fig We have seen earlier that the logarithmic map z → w = (β/π) log z takes the path integral for the vacuum to one that prepares the thermal state. Transformations (3) and (4) are of this form, with inverse temperatures β = π/ log 2 and 4π/ log 2. Thus, associating MERA tensors with local scale transformations predicts that the states prepared in figs. 2(b) and (c) will have thermal spectra. Verifying this prediction directly is computationally intractable. In order to circumvent this problem, we will take a quotient by a discrete scaling symmetry. The prediction is that the quotient of the state in fig. 2 (b) (respectively (c)) will prepare the thermal state on a circle with inverse temperature β = π/ log 2 (respectively 4π/ log 2).
A MERA quotient for the thermal state on a circle.-After applying the logarithmic maps, the resulting networks (figs. 2(b) and (c)) develop a scaling symmetry. This symmetry, shown in fig. 3 (a), changes scales by a factor of λ = 1/2. Of course, this symmetry is present in the path integral in the continuum, but it was explicitly broken by the choice of discretization. Our discrete logarithmic maps restore it.
On the continuum w-strip, the scaling symmetry is represented as a translation, and quotienting by it yields a theory on a spatial circle. Now that our logarithmic maps have restored this symmetry in the tensor network, we are ready to take the analogous quotient. This produces a tensor network representation of the thermal state on a spatial circle. The quotient is implemented by a contraction of indices shown in fig. 3 (b). The discrete nature of the network only allows quotienting by powers of 1/2. We call the relevant exponent k and consider the network obtained from modding out discrete (1/2) k scalings. Depending on whether we quotient the network shown in fig. 2 (b) or (c), the size of the spatial circle will differ by a factor of 4. More generally, we could consider applying the quotient to a network obtained by a discrete version of the logarithmic map
with the size of the spatial circle becoming 2πL = k p. Notice, however, that the inverse temperature β is also proportional to p: comparing eq. (5) with w = (β/π) log z gives β = p π/ log 2. This means that the choice of the logarithmic map does not affect the spectrum of the state, because the latter (viz. eq. 1) depends only on the reduced inverse temperature:
Physically, p drops out fromβ because its effect is a global rescaling of the Euclidean cylinder on which the thermal state is prepared. That the spectrum of the quotient is independent of the overall scale of the logarithmic map highlights the importance of the causal structure of MERA reviewed in Appendix A. After the quotient, the network splits into three types of regions, where the identification acts in a spacelike, lightlike, and timelike manner; see fig. 3(b) . As we show in Appendix B by a direct manipulation of tensors, the spacelike-identified component is an exact isometry. The lightlike-identified component is an approximate isometry when k is not too small; we discuss this important point in more detail below. Because they are isometries, these regions do not affect the spectrum of the state; their role is instead to perform a change of basis. This change of basis is precisely the global coarse-graining that relates different logarithmic maps. We saw an example of this when we compared the networks in figs. 2(b) and (c): the tensors that distinguish them make up the lightlike-identified and the top layer of the spacelike-identified component of the quotient.
The isometric character of the spacelike-identified regions implies that the spectrum of the quotient network is prepared entirely in the lightlike and timelikeidentified sectors. We have already mentioned that the lightlike-identified regions are approximately isometric, so for practical purposes they too drop out from determining the spectrum. If, as we conjecture, erasing and adjoining tensors in the optimized MERA performs local changes of scale, the state prepared in the timelikeidentified piece of fig. 3(b) has the thermal spectrum with reduced inverse temperatureβ = π/k log 2.
Example: quantum Ising model.-As a concrete example, we checked this claim in the 1+1-dimensional quantum Ising spin chain at criticality. Starting from an optimized MERA approximation (with bond dimension χ = 4) of the ground state on the infinite line obtained with TNR [6, 8] , we have built the quotient for k ∈ [1, · · · 16]. Fig. 4 shows that the spectrum of the quotient indeed quickly converges to the thermal spectrum of eq. (1) with the predicted value ofβ. The figure also shows that for large k the lightlike-identified part of the quotient does not modify the spectrum. This indicates that this part of the network is an approximate isometry at sufficiently large k (high enough temperature).
Discussion.-The tensor network manipulations conducted in this paper illustrate how the optimized MERA encodes local conformal symmetry. A key feature of the vacuum MERA is that its open indices on the spatial axis are uniformly spaced; see fig. 2 identify such a set, we erased and added some tensors, obtaining the networks shown in figs. 2(b) and (c). If we declare the open indices on these new networks to be uniformly spaced, the procedure of erasing or adding tensors acquires the interpretation of a local conformal transformation:
The fact that a subsequent quotient of the network reproduces the thermal state on a circle confirms that our manipulations correctly emulated the logarithmic map.
To implement a more general map z → w = f (z), we can imagine proceeding in a similar fashion. The idea is to look for a set of indices with spatial locations that approximate z = f −1 (n) for n ∈ Z. This encodes the function f (z) in terms of a meandering cut through MERA such as the one shown in fig. 5 . The height at which the cut is drawn reflects the step between consecutive ticks, f −1 (n + 1) and f −1 (n), which is how f (z) resets a local scale. In terms of the causal structure of MERA, only piecewise spacelike and lightlike cuts are sensible, because timelike cuts are not related to the regular lattice by an isometry (see also Appendix A). Of course, the discrete nature of the tensor network restricts the class of functions f (z) that can be adequately represented by such a cut; this select class is compatible with the discretization scheme defined by MERA. From this point of view, MERA defines a scheme for realizing discrete local conformal transformations in a theory with a cutoff. One additional caveat is that because MERA represents the wave-function at a given time, cuts through MERA can only implement 'diagonal' conformal transformations, which preserve an equal time slice of the CFT.
It is useful to examine our results in reference to the TNR algorithm [6] , which transforms the discretized Euclidean path integral to a MERA network [7] . Discretizing the path integral explicitly breaks conformal symmetry; if this symmetry is indeed represented by different cuts in MERA, it must be restored through the application of TNR. This is consistent with [9] , where the use of TNR to map the plane to a cylinder was seen to reproduce other features of local scale invariance, namely the correct spectrum of scaling dimensions from a transfer matrix in scale. Thus, our results add to the evidence in [9] that TNR restores the conformal invariance of the Euclidean path integral broken by the choice of discretization.
Our MERA representation of the thermal state on a circle is not the first; another one appeared in [7] . Let us briefly contrast the two constructions, leaving a more detailed comparison to Appendix C. The quotient construction of the present paper proceeded in the following sequence: the path integral that prepares the ground state was discretized, turned into MERA via TNR [6, 7] , passed through a logarithmic conformal map (eqs. 3-4 and figs. 2(b-c)), and finally quotiented. Ref. [7] proceeded in a different order: the continuum path integral was first mapped logarithmically to a strip and only then discretized, with the subsequent steps (passing to the MERA description via TNR and taking the quotient) applied in either sequence. The equivalence of the two constructions tells us that conformal transformations commute with discretization-with the understanding that TNR and the procedure of adding or erasing tensors adopted in this paper implement conformal maps in the discretuum.
The construction of the thermal state as a quotient of the vacuum is well known in holographic duality [3] , where the gravitational dual of the thermal state on a circle (the BTZ black hole) is a geometric quotient of the dual to the vacuum (pure AdS 3 space) [10] . Therefore, the quotient of the MERA network can be directly translated into the language of geometry. According to [11] , the three constituents of the quotient MERA -the timelike, lightlike and spacelike-identified regions -correspond to the geodesics that cross the black hole horizon, skirt it closely, and remain away from it. Of particular interest are the nearly isometric, lightlike-identified regions. Tensors that live in these regions see more than a full fundamental domain of open indices in their causal cone, so the coarse-graining they perform acts on scales larger than the spatial circle. The relevance of such super-IR scales for understanding black hole spacetimes was conjectured in [12] based on purely geometric considerations. The lightlike-identified regions of the quotient MERA are a tangible realization of this conjecture. The holographic interpretation of the quotient MERA will be discussed in more detail in a separate publication [5] .
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I. APPENDIX A: GLOBAL AND LOCAL SCALE TRANSFORMATIONS ON THE LATTICE
MERA is a tensor network representation of manybody wave-functions that, upon optimization, approximates ground states of local Hamiltonians. Fig. 6 shows MERA networks for one-dimensional systems. The open indices of the networks correspond to sites of the lattice on which the many-body wave-function is defined.
Global scale transformations.-Each layer of tensors in the MERA consists of a row of disentanglers and a row of isometries and defines a coarse-graining transformation of the lattice. This coarse-graining implements a global scale transformation, in that it produces a renormalization group flow (in the space of ground states and, when applied by conjugation, in the space of local Hamiltonians) with the expected structure of RG fixed points, both at criticality and off criticality [13] . These fixedpoints are characterized by an explicitly scale invariant wave-function.
As illustrated in fig. 6 , a layer of the MERA can be used to map the wave-function on a lattice with N sites into the wave-function of a finer lattice with 2N sites, as well as into the wave-function of a coarser lattice with N/2 sites. Accordingly, the MERA does not define a single wave-function, but a collection of wave-functions, one for each of the lattices in a sequence of increasingly fine-grained (or coarse-grained) lattices. These wavefunctions are all mutually consistent in that for any pair of wave-functions, there exists (by construction) a uniform fine-graining or coarse-graining transformation that maps one wave-function to the other. Notice that we can order all the wave-functions in this collection from most fine-grained to most coarse-grained.
Local scale transformations.-Individual disentanglers and isometries can also be used to coarse-grain a region of the lattice without coarse-graining the rest. We would like to think of such a transformation as a local scale transformation. In order to show that individual disentanglers and isometries properly implement a local scale transformation, we investigate whether they indeed act on the lattice consistently with what we expect of a local scale transformation in the continuum. In a quantum critical system, the ground state in the continuum is often the vacuum of a conformal field theory. Conformal invariance in 1+1 dimensions implies in particular that applying certain local scale transformation to the ground state on the infinite line should result in a thermal state on the infinite line (and on a finite circle after a quotient). By showing that the same is true with the MERA, this paper provides strong evidence that we can use the disentanglers and isometries to properly implement local scale transformations. Fig. 5 shows an example of the result of applying a local scale transformation to a MERA by adding and/or deleting disentanglers and isometries. Accordingly, the MERA defines an even larger collection of wave-functions than mentioned above. Each wave-function in this col- FIG. 6 . By adding or subtracting layers of the MERA, we can fine-grain or coarse-grain the lattice, thus implementing a global scale transformation by a discrete factor 1/2 or 2, respectively. lection corresponds to a different way in which we locally coarse-grain the most refined lattice under consideration. All these wave-functions are once again mutually consistent, since by construction there is a local scale transformation mapping any pair of such wave-functions. Notice that this time we can define a partial order in the set of wave-functions, according to whether one wavefunction is more coarse-grained than another. This order is only partial because the map connecting the two wave-functions may require both coarse-graining one region and fine-graining another region, in which case none of the wave-functions is coarser or finer than the other . FIG. 7 . The causal cone of a site of the underlying lattice is the region of the tensor network that can affect the reduced density matrix on that site. Notice that the boundaries of the causal cone are at 45
• (null or lightlike).
Causal structure.-The MERA can be understood as a quantum circuit with some auxiliary time running from top to bottom [1] . The gates in this circuit are the disentanglers and isometries, which are unitary/isometric with respect to this auxiliary time. Given a site of the underlying lattice, we define its causal cone as the subset of gates in the quantum circuit that can influence the reduced density matrix on that site. Fig. 7 shows the causal cone of one site. More generally, we can define the quantum circuit of a set of sites of the lattice, which is seen to be the union of the causal cones for individual sites inside the region. Notice that the causal cone expands back in time at 45
• with respect to the horizontal. We can think of 45
• as corresponding to a null or lightlike direction, less than 45
• as corresponding to a spacelike direction, and more than 45
• as corresponding to a timelike direction. This analogy makes sense, since 45
• defines the direction of propagation of information in the quantum circuit.
It is easily seen that the MERA describes a wavefunction for each lattice that can be obtained by a slice of the network that is piecewise lightlike and/or spacelike, but not timelike. Fig. 5 shows an example of a slice of the network that is piecewise horizontal and at 45
• .
Scale transformations and entanglement renormalization.-We conclude this Appendix by pointing out that one can also coarse-grain a lattice (both globally and locally) by using instead the isometries of a tree tensor network [14] -which corresponds to a MERA with trivial disentanglers. In this case, however, at criticality we do not recover explicit invariance under global scale transformations or produce a thermal state under the local scale transformation studied in this paper. This can be traced back to the fact that a coarse-graining transformation based only on isometries fails to properly remove short-range entanglement. We thus conclude that the removal of short-range entanglement, as performed in the MERA by the disentanglers, is key to properly defining both global and local scale transformations on the lattice.
II. APPENDIX B: EXACT SCALING SYMMETRY AND QUOTIENT
Under a discrete logarithmic scale transformation, the MERA representing the ground state on a discrete infinite line is taken to a MERA for a thermal state. This is illustrated in fig. 8 . We re-display the two different implementations of the logarithmic transformation discussed in the main text, which correspond to inverse temperatures β and 4β, where β = π/ log 2. The figure emphasizes that the two resulting tensor networks are related by a relative global coarse-graining, formed by a uniform repetition of the same unit cell of tensors.
A symmetry of the tensor network for the thermal state with β, 2β and 4β is highlighted in fig. 9 . Each network is invariant under a finite scaling by a factor 1/2 in the lattice where the MERA represents the ground state. In the logarithmic coordinate on the cut, this symmetry becomes a finite translation, as figs. 13 and 14 of Appendix C make explicit in the case of the 2β network. Notice that the MERA is in general an approximate representation of the ground state on the lattice, one that can be made systematically more accurate by increasing FIG. 9 . Tensor networks for a thermal state on the discrete infinite line, which result from applying a logarithmic local scale transformation to the MERA representing the ground state on the discrete infinite line. The networks in (a), (b) and (c) describe thermal states on a lattice that has a unit cell with p sites, with p = 1, 2, 4, respectively. As emphasized in fig. 8 , these tensor networks are related: from network (b) we can produce network (a) or (c) by removing or adding a uniform row of tensors. By adding even more tensors, thermal states on a lattice with a larger unit cell can also be built. All these networks are invariant under translations by a unit cell.
the bond dimension of the tensors. However, the above symmetry is not approximate, but an exact symmetry of the tensor network.
Because this symmetry is exact, quotient by it by reconnecting lines. In the three networks of fig. 9 , the symmetry is a translation by p sites, where respectively p = 1, 2, 4. We may quotient by a k-fold multiple of this translation. The result is a periodic tensor network describing a thermal state with the same inverse temperature (respectively, β, 2β and 4β) but on a finite discrete circle made of k p sites. Consequently, the reduced inverse temperature is independent of the choice of loga-
Quotient of the tensor networks in fig. 9 by a translation by a single unit cell (k = 1), representing a thermal state on a lattice made up of p sites, where p = 1, 2, 4 for the networks (a), (b), and (c), respectively.
The tensor networks obtained from the quotient with k = 1 and p = 1, 2, 4 are shown in fig. 10 . The quotient for k = 2 is shown in fig. 3(b) of the main text.
The quotient tensor network can be divided into three parts: a central core where the quotient reconnects tensors that are timelike-separated, a layer of lightlikeidentified tensors, and a remainder, where the quotient acts spacelike. This last part consists of tensors organized in layers that implement an isometric fine-graining transformation; see fig. 10 . Finally, fig. 11 shows more details of some of these layers of tensors while fig. 12 shows with a concrete example that the spacelike layers are exact isometries. Sequence of replacements, which shows that the layer of disentanglers and isometries in fig. 11(b left) is an exact isometry. Only the two equalities in the inset are used.
FIG. 13.
The Euclidean path integral on the upper half plane prepares the ground state on the infinite line. We can prepare a thermal state on the discretized infinite line in two ways: (a) By discretizing the Euclidean path integral on the upper half plane, then using TNR to produce a MERA for the ground state, then applying the logarithmic scaling transformation described in this paper. (b) By applying a logarithmic scaling transformation in the continuum to obtain the infinite strip and then discretizing the path integral.
III. APPENDIX C: MERA QUOTIENT VERSUS THERMAL MERA
Here we contrast two different procedures for preparing a thermal state on the infinite, discretized line shown in figs. 13(a) and (b).
In the procedure outlined in fig. 13(a) , we start by discretizing the Euclidean path integral (on the upper half plane) that prepares the ground state of the continuous theory on the infinite line. This yields a discrete path integral (in the form of a square tensor network on the upper half plane) that prepares the ground state of the theory on an infinite one-dimensional lattice. Then we use TNR to transform the discrete Euclidean path integral into a MERA. The next step is the focus of the present paper. We apply an inhomogeneous change of cutoff by adding and removing tensors. This implements a lattice version of the conformal transformation z → (β/π) log z.
In the second procedure, shown in 13(b), we start by transforming the Euclidean path integral in the continuum with the conformal map z → (β/π) log z. This produces a Euclidean path integral on an infinite strip of width β, which prepares the thermal state of inverse temperature β on the infinite line. After that, we discretize FIG. 14.
The transformed MERA tensor network on an infinite strip obtained through the procedure of fig. 13(a) . It represents a thermal state on the discretized infinite line. Because it is invariant under discrete translations, we may take its quotient to produce a tensor network for a thermal state on a spatial circle.
FIG. 15.
The discretized Euclidean partition function on an infinite strip obtained through the procedure of fig. 13(b) , which also represents a thermal state on the discretized infinite line. Ref. [7] showed how to produce a MERA for this thermal state by applying TNR. The resulting thermal MERA is invariant under discrete translations, which allow us to take the quotient, producing a thermal state on a finite geometry. Alternatively, we can arrive to the same construction by first taking the quotient on the initial tensor network and only then using TNR to produce a MERA.
the Euclidean path integral by writing it as a square tensor network made of ∞ × m y tensors for some positive integer m y . Each tensor corresponds to an interval δ x on the horizontal axis and δ y ≡ β/m y on the vertical axis.
Both procedures prepare a thermal state on the infinite, discretized line. In addition, we may now prepare a thermal state on a finite, discretized circle by modding out a discrete translation. This step is applied to the networks obtained from the two procedures in figs. 14 and 15, respectively.
The quotients may be taken, because both networks have an exact symmetry. The network produced in the first procedure is invariant under translations by a discrete amount k · β log 2/π, which corresponds to discrete scalings of the ground state by 2 k = exp(k log 2) (for any positive integer k). Modding out a k · β log 2/π translation as in fig. 14 produces a thermal state of inverse temperature β on a circle of length 2πL = kβ log 2/π. Its reduced inverse temperaturẽ
determines the spectrum of the state according to eq. (1).
On the other hand, at the end of the second procedure the discretized Euclidean path integral is explicitly invariant under translations by m x tensors (or length m x δ x ) in the horizontal direction, for any positive integer m x . Taking the quotient by a discrete m x δ x translation as in fig. 15 produces a network made up of m x × m y tensors, which represents a thermal state on a circle of length m x δ x and inverse temperature β. The reduced inverse temperature isβ = β/m x δ x . If we choose m x = km y for a positive integer k, then we have a rectangular tensor network for a thermal state with reduced inverse temperatureβ = δ y /kδ x . If, in addition, m y = 2 q for some positive integer q, then we can apply q rounds of TNR coarse-graining transformations to obtain a tensor network consisting of q layers of MERA, a central row of k coarse-grained tensors, and q conjugated layers of MERA [7] .
With the choice m x δ x = k · β log 2/π, both constructions produce the thermal state with inverse temperature β on a finite circle of length k · β log 2/π whose reduced inverse temperature isβ = π/k log 2.
