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Abstract 
State estimate in general multimodal posteriors amounts to maximum-a-posteriori estimation, but estimating the error 
associated with it is non-trivial. Real-world problems that deal with significantly multimodal posteriors either 
maintain multiple hypotheses and prune branches after gathering sufficient evidence, or fuse estimates obtained from 
multiple sources to assess confidence in the estimation. Many applications require good estimate of error leading to 
faster convergence on state estimate. This paper makes two significant contributions for multisource Bayesian 
tracking problems. First, it derives a computationally light method for estimating the maximum-a-posteriori state, and 
second, it proposes a novel error estimator for faster convergence. The properties are demonstrated using application 
of terrain-aided navigation that fuses data from inertial navigation and altitude sensors. 
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1. Introduction 
Tracking requires estimation of the system state as it changes over time, using a sequence of noisy 
measurements. Sometimes, when state cannot be conclusively known, it may be crucial to know the error 
and to have faster convergence on state estimate. For example, error estimation is crucial for precision 
navigation in ‘nap-of-the-earth’ flying i.e. flying through folds and valleys of the terrain. After taking off 
in a challenged terrain, aircraft must know its state precisely and quickly to decide whether it can 
maneuver through the upcoming terrain. Predictions and track maintenance depend on how accurately 
state is predicted, and faster convergence allows greater flexibility to maneuver while avoiding controlled 
flight into terrain. In Bayes modeling framework, following state and error estimators are discussed [1]. 
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1.1. State Estimation 
The most familiar state estimators are i) expected a posteriori (EAP) and ii) maximum a posteriori 
(MAP) EAP results in poor estimation when the posterior is significantly multimodal. MAP looks for 
maximum probability of the candidate vector with respect to posterior, the best bet in given conditions. 
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1.2. Error Estimation 
The most familiar error estimators are Covariance Matrix and Information measures of uncertainty. 
Covariance matrix is a good dispersion measure for Euclidean state-spaces and unimodal posteriors. For 
multimodal posteriors and for non-Euclidean state-spaces, entropy is good measure of uncertainty. KLD 
or cross-entropy (of a probability density f(x) as compared to a reference probability density f0(x)) is given 
in equation 2. It is clear that K(f;f0) ≥ 0, and K(f;f0) = 0 iff f=f0 (almost everywhere). 
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KLD is a measure of overall dispersion of the posterior. The information-theoretic analog of a central 
moment is the Central Entropy (CE) defined as 
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where E is a small neighborhood of hypervolume İ = |E| containing the state estimate xk|k. The 
‘peakier’ or less dispersed the posterior at x=xk|k,, the smaller the value of ɤk|k. 
1.3. Implementation Issues 
Bayes modeling problem has no closed form solution. The most common real-time implementations 
include Gaussian Mixture Filter (GMF) and Sequential Monte Carlo (SMC) approximation. 
GMF results from assuming that the posterior distributions fk|k(x|Zk) and fk+1|k(x|Zk) are also Gaussian 
mixtures. The EAP estimate for GMF is weighted average of the modes, and does not behave well for 
significantly multimodal posteriors. MAP requires computing the absolute maximum of the weighted sum 
of Gaussians. For well separated modes, MAP can be assumed to coincide with the largest mixture 
coefficient. In other cases, MAP computation may require numerical techniques. And, to the best of the 
knowledge of the authors, no error estimator has been proposed for GMF. Most applications use entropy 
measures either on the entire pdf or on the mixture component containing the state estimate. 
In SMC filter, too, the EAP does not behave well for significantly multimodal posteriors. The MAP for 
SMC filter is conceptually lot more difficult. One technique is to apply Dempster’s expectation 
maximization (EM) algorithm to approximate the pdf as sum of Gaussians [1][2]; state is then estimated 
like in GMF. Error can be estimated using covariance matrix or entropy measures directly from particles. 
1.4. Error Estimate in Multimodal Posteriors 
KLD and CE provide good error estimates for posteriors with only one significant mode. MAP 
coincides with the (only) mode and dispersion/variance is a good indication of error [1]. However, if 
fk|k(x|z1:k) has other significant modes, the state cannot be conclusively known and error estimation is also 
non-trivial. Error representation using KLD, CE or Covariance could be misleading in terms of indicating 
dispersion from MAP for multimodal posteriors, as discussed in the following paragraphs. 
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Covariance: For multimodal pdfs, more ‘distance’ and more ‘likelihood’ of the other modes indicate 
larger variance, however, so does a ‘flatter’ unimodal pdf. E.g, covariances for the pdfs in Equations (4) 
and (5) will be the almost equal. 
fk|k(x|z1:k) = 1(ȝ, ı2)  (4) 
fk|k(x|z1:k) = 0.51((ȝ-3ı),((4.5ı)2)+0.51((ȝ+3ı),(4.5ı)2) (5) 
Entropy: Assume MAP state estimate in the following pdfs. 
fk|k(x|z1:k) = 0.44*11(0.2, 0.052) +0.56*12(0.6, 0.0652) (6) 
fk|k(x|z1:k) = 1(0.5, 0.092)  (7) 
The KLD for the two are almost equal (f0 is taken as uniform within ±3ı for both). Also, since the area 
in the pdf of (6) gets divided between the two modes, the central entropies for the two pdfs are nearly 
equal. However, while it would be safe to estimate the state at the mode in (7), it is risky to estimate state 
at the left mode in (6), since the second mode is only marginally weaker yet not near. 
2. Prior Art 
Most work on Bayesian tracking e.g. [3] uses SMC methods and estimates state as weighted average of 
the particle states. State estimation is unambiguous for unimodal posteriors [4], and covariance can be 
used for error estimation for such posteriors. 
Zachariah, Skog, Jansson, and Händel [5] provide an approximation solution to MMSE. MMSE is also 
used by others e.g. [6][7]. As discussed earlier, MMSE is a good estimate in case of unimodal posteriors; 
in case of multimodal posteriors, like the ones considered in this paper, it can lead to incorrect estimates. 
Dean, Martini, and Brennan [8] used particle mean for state estimate for Terrain-based vehicle 
localization. This estimate is also good for posteriors that are not significantly multimodal. The scenario 
discussed in this paper can have highly multimodal posteriors and hence demands different approach. 
In general, in tracking applications, state estimate from a GMM requires use of numerical techniques 
when modes are not well separated [1]. Plenty of work has been done on estimation of all modes in a 
GMM for applications such as clustering, machine learning etc. Once all the modes are found, the 
predominant one could be selected as MAP estimate, though the methods are computationally expensive. 
Carreira-Perpinan and Williams [9] present a study on number and position of modes in D-dimensional 
GMM. They conjecture that if D=1, or if the covariance matrices are isotropic, or if the covariance 
matrices are equal up to a scaling factor, then the number of modes cannot exceed M, the number of 
GMM components, and all the modes will lie within the convex hull of Mmm 1}{ =μ . If these conditions do 
not hold, the number of modes can exceed M and can lie anywhere in the D-dimensional space.  
Carreira-Perpinan [10] also presented exhaustive iterative numerical solutions for finding the modes of 
a GMM. While finding all modes may be of interest in some applications, it is overkill when only MAP 
and an estimate of the strength of MAP are required. 
The above mentioned work and the references therein are appropriate for problems fundamentally 
modeled as GMM. For arbitrary posterior approximated as a GMM, like in this paper, no structure or 
similarity can be assumed for covariance matrices. In such cases, there is no straightforward way of 
finding modes and ascertaining MAP. To best of our knowledge, no work has been proposed in this area. 
Since the focus of this paper is efficient computation of MAP and on error estimate in significantly 
multimodal posteriors with terrain-aided navigation [11,12,13] only as a case study, detailed literature 
survey on terrain-aided navigation is not performed. Techniques such as delayed or batch processing, or 
use of multiple beams are used in the literature to address the problem. To the best of our knowledge, no 
work has been reported on variance reduction in this area. 
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3. Computing MAP 
In GMM, MAP amounts to finding a ‘mixture point’ where sum of the contributions from all the 
components exceeds probability at all other points in the pdf. Considering ȝi as the mean and Ȉi the 
covariance matrix of the ith component, the contribution of this component at a given point X∈ℜ. is 
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The aim is to find max(Ȉ pi|X). The vector X can be expressed as 
iii mX Σ+= μ   (9) 
Ȉ is symmetric positive definite and therefore its square root exists. Equations (8) and (9) provide 
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The problem now reduces to maximizing 
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subject to the conditions  
jimm jjjiii ,,∀Σ+=Σ+ μμ   (12) 
This is constrained nonlinear optimization problem. Compared to the original maximization problem, 
the reframed problem is extremely lightweight and can be used for real-time implementations. For SMC 
approximation, a GMM is approximated from the particle set and then MAP computed as above. 
4. Error Estimation 
As discussed in Section 1.4, covariance and entropy measures do not properly define the error when 
the posterior is significantly multimodal. However, considering the fact that the posterior is a probability 
distribution and hence must sum to unity, there is correlation between central entropy and Kullback-
Leiber discrimination, which can be exploited to get a confidence score on the MAP state estimate. 
To compute the (theoretical) minimum and maximum values of KLD and CE, consider the reference 
pdf f0 to be uniform distribution over the interval of interest having area D. The maximum and minimum 
values of KLD are, respectively, i) log(D) when the posterior has one mode with zero dispersion and ii) 0 
when the posterior is uniform over the concerned interval. 
The maximum and minimum values of CE are i) –log(İ) when posterior has only one mode with zero 
dispersion, and ii) –log(İ/K) when posterior has K modes each with zero dispersion, and equal weight. 
4.1. Joint KLD-CE Error Estimation 
Though values of KLD and CE may not individually provide good error estimate, we argue that their 
values together share some interesting properties. A very high value (close to 1) of CE indicates a single, 
strong mode, relatively lower yet high enough CE would signal a single mode with larger variance. For 
lower CE, if KLD is also low, it is likely to indicate large variance; a higher KLD signals presence of 
strong multiple modes. In the following paragraphs we discuss this more quantitatively. 
It can be easily proven that for an M-modal pdf with all modes having dispersion approaching zero 
1002   Neeta Trivedi and N Balakrishnan /  Procedia Computer Science  19 ( 2013 )  998 – 1003 
                                    Figure 1: Fusion of INS and Terrain Elevation Data Measurements 
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where n is the value of f0(x) at any given place; f0(x) is uniform. Given this, the following logic holds. 
CE is computed at the MAP, i.e. the strongest mode. The following can be deduced. 
• CE  0.75*İ: The mode corresponding to MAP is very strong and other modes, if any, can be ignored. 
The error in this case can be approximated using variance of the corresponding mixture component. 
• 0.75*İ > CE  0.60*İ: KLD ≈ K(f; f0, 2) indicates two modes of similar strength; lower KLD indicates 
large variance for one mode with other modes being of lower strength. 
• 0.60*İ > CE  0.40*İ: KLD ≈ K(f; f0, 3) indicates presence of three modes of similar strength; lower 
KLD indicates large variance for one mode with other modes being of lower strength. 
• 0.40*İ > CE  0.20*İ: KLD ≈ K(f; f0, 4) indicates presence of four modes of similar strength; lower 
KLD indicates large variance for one mode with other modes being of lower strength. 
• CE < 0.20*İ: Indicates very flat pdf; cannot be used meaningfully for any decision making. 
5. Case Study: Terrain-Aided Navigation 
Use of Inertial Navigation System (INS) is well established in navigation systems; however, INS 
requires periodic resetting to bound error growth. GPS has many failure modes including active jamming 
[14]. For long-duration GPS outages, terrain-aided navigation (TAN) methods are appropriate [11,12,13]. 
TAN makes use of pre-recorded terrain contour map that is compared to measurements made during 
flight using a combination of Radio Altimeter (RADALT) that measures height above ground and Baro 
Altimeter that measures altitude above sea level [15]. 
Figure 1 depicts a sample case. Particles are initially distributed uniformly in this INS uncertainty 
zone. Weights are assigned to particles based on difference between stored and measured elevation data at 
that position. Particles are then resampled and the resulting posterior approximated as GMM. MAP is 
computed using (11) and (12), and INS uncertainty ellipse shrunk using the error estimation logic. 
Table 1. Parameter Values 
Parameter Value Parameter Value 
Terrain area 2kmX2km Elevation Data and Noise Resolution 1m, Accuracy 3m 
Aircraft Speed 230m/s (0.8 Mach) RADALT Sampling 
Frequency 
100ms 
GPS Update Rate 1 Hz INS Position Drift 1 nautical mile/hour 
RADALT 
Accuracy 
±3 feet (1ı) (At 200m above 
ground) 
Baro Altimeter Accuracy Baro errors assumed constant 
locally. 
GPS Uncertainty 10m Assumed INS Drift at Entry 250m 
Picture Source: 
http://www.astrium-geo.com/en/65-satellite-imagery 
INS Uncertainty 
Ellipse
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Figure 2 (a): No Correction to INS Drift, (b): GPS Corrected Position, (c) TAN Corrected Positions, (d): With Variance Reduction 
Figure 2 plots INS drift in the absence of any correction, position with GPS correction, estimates with 
TAN correction but without fusion, and position with TAN correction and fusion after error estimation. 
6. Conclusions 
Many real-life problems lead to significantly multimodal posteriors; TAN is typical example. No state 
estimator is good for these situations. However, when pdfs from diverse sensor observations are fused, 
MAP estimate with different error indicators can help converge to true state faster. In this paper we have 
presented efficient MAP computation and novel error estimator for Bayes filter and its SMC 
approximation, with a case study on TAN. Simulation results and theoretical analysis demonstrate that 
use of the new error measures allow better state estimate and faster convergence. 
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