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Abstract
Given a function defined over a parabolic subgroup of a Coxeter
group, equidistributed with the length, we give a procedure to con-
struct a function over the entire group, equidistributed with the length.
Such a procedure permits to define functions equidistributed with the
length in all the finite Coxeter groups. We can establish our results
in the general setting of graded posets which satisfy some properties.
These results apply to some known functions arising in Coxeter groups
as the major index, the negative major index and the D-negative major
index defined in type A, B and D respectively.
1 Introduction
Let us consider the functions (ℓ+maj) : Sn → N and (ℓ−maj) : Sn → Z,
being Sn the group of permutations on {1, 2, ..., n}, ℓ the length function (or
inversion number) and maj the major index. What can we say about the
behavior of these functions? The question can be stated in a more general
setting, when ℓ is replaced by the rank function of a finite graded poset and
maj by any function on the poset equidistributed with its rank; this is done
in Section 3, where also the concept of induced equidistributed function is
introduced. There are some relations between these sums and differences and
the fact that a function is induced by another; maybe the more notable one is
that the image of the function defined as the difference of two equidistributed
functions gives a necessary condition for a function to be induced by another
in the sense of Definition 3.7 (see Theorem 3.9 and its implications in type
B and D, i.e. Propositions 5.4 and 6.4). For example, by the computations
1Supported by Postdoctorado fondecyt-conicyt 3160010.
1
(5) and (8) we can assert that the flag-major index on SB5 is not induced by
the major index on Sk for all k 6 5, neither by the flag-major index on SBk
for all k < 5.
We can prove that some properties of the inducing function are inherited
by the induced function. These are the existence of an involution relating
the two distributions and the symmetry of the pair of distributions (see
Theorems 3.11 and 3.13), which in fact are equivalent properties (Theorem
3.14). Moreover we can state a weaker condition which two equidistributed
functions related by an involution have to satisfy (Proposition 3.10). Such
results permit to deduce directly some known symmetries in type B and D
and to state the existence and the non-existence of an involution for the
negative major index and the D-negative major index (existence, giving the
involution explicitly) and for the flag-major index and the D-major index
(non-existence).
That the function ℓ and maj are equidistributed is an old result due to
MacMahon; the general concept ofMahonian pair appeared in [17] applies to
any pair of subsets of the sets of finite sequences of positive integers. For re-
sults concerning multivariate statistics in the symmetric group involving the
inversion number, the major index and other notable functions, see [14] and
the references related. On the side of Coxeter groups, in analogy to the major
index, some functions defined on classical Weyl groups and equidistributed
with the length have been defined in the last decades (see e.g. [1], [4], [7]
and [9]); for their relevance in representation theory see e.g. [2], [9], [15] or
the book [6]. We want to cite also the article [12] for other results concern-
ing the negative statistics. That such negative statistics are induced by the
major index of the symmetric group is shown in Sections 5 and 6. A mul-
tivariate equidistribution in type B is also proved, relating the flag-major
index and the inverse negative major index (see Theorem 5.5 and Corollary
5.6). In Section 7 we discuss what can be obtained for Coxeter systems of
other types.
2 Notations and preliminaries
In this section we give some notation and we collect some basic results in
the theory of Coxeter groups which will be useful in the sequel. The reader
can consult [10] and [16] for further details. For general terminology about
posets we follows [18]. We want only to specify that the poset morphisms
considered are the order preserving functions.
Denote Z the ring of integers, N the set of non-negative integers, P the set
of positive integers and, for n ∈ N, [n] := { 1, 2, ..., n } and [±n] = {−n,−n+
2
1, ...,−2,−1, 1, 2..., n}. We write |X| for the cardinality of a set X, ⊂ for
the proper inclusion between two sets and ⊎ for the disjoint union. For any
function f : X → Y between two sets X and Y let Im(f) := {f(x) : x ∈ X}.
Let (W,S) be a Coxeter system. By ℓ(z) we denote the length of the
element z ∈ W with respect to the generator set S. If J ⊆ S, we define
W J := { w ∈ W : ℓ(ws) > ℓ(w) ∀ s ∈ J } ,
DL(w) := { s ∈ S : ℓ(sw) < ℓ(w) } ,
DR(w) := { s ∈ S : ℓ(ws) < ℓ(w) } .
The parabolic subgroup WJ ⊆ W is the subgroup of W generated by J ⊆ S.
In particular WS = W and W∅ = { e }, being e the identity of the group.
The length ℓJ on (WJ , J) is equal to the restriction of ℓ at WJ , for all J ⊆ S,
and so it will be usually denoted by ℓ as well.
We are interested in the group W as a graded poset with rank function
ℓ. The Bruhat order 6, induced by its Coxeter presentation (W,S), makes
W the desired poset (see [10, Chapter 2]). If W is finite, there exists a
unique maximal element w0, which is the element of maximal length in W .
In this case we have that the Poincaré polynomial W (q) is reciprocal (see [10,
Proposition 2.3.2]), i.e.
qℓ(w0)
∑
w∈W
q−ℓ(w) =
∑
w∈W
qℓ(w).
As it is well known, the set W J with the induced Bruhat order is graded
by the length function, as stated in the following theorem (see [10, Theorem
2.5.5]).
Theorem 2.1. If u < v in W J , then there exist elements vi ∈ W
J , such that
ℓ(vi) = ℓ(u) + i, for 0 6 i 6 k, and u = v0 < v1 < ... < vk = v.
For J ⊆ S, an element w ∈ W has a unique expression w = wJwJ , where
wJ ∈ W J , wJ ∈ WJ and ℓ(wJ) + ℓ(wJ) = ℓ(w) (see [10, Proposition 2.4.4]).
Moreover, as sets, W ≃W J ×WJ . This implies the following result.
Lemma 2.2. Let (W,S) be a Coxeter system, v ∈ W and J ⊆ S. Then
DR(vJ) = DR(v) ∩ J .
The canonical projection P J : W →W J , defined by
P J(w) = wJ ,
for all w ∈ W , is a morphism of posets (see [10, Proposition 2.5.1]), while
the map w 7→ wJ is not. Therefore W ≃W J ×WJ as sets but not as posets
(where the cartesian product of two posets is the cartesian product of the
two sets with the product order: (u, v) 6 (u′, v′)⇔ u 6 u′ and v 6 v′).
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Example 2.3. Let us consider the group S3. The factorization w
JwJ gives a
bijection between the set of permutations S3 generated by the simple inversions
s, t and the cartesian product {e, t, st}×{e, s}, being J = {s}. The projection
P {s} over the first factor is a poset morphism. Nevertheless S3 with the
Bruhat order is not the cartesian product of the posets {e, t, st} and {e, s},
both ordered with the induced Bruhat order.
The set of reflections of a Coxeter system (W,S) is T := {wsw−1 : w ∈
W, s ∈ S}. For any v ∈ W , define T (v) := {t ∈ T : vt < v}. It is known
that ℓ(v) = |T (v)| (see [10, Corollary 1.4.5]) and we can prove a more general
result than the one stated in Lemma 2.2.
Lemma 2.4. Let (W,S) be a Coxeter system and J ⊆ S. Then
T (vJ) = T (v) ∩WJ ,
for all v ∈ W .
Proof. We have that either w < wt or wt < w, for all w ∈ W , t ∈ T . If
t ∈ T (vJ) then clearly t ∈ WJ . But vJ > vJt ∈ WJ implies vt = vJvJt <
vJvJ = v, so t ∈ T (v). If t ∈ T (v) ∩WJ and t 6∈ T (vJ) then vJ < vJt ∈ WJ
and so vt = vJvJt > v, a contradiction.
Given a sequence σ = (a1, a2, ..., an) ∈ Zn, an inversion of σ is a pair
(i, j) ∈ [n]× [n] such that i < j and ai > aj . We denote by σ(k) the integer
ak, for all k ∈ [n]. Define Neg(σ) := {i ∈ [n] : σ(i) < 0}. An element i ∈ [n]
is a descent of σ if (i, i + 1) is an inversion. The number of inversions of σ
will be denoted as inv(σ), the set of descents by D(σ) and its major index is
defined by
maj(σ) :=
∑
i∈D(σ)
i.
3 Induced functions, involutions and symmet-
ric pairs
Let (X,6, ρ) be a finite graded poset with maximum 1ˆ, minimum 0ˆ and
rank function ρ. Let F (X) be the ring of functions f : X → Z. Two elements
f, g ∈ F (X) are equidistributed if the following equality holds in the semiring
of Laurent polynomials N[q, q−1]:
∑
x∈X
qf(x) =
∑
x∈X
qg(x).
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On F (X) define the following equivalence relation: f ∼ g if and only if
they satisfy these conditions:
1. f and g are equidistributed;
2. f(0ˆ) = g(0ˆ) and
3. f(1ˆ) = g(1ˆ).
The equivalence class of a function f ∈ F (X) is denoted by [f ]. Note that if
f ∈ [ρ] then f(0ˆ) = 0 and f(x) > 0 for all x ∈ X \ {0ˆ}.
Let us define the functions k+, k− : F (X)× F (X)→ N ∪ {−1} by
k+(f, g) := |{f(x) + g(y) : x, y ∈ X}| − |Im(f + g)| − 1,
k−(f, g) := |{f(x)− g(y) : x, y ∈ X}| − |Im(f − g)| − 1,
for all f, g ∈ F (X). Clearly k+(f, g) = k+(g, f) and k−(f, g) = k−(g, f) for
all f, g ∈ F (X). It is straightforward to see that f ∈ [ρ] implies the equality
{ρ(x) + f(y) : x, y ∈ X} = {0, 1, ..., 2ρ(1ˆ)}. (1)
Lemma 3.1. The inequality
k+(ρ, f) > 1
holds for all f ∈ [ρ]. Moreover k+(ρ, f) = 1 if and only if Im(ρ + f) =
{0, 2, 3, ..., 2ρ(1ˆ)− 2, 2ρ(1ˆ)}.
Proof. Let f ∈ [ρ]; then f(x) ∈ {0, ρ(1ˆ)} if and only if x ∈ {0ˆ, 1ˆ}. Therefore
{1, 2ρ(1ˆ)−1}∩ Im(ρ+f) = ∅, since 1 = 1+0 and 2ρ(1ˆ)−1 = ρ(1ˆ)+ρ(1ˆ)−1
are the only acceptable compositions of these numbers.
As a direct consequence of (1) we find the following result.
Proposition 3.2. Let f ∈ [ρ]. Then
|Im(ρ+ f)| = 2ρ(1ˆ)− k+(ρ, f).
For an analogous result relative to Im(ρ−f) we need one more condition.
A polynomial P ∈ Z[q] of degree k is reciprocal if qkP (q−1) = P (q). Then in
the case
∑
x∈X
qρ(x) is a reciprocal polynomial we obtain that {f(x)+ρ(1ˆ)−ρ(y) :
x, y ∈ X} = {0, 1, ..., 2ρ(1ˆ)} and then
{ρ(x)− f(y) : x, y ∈ X} = {−ρ(1ˆ), ...,−1, 0, 1, ..., ρ(1ˆ)}. (2)
As a consequence of (2), we can state the next result.
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Proposition 3.3. Let f ∈ [ρ]. If
∑
x∈X
qρ(x) is a reciprocal polynomial then
|Im(ρ− f)| = 2ρ(1ˆ)− k−(ρ, f).
Since |Im(ρ+ρ)| = |Im(ρ)| = ρ(1ˆ)+1 and |Im(ρ−ρ)| = 1, by Propositions
3.2 and 3.3 we obtain k+(ρ, ρ) = ρ(1ˆ)− 1 and k−(ρ, ρ) = 2ρ(1ˆ)− 1, when the
polynomial
∑
x∈X
qρ(x) is reciprocal.
Let X = A × B be the cartesian product of the sets A and B. For any
a ∈ A and b ∈ B we have the inclusions of sets ibA : A → X, i
a
B : B → X
satisfying Im(ibA) = A × {b} and Im(i
a
B) = {a} × B. So the order 6 on X
induces an order on A and an order on B, for which such inclusions are poset
morphisms. The order on X is a refinement of the product order of A× B;
the two projections πA : X → A and πB : X → B are not poset morphisms
in general. We have that 0ˆ = (0ˆA, 0ˆB) and 1ˆ = (1ˆA, 1ˆB).
Given a function f ∈ F (X), one can define the functions fA ∈ F (A) and
fB ∈ F (B) by fA(a) = f(a, 0ˆB) and fB(b) = f(0ˆA, b), for all a ∈ A, b ∈ B.
Definition 3.4. Let (X,6, ρ) be a graded poset with rank function ρ. We
call a decomposition2 X = A×B good if (A,6, ρA) and (B,6, ρB) are graded
posets and ρ = ρA ◦ πA + ρB ◦ πB.
Remark 3.5. The cartesian product of graded posets P ×Q clearly admits a
good decomposition.
For a graded poset (X,6, ρ) with a good decomposition X = A × B,
define the function R : F (X)→ F (X) by
R(f) = f − ρA ◦ πA,
for all f ∈ F (X). Clearly R(f)(0ˆA, b) = fB(b) for all b ∈ B and Rk(f) =
f − kρA ◦ πA, for all k ∈ Z.
Proposition 3.6. Let X = A × B be a good decomposition of the poset X,
f ∈ F (X) and g ∈ F (B). If g ∈ [ρB] and R(f) = g ◦ πB, then f ∈ [ρ].
Proof. By definition f = R(f) + ρA ◦ πA. Then∑
x∈X
qf(x) =
∑
(a,b)∈A×B
qR(f)(a,b)+ρA◦πA(a,b) =
∑
a∈A
qρA(a)
∑
b∈B
qg(b)
=
∑
a∈A
qρA(a)
∑
b∈B
qρB(b) =
∑
(a,b)∈A×B
qρA(a)+ρB(b)
=
∑
x∈X
qρ(x).
2To be precise we should write X ≃ A×B, since we only need a bijection between the
sets X and A × B; the use of the equality avoids notational complications and it is not
restrictive.
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Moreover f(0ˆ) = g(0ˆB) = 0 = ρ(0ˆ) and f(1ˆ) = ρA(1ˆA) + g(1ˆB) = ρA(1ˆA) +
ρB(1ˆB) = ρ(1ˆ).
In view of Proposition 3.6, the following definition seams natural.
Definition 3.7. Let X be a finite graded poset with rank function ρ and
a good decomposition A × B. We say that a function f ∈ [ρ] is induced
by a function g ∈ F (B) (equivalently that g induces f) if g ∈ [ρB] and
R(f) = g ◦ πB.
Now we can establish two results about the image of ρ + f and ρ − f ,
when f ∈ F (X) is induced by a function g ∈ F (B).
Theorem 3.8. Let f ∈ [ρ] be induced by g ∈ [ρB]. If k
+(ρB, g) = 1 then
k+(ρ, f) = 1.
Proof. If ρ(1ˆB) 6 2 then g = ρB and f = ρ, so the result follows. Let
ρ(1ˆB) > 2. Since k+(ρB, g) = 1, by Lemma 3.1 we have that Im(ρB + g) =
{0, 2, 3, ..., 2ρ(1ˆB) − 2, 2ρ(1ˆB)}. Let b, b′ ∈ B be elements satisfying ρB(b) +
g(b) = 2ρ(1ˆB)− 2 and ρB(b′) + g(b′) = 2ρ(1ˆB)− 3. Let a0 = 0ˆA < a1 < ... <
an = 1ˆA be a maximal chain in A. Then f(ai, b) = ρA(ai) + g(b) = i + g(b),
for all 0 6 i 6 n. Therefore
I := {0, 2, 3, ..., ρB(b
′) + g(b′), ρB(b) + g(b)}
⊎ {ρB(b) + g(b) + 2, ..., ρB(b) + g(b) + 2ρ(1ˆA)}
⊎ {ρB(b
′) + g(b′) + 2, ..., ρB(b
′) + g(b′) + 2ρ(1ˆA)}
⊎ {2ρ(1ˆ)}
= {0, 2, 3, ..., ρB(b
′) + g(b′), ρB(b) + g(b)}
⊎ {ρ(a1, b) + f(a1, b), ..., ρ(an, b) + f(an, b)}
⊎ {ρ(a1, b
′) + f(a1, b
′), ..., ρ(an, b
′) + f(an, b
′)}
⊎ {ρ(an, 1ˆB) + f(an, 1ˆB)}
and I ⊆ Im(ρ + f). Hence, by Lemma 3.1, 2ρB(1ˆB) + 2ρA(1ˆA) − 1 6 |I| 6
2ρ(1ˆ)− 1 and the result follows.
For Im(ρ − f) we can prove a stronger result, which can be used as a
criterium to establish if a function is not induced by another.
Theorem 3.9. Let f ∈ [ρ] be induced by g ∈ [ρB]. Then
Im(ρ− f) = Im(ρB − g).
In particular, if
∑
x∈X
qρ(x) and
∑
x∈X
qρB(x) are reciprocal polynomials then
k−(ρ, f) = 2ρA(1ˆA) + k
−(ρB, g).
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Proof. Since f is induced by g, by definition f = ρA ◦ πA + R(f) = ρA ◦
πA + g ◦ πB. Then ρ − f = ρ − ρA ◦ πA − g ◦ πB = ρB ◦ πB − g ◦ πB. But
Im(ρB◦πB−g◦πB) = Im(ρB−g). The last assertion is implied by Proposition
3.3.
For two equidistributed functions f, g over a finite set X, the following
proposition gives an easy criterium to exclude the existence of an involution
ι : X → X such that f = g ◦ ι. The proof is immediate.
Proposition 3.10. Let X be a finite set and f, g ∈ F (X). If there exists an
involution ι : X → X such that f = g ◦ ι, then f and g are equidistributed
and ∑
x∈X,
g(x)6=0
f(x)
g(x)
=
∑
x∈X,
f(x)6=0
g(x)
f(x)
.
When we have a good decomposition X = A× B and a function f ∈ [ρ]
induced by a function g ∈ [ρB] we can prove the following theorem.
Theorem 3.11. Let f ∈ [ρ] be induced by a function g ∈ [ρB] and ι : B → B
an involution such that g = ρB ◦ ι. Then the function ι˜ : X → X defined by
ι˜(a, b) := (a, ι(b)),
for all (a, b) ∈ A×B, is an involution and f = ρ ◦ ι˜.
Proof. The fact that ι˜ is an involution is evident. Moreover, for x = (a, b)
we have f(x) = ρA(a) + g(b) = ρA(a) + ρB(ι(b)) = ρ(a, ι(b)) = ρ(ι˜(x)).
The last results which we want to state in this generality concern symme-
try in bivariate distributions.
Definition 3.12. A pair (f, g) ∈ F (X)×F (X) is said symmetric if the fol-
lowing equality holds in the semiring of Laurent polynomials N[q, t, q−1, t−1]:
∑
x∈X
qf(x)tg(x) =
∑
x∈X
qg(x)tf(x).
Clearly if (f, g) is a symmetric pair then f and g are equidistributed.
The next theorem asserts that given a good decomposition X = A×B of
a finite graded poset (X,6, ρ), a symmetric pair (g, ρB) induces a symmetric
pair (f, ρ).
Theorem 3.13. Let f ∈ [ρ] be induced by g ∈ [ρB ]. If (g, ρB) is symmetric
then (f, ρ) is symmetric.
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Proof. If f ∈ [ρ] is induced by g ∈ [ρB ] then f = ρA ◦ πA + g ◦ πB. Therefore
∑
x∈X
qρ(x)tf(x) =
∑
a∈A
∑
b∈B
qρA(a)+ρB (b)tρA(a)+g(b)
=
∑
a∈A
qρA(a)tρA(a)
∑
b∈B
qρB(b)tg(b)
=
∑
a∈A
qρA(a)tρA(a)
∑
b∈B
tρB(b)qg(b)
=
∑
x∈X
qf(x)tρ(x).
The existence of an involution ι : X → X such that f = g ◦ ι implies the
symmetry of the pair (f, g). In fact
∑
x∈X
qf(x)tg(x) =
∑
x∈X
qg(ι(x))tf(ι(x)) =
∑
x∈X
qg(x)tf(x).
We have also that symmetry implies the existence of such an involution, so
Theorems 3.11 and 3.13 are equivalent, as we state in the next theorem.
Theorem 3.14. The pair (f, g) is symmetric if and only if there exists an
involution ι : X → X such that f = g ◦ ι.
Proof. We have already discussed one direction. So let (f, g) be symmetric.
Then f and g are equidistributed and |{x ∈ X : (f(x), g(x)) = (h, k)}| =
|{x ∈ X : (f(x), g(x)) = (k, h)}| for all h, k ∈ Im(f) = Im(g). Any function
ι which fixes the elements of the set {x ∈ X : f(x) = g(x)} and which
matches the elements of {x ∈ X : (f(x), g(x)) = (h, k)} with the elements of
{x ∈ X : (f(x), g(x)) = (k, h)} is an involution which satisfies f = g ◦ ι.
Let X = {0ˆ, x1, ..., x6, 1ˆ} be a chain of eigth elements and consider the
function f = (0, 3, 1, 6, 5, 4, 2, 7) (which means that f(0ˆ) = 0, f(x1) = 3,
etc.); then the rank of X is ρ = (0, 1, 2, 3, 4, 5, 6, 7) and f ∈ [ρ]. One can
check that the equality of Proposition 3.10 is satisfied and that (f, ρ) is not
symmetric.
The definition of good decomposition of a finite graded poset was formu-
lated having in mind Coxeter systems and parabolic subgroups. For a finite
Coxeter system (W,S) and a set J ⊆ S, by the factorization w = wJwJ
given in Section 2 and by Theorem 2.1, the Bruhat order on W realizes a
good decomposition W = W J ×WJ . Then a function g ∈ F (WJ) such that
g ∈ [ℓJ ] induces a function f ∈ F (W ) defined by
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f(w) = ℓ(wJ) + g(wJ), (3)
for all w ∈ W , which, by Proposition 3.6, lies in the class [ℓ]. The function
f coincides with g on WJ and with ℓ on W J . The other values are taken on
the elements of the set W \ (W J ∪WJ), whose cardinality is
|W \ (W J ∪WJ)| = |W | − |WJ | − |W |/|WJ |+ 1,
since |W J | = |W |/|WJ | and W J ∩WJ = {e} for all J ⊆ S.
We have to stress now that there is a left version of our results, considering
the set JW := { w ∈ W : ℓ(sw) > ℓ(w) ∀ s ∈ J } instead of W J . This left
version generates other functions equidistributed with the length. If f ∈ [ℓ]
is induced by g ∈ [ℓJ ] on the right then the function f ∗ is the one induced
by g on the left, where we have defined the involution ∗ on F (W ) by
f ∗(w) := f(w−1),
for all w ∈ W . Observe that this involution fixes the equivalence classes
[f ] of F (W ), since e and w0 are involutions. The function f ∗ is induced by
g∗ ∈ [ℓJ ] on the right. Moreover we have that Im(ℓ − f ∗) = Im(ℓJ − g) =
Im(ℓJ − g
∗) = Im(ℓ− f).
4 Type A
We consider now, for n ∈ P, the Coxeter system (Sn+1, S) of type An. The
group Sn+1 of permutations of n+1 objects is generated by the transpositions
S = {s1, s2, ..., sn} which are involutions satisfying the relations
sisjsi =
{
sjsisj , if |i− j| = 1;
sj, if |i− j| > 1.
Here and in the subsequent sections we denote by ℓ the length function
relative to this presentation. In this section we identify the elements of Sn+1
with sequences of n + 1 numbers in [n + 1]. If we represent the identity
as the sequence e = (1, 2, ..., n + 1) and if the generators act in the right
on a sequence (σ(1), ..., σ(n + 1)) ∈ Sn+1 interchanging σ(i) with σ(i + 1),
and in the left, interchanging i with i + 1, we have that si = (1, ..., i −
1, i + 1, i, i + 2, ..., n + 1) for all i ∈ [n]. With this identification, given a
sequence σ ∈ Sn+1, its length ℓ(σ) corresponds to its number of inversions
inv(σ) = |T (σ)| and DR(σ) = D(σ). The maximal element w0 corresponds
to the sequence (n+1, n, n− 1, ..., 1) and ℓ(w0) =
n(n+1)
2
. See [10] for further
details.
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The major index of σ is the function maj ∈ F (Sn+1) which is defined at
the end of Section 2. A classical result of MacMahon asserts that ℓ and maj
are equidistributed (see [11, Theorem 2.17]). Moreover we know that the pair
(maj, ℓ) is symmetric over the group Sn+1 (see [13]), i.e∑
σ∈Sn+1
xℓ(σ)ymaj(σ) =
∑
σ∈Sn+1
xmaj(σ)yℓ(σ). (4)
This fact implies, by Theorem 3.14, the existence of an involution ι : Sn+1 →
Sn+1 such that maj = ℓ ◦ ι. So, by Proposition 3.10, we can deduce the
following equality, for all n ∈ P:
∑
σ∈Sn+1,
σ 6=e
ℓ(σ)
maj(σ)
=
∑
σ∈Sn+1,
σ 6=e
maj(σ)
ℓ(σ)
.
By Propositions 3.2 and 3.3 we have that | Im(ℓ + maj)| = n(n + 1) −
k+(ℓ,maj) and | Im(ℓ−maj)| = n(n+1)−k−(ℓ,maj). Moreover, Lemma 3.1
implies that
| Im(ℓ+maj)| 6 n(n+ 1)− 1.
The following theorem states the exact value of | Im(ℓ+maj)|.
Theorem 4.1. Let n ∈ P and ℓ,maj ∈ F (Sn+1) be the functions length and
major index. Then
| Im(ℓ+maj)| =
{
2, if n = 1;
n(n + 1)− 1, otherwise.
Proof. If n = 1 the result follows by a straightforward calculation. Let n > 1
and, for 0 6 j 6 n− 1 and i ∈ [n− j], define the sequence σi,j ∈ Sn+1 by
σi,j(k) =


k, if k > n+ 1− j;
n + 2− j − k, if n + 1− j > k > i;
n + 1− j, if k = i;
n + 1− j − k, if k < i,
for all k ∈ [n + 1]. For example, in S5 we have σ1,0 = (5, 4, 3, 2, 1), σ2,2 =
(2, 3, 1, 4, 5) and σ1,3 = (2, 1, 3, 4, 5).
Let Un := {σi,j : 0 6 j 6 n− 1, i ∈ [n− j]} ⊆ Sn+1. The map
φ : Un \ {σ1,n−1} → Un \ {w0}
defined by φ(σi,j) = σi,jsi is a bijection. In fact we have that, if j 6 n− 1,
σi,jsi =
{
σi+1,j , if i < n− j;
σ1,j+1, if i = n− j,
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for all i ∈ [n − j]. Clearly ℓ(φ(σi,j)) = ℓ(σi,j) − 1 and one can see that
maj(φ(σi,j)) = maj(σi,j)− 1. Therefore
|{ℓ(σ) + maj(σ) : σ ∈ Un}| = |Un| =
n(n+ 1)
2
= ℓ(w0).
Let us define a map ψ : Un \ {σ1,0, σ2,0} → Sn+1 by
ψ(σi,j) =
{
snσi,j , if j = 0;
sn+1−jσi,j, otherwise,
for all (i, j) 6∈ {(1, 0), (2, 0)} and let Jn := Im(ψ).
It is clear that ℓ(ψ(σi,j)) = ℓ(σi,j) + 1. Moreover maj(ψ(σi,j)) = maj(σi,j)
and Jn ∩ Un = ∅. We have that (ℓ+maj)(σ) ≡ 0 mod 2 for all σ ∈ Un and
(ℓ+maj)(σ) ≡ 1 mod 2 for all σ ∈ Jn. Hence
n(n + 1)− 1 > | Im(ℓ+maj)| > |Un ∪ Jn ∪ {e}|
= |Un|+ |Jn|+ 1 = |Un|+ |Un| − 1
= 2ℓ(w0)− 1 = n(n + 1)− 1,
and the result follows.
By Theorem 4.1 and Proposition 3.2 we obtain the following corollary.
Corollary 4.2. Let n ∈ P and ℓ,maj ∈ F (Sn+1) be the functions length and
major index. Then k+(ℓ,maj) = 1 for all n > 1.
Let consider the function ℓ−maj. For 1 6 n 6 11 a computer calculation
yields
| Im(ℓ−maj)| = 1, 3, 5, 9, 15, 21, 29, 39, 49, 51, 63 (5)
and then k−(ℓ,maj) = 1, 3, 7, 11, 15, 21, 27, 33, 41, 59, 69.
Example 4.3. Let us compute the function f ∈ F (S4) induced by maj ∈
F (S3) injecting (S3, {s1, s2}) in (S4, {s1, s2, s3}). So we are identifying S3
with the set of elements u ∈ S4 such that u(4) = 4. We have that f(u) =
maj(u) for all u ∈ S4 such that u(4) = 4 and f(u) = ℓ(u) for all u ∈ S
{s1,s2}
4 .
On the set S4 \
(
S
{s1,s2}
4 ∪ S3
)
we obtain
• f(1, 4, 2, 3) = ℓ(1, 2, 4, 3) + maj(1, 3, 2) = 1 + 2 = 3,
• f(2, 1, 4, 3) = ℓ(1, 2, 4, 3) + maj(2, 1, 3) = 1 + 1 = 2,
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• f(4, 1, 2, 3) = ℓ(1, 2, 4, 3) + maj(3, 1, 2) = 1 + 1 = 2,
• f(2, 4, 1, 3) = ℓ(1, 2, 4, 3) + maj(2, 3, 1) = 1 + 2 = 3,
• f(4, 2, 1, 3) = ℓ(1, 2, 4, 3) + maj(3, 2, 1) = 1 + 3 = 4,
• f(1, 4, 3, 2) = ℓ(1, 3, 4, 2) + maj(1, 3, 2) = 2 + 2 = 4,
• f(3, 1, 4, 2) = ℓ(1, 3, 4, 2) + maj(2, 1, 3) = 2 + 1 = 3,
• f(4, 1, 3, 2) = ℓ(1, 3, 4, 2) + maj(3, 1, 2) = 2 + 1 = 3,
• f(3, 4, 1, 2) = ℓ(1, 3, 4, 2) + maj(2, 3, 1) = 2 + 2 = 4,
• f(4, 3, 1, 2) = ℓ(1, 3, 4, 2) + maj(3, 2, 1) = 2 + 3 = 5,
• f(2, 4, 3, 1) = ℓ(2, 3, 4, 1) + maj(1, 3, 2) = 3 + 2 = 5,
• f(3, 2, 4, 1) = ℓ(2, 3, 4, 1) + maj(2, 1, 3) = 3 + 1 = 4,
• f(4, 2, 3, 1) = ℓ(2, 3, 4, 1) + maj(3, 1, 2) = 3 + 1 = 4,
• f(3, 4, 2, 1) = ℓ(2, 3, 4, 1) + maj(2, 3, 1) = 3 + 2 = 5,
• f(4, 3, 2, 1) = ℓ(2, 3, 4, 1) + maj(3, 2, 1) = 3 + 3 = 6.
As a consequence of our results we have that f ∈ [ℓ] on S4. By Theorem
3.13 and the symmetry of (maj, ℓ) on S3, we can deduce that the pair (f, ℓ)
is symmetric.
We end this section by proving that the functions ℓ+maj and maj*+maj
are equidistributed, as the functions ℓ−maj and maj*−maj. Let DI := {σ ∈
Sn+1 : DR(σ) = I}. As proved in [13] the length function and the inverse
major index are equidistributed over DI , for all I ⊆ S, i.e.
∑
σ∈DI
xℓ(σ) =
∑
σ∈DI
xmaj
∗(σ). (6)
This fact implies the following equality in the polynomial semiring N[x, y]:
∑
σ∈Sn+1
xℓ(σ)ymaj(σ) =
∑
σ∈Sn+1
xmaj
∗(σ)ymaj(σ). (7)
This equality follows since the set {DI : I ⊆ S} constitutes a partition of
Sn+1 and therefore, by Equation (6),
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∑
σ∈Sn+1
xℓ(σ)ymaj(σ) =
∑
I⊆S
ymaj(σ)
∑
σ∈DI
xℓ(σ)
=
∑
I⊆S
ymaj(σ)
∑
σ∈DI
xmaj
∗(σ)
=
∑
σ∈Sn+1
xmaj
∗(σ)ymaj(σ).
Similar results are also discussed in [3, Theorem 2.3 and Corollary 2.4]. There-
fore we have that ℓ+maj ∼ maj*+maj and ℓ−maj ∼ maj*−maj. By the cri-
terium enounced in Proposition 3.10 one can see, by a direct calculation, that
there is no involution ι : Sn+1 → Sn+1 such that ℓ±maj = (maj*±maj) ◦ ι.
5 Type B
A Coxeter system of type Bn can be realized with the group SBn of bijec-
tions w of the set [±n] such that w(−a) = −w(a) for all a ∈ [n], generated
by the set of involutions S = {s0, s1, ..., sn−1} where, as sequences,
si = (1, ..., i− 1, i+ 1, i, i+ 2, ..., n)
and
s0 = (−1, 2, ..., n),
and which satisfy the relations
sisjsi =


s1s0s1s0s1, if i = 0 and j = 1;
sjsisj, if |i− j| = 1 and i, j 6= 0;
sj , if |i− j| > 1.
We denote by ℓB the length function relative to this presentation. The
generator s0 acts in the right of a sequence (σ(1), ..., σ(n)) by interchang-
ing σ(1) with −σ(1) and in the left by interchanging 1 with −1. The el-
ement w0 is represented by the sequence (−1,−2, ...,−n). See [10, Chap-
ter 8] for more details. So we are identifying the elements of SBn with
sequences of n integers subject to some conditions. With this identifica-
tion, if J = {s1, ..., sn−1}, by Lemma 2.2 and by Lemma 2.4 we have that
D(σ) = DR(σJ) and inv(σ) = |T (σJ)| = ℓB(σJ) = ℓ(σJ), for all sequences
σ ∈ SBn . Therefore, since (see [10, Equality (8.3)])
ℓB(σ) = inv(σ)−
∑
i∈Neg(σ)
σ(i),
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we find that ℓB(σJ) = −
∑
i∈Neg(σ)
σ(i), for all σ ∈ SBn , and ℓB(w0) = n
2.
In [1], the authors introduced a function nmaj ∈ F (SBn ) equidistributed
with ℓB, the negative major index. This is defined by
nmaj(σ) = maj(σ)−
∑
i∈Neg(σ)
σ(i),
for all σ ∈ SBn . Therefore nmaj = maj+ℓB ◦ P
J , where P J is the canonical
projection defined in Section 2. The following proposition states that nmaj
is induced by maj ∈ F (Sn), in the sense of Definition 3.7.
Proposition 5.1. The function nmaj ∈ F (SBn ) is induced by maj ∈ F (Sn),
for all n > 2.
Proof. By Lemma 2.2 we have that maj(σ) = maj(σJ) for all σ ∈ SBn . As we
have already observed nmaj = maj+ℓB ◦ P J , so the result follows.
Since we known that there exists an involution ι : Sn → Sn such that
maj = ℓ ◦ ι, we can state the next result.
Corollary 5.2. There exists an involution ι˜ : SBn → S
B
n such that
nmaj = ℓB ◦ ι˜.
This involution satisfies ι˜(σ) = P J(σ)ι(σJ ), for all σ ∈ S
B
n .
Proof. The result follows by Proposition 5.1 and Theorem 3.11.
As a direct consequence of Theorem 3.13 and Proposition 5.1 we obtain
the result of [8, Proposition 5.2].
Corollary 5.3. The pair (nmaj, ℓB) is symmetric.
Knowing that nmaj ∈ F (SBn ) is induced by maj ∈ F (Sn) and the be-
haviour of Im(ℓ+maj) and Im(ℓ−maj) on Sn, we can deduce the behaviour
of Im(ℓB + nmaj) and Im(ℓB − nmaj).
Proposition 5.4. Let n > 2 and ℓB, nmaj ∈ F (S
B
n ) be the functions length
and negative major index. Then
| Im(ℓB + nmaj)| =
{
5, if n = 2;
2n2 − 1, otherwise,
and Im(ℓB − nmaj) = Im(ℓ−maj), being maj ∈ F (Sn) the major index.
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Proof. The case n = 2 is obtained by a direct computation. Let n > 2. Since
nmaj is induced by maj and ℓB(w0) = n2, the result follows by Theorems 3.8,
3.9 and 4.1.
The function flag major index fmaj ∈ F (SBn ) introduced in [1] and defined
by
fmaj(σ) = 2maj(σ) + |Neg(σ)|,
for all σ ∈ SBn , is equidistributed with ℓB (see [1, Corollary 4.6]). Moreover
fmaj(e) = 0 and fmaj(w0) = n2 = ℓB(w0), so fmaj ∈ [ℓB]. For 2 6 n 6 8 a
computer calculation yields
| Im(ℓB − fmaj)| = 3, 7, 15, 25, 39, 55, 75 (8)
and then k−(ℓB, fmaj) = 5, 11, 17, 25, 33, 43, 53. Another computation shows
that in SB3
∑
σ∈SB3 ,
ℓB(σ)6=0
fmaj(σ)
ℓB(σ)
=
22303
420
6=
14731
280
=
∑
σ∈SB3 ,
fmaj(σ)6=0
ℓB(σ)
fmaj(σ)
;
therefore, by Proposition 3.10 we can conclude that in general there does not
exist an involutions ι : SBn → S
B
n such that fmaj = ℓB ◦ ι. This also implies
that the pair (fmaj, ℓB) is not symmetric in general.
We end this section by proving that the functions ℓB and nmaj* are
equidistributed on any set DI,K , where we have defined
DI,K := {σ ∈ S
B
n : DR(σ) \ {s0} = I,Neg(σ
−1) = K},
for any I ⊆ S \ {s0} and K ⊆ [n].
Theorem 5.5. Let n ∈ P. Then
∑
σ∈DI,K
xℓB(σ) =
∑
σ∈DI,K
xnmaj
∗(σ),
for all I ⊆ S \ {s0} and K ⊆ [n].
Proof. Observe that the function ℓB ◦ P J assumes the constant value k˜ :=∑
k∈K
k on DI,K . Therefore by Proposition 3.6, Proposition 5.1 and Equation
6 we obtain
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∑
σ∈DI,K
xℓB(σ) =
∑
σ∈DI,K
xℓB(σ
J )+ℓB(σJ ) = xk˜
∑
σ∈DI,K
xℓB(σJ )
= xk˜
∑
σ∈DI,K
xmaj
∗(σJ ) =
∑
σ∈DI,K
xℓB(σ
J )+maj∗(σJ )
=
∑
σ∈DI,K
xnmaj
∗(σ).
From the previous theorem we deduce the following equality in the poly-
nomial semiring N[x, y].
Corollary 5.6. Let n ∈ P. Then
∑
σ∈SBn
xℓB(σ)yfmaj(σ) =
∑
σ∈SBn
xnmaj
∗(σ)yfmaj(σ).
Proof. The result follows by Theorem 5.5, as for Equation (7), since, by defi-
nition, the function fmaj is constant on every DI,K and these sets constitute
a partition of SBn .
In particular we find that ℓB + fmaj ∼ nmaj* + fmaj and ℓB − fmaj ∼
nmaj*− fmaj. As in type A, by the criterium of Proposition 3.10 one can see
that there is no involution ι : SBn → S
B
n such that ℓB±fmaj = (nmaj
*± fmaj)◦
ι.
6 Type D
A Coxeter system of type Dn can be realized with the group SDn of bijec-
tions w of the set [±n] such that w(−a) = −w(a) (identified with sequences
of n numbers with values in [±n]) and Neg(w) ≡ 0 mod 2, generated by the
set of involutions S = {s0, s1, ..., sn−1}, where
si = (1, ..., i− 1, i+ 1, i, i+ 2, ..., n)
and
s0 = (−2,−1, 3, ..., n),
which satisfy the relations
sisjsi =
{
sjsisj , if |i− j| = 1 and i, j 6= 0 or i = 2 and j = 0;
sj, if |i− j| > 1 and i, j 6= 0 or i 6= 2 and j = 0.
17
We denote by ℓD the length function relative to this presentation. The gen-
erator s0 acts in the right of a sequence (σ(1), ..., σ(n)) by interchanging σ(1)
with −σ(2) and σ(2) with −σ(1), and in the left by interchanging 1 with −2
and 2 with −1. We have that
w0 =
{
(−1,−2,−3, ...,−n), if n is even;
(1,−2,−3, ...,−n), if n is odd.
See [10, Chapter 8] for further details. So identifying the elements of SDn with
sequences of n integers subjects to these conditions, if J = {s1, ..., sn−1}, by
Lemmas 2.2 and 2.4 we see that D(σ) = DR(σJ) and inv(σ) = |T (σJ)| =
ℓD(σJ ) = ℓ(σJ), for all sequences σ ∈ SDn . Therefore, since
ℓD(σ) = inv(σ)−
∑
i∈Neg(σ)
σ(i)− |Neg(σ)|,
we find that
ℓD(σ
J) = −
∑
i∈Neg(σ)
σ(i)− |Neg(σ)| (9)
and ℓD(w0) = n(n− 1).
In [7] was introduced a function dmaj ∈ F (SBn ) equidistributed with ℓD,
the D-negative major index. This is defined by
dmaj(σ) = maj(σ)−
∑
i∈Neg(σ)
σ(i)− |Neg(σ)|,
for all σ ∈ SDn . By Equation (9) we have that dmaj = maj+ℓD ◦ P
J . The
following proposition states that dmaj is induced by maj ∈ F (Sn), in the
sense of Definition 3.7.
Proposition 6.1. The function dmaj ∈ F (SDn ) is induced by maj ∈ F (Sn),
for all n > 4.
By the existence of the involution ι : Sn → Sn such that maj = ℓ ◦ ι, we
obtain, as in Corollary 5.2, an involution on SDn relating dmaj and ℓD.
Corollary 6.2. There exists an involution ι˜ : SDn → S
D
n such that dmaj =
ℓD ◦ ι˜. This involution satisfies ι˜(σ) = P
J(σ)ι(σJ ), for all σ ∈ S
D
n .
As a direct consequence of Theorem 3.13 and Proposition 6.1 we obtain
the result of [8, Proposition 5.3].
Corollary 6.3. The pair (dmaj, ℓD) is symmetric.
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Knowing that dmaj ∈ F (SDn ) is induced by maj ∈ F (Sn) and the be-
haviour of Im(ℓ+maj) and Im(ℓ−maj) on Sn, we can deduce the behaviour
of Im(ℓD + nmaj) and Im(ℓD − nmaj).
Proposition 6.4. Let n > 4 and ℓD, dmaj : S
D
n → N be the functions length
and D-negative major index. Then
| Im(ℓD + dmaj)| =
{
3, if n = 4;
2n(n− 1)− 1, otherwise,
and Im(ℓD − dmaj) = Im(ℓ−maj), being maj ∈ F (Sn) the major index.
Proof. The case n = 4 is obtained by a direct computation. Let n > 4.
Since dmaj is induced by maj and ℓD(w0) = n(n − 1), the result follows by
Theorems 3.8, 3.9 and 4.1.
In [9] is defined another function Dmaj ∈ F (SDn ), which is equidistributed
with ℓD. It satisfies
Dmaj(σ(1), ..., σ(n)) = fmaj(σ(1), ..., |σ(n)|),
for all (σ(1), ..., σ(n)) ∈ SDn . Note that Dmaj 6∈ [ℓD] since Dmaj(w0) 6=
ℓD(w0). A direct computation shows that in SD4 we have
∑
σ∈SD4 ,
ℓD(σ)6=0
Dmaj(σ)
ℓD(σ)
=
6451033
27720
6=
829573
3465
=
∑
σ∈SD4 ,
Dmaj(σ)6=0
ℓD(σ)
Dmaj(σ)
;
therefore, by Proposition 3.10 we can conclude that in general there does not
exist an involutions ι : SDn → S
D
n such that Dmaj = ℓD ◦ ι. This also implies
that the pair (Dmaj, ℓD) is not symmetric in general.
7 Other types
In this section we briefly discuss what kind of functions equidistributed
with the length can be defined for other finite Coxeter systems, by induction
from a parabolic subgroup. We follows [10, Appendix A1] for the classifica-
tion of the irreducible finite Coxeter systems.
In general there are many choices to inject a Coxeter group in another
Coxeter group as a parabolic subgroup. Also the Coxeter presentation of a
Coxeter group is not unique in general (see [5] for results on the rigidity of
a Coxeter group). Such choices of an injection and a presentation permit
to realize different induced functions. Note that since the length depend on
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the presentation, different presentations give functions equidistributed with
different ranks. One can easily see that for the reducible Coxeter systems
the sum of functions equidistributed with the length on the irreducible com-
ponents gives a function equidistributed with the length on the entire group.
Therefore in these cases the induction is quite trivial and we can restrict our
attention to the irreducible cases (see Remark 3.5). Nevertheless, the induc-
tion to an irreducible Coxeter system (W,S) from a reducible one (WJ , J) is
not trivial.
In the dihedral groups I2(m) the only choice of a non trivial parabolic
subgroup is S2 and the major index on S2 coincides with the length; so the
induced function is the length itself.
In the sequel we list, for any irreducible finite Coxeter system, the parabolic
subgroups whose functions equidistributed with the length induce functions
on the entire group equidistributed with the length. We omit the cases when
the induced function is the length itself and we consider only irreducible
subsystems (WJ , J).
• E6: S3, S4, S5, S6, SD4 and S
D
5 .
• E7: S3, S4, S5, S6, S7, SD4 , S
D
5 and E6.
• E8: S3, S4, S5, S6, S7, S8, SD4 , S
D
5 , E6 and E7.
• F4: S3, SB2 and S
B
3 .
• H3: S3 and I2(5).
• F4: S3, SB2 and S
B
3 .
Then, for example, maj ∈ F (S5) induces a function majS5,E6 ∈ F (E6)
equidistributed with ℓE6, dmaj ∈ F (S
D
5 ) induces a function dmajSD5 ,E8 ∈
F (E8) equidistributed with ℓE8 and fmaj ∈ F (S
B
3 ) induces a function fmajSB3 ,F4
on the group F4 equidistributed with ℓF4 .
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