Denoising a stationary process (Xi) i∈Z corrupted by additive white Gaussian noise (Zi) i∈Z , i.e., recovering X n from Y n = X n + Z n , is a classic and fundamental problem in information theory and statistical signal processing.
I. INTRODUCTION

A. Problem statement
Consider the classic problem of stochastic denoising: a stationary process X = (X i ) i∈Z , X i ∈ X , is corrupted by additive white Gaussian noise (Z i ) i∈Z . Given Y n = X n + Z n , the goal of a denoiser is to estimate X n . In a Bayesian setting, the full distribution of X n is known. In such a setup, an estimator that minimizes the mean square error, the MMSE estimator, letsX n = E[X n |Y n ]. However, for general real-valued sources with memory, computing E[X n |Y n ] is very demanding. Additionally, the actual denoising problem is more challenging, as in practice, we rarely have access to the source distribution. Instead, typically, we are given either i) some training dataset, or ii) some properties of the source extracted by experts.
on wavelet thresholding [1] , which works well because images are known to be sparse in wavelet domain. (Refer to Chapter 11 of [2] for more information on wavelet denoising and its extensions.) A more advanced denoising method, namely, BM3D [3] , goes beyond sparsity in the wavelet transform and enhances sparsity by looking for similar 2D patches in an image. In both cases, the employed structure is discovered by image processing experts. The denoising algorithm is tailored such that it takes advantage of that type of structure. Other more recent techniques that achieve impressive results are heuristic methods that employ neural networks [4] , [5] .
In this paper, inspired by recent progress in the Bayesian compressed sensing of general analog sources [6] , we first propose, a theoretically-founded Bayesian denoising method that is not tailored for a specific source distribution.
We refer to the new method quantized maximum a priori (Q-MAP) denoiser, as it employs proper quantization of the source alphabet to measure the conformation of a sequence with the known source distribution. For memoryless sources and first-order Markov processes, we characterize the asymptotic performance of the proposed method, as the variance of the noise goes to zero, and the ambient dimension of the signal grows to infinity. We show first-order optimality of the Q-MAP denoiser for stationary memoryless sources. That is, for such sources, the limit of the expected distortion achieved by the Q-MAP denoiser divided by the variance of the noise converges to its optimal value achieved by an MMSE denoiser. We also show that the proposed method leads to a learning-based denoising method that can be applied to various data types. technique to image denoising and report some initial numerical results.
The Q-MAP denoiser is based on an optimization over the space of possible reconstruction sequences. Given y n and the distribution of the source, the cost assigned to a candidate sequence u n by the Q-MAP denoiser consists of the weighted addition of 1) u n − y n 2 , and 2) a term that measures the conformity of u n with the source distribution. The novelty of Q-MAP denoiser lies in the second term. This term summarizes the source distribution into potentially exponentially many weights. However, as explained later, most of such terms are not important and indeed there are a relatively small number of such terms that need to be taken into account. Additionally, this property guides us to design a learning-based denoiser that "learns" those key weights form available training data.
As an initial proof of concept, we use ImageNet database [7] to train our model, and explore the performance of the proposed method in image denoising.
The organization of the paper is as follows. Section II introduces the Q-MAP denoiser. Section III reviews the concept of the information dimension of a process and its known connections with the asymptotic MMSE behavior of an optimal Bayesian denoiser, for memoryless sources. Section IV presents the main theoretical results we prove for the Q-MAP denoiser. Section V presents the detailed proofs of the main results. Section VII concludes the paper.
B. Notations and definitions
Given a sequence u n , with discrete alphabet U, define its k-th order empirical distribution asp
Given x ∈ R, the b-bit quantized version of x is defined as
For x ∈ R, δ x denotes the Dirac measure with an atom at x. log and ln refer to logarithm in base 2 and normal logarithm, respectively.
II. Q-MAP DENOISER
Consider stationary process X = (X i ) i∈Z corrupted by process (Z i ) i∈Z , where (Z i ) i∈Z are independently
In Bayesian denoising setting, we observe Y n = X n + Z n and have access to the full distribution of the process X. Inspired by the recovery method proposed in [6] for Bayesian compressed sensing, we propose the following denoiser, which we refer to as Bayesian quantized maximum a priori (Q-MAP)
denoiser. First pick memory parameter k ∈ Z + and quantization level b ∈ Z + . Let X and X b denote the alphabet of X and its b-bit quantized version, respectively. That is,
, define weight w a k+1 > 0 as
where
Then, given λ > 0, the Q-MAP denoiser estimates X n , aŝ
Here,p k+1 (·|u n ) denotes the empirical distribution defined earlier in (1) . To understand how Q-MAP works, note that the cost function consists of two terms. The first term Y n − u n 2 2 is a familiar measure that tries to ensure that the reconstruction sequence is not far from the observed vector. On the other hand, the second term, c w (u n ), is less familiar. The role of this term is to impose the structure of the source and find a sequence that is consistent with the source distribution. To better understand function c w (u n ), note that, using some simple algebra, c w (u n )
can be written as
In other words, to compute the cost associated with a potential reconstruction sequence u n , one needs to slide over u n with a window of length k + 1. Each block of length k + 1 is quantized by b bits and then the weight associated it is considered. All these weights, corresponding to all quantized blocks of length k + 1, are added together.
To better understand the Q-MAP denoiser, its associated optimization, and its implications, we next review two classic examples.
Example 1 (Sparse source). Consider an i.i.d. process X, where X i ∼ (1 − q 0 )δ 0 + q 0 π c , π c denoting the pdf of a uniform distribution over (0, 1). It is straightforward to verify that, for k = 1,
is an absolute constant only depending on q 0 and b. Here, u n 0 = |{i : u i = 0}.
Example 2 (Piecewise-constant 1-Markov source). As the next example, consider a stationary 1-Markov process, where conditioned on X i = x i , X i+1 is distributed as (1 − q 0 )δ xi + q 0 π c , where π c is the same pdf as the previous example. Let N jump (u n ) = {i : u i = u i+1 } count the number of jumps in u n . Again it is straightforward to verify
is an absolute constant only depending on q 0 and b.
These examples can be generalized to much more general distributions. Moreover, while (4) might suggest that there are exponentially many weights that need to be computed (or learned), these examples verify that for structured processes, that number is substantially smaller than |X b | bk . In fact, it can be seen that, those weights correspond to the key features of the distribution, e.g., sparsity or being piece-wise constant. After such simplification of the weights, one can consider different routes towards approximating the solution of (4) (for instance one based on dynamic programming). In Section VI, we explain one such method and report some initial results.
III. INFORMATION DIMENSION AND MMSE
In information theory, the entropy rate of a discrete stationary process is a well-known measure of the level of information involved in that process [8] . On the other hand, all analog processes have an infinite entropy rate.
However, this does not mean that all analog processes are the same. This manifests itself in various applications, such as compressed sensing, i.e., recovering a source from its under-determined linear measurements. Not all analog stationary processes lend themselves to compressed sensing. Therefore, a measure of "structuredness" beyond entropy rate is required for such analog sources. One such measure of structuredness that in recent years have shown to be very relevant is Rényi information dimension [9] .
Definition III.1. The upper Rènyi ID of random variable X is defined as
The lower Rènyi of X is defined as d(X) = lim inf b→∞
This definition was generalized in [10] to stationary analog processes.
Definition III.2. The upper ID of stationary process X is defined as
The lower ID of process X is defined analogousely, by replacing lim sup with lim inf.
To gain some intuition on this measure, note that the ID of the i.i.d. process studied in Example 1 can be shown to be equal to q 0 [9] . Moreover, the ID of the 1-Markov process described in Example 2 is also equal to q 0 [10] .
To see the connection between the defined ID and the denoising problem, consider the problem of scalar denoising:
random variable X is corrupted with an additive Gaussian noise
denote the MMSE estimator of X given Y and the distribution of X. It has been proven that for discrete random variables and mixture of discrete and continuous random variables, lim σ→0
. Roughly speaking, in the next section, we prove that for i) memoryless sources and ii) first order Markov sources, asymptotically, the proposed Q-MAP denoiser achieves the ID of the source. Combined with the mentioned results on the connection between MMSE and Rènyi ID, these results provide further evidence on the effectiveness of the proposed method.
IV. MAIN RESULTS
We show that for appropriate choices of parameters, the Q-MAP estimatorX n,k,b is able to recover structured signals in the high-SNR (σ → 0) regime with the information-theoretic optimal loss. More precisely, as an illustration of this general phenomenon, we consider two cases: a first case where X is i.i.d., and a more general case where X is 1-Markov.
Theorem IV.1. Suppose that X denotes an i.i.d. process, and that the distribution of X 0 verifies:
where q p are positive weights such that m p=0 q p = 1, x 1 , . . . , x m ∈ (0, 1) denote arbitrary given values, and π c denotes an absolutely continuous distribution with bounded density. Then, for λ = σ 3/2 , the Q-MAP estimator verifies:
Theorem IV.2. Suppose that X denotes a 1-Markov process, such that the conditional distribution X i+1 | X i verifies:
where q p are weights such that m p=0 q p = 1, and f p denote Lipschitz-continuous functions with a given constant L. Then, for λ = σ 3/2 , the Q-MAP estimator verifies:
We expect theorem IV.1 and theorem IV.2 to be instances of a more general theorem which would show that the Q-MAP estimator recovers well-behaved signals which are structured in the sense of the Rényi information dimension at the optimal rate. We leave the exact statement and proof of such a theorem to future work.
V. PROOFS
A. I.I.D. setting
In general, we aim to show that for a high enough quantization level, it is possible to recover the "structure" of the signal with high probability in the high-SNR regime, and thus we only incur error on the "unstructured" part of the signal.
To formalize the notion of structure in such a process, we define discrete-valued process S as follows. For i ∈ Z,
Note that since we have assumed that k = 1, the denoiser simplifies to a symbol-by-symbol denoiser, wherê
where by definition c w (
, where X i is distributed as (6).
1) Regularizer:
To prove that the described denoiser is able to recover the structure of X n , i.e., S n , with small probability of error, we first focus on the limiting behavior of the regularizer, as b grows to infinity.
For any b > 0, and any u ∈ (0, 1) with
where C 1 = log sup x π c (x).
Additionally, for any
In particular, we see that in the limit, r b (u) is the indicator of whether the given value has non-zero probability under the prior distribution. This is similar to 0 regularization (or hard-thresholding) for sparse signals, which is known to be optimal.
where the last step holds by the the mean value theorem for some u
On the other hand, assume that u ∈ (0, 1) satisfies
Therefore,
2) Structure Estimation: Given the previous remark on the regularizer, we show that this is enough for the estimatorX to recover the structure S. More precisely, we have the following result. In the following, we have dropped subscript i, and refer to X i , Y i and S i , as X, Y , S, respectively. Also, in the following, let
That is, d(u) measures the distance between u and closest singularity point of the π. In the next lemma, C 2 refers to the constant defined in lemma V.1.
Lemma V.2. Define events
and
Then, conditioned on
. On the other hand, conditioned on E 2 ∩ {S = p},
First, suppose that S = 0. By the triangle inequality,
Conditioned on
Additionally, this implies by lemma V.1 that it suffices to optimize over values of u for which r b (u) ≥ 1 − C 2 /b. Thus, we have that
Additionally, note that on the event E 
By optimality ofX, we have that L(X) ≤ L(x p ), from which we conclude that
where γ = 2
To prove the next part, suppose that S = 0, and suppose by contradiction that d(X) > 2 −b . Then by lemma V.1,
Additionally, since S = 0, there existsX such that |X −X| < 2 −b , and by lemma V.1,
Now, note that λ = σ 3/2 ≥ σ 2 log(1/σ) for σ small. We thus have that L(X) < L(X) for b large enough, which is a contradiction.
3) Estimation: Finally, we may combine the previous result with a conditional analysis of the error (depending on whether S = 0) to obtain the final result.
Proof of Theorem IV.1. First, define events E 1 and E 2 as (13) and (14), respectively. Note that, since for S = 0,
For S = 0, from lemma V.2,
where the last line follows because X is bounded by one. Now, P(E c 2 ) ≤ 2σ − log σ/2 by the Gaussian tail bound, and in particular we have
On the other hand,
Now, note that conditioned on S = 0, Y = X + Z has a continuous density which is uniformly upper bounded for any σ > 0 (as X is continuous on the event S = 0), and hence, by the mean value theorem, we have that
for some M > 0 . In particular, we conclude that:
. Now, note that we have:
As X has continuous distribution on the event S = 0, the event E Note that for any δ > 0, we have:
.
By the mean value theorem, we have that
where x * ∈ (−δ − x 1 − σz, δ − x 1 − σz). Additionally, note that Y − x 1 has a continuous density uniformly bounded above and below for any σ, and hence there exists m, M > 0 such that
We thus deduce that there exists m, M > 0, such that for any σ:
In particular, we have that
Substituting this in our previous result, it follows that
Following a similar argument as the one used in bounding E[(|X − Y ||Y −X|) | S = 0], we have
where the last line follows from (18). Putting all the terms together, it follows that
In particular, taking the limit b → ∞, we have that
B. 1-Markov Setting
The 1-Markov setting shares similarities with the i.i.d. setting, but is significantly more complex as the estimator is no longer separable. Nevertheless, the basic intuition remains similar, in that we will show that the estimator is able to capture the "structure" with high probability, and given that, it is able to recover the signal at the claimed rate.
In a similar fashion to the i.i.d. case, we define process S taking values in {0, . . . , m} to capture the structure of process X.
C. Regularizer
The regularizer presents properties similar to the i.i.d. case, but is complicated by the fact that the quantization need not match between the domain and range of the functions which induce the structure. We thus have the following lemma.
First, we consider a basic lemma on the structure of the regularizer.
Lemma V.3 (Convergence of Regularizer
For any bitrate b, for u 1 , u 2 ∈ (0, 1) with d(u 1 , u 2 ) ≥ C2 −b , we have:
where C is an absolute constant. Additionally, for any b, u 1 ∈ (0, 1) and p ∈ {1, . . . p}, there exists u 2 ∈ (0, 1)
Finally, for any bitrate b, and for any u 1 , u 2 ∈ (0, 1), we have:
Proof. By definition,
Note that conditioned on S 1 = 0, X 1 and X 2 are independent, and hence:
By the mean value theorem, P(X 1 ∈ u 1 b ) can be bounded as
where m, M denote the minimum and maximum of the density of the stationary distribution. Additionally, note that by the Lipschitz-continuity assumption,
In particular, we have that if
We thus deduce that, if |f p (u 1 ) − u 2 | ≥ (L + 1)2 −b for all p, then the events are independent, and hence:
Substituting back into the definition of r b , we have in that case that:
On the other hand, again by the Lipschitz assumption,
In particular, this implies that there exists an i * such that:
Choose u 2 = f p (u 1 ) + i * 2 −b , then we have that:
We deduce that:
D. Structure Estimation
As the regularizer is related to a structure indicator, we expect our estimatorX n to reflect the structure of the data in the low noise regime. More precisely, we have the following lemma.
Consider events:
Then, conditioned on E 1 ∩ E 2 , we have:
Proof. We first show that if the estimated signal cannot have missing breaks, that is, if S i = 0, then this must be reflected in the estimated signalX n . We proceed by contradiction. Suppose there exists i 1 < i 2 such thatX
Additionally, suppose that there exists l 1 , . . . , l m with i 1 < l 1 < · · · < l m < i 2 and S lq = 0 for q = 1, . . . , m. We define a new estimator:
where we have defined the quantization-compatible analogue structure-oracle estimatorF b (Y, s) for a sequence s such that s i = 0 as:
Note that by lemma V.3, there exists aX n ∈ C(s) such that
well-defined as C(s) is not empty. By the definition ofF b (Y, s) and the triangular inequality, we then have that (using the fact that we are on the event E 2 ):
Additionally, note that by the definition of C(s), we have:
We may thus estimate the difference in objective between the proposedX n and the postulatedX n . Note that they coincide outside of the interval i 1 + 1, . . . , i 2 , and hence suffices to consider that interval. We have that:
Now, note that we have assumed thatX n is structured at l q , q = 1, . . . k, that is, we have
for some choices of s q . However, on the event
, and hence we deduce that:
Substituting into the previous result, we have that:
which is negative for b large and σ small, a contradiction of the optimality ofX n .
We must also show the converse result, that our estimated signalX n does not have extraneous breaks. As previously,
we proceed by contradiction. Suppose that the condition fails at i * , that is, we have d(
We define a new estimatorX n to coincide withX n outside of the interval from i 1 to i 2 , and to coincide with
i1 ) on the interval from i 1 to i 2 . We may again compute the difference in loss as (using the same results as above):
Now, for b large enough, and noting that λ/(σ 2 log
E. Response Estimation
Given the structure of the estimator established in the previous section, we may show that the estimator achieves the claimed performance. As the estimation problem is more complex in this case, we first consider the case with no quantization. In this case, we have the following result.
Lemma V.5. Suppose that we observe a signal Y n such that:
where g i are known smooth functions, and i denotes i.i.d. gaussian noise.
Letθ denote the maximum likelihood estimator given by:
Then, we have that:
2 denote the loss function. Note that we may equivalently write:
where C denote a constant which does not depend on u, and R(u) denote the remainder of the Taylor expansion of L(u) about θ. Now, we may directly differentiate L(u) to obtain a first-order condition forθ, namely:
which we may re-arrange as:
Using the Lagrange form of the remainder, we have that:
and hence we have:
Now, we have thatθ → θ as σ → 0, and hence we may take limits in the equation above to obtain that:
Plugging this into the loss, and making use of a similar Taylor expansion, we obtain the claimed result.
Finally, we use the previous lemmas to prove the main theorem.
Proof of Theorem IV.2. We first consider an auxiliary quantity. LetX n be defined as:
By lemma V.5, we have that:
where L denotes the length of the structure piece which contains the n/2 index. More precisely, L is such that:
S m+1 = 0, . . . , S n/2 = 0, . . . , S m+L−1 = 0.
As S is an i.i.d. process, we may compute the distribution of L explicitly, and in particular, we have that E[1/L] = q 0 .
We thus deduce that, for our auxiliary oracle estimatorX:
Now, let m = |{i : S i = 0}|, and note that by lemma V.4, we have that
On the other hand, by lemma V.3, and the definition of D(S), we have that there existsX such that X −X 2 ≤ C2 −b ,
which we deduce:
Now again by lemma V.4, we have that there existsX n such thatX n ∈ D(S) and X n −X n ≤ C2 −b , and hence we have:
However, noting that with probability 1,X is a solution of a locally strongly convex optimization problem, and that X n is feasible, we deduce that:
from which we deduce thatX n →X n , as b → ∞ on the event E 1 ∩ E 2 .
To conclude, we are also required to control X n −X n on E On the other hand, note that L(Y ) ≤ nλ(2 + C/b), and L(X) ≤ L(Y ), from which we deduce that:
Additionally, on E 2 , we have that Y − X 2 ≤ σ log(1/σ), and hence we have on this event that:
On the other hand, we have that:
Cδ,
) has a continuous distribution with density uniformly bounded above for any σ when S i = 0. Hence we deduce that:
from which we have that
VI. NUMERICAL EXPERIMENTS
As an illustration of this general approach, we consider its application to image denoising. Image denoising is a well-studied task, and state-of-the-art methods achieve impressive performance, with two main strategies being non-local methods [3] , [12] and those based on neural networks [5] . We propose an initial implementation inspired by the Q-MAP estimator for denoising images.
A. Implementation
The Q-MAP denoiser is a Bayesian method that requires access to source distribution π. In image denoising, π represents the distribution of natural images (or patches thereof), which is very challenging to estimate. However, as described earlier, not only does the new framework lead us to a learning-based denoiser, it also guides us to the key properties of the distribution (as opposed to its full characterization) that we need to estimate. Recall that the ideal weights required by Q-MAP (2) are derived from the distribution of the quantized k-blocks. Moreover, as highlighted in the examples, only a few of such blocks (those that have a non-vanishing probability, as b → ∞) matter. Therefore, we basically only need to identify (learn) such special blocks (patches) and estimate their probabilities.
Concretely, our initial implementation considers patches of 4 × 4 pixels, and a quantizer Q :
where N denotes the number of chosen codewords. Our quantizer Q is designed with the help of some prior knowledge on the structure of images, and is based on quantizing coordinates of the discrete wavelet transform of U . Exact details are provided in the next section.
We then consider a patch-based Q-MAP, where given a patch Y 4×4 , we compute an estimateX 4×4 such that:
and the estimate for the full image is obtained by processing each patch separately and averaging. Here,π denotes a discrete distribution on the quantized codewords, learned from data. We learnπ by sampling natural images from the ImageNet dataset [7] , and computing the empirical distributionπ of the quantized patches generated from the images.
B. Quantizer
In our theoretical investigation, we have considered a simple binary quantization of the signal. Unfortunately, such an approach suffers from the curse of dimensionality, whereby the amount of information required to describe a k-th order joint distribution π k,b is of the order 2 kb and thus increases exponentially with both the quantization level and the order of the dependency considered. This causes difficulties, both in estimating the joint distribution π k,b accurately, and also in optimizing efficiently over the postulated objective.
Instead, we consider a quantization scheme which can be efficiently optimized over, and which can more efficiently capture typical distribution of images. In an initial implementation, we consider a variable rate quantization of an orthogonal wavelet transform of the 4 × 4 patch. More precisely, consider the 2-D DWT transformŨ 4×4 of the observed signal. The quantization Q(U ) is given by concatenating 4-bit codes for coordinates of total frequency 1 (Ũ 1,0 andŨ 0,1 ), 3-bit codes for coordinates of total frequency 2, 2-bit codes for coordinates of total frequency 3, and 1-bit codes for coordinates of total frequency 4. All higher frequencies are ignored. This gives a total code size of N = 2 28 . The breakpoints in the codes are chosen according to the empirical distribution observed in the training data.
Note that due to the specific structure of this regularizer, the constrained problem min U :Q(U )=k Y − U 2 2 can be solved in closed form by coordinate-wise projection (as the subset Q(U ) = k describes a rotated rectangular region).
This enables us to compute the patch estimateX 4×4 efficiently. We anticipate that in tasks that are well understood (such as image denoising), performance can be further improved by choosing better quantization schemes.
C. Results
We have computedπ as the empirical distribution of patches extracted from a subset of 12500 images from the ImageNet dataset, with 128 patches sampled per image, for a total of 1.6 million samples. The estimatorπ is smoothed by adding one pseudo-occurrence to each codeword. As can be expected from a highly structured dataset, the distribution ofπ is strongly skewed, and seems to follow a power law (see fig. 1 ).
We use the learned distributionπ to perform the denoising task on some standard image benchmarks [3] , and present some preliminary results in table I. For reference, we have also included a hard thresholding filter. It is interesting to note that it corresponds to the Q-MAP filter with π having a uniform distribution over key features, further highlighting the impact of the regularizer in the Q-MAP approach.
We note that the naïve patch estimator (28) can be expensive, as it may require an exhaustive search over all possible codewords. However, in practice, most codewords have negligible probability, and can be ignored. Further speed-up may be possible by pre-computing data structures to speed up the search.
VII. CONCLUSIONS
In this paper we have studied the problem of denoising general analog stationary processes. In the Bayesian setting, where the source full distribution is known, we have proposed a new denoiser, Q-MAP denoiser. We have characterized the asymptotic performance of the Q-MAP denoiser, as the power of noise approaches zeros, for i) stationary memoryless sources, and ii) structured 1-Markov sources. We have shown that the proposed method achieves optimal asymptotic performance, at least for i. to a learning-based denoising algorithm. Initial results showing an application of the proposed learning-based method in image denoising is presented.
