Abstract: Multiple-Input Multiple-Output (MIMO) systems are characterised by increased capacity and improved performance compared to the single-input single-output (SISO) systems. One of the main challenge in the design of MIMO systems is the detection of the transmitted signals due to the interference caused by the multiple simultaneously transmitted symbols from the multiple transmit antennas. Several detection techniques have been proposed in the literature in order to reduce the detection complexity, while maintaining the required quality of service. Among these low-complexity techniques is the Lattice Reduction (LR), which can provide good performance and significantly lower complexity compared to Maximum Likelihood (ML) detector. In this paper we propose to use the so-called Element-based Lattice Reduction (ELR) combined with K-Best detector for the sake of attaining a better Bit Error Ratio (BER) performance and lower complexity than the conventional Lenstra, Lanstra, and Lovasz (LLL) LR-aided detection. Additionally, we propose a hardware implementation for the ELR-aided K-Best detector for a MIMO system equipped with four transmit and four receive antennas. The ELR-aided K-Best detector requires an extra 18% increase in power consumption and an extra 20% in area overhead compared to a regular K-Best detector dispensing with ELR, where this increase in the hardware requirements is needed in order to achieve a 2 dB performance improvement at a bit error rate of 10 −5 .
Introduction
The demand for high data rate wireless services combined with the requirement for an increased Quality of Service (QoS) is driving the research and innovation in the wireless communications networks. Multiple-Input Multiple-Output (MIMO) techniques are characterised by an increased capacity as well as improved performance and hence the research in the MIMO design has seen a great interest for the last few years [1] [2] [3] . Recently, large-scale MIMOs have been proposed in order to scale up the MIMO gains [4, 5] , where, for example a large number of antennas can be implemented at the base station for supporting a large number of users.
MIMOs can be used to attain a multiplexing gain, where different transmit antennas transmit different symbols at the same time and using the same frequency. This increases the system throughput at the expense of having a more complex receiver for the sake of removing the interference imposed by the simultaneously transmitted symbols. As the number of transmit antennas increases, the detector complexity increases with the increase in the interference. Therefore, in large-scale MIMO systems, one of the main challenges is to reduce the detection complexity [6] [7] [8] .
The Maximum Likelihood (ML) detector offers the best possible Bit Error Ratio (BER) performance at the expense of an increased complexity, which becomes impractical in terms of hardware implementation as the number of antennas and constellation size increases. On the other hand, linear detectors, such as the Zero Forcing (ZF) detector, are simple to implement, which is at the expense of a significant performance degradation compared to the ML detector. Hence, Lattice Reduction (LR) aided detectors have been proposed for MIMO systems in order to achieve a near-ML performance with significantly lower complexity [9, 10] . Several algorithms have been proposed in the literature for performing Lattice Reduction such as the Lenstra, Lanstra, and Lovasz (LLL) algorithm [11] , the Korkine-Zolotareff (KZ) algorithm [12] and the Element-based Lattice Reduction (ELR) algorithm [13] . The difference between these algorithms lies in their complexity, which also affects their performance when used for MIMO detection. The ELR algorithm has been proposed as a reduced complexity LR algorithm, while performing better than the LLL-aided MIMO detectors, when the number of antennas in significantly high [13] . In large scale MIMOs, the ELR algorithm requires less number of arithmetic operations for the LR basis update than the LLL algorithm [13] . LLL-aided linear detectors were employed in [10, 14] to improve the performance of the conventional linear detectors dispensing with LR.
On the other hand, Sphere Decoder (SD) [15] was proposed in order to reduce the complexity of ML, while obtaining a near-ML performance. The SD searches only through those points that fall inside a sphere of radius r rather than do a full search as in the ML detector. There are many approaches to perform the tree search in the SD, where in this paper, we use the K-best algorithm [16, 17] . LLL-aided K-best detector has been proposed in [18] in order to reduce the performance gap between the LR-aided detectors and their ML counterpart [18] .
Recently, the ELR algorithm has been proposed for attaining an improved BER performance in large-scale MIMOs, while maintaining lower complexity compared to the LLL-aided detector [13] . Therefore, motivated by the results of [18] , where the performance of the K-Best detector was improved by performing LR of the channel matrix before the detection, in [19] we proposed to improve the large-scale MIMO detection performance by applying the ELR algorithm with the K-Best detector, which we refer to as ELR-aided K-Best detector. We have shown in [19] that the ELR-aided K-Best detector is capable of achieving an improved BER performance compared to the LLL-aided K-Best detector, while requiring a significantly lower complexity.
In this paper, we propose an efficient hardware architecture for implementing the ELR-aided K-Best detector, where we consider the design trade-off of the operating frequency, chip area and energy efficiency [20] . In [21] , an adaptive hardware implementation was proposed, that tries to minimize the energy consumed by using different detection methods including zero forcing and K-Best detection. The adaptation techniques were implemented with the aid of a control unit that selects the detector based on the received Signal to Noise Ratio (SNR). This design does indeed lower the power consumption of the decoder, but it comes at the cost of additional area requirement. Additionally, in [22] the authors focused on the parallelism of the K-Best detector, which can significantly improve the throughput and latency of the hardware implementation, where the different traversal paths of a K-Best tree search can be performed simultaneously. However, this also comes at the cost of more area as there are some replicated hardware blocks, which are run in parallel. Ref. [23] presented a LR-aided detector, which showed that LR aided detectors are viable in hardware and offer an improvement in BER at the cost of higher area overhead. Therefore, the main problem with the previous implementations, which were all for two transmit antenna and two receive antenna systems, is that the optimisations mainly came at the cost of an increased area requirement. Therefore, in this paper we propose a hardware efficient implementation of the ELR-aided K-Best detector, which is capable of significantly outperforming the K-Best detector, while requiring a small increase in the area overhead and power consumption compared to a K-Best detector dispensing with ELR.
Against this background the novel contributions of this paper can be summarized as follows:
• We analyze the ELR-aided K-Best detector for MIMO systems, where we consider the performance versus complexity trade-off of the design and compare this with the optimal ML detection.
We show that the proposed design has a significantly lower complexity than the ML detector, while attaining near-ML performance.
•
We then propose an efficient hardware architecture for implementing the ELR-aided K-Best detector, where we consider the design trade-off of the operating frequency, chip area and energy efficiency. We show that the proposed design requires a small increase in the area overhead and power consumption compared to a K-Best detector dispensing with ELR, while attaining a 2 dB performance improvement at a bit error rate of 10 −5 .
The rest of the paper is organized as follows. In Section 2 we present an overview of the MIMO system model used in this paper followed by Section 3, where the LR-aided MIMO detection is explained. In Section 3, we also present our proposed ELR-aided K-Best detector followed by the hardware implementation in Section 4. Finally, we present our conclusions in Section 5.
MIMO System Model
In this paper, we consider a MIMO system employing N transmit and M receive antennas as shown in Figure 1 , where the different transmit antennas transmit different data streams in order to attain a multiplexing gain [24] . The channel is considered to be flat fading, where the channels between the different transmit and different receive antennas are considered to be spatially uncorrelated and are independent and identically distributed. i ∈ X c is drawn from a complex constellation of P-Quadrature Amplitude Modulation (P-QAM), where P is the constellation size. Furthermore, the channel can be described by a complex matrix H c of size M × N, where H c changes independently from one frame to another. Therefore, the received signal y can be expressed as:
where
T is the received complex signal vector of size M × 1 and n c = [n c 1 , n c 2 , ..., n c M ] T represents the complex Additive White Gaussian Noise (AWGN) vector of size M × 1 with zero mean and variance N 0 . Given that there are different symbols transmitted from the different transmit antennas at the same time, these symbols will interfere with each other at the receiver side. Hence, the detector at the receiver should retrieve the transmitted vector x c from the received signal y c , which combines all the transmitted symbols.
In the previous paragraph, we have used the superscript c in the notations representing the transmitted symbol vector, received symbol vector, channel and noise in order to denote that these are complex valued. The complex model of (1) can be represented in an equivalent real model as follows:
where and represent the real and imaginary parts of a complex number, respectively. Additionally, (2) can be represented in the following form:
The equivalent real model of (3) has y = [y 1 , y 2 , ..., y 2M ] T and n = [n 1 , n 2 , ..., n 2M ] T both of size 2M × 1, while H has a size of 2M × 2N, and x = [x 1 , x 2 , ..., x 2N ] T of size 2N × 1. Using the equivalent real model, each x i ∈ X is drawn from the real constellation set of P-QAM as {−
In what follows, we use the equivalent real model for explaining the different detectors.
LR-Aided MIMO Detector Design
The ML detector requires to search through all possible constellation points of the transmitted symbol vector x in (3) within the lattice Hx, which can be expressed as x = arg min x∈X 2N y − Hx 2 . The ML detection requires high computational complexity. Hence, in order to reduce this complexity, LR-aided detectors were proposed in [9, 10] , where the channel matrix H in transformed into its equivalent channel matrix H, which is more orthogonal and better conditioned than H [25, 26] . The LR-aided detector uses the new orthogonal channel matrix H, which gives more reliable estimation for the received signal than that of the detector that uses the original channel matrix H [19] .
The new H matrix can be obtained by transforming the MIMO equation as follows [19] :
The new channel matrix is generated as H = HT, where T is a uni-modular matrix having a determinant of ±1 and integer entries. Then, using the model in (4), the detector requires decoding z = (T −1 x) from the reduced-lattice constellation and then recovers the original constellation point by x = Tz (Note that z ∈ Z integer set). Note that both Hx and Hz produce the same point in the lattice but H is more orthogonal than H. Various LR algorithms have been proposed in literature in order to produce the T matrix, where in this paper we focus on the LLL algorithm [11] and the ELR algorithm [13] .
LLL-Aided Detectors
We first present the LLL-aided detectors, where the LLL LR algorithm is used to obtain the T matrix [11] , which will result in a new channel matrix H = HT. Then, the new model in (4) is used in the detection process, where we first explain how the LLL is combined with the linear ZF detector and then we explain how the LLL can be combined with the K-Best detector.
In the LLL-aided ZF detector, the T matrix is evaluated and then the new channel matrix H is computed. Then, the equalisation matrix W = H −1 is obtained. Afterwards, W is multiplied by the received signal using the transformed MIMO model presented in (4) . The output of the LLL-aided ZF is z = z + H −1 n and since z = (T −1 x) ∈ Z, the original constellation symbols x can be recovered by multiplying with T after shifting, scaling and rounding as follows [10] :
where 1 2N×1 is a (2N × 1) vector of all 1 entries. On the other hand, in order to attain near-ML performance, ref. [18] showed that the performance of the K-Best detector can be improved by performing a LR preprocessing of the channel matrix prior to the K-Best detection. After obtaining the T matrix using the LLL algorithm, the new channel matrix H = HT can be attained. Then, the K-Best detection is applied to the new model in (4) , where the QR decomposition is performed for the new channel matrix as H = Q R, with R being an upper triangular matrix and Q a unitary matrix (A unitary matrix has the following property Q H = Q −1 , where H represented the Hermitian transpose).
After the QR decomposition, (4) can be reshaped from y = Hz + n to y = Q Rz + n. Then, the ML detection problem for z can be expressed as:
wherey = Q H y and z = (T −1 x). Note that y = (y − H1 2N×1 )/2, which is a shifted and scaled version of y [27] . From (6), the K-Best detector requires performing a tree search to detect z and then recovers the original symbols by multiplying with T after rescaling and re-shifting z as x = 2T( z) + 1 2N×1 .
A further improvement to the LLL-aided K-Best detector has been proposed in [27] by combining with the Minimum Mean Square Error (MMSE) regularization, where the channel matrix H is replaced with the extended H matrix and the received signal vector y is replaced with the extended y as follows:
and then the same K-Best detection process described above is applied. This is referred to as LLL-aided MMSE K-Best detector and has an improved performance compared to the LLL-aided K-Best detector.
ELR-Aided Detectors
In Section 3.1 LLL-aided detectors have been described, which are capable of achieving significant performance improvement compared to detectors not using LR [10, 14] . However, this performance improvement degrades gradually and starts to deviate from the ML performance as the number of antennas increases [13, 18] . This is due to the fact that the LLL algorithm is less efficient in large-scale MIMO system [13, 18] . Recently, Element-based Lattice Reduction (ELR) algorithm [13] has been proposed to perform lattice reduction for large-scale MIMO systems with an improved performance compared to the LLL algorithm, while also requiring lower complexity [13] . Furthermore, we have proposed in [19] an ELR-aided K-Best detector that is capable of outperforming the LLL-aided detectors when used for large-scale MIMO at a reduced complexity.
The ELR algorithm for evaluating the T matrix is shown in Table 1 . The ELR algorithm has been applied with ZF detector for large-scale MIMO in [13, 28] , where a significant performance improvement has been attained compared to the LLL-aided detectors. Table 1 . ELR algorithm [28] .
In [19] , we proposed to further improve the performance of ELR-aided detectors by employing the ELR algorithm before the K-Best detection process for large-scale MIMO. Our proposed ELR-aided K-Best detector can achieve an improved BER performance compared to the LLL-aided detectors, while requiring significantly lower complexity. The ELR-aided K-Best detection process is similar to that described in Section 3.1 with the difference that it adopts the ELR algorithm described in Table 1 in order to produce the T matrix used to obtain the new channel matrix H = HT.
The proposed ELR-aided K-Best detector can be further enhanced by employing MMSE regularization as described in Section 3.1 to obtain the ELR-aided MMSE K-Best detector. The above-proposed ELR-aided K-Best and ELR-aided MMSE K-Best detectors can perform better than the state-of-the-art detectors including LLL-aided K-Best and LLL-aided MMSE K-Best detectors, while at the same time requiring lower complexity. The reduction in the complexity is mainly due to the fact that the number of the arithmetic operations required by ELR algorithm for basis updates is lower than the LLL algorithm as explained in [13] .
Performance Analysis
In this section, we present the performance analysis of the ELR-aided detectors, where we compare the BER as well as complexity of the ELR-and LLL-aided detectors. Then, we analyse the performance difference between the ELR-aided K-Best detector and the K-Best detector, which forms the basis for our hardware implementation proposed architecture in Section 4.
First, we compare the BER performance of the ELR-aided detectors with the benchmark techniques described in Section 3.1 using the LLL-aided detection, when employed to MIMO systems. This comparison is included in order to show the benefits of the proposed ELR-aided K-Best decoder design compared to its benchmarkers in large-scale MIMO systems. We performed Matlab simulation for a large-scale MIMO system employing N = 200 transmit and M = 200 receive antennas, while employing 64-QAM. In our simulations we considered Rayleigh fading channels, where the channels between the different transmit and receive antennas are independent. The simulation parameters are included in Table 2 , where we have opted to use N = M = 200 to compare with the results reported in [29] . Additionally, in the simulation set up, we have assumed the channel state information is perfectly estimated at the receiver and we also consider perfect synchronisation of the transmit antennas. Figure 2 shows the BER performance comparison of the various decoding techniques (Note that in the figure we do not show the performance of the ML detector due to its extremely high complexity for simulation with our configuration). As shown in Figure 2 the BER performance of the ZF detector forms as an upper bound on the BER performance of the other detectors, while the ZF detector has the lowest computational complexity. When LR is combined with the ZF detection, Figure 2 shows that significant performance improvement can be attained compared to the ZF detector dispensing with LR. Additionally, it can be seen from Figure 2 that the ELR-aided ZF detector has a better performance that its LLL-aided counterpart. The aim of the LR-aided detectors is to attain a sub-optimal performance close to that of the ML, while requiring significantly lower complexity than the ML detector. The simulation results in Figure 2 for the LLL-aided detectors show BER performance improvements for the simulated large-scale MIMO compared to the ZF performance. Additionally, the proposed ELR-aided detectors show performance improvement compared to their LLL-aided counterparts. For example, the proposed ELR-aided K-Best detector is capable of attaining a 2 dB performance gain compared to its LLL-aided counterpart at BER of 10 −5 . Additionally, the ELR-aided MMSE K-Best detector outperforms its LLL-aided counterpart by about 3 dBs at BER of 10 −5 . Explicitly, the ELR-aided detector requires lower SNR to attain any BER compared to the LLL-aided detector, which means that it requires lower transmit power.
After we have established that the ELR-aided detectors are capable of attaining an improved performance compared to their LLL-aided detectors, in the following we analyse the complexity difference between these detectors. We consider the complexity in terms of the number of arithmetic operations including real additions and real multiplications. Given that the detection techniques are the same in the ELR and LLL-aided detectors, we compare the complexity of the LLL and the ELR algorithms for performing the LR. Figure 3 shows the average number of arithmetic operations for the basis update in the LLL and ELR algorithms versus the number of MIMO transmit and receive antennas, where the plot assumes the same number of transmit and receive antennas. As shown in Figure 3 , the ELR has a significantly lower number of arithmetic operations than the LLL algorithm, which is consistent for all number of antennas. The ELR requires nearly an order of magnitude less arithmetic operations that the LLL algorithm, as shown in Figure 3 . Therefore, we can conclude that our proposed ELR-aided detectors will require significantly lower complexity than their LLL-aided counterparts, while at the same time achieving better performance. Therefore, in our hardware implementation of the LR-aided K-Best detector we aim to utilise the ELR algorithm, which is capable of attaining a better performance and has a lower complexity. In Figure 4 we show the performance of the ML, K-Best and ELR K-Best detectors when applied to MIMO system employing four transmit and receive antennas. As shown in the Figure, the ELR-aided K-Best detector is capable of outperforming the K-Best detector and attains a closer-to-ML performance. Furthermore, in Figure 5 we show the SNR performance gap from the ML detector for the K-Best and ELR-aided K-Best detectors to attain a BER of 10 −5 . The performance gap is evaluated as the difference in the SNR required to attain a BER of 10 −5 between the two detectors and the ML detector for a variable number of transmit and receive antennas. As shown in Figure 5 the performance gap from ML of the ELR-aided K-Best detector is always smaller than that for the K-Best detector. In the following section we describe the hardware implementation of the ELR-aided K-Best detector when applied to a MIMO system utilising four transmit and four receive antennas. 
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Hardware Design
We have designed a hardware architecture for the above-described MIMO detector utilising four transmit and four receive antennas, which can be seen in Figure 6 . The architecture of Figure 6 is based on the ELR-aided K-Best algorithm for a MIMO system utilising QAM and K = 2. We first developed a software model of the decoder using MATLAB, which was used for functional verification of the implementation and also used to produce the BER results in the previous sections. Then, we implemented the proposed architecture in "System Verilog". The operation principles of the design are as follows. First, the decoder takes y and H as inputs, where in the considered 4 × 4 MIMO system, y is a 4 × 1 vector of complex numbers and H is a 4 × 4 matrix of complex numbers. Therefore, in order to simplify the mathematical matrix operations in the hardware implementation, y and H are converted to a real vector and real matrix, respectively, using the YC2R and HC2R modules in Figure 6 . After the complex-to-real matrix conversion shown in Figure 6 the matrix C = (H H H) −1 is produced, which is then followed by the ELR operation shown in Table 1 . We have implemented a pipeline of three functional blocks shown in Figure 6 , namely the ELR block which produces the matrix T, followed by a matrix inversion and then matrix transpose (TSPS) stage. This pipelining approach has helped to improve the throughput of this block and made it easier to test and debug its functionality. Afterwards, the received signal Y and the ELR-aided channel matrix H are scaled and shifted as described in Section 3 and as shown in Figure 6 . Then, QR decomposition is applied as described in Section 3, where the QR decomposition transforms a matrix A into the product of an orthogonal matrix Q and an upper right triangular matrix R. The QR decomposition is typically achieved using the Given Rotations algorithm [30] .
In the proposed decoder, the QR decomposition is implemented using a systolic array of 36 elements of CORDIC operations. CORDIC stands for Coordinate Rotation Digital Computer and is an algorithm used to implement trigonometric functions in hardware. This is done by either CORDIC vectors or rotations. The main idea is to keep rotating a given vector by a reducing angle over and over again up to a certain accuracy [31] . For example, in the first iteration, the vector can be rotated by 45 degrees clockwise. If this overshoots, then the next rotation would be 22.5 degrees counterclockwise, otherwise if no overshooting occurs then 22.5 degrees are applied clockwise. This is repeated for a number of times specified by the designer. For the purposes of this project 15 stages were used to achieve higher accuracy.
After the QR decomposition, the decoder performs the K-Best detection based on a breadth-first tree search algorithm, which expands a fixed number of K nodes at each level. This can be implemented using a pipelined architectures. More details on this can be found in [17] . To reduce the complexity of the K-Best block, K was set to 2, which mean at each level of the tree search 2 out of 8 nodes are explored and this is shown to produce satisfactory results as shown in Section 3. Higher K values may improve the accuracy of the K-Best algorithm but at the expenses of more computational power and longer execution time. Then, after the K-Best operation, the (select min) block in Figure 6 finds the solution with the minimum costs, which is then shifted and scaled as shown in Figure 6 followed by complex-to-real transformation in order to recover the transmitted symbol x.
The choice of the word length can greatly affect the hardware cost of the detector and its BER performance, where longer word lengths would results in a better performance as well as higher hardware costs in terms of area overhead and energy consumption. Figure 7 shows the BER attained at SNR = 30 dB for a 4 × 4 MIMO, while varying the word length. As shown in Figure 7 , increasing the word length results in a reduced BER performance. Our experiments indicated that a word length of 9 bits would achieve the required performance, so it was adopted in our design.
The design was modelled using "System Verilog" and implemented using 32 nm standard CMOS technology. In the following, we will provide more details on the design of the two main blocks in our proposed architecture, namely the Element-Based Lattice Reduction module and the QR decomposition module. Additionally, we will present a detailed analysis of the design overheads. 
Hardware Implementation and Test of the Element-Based Lattice Reduction
The main body of the ELR algorithm was implemented using 12 states in hardware. First, T is initialized to the identity matrix and λ is initialized to all ones so that the condition of having λ equal to zeros in step 4 of the algorithm in Table 1 does not break from the loop. Following that entries on each row of C are divided by the equivalent row element from the matrix diagonal, e.g., C (1, 3) is divided by C (1, 1) . The value of this operation is stored in λ. After traversing the entire C matrix, λ is checked to see of all of its values are zeros. If that condition is true then the ELR algorithm is done, otherwise the largest value in C and λ are found and then they are used to update matrix T and C as shown in steps 9-11 in Table 1 . This process keeps repeating until the condition of λ being all zeros is met and then T is delivered as the output of the ELR block. In hardware T is then passed to a matrix transpose and matrix inverse blocks to perform step 13 of Table 1 .
As described in Table 1 , the ELR algorithm uses a while (true) loop and breaks out of it when a certain condition is met. This is generally undesirable and through initial testing of the algorithm it was determined that there are inputs for which this algorithm keeps looping forever. To solve this issue, a counter was added which is incremented at the end of each full iteration. If that counter reaches 20, then the algorithm will exit the while loop and use the current value of T as the output. This has shown to work fine as the final estimation is not affected much by this change. One final note on the algorithm is that when it takes up to 20 iterations, it is significantly the most computationally demanding block of the decoder and takes the largest number of clock cycles (up to 12,000 clock cycles). Additionally, two combinational blocks were designed to be used within the ELR block. Those were the max and rounding blocks which as their names suggest find the maximum number between a set of inputs and round a number up or down respectively.
Finally, in order to test and validate the design, simulations were run with different sets of inputs. These inputs were then compared to MATLAB simulations for verification. The test results showed correct functionality of the implemented hardware.
Hardware Implementation and Test of the QR decomposition
QR decomposition is a matrix decomposition, for example of a given matrix A, into Q and R which are an orthogonal matrix and an upper right triangular matrix, respectively. On the algorithmic level there are several ways to achieve this, but for a hardware implementation usually 'Givens Rotations' are used to achieve this with the use of CORDIC operations. In order to apply the Givens Rotations to an 8 × 8 matrix, a systolic array was designed to accommodate the CORDIC vectoring and rotations. For the implementation of the proposed decoder the matrices were converted from complex to real, as shown in the design of Figure 8 . As shown Figure 8 there are 2 main types of blocks in the systolic array. The first is the delay unit (DU), which takes inputs from the northern port and passes it to the eastern port as output after a specified delay. This specific delay is basically the time required for a processing element (PE) to produce an output. The PE is a processing element, which is where the real operations are carried out. A PE block takes 2 data inputs and produces 2 data outputs as well as 2 control signal inputs and 2 control signal outputs. Then, depending on the mode decided by the control signal coming in from the western port, the PE block operates in vectoring mode or rotating mode. These modes differ for complex numbers and real numbers. Since our implementation is for real numbers as shown in Figure 8 , we will discuss how the PE blocks operate for the real values. In vectoring mode, the PE block takes both inputs, x and y, and calculates the angle z as follows:
Then z is stored internally. Its outputs are the modulus of the inputs presented at the eastern port, and the southern port just gives out a zero. When the mode specifics CORDIC rotations, the inputs are multiplied by the angle z stored internally as mentioned earlier, and the rotated outputs x and y are presented at the eastern and southern ports respectively. To test the QR decomposition module, Modelsim waveforms were produced and compared to MATLAB results, which showed correct functionality of the implemented hardware.
Design Analysis
To estimate the complexity of the design, we have estimated the area and power consumption of the main blocks as detailed in Table 3 . As it can be seen, the QR decomposition block consumes the largest area of the design. This is because for 8 × 8 decomposition 26 processing elements and 8 delay units were used. As mentioned previously, the decision was made to simplify the design by converting the inputs from complex to real. However, if QR decomposition for 4 × 4 matrix would be used, this could save up around 25% of the area consumed by the QR block. Unfortunately, this optimization in the QR block would lead to more area overhead in other parts of the design including the matrix multiplication and inverting blocks as well as normal embedded multipliers used in other blocks. As a result, it has been concluded that 8 × 8 QR decomposition is necessary and this cost of area is actually the best option. Other modules that take up a significant area in the design are the K-best and ELR blocks. Then concerning the power, the QR block consumes the most power due its size and complexity. Additionally, the ELR and K-best blocks consume a reasonable chunk of the power due to similar reasons. However, it is noticeable that the 'scale and shift' and the 'shift and scale' blocks consume power at the same level as the ELR and K-best blocks. This is due to the use of many multipliers and shifters in order to carry out the desired operations in those blocks.
Finally, Area and power costs are estimated for both the proposed detector and for a conventional K-Best design [17] , where we summarise the overall results in Table 4 . In Table 4 , we have included the attainable BER achieved at a SNR=30 dB, while we have shown previously that the ELR-aided detector requires lower SNR to attain any BER compared to the detector dispensing with ELR. Hence, the results in Table 4 can be extended to any SNR to show that at any SNR the ELR-aided detector attains a lower BER. This can be extended as follows: given a target BER, the ELR-aided detector will require lower SNR to attain the target BER and hence a lower transmit power compare with the detector not using the ELR. The results indicates that the proposed design incurs 20% more area and consumes 18% more power compared to the conventional design dispensing with ELR, but this may be a small price to pay given the significant increase in the BER performance described in Section 3. 
Conclusions
In this paper, we proposed an ELR-aided K-Best detector with its hardware implementation, that is capable of improving the performance of the LR-aided K-Best detectors for MIMO systems. Our proposed ELR-aided detectors are capable of outperforming their benchmark techniques, while requiring significantly lower complexity. Explicitly, the ELR-aided detectors are capable of attaining around 3.5 dB performance improvement at BER of 10 −5 compared to the K-Best detector when considering a MIMO system with 4 transmit and 4 receive antennas. A hardware implementation of the proposed ELR-aided K-Best detector has been developed and verified using 32 nm standard CMOS technology. Our cost analysis indicate that the performance gains are at the expense of an increase in power consumption and area overhead by 18% and 20%, respectively, compared to the conventional K-Best detector dispensing with LR.
