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1 Einleitung
Die Modelle der betriebswirtschaftlichen Steuerlehre werden zunehmend komplexer1.
Ein Grund dafür ist die zunehmend komplexere Rechtslage. Dies gilt sowohl für den
nationalen als auch für den internationalen Kontext. Besonders bei Berücksichtigung
internationaler Sachverhalte führt das Zusammenspiel der nationalen Rechtslage und
bilateralen Abkommen zu Problemen bei der Modellierung betriebswirtschaftlicher Vor-
teilhaftigkeitsüberlegungen. Ursachen hierfür sind vor allem Wahlrechte und ihre Be-
schränkungen.
Um im Rahmen von Vorteilhaftigkeitsvergleichen die optimale Handlungsalternative
bestimmen zu können, wie z.B. bei der Wahl der optimalen Investitionsalternative2, der
Rechtsformwahl3, der Wahl der optimalen Gewinnermittlungsmethode oder der opti-
malen Repatriierungspolitik4, sind jeweils die steuerrechtlichen Regelungen zu berück-
sichtigen. Modelle, die die Entscheidungsﬁndung unter Berücksichtigung der Rechtslage
abbilden, stehen jedoch oft vor dem Problem, dass die optimale Handlungsalternative
nicht exakt bestimmt werden kann, da die Implementierung gesetzlicher Regelungen
die technische Bestimmung des Optimums verhindert.
Ein Grund für nicht exakt lösbare Modelle kann die zu verwendende Tariﬀunktion
sein. Tariﬀunktionen wie z.B. die deutsche Einkommensteuertariﬀunktion sind meist
abschnittsweise deﬁniert und nicht diﬀerenzierbar5. Eine Möglichkeit der Umgehung
dieses Problems stellt die Interpolation der Tariﬀunktion durch Polynome dar.
Im Folgenden wird gezeigt, welche Interpolationsverfahren grundsätzlich zur Interpo-
lation einer Tariﬀunktion zur Verfügung stehen. Beispielhaft wurde dazu die deutsche
1 Vgl. z.B. Sureth (1999), Niemann (2001), König/Wosnitza (2004), Knirsch (2005), Schneider (2005),
Niemann (2006).
2 Zu Modellen der steuerlichen Optimierung vgl. Wagner (2005).
3 Vgl. König/Sureth (2002) und Maiterth/Sureth (2006).
4 Vgl. Niemann (2006).
5 Zur Verwendung progressiver Tariﬀunktionen in Repatriierungsmodellen vgl. Niemann (2006).
12 Die deutsche Einkommensteuertariﬀunktion 2006
Einkommensteuertariﬀunktion6 für den Veranlagungszeitraum 2006 gewählt. Zunächst
werden in Kapitel 3 drei klassische Polynominterpolationsverfahren vorgestellt, be-
vor in Kapitel 4 die Spline-Interpolation dargestellt wird. Kapitel 5 zeigt, wie mittels
Spline-Interpolation ausschließlich die nichtdiﬀerenzierbaren Stellen interpoliert werden
können. Kapitel 6 schließt.
2 Die deutsche Einkommensteuertariﬀunktion 2006
Die zu interpolierende deutsche Tariﬀunktion für den Veranlagungszeitraum 2006 nach
§ 32a (1) EStG in Abhängigkeit des zu versteuernden Einkommens e lautet7
S(e) =
8
> > > > > > <
> > > > > > :
0 für 0 · e < 7:665 I
(883;74 ¢
(e¡7:664)
10:000 + 1:500) ¢
(e¡7:664)
10:000 für 7:665 · e · 12:739 II
(228;74 ¢
(e¡12:739)
10:000 + 2:397) ¢
(e¡12:739)
10:000 + 989 für 12:739 < e < 52:152 III
0;42 ¢ e ¡ 7:914 für e ¸ 52:152 IV;
wobei S die Einkommensteuer darstellt. Die Abschnitte bzw. Intervalle II und III sind
dabei nichtlinearer Natur. Die Abschnitte I und IV sind linear. Soll die Tariﬀunkti-
on diﬀerenziert werden, muss jede Teilfunktion diﬀerenziert werden. Die Nichtdiﬀe-
renzierbarkeit der Tariﬀunktion beschränkt sich auf die Intervallgrenzen, da für die
Intervallgrenze kein eindeutiger Diﬀerentialquotient bestimmbar ist8. Für die Diﬀeren-
zierbarkeit der Intervallgrenzen muss der rechtsseitige und linksseitige Grenzsteuersatz
übereinstimmen, d.h. es muss gelten9
6 Im Folgenden wird an Stelle des Begriﬀs Einkommensteuertariﬀunkton der Begriﬀ Tariﬀunktion
verwendet.
7 Nach § 32a (1) EStG beträgt die obere Grenze der ersten Teilfunktion e 7.664 und nicht e 7.665.
Ebenso beträgt die untere Grenze der dritten Teilfunktion nicht e 12.739, sondern e 12.740. Die
Intervallgrenzen wurden angepasst, um Stetigkeit zu garantieren.
8 Die Rundung des Steuerbetrags auf den nächsten vollen Euro gemäß § 32a (3) S. 3 EStG wird nicht
berücksichtigt, da die Funktion die Bedingung der Stetigkeit sonst nicht erfüllen würde.









fII(e0 + ¢e) ¡ fII(e0)
¢e
; (1)
wobei e0 die jeweilige Intervallgrenze und fi(e0), mit i = I, II, III, IV, die Teilfunkti-
on darstellt. Die Diﬀerentialquotienten der drei Grenzen bei e 7.665, e 12.739 und
e 52.152 sind in Tabelle 1 dargestellt.
linksseitiger rechtsseitiger
e0 Grenzsteuersatz Grenzsteuersatz Vergleich
7.665 f0
I(e0) = 0 f0
II(e0) = 0;15 0 6= 0;15
12.739 f0
II(e0) = 0;239717 f0
III(e0) = 0;239705 0;239717 6= 0;239705
52.152 f0
III(e0) = 0;420007 f0
IV (e0) = 0;42 0;420007 6= 0;42
Tabelle 1: Diﬀerentialquotienten an den Intervallgrenzen der Tariﬀunktion.
Da sich die Werte der Diﬀerentialquotienten nicht entsprechen, ist die Tariﬀunktion
an diesen Stellen nicht diﬀerenzierbar. Zur analytischen Lösung von Modellen muss je-
doch für die Bestimmung von Optima zweifache Diﬀerenzierbarkeit gewährleistet sein.
Die Umgehung des Problems der Nichtdiﬀerenzierbarkeit kann durch Verwendung von
Funktionen, die der zugrundeliegenden Originalfunktion näherungsweise entsprechen
und diﬀerenzierbar sind (Interpolationsfunktionen), umgangen werden. In den folgen-




Bei Interpolationsverfahren wird eine Funktion gesucht, die die Originalfunktion ap-














Abbildung 1: Beispiel Knotenpunkte
Diﬀerenzierbarkeit erfüllt. Die zweifache Diﬀerenzierbarkeit muss gewährleistet sein,
damit bei der Bestimmung des Optimums mittels Diﬀerentiation überprüft werden
kann ob die hinreichende Bedingung erfüllt ist. Im Folgenden werden zur Interpolation
der Tariﬀunktion Polynome verwendet. Polynomfunktionen haben den Vorteil, dass
sie so gewählt werden können, dass sie n-mal diﬀerenzierbar sind. Die Ermittlung der
Polynomfunktionen erfolgt beispielhaft anhand der monomialen Basis, Lagrange-Basis
und Newton-Basis. Als Basis werden die Polynome bezeichnet, aus denen die gesuchte
Interpolationsfunktion generiert wird.
Gesucht ist eine Polynomfunktion q(e), die durch eine vorgegebene Anzahl n an vorde-
ﬁnierten Knotenpunkten verlaufen soll. Die Abszissenwerte (x-Werte) ei der Knoten-
punkte, die sog. Stützstellen, stellen das zu versteuernde Einkommen dar, während die
zugehörigen Ordinatenwerte (y-Werte) S(ei) die absolute Einkommensteuerlast dar-
stellen, die sich durch Einfügen der Abszissenwerte in die deutsche Einkommensteuer-
tariﬀunktion 2006 aus Abschnitt 2 ergeben. In Abbildung 1 sind zwei Knotenpunkte
beispielhaft dargestellt. Unter allen Polynomen gibt es genau eines, welches die Interpo-
lationsaufgabe löst. D.h. alle drei in den folgenden Abschnitten vorgestellten Methoden




Die gesuchte Polynomfunktion ergibt sich bei Verwendung der monomialen Basis aus
Polynomen der Form f1;e;e2;:::;eng10. Sind n+1 paarweise verschiedene Knotenpunk-
te mit den Stützstellen ei und den zugehörigen Ordinatenwerten Si = S(ei) vorgegeben,





j; aj ² R; (2)
wobei aj die gesuchten Koeﬃzienten darstellen und für die einzelnen Ordinatenwerte
Si gilt




j i = 0;:::;n: (3)
D.h. n+1 Knotenpunkte führen zu einem linearen Gleichungssystem mit n+1 Glei-
chungen.












1 e0 ::: en
0
. . . ... . . .

































































M ¢ a = s:
(4)
Zur Ermittlung der Koeﬃzienten aj ist die Inverse von M von links mit dem Vektor
der Ordinatenwerte s zu multiplizieren.
a = M
¡1 ¢ s (5)
10Vgl. Phillips (2003), S. 3.
53.2 Monomiale Basis




1 e e2 e3 ::: en
´
; (6)
erhält man die gesuchte Polynomfunktion q(e) vom Grade n der Form
q(e) = a0 + a1 ¢ e + a2 ¢ e






Die Nachteile der Polynominterpolation mit Monomen sind:
1. Die Lösung des linearen Gleichungssystems kann für große n zu numerischen
Problemen führen.
2. Wird nur ein Knoten geändert oder wird ein Knoten hinzugefügt, muß das ganze
System neu gelöst werden.
3. Durch Monomeninterpolation entstehende Teilfunktionen können in der Regel
nur mit C0-Stetigkeit aneinander gefügt werden11.
4. Mit zunehmendem Polynomgrad werden die Funktionen welliger, d.h. die Inter-
polation im vorgegebenen Intervall [e0;en] wird mit zunehmendem Polynomgrad
besser, da mehr Stützpunkte zur Verfügung stehen. Allerdings wird die Interpo-
lation außerhalb des Intervalls sehr ungenau.
3.2.2 Beispiel
Gegeben seien die folgenden Stützstellen ei, für i=0;:::;3, und die zugehörigen Or-
dinatenwerte Si, die sich durch Anwendung der Tariﬀunktion auf das zu versteuernde
11C0-Stetigkeit bedeutet Positionsstetigkeit. Diese gilt, wenn die Endpunkte zweier Kurven oder Flä-
chen zusammentreﬀen. Das bloße Zusammentreﬀen an den Endpunkten bedeutet jedoch nicht, dass




(e0;S0) = (8:000;51;4) (e2;S2) = (60:000;17:286)
(e1;S1) = (30:000;5:807;97) (e3;S3) = (100:000;34:086)
Tabelle 2: Stützstellen mit zugehörigen Ordinatenwerten.
Mit den in Tabelle 2 gegebenen Knotenpunkten ergibt sich unter Verwendung von
Gleichung (3) das folgende lineare Gleichungssystem
a0 + a1 ¢ 8:000 + a2 ¢ 8:0002 + a3 ¢ 8:0003 = 51;4
a0 + a1 ¢ 30:000 + a2 ¢ 30:0002 + a3 ¢ 30:0003 = 5:807;97
a0 + a1 ¢ 60:000 + a2 ¢ 60:0002 + a3 ¢ 60:0003 = 17:286
a0 + a1 ¢ 100:000 + a2 ¢ 100:0003 + a3 ¢ 100:0003 = 34:086;
(8)









1 8:000 8:0002 8:0003
1 30:000 30:0002 30:0003
1 60:000 60:0002 60:0003



















































M ¢ a = s:
(9)
Gesucht ist der Koeﬃzientenvektor a, der die Koeﬃzienten a0;:::;a3 enthält. Zur Lö-
sung des Gleichungssystem muss deshalb die Inverse von M mit dem Vektor der Ordi-




¡1:203;323524; 0;124214; 4;234033 £ 10¡6; ¡1;947242 £ 10¡11
´
: (10)






1 e e2 e3
´
(11)
erhält man die gesuchte Polynomfunktion q(e)
q(e) = ¡1:203;323524 + 0;124214e + 4;234033 £ 10
¡6e
2 ¡ 1;947242 £ 10
¡11e
3: (12)
Abbildung (2) zeigt die vier Polynome, die auf der Grundlage der monomialen Basis
ermittelt wurden und durch die man durch Linearkombination die gesuchte Funktion
q(e) erhält. Die gesamte Interpolationsfunktion q(e) und die Tariﬀunktion S(e) sind in
Abbildung 6(a) bzw. 6(b) auf Seite 19 dargestellt.









































Das Lagrange-Verfahren ist im Vergleich zur Polynominterpolation auf monomialer
Basis einfach zu programmieren, da kein lineares Gleichungssystem zu lösen ist. Sind
n+1 paarweise verschiedene Knotenpunkte mit den Stützstellen ei und den zugehörigen





(e ¡ e0)(e ¡ e1):::(e ¡ ei¡1)(e ¡ ei+1):::(e ¡ en)
(ei ¡ e0)(ei ¡ e1):::(ei ¡ ei¡1)(ei ¡ ei+1):::(ei ¡ en)
: (13)

















Die Nachteile der Lagrange-Interpolation entsprechen denjenigen der Interpolation mit
Monomen. Im Vergleich zur monomialen Basis hat das Lagrange-Verfahren jedoch den
Vorteil, dass die Koeﬃzienten nicht ermittelt werden müssen, da diese mit den Ordi-
natenwerten der Knotenpunkte übereinstimmen.
13Vgl. Davis (1975), S. 33, Bojanov/Hakopian/Sahakian (1993), S. 1f. und De Boor (2001), S. 2f.
93.3 Lagrange-Basis
3.3.2 Beispiel













= 87;903737 ¡ 0;00527e + 9;278622 £ 10
¡8e














= ¡6:034;259229 + 0;915196e ¡ 0;000021e














= 6:648;461538 ¡ 1;119157e + 0;000038e














= ¡1:905;428571 + 0;33345e ¡ 0;000013e
2 + 1;323214 £ 10
¡10e
3:
Die Addition der vier Polynome ergibt die gesuchte Funktion q(e), die der Funktion
aus Gleichung (12) entspricht.
Abbildung (3) zeigt die vier Polynome auf Lagrange-Basis, durch die man die gesuchte
Funktion q(e) erhält. Die Nullstellen der Polynome beﬁnden sich jeweils an den Stütz-
stellen ei für L3
i(e) und i 6= k. Im Gegensatz zu den Polynomen bei monomialer Basis
aus Abbildung 2 handelt es sich bei allen Polynomen der Lagrange-Basis um Polynome
dritten Grades14.
14Die Interpolationsfunktion q(e) und die Tariﬀunktion S(e) sind in Abbildung 6(a) bzw. 6(b) auf
Seite 19 dargestellt.
103.4 Newton-Basis









































Isaac Newton fand einen weiteren Weg, interpolierende Polynomfunktionen zu konstru-
ieren. Anstatt der Verwendung der monomialen Basis oder der Elementarbasis nach





1; i = 0
(e ¡ e0)(e ¡ e1):::(e ¡ ei¡1); 1 · i < n:
(16)
15Vgl. Phillips (2003), S. 4. Zur Newton-Interpolation vgl. auch De Boor (2001), S. 3ﬀ.
113.4 Newton-Basis
Die gesuchte Funktion qn(e) mit den Koeﬃzienten a0;:::;an lautet dann
qn(e) = a0¼0(e) + a1¼1(e) + ¢¢¢ + an¼n(e): (17)
Die Ermittlung der Koeﬃzienten a0;:::;an erfolgt durch Gleichsetzen von q(ej) und
S(ej), d.h.
q(ej) = S(ej); 0 · j · n: (18)
Dies führt zu dem linearen Gleichungssystem






S(e1) = a0 + a1(e1 ¡ e0)
S(e2) = a0 + a1(e2 ¡ e0) + a2(e2 ¡ e0)(e2 ¡ e1) (20)
. . .
S(en) = a0 + a1(en ¡ e0) + ¢¢¢ + an(en ¡ e0)(en ¡ e1):::(en ¡ en¡1):
Das Gleichungssytem (20) hat in Matrizenschreibweise die Form
M ¢ a = s (21)




a0 a1 ::: an
´
; (22)





















¼0(e0) 0 0 ::: 0
¼0(e1) ¼1(e1) 0 ::: 0
¼0(e2) ¼1(e2) ¼2(e2) ::: 0
. . .
. . .
. . . ... . . .













ergibt. Die erste Spalte der Matrix M, d.h. ¼0(e0);¼0(e1);:::;¼0(en), besteht aus Ein-
sen, da a0 = S(e0), wie aus Gleichung (20) ersichtlich ist. Die Lösung des Gleichungs-
systems erhält man durch Bildung der Inversen von M und Multiplikation mit s von




1 ¼1(e) ¼2(e) ::: ¼i¡1(e)
´
; i = 1;:::;n (25)
der aus der Hauptdiagonalen der Matrix M besteht, multipliziert. Das gesuchte Poly-
nom q(e) ergibt sich deshalb aus
q(e) = ¼i(e)
T ¢ a: (26)
3.4.2 Lösung mittels Newtonschem Steigungsspiegel
Zur Ermittlung der gesuchten Funktion q(e) existiert ein weiterer Lösungsweg. Dabei
werden die gesuchten Koeﬃzienten a0;a1;:::;an durch sukzessive Vorwärtssubstitution
ermittelt. Zur schnellen Lösung bietet die Theorie der dividierten Diﬀerenzen einen
einfachen Algorithmus, der im Newtonschen Steigungsspiegel übersichtlich ausgeführt
werden kann16.
Ausgehend von der ersten Gleichung von Gleichungssystem (20) ist bekannt, dass a0 =
S(e0) gilt. Wird für a0 nun S(e0) in die zweite Gleichung von Gleichungssystem (20)
16Vgl. Phillips (2003), S. 5ﬀ.
133.4 Newton-Basis





Das bedeutet, dass die Koeﬃzienten als Funktion der vorangegangenen Stützstellen
ausgedrückt werden können. Formal gilt deshalb
aj = f(e0;e1;:::;ej); 0 · j · n: (28)
Der Koeﬃzient aj wird auch als j¡te dividierte Diﬀerenz bezeichnet. Gleichung (17)
lässt sich jetzt schreiben als
qn(e) = f(e0)¼0(e) + f(e0;e1)¼1(e) + ¢¢¢ + f(e0;e1;:::;en)¼n(e): (29)








Diese Funktion ist symmetrisch in ihren Argumenten ej. Das bedeutet, dass die Rei-
henfolge der Argumente irrelevant ist. Für a3 = f(e0;e1;e2) ergibt zum Beispiel
f(e0;e1;e2) =
S(e0)
(e0 ¡ e1)(e0 ¡ e2)
+
S(e1)
(e1 ¡ e0)(e1 ¡ e2)
+
S(e2)
(e2 ¡ e1)(e2 ¡ e0)
(31)






gilt. Dies ist die Voraussetzung zur Erstellung des Newtonschen Steigungsspiegels. Für
n=3 ergibt sich der Newtonsche Steigungsspiegel wie folgt:






















Abbildung 4: Newtonscher Steigungsspiegel
wobei Si = S(ei) und f01 = f(e0;e1).
3.4.3 Beispiel











1 0 0 0
1 (e1 ¡ e0) 0 0
1 (e2 ¡ e0) (e2 ¡ e0)(e2 ¡ e1) 0















51;4 5:807;97 17:286 34:086
´
: (34)













1 (e ¡ e0) (e ¡ e0)(e ¡ e1) (e ¡ e0)(e ¡ e1)(e ¡ e2)
´
(36)
ergibt das äquivalente gesuchte Polynom q(e) wie bei der Lagrange-Interpolation und
der Polynominterpolation auf monomialer Basis.
Ermittelt man die gesuchte Polynomfunktion q(e) mittels Newtonschem Steigungsspie-
gel, setzt sich q(e) wie folgt zusammen:
q(e) = S(e0) + f01(e ¡ e0) + f012(e ¡ e0)(e ¡ e1) + f0123(e ¡ e0)(e ¡ e1)(e ¡ e2): (37)











































5;34274 £ 10¡7 ¡ 2;32574 £ 10¡6
100:000 ¡ 60:000
= ¡1;94724 £ 10
¡11:
163.4 Newton-Basis


































Abbildung 5: Polynome auf Newton Basis.
Setzt man S(e0), die dividierten Diﬀerenzen und die gegebenen Stützstellen e0;:::;en¡1
in Gleichung (37) ein, erhält man nach Zusammenfassung ebenfalls die Polynomfunk-
tion aus Gleichung (10).
Abbildung (5) zeigt die vier Polynome, generiert auf Basis der Newton-Polynome, durch
die man durch Addition die gesuchte Funktion q(e) erhält. Die Polynome sind wie bei
der monomialen Basis vom Grade 0;1;2 und 3.
173.5 Vergleich der drei Methoden
3.5 Vergleich der drei Methoden
Die Basen der in den vorangegangen Abschnitten dargestellten Methoden sind:






3. Newtonbasis f1;(e ¡ e0);(e ¡ e0)(e ¡ e1);:::;(e ¡ e0)(e ¡ e1):::(e ¡ en¡1)g
Das Ergebnis aller drei Methoden ist jeweils die gleiche Polynomfunktion q(e). Der
Vorteil der Lagrange-Interpolation im Vergleich zur Interpolation auf monomialer Basis
und der Newton-Interpolation ist, dass die Koeﬃzienten nicht explizit ermittelt werden
müssen, da diese den zu interpolierenden Punkten entsprechen. Der Vorteil der Newton-
Methode gegenüber den beiden anderen Methoden ist, dass zusätzlich Knotenpunkte
hinzugefügt werden können, ohne dass das gesamte System neu gelöst werden muss.
Die unterschiedlichen Basen führen dazu, dass die Polynome, aus denen die gesuchte
Polynomfunktion entsteht, unterschiedlich sind. Dies erkennt man durch Vergleich der
Abbildungen 2, 3 und 5.
3.6 Graphische Darstellung
In Abbildung (6) ist die zu interpolierende Tariﬀunktion, die Interpolationsfunktion so-
wie die absolute Abweichung der Interpolationsfunktion zur Tariﬀunktion dargestellt.
Die Interpolationsfunktion wurde aus den in Tabelle 2 dargestellten Knotenpunkten
ermittelt. Abbildung 6(a) zeigt die Tariﬀunktion als zu interpolierende Funktion. In
Abbildung 6(b) ist die Interpolationsfunktion auf Grundlage der Knotenpunkte aus
Tabelle 2 dargestellt. Abbildung 6(c) zeigt die Tariﬀunktion und die Interpolations-
funktion im selben Graphen. Bis zum letzten Stützpunkt e3 =100:000 wird die Tarif-
funktion relativ gut interpoliert. Bei Einkommen über e 100.000 und unter e 8.000
wird die Abweichung mit zunehmendem bzw. sinkendem Einkommen immer größer,
dies zeigt Abbildung 6(d).
183.6 Graphische Darstellung
Die Abweichungen können durch eine größere Anzahl von Stützstellen noch verringert
werden. Allerdings steigt mit der Anzahl der Stützstellen auch der Grad des gesuchten
Polynoms q(e). Dies hat die negative Eigenschaft, dass die Polynome nach der letzten



































(c) Tariﬀunktion und Interpolationsfunktion









(d) Abweichung (S(e) ¡ q(e))
Abbildung 6: Deutsche Einkommensteuertariﬀunktion 2006, Interpolationsfunktion
und absolute Abweichung.
In Abbildung (7) sind Interpolationsfunktionen mit n = 3;n = 4;n = 10 und n = 21
Stützstellen abgebildet. Die dicke durchgezogene Linie repräsentiert die Tariﬀunktion.
Man erkennt, dass jeweils bis zur letzten Stützstelle (n=3 ! e3=60:000;n=4 ! e4=
60:000;n = 10 ! e10 = 80:000;n = 21 ! e21 = 100:000) die Tariﬀunktion relativ gut
interpoliert wird. Dass die Abweichungen nach der letzten Stützstelle mit zunehmender
Anzahl von Stützstellen zunehmen, wird anhand der Funktionen mit n=3 und n = 4
deutlich. Beide Interpolationsfunktionen haben dieselbe letzte Stützstelle e = 60:000.
194 Spline-Interpolation












Abbildung 7: Interpolationsfunktionen auf Basis von n=3;n=4;n=10 und n=21
Stützstellen.
Bei n = 4 nimmt die Abweichung nach e = 60:000 jedoch stärker zu. Abbildung (8)
zeigt die absoluten Abweichungen der in Abbildung (7) dargestellten Funktionen. Die
Abweichungen bei n = 21 Stützstellen sind innerhalb des Intervalls zwischen erster
und letzter Stützstelle am geringsten. Außerhalb dieses Intervalls ist die Abweichung
aufgrund des hohen Polynomgrades jedoch sehr hoch.
4 Spline-Interpolation
4.1 Einführung
Wird die Tariﬀunktion durch nur eine Polynomfunktion vom Grade n interpoliert, so
besteht der nachteilige Eﬀekt einer hohen Welligkeit für große n außerhalb des Intervalls
der ersten und letzten Stützstelle [e0;en]. Dieser Eﬀekt kann durch eine abschnittswei-
se deﬁnierte Funktion, die diﬀerenzierbar und stetig ist, umgangen werden, indem die
Abschnitte als Polynomfunktionen von sehr niedrigem Grad deﬁniert werden. Diese
204.1 Einführung











Abbildung 8: Abweichungen zur Tariﬀunktion bei n = 3;n = 4;n = 10 und n = 21
Stützstellen.
Abschnitte werden „Splines“ genannt. Ein Spline ist von einem Knotenpunkt ausge-
hend bis zum nächsten Knotenpunkt deﬁniert. Im folgenden werden kubische Splines
verwendet. Das bedeutet, dass die Funktionsabschnitte aus Polynomfunktionen dritten
Grades bestehen. An der Stelle, an der die Funktionen aufeinandertreﬀen, muß zweifa-
che Diﬀerenzierbarkeit gelten. Dies ist notwendig, da bei Verwendung der Interpolati-
onsfunktion im Rahmen von Optimierungskalkülen nur unter diesen Voraussetzungen
die notwendige und hinreichende Bedingung bei der Diﬀerenzierung ermittelt werden
können.
Für n gegebene Knotenpunkte werden n¡1 Splines benötigt. Da kubische Splines ver-
wendet werden sollen, ergibt sich die Anzahl der gesuchten Koeﬃzienten als 4¢(n¡1),
wobei es sich um (n¡1) Splines handelt und für jeden Spline vier Koeﬃzienten be-
nötigt werden. Die Anzahl der bekannten zu interpolierenden Punkte beträgt jedoch
nur n. An n¡2 Endpunkten (Knotenpunkten) treﬀen Splines aufeinander. An die-
sen Stellen muss zweifache Diﬀerenzierbarkeit gegeben sein, um die Bestimmung von
214.1 Einführung
Optima gewährleisten zu können. Das bedeutet, dass weitere 2(n¡2) Gleichungen in
das Gleichungssystem aufgenommen werden können. Die beiden letzten noch fehlen-
den Gleichungen betreﬀen das Verhalten am ersten (e0;S(e0)) und letzten (en;S(en))
Knotenpunkt. Für die beiden Punkte soll gelten, dass die 2. Ableitung der Funktion
an der Stelle null sein soll. Dies ist jedoch keine zwingende Annahme.
Für das zu lösende Gleichungssystem für n Knotenpunkte ergeben sich die n Gleichun-
gen für die n Polynomfunktionen (Splines) als:














































Die (n¡2) Gleichungen für die Bedingungen 1. Ordnung an den Knotenpunkten, an
224.1 Einführung
denen die Splines aufeinandertreﬀen, lauten
a01 + 2a02e1 + 3a03e
2
1 = a11 + 2a12e1 + 3a13e
2
1
a11 + 2a12e2 + 3a13e
2
2 = a21 + 2a22e2 + 3a23e
2
2
a21 + 2a22e3 + 3a23e
2




a(n¡2)1 + 2a(n¡2)2en¡1 + 3a(n¡2)3e
2
n¡1 = a(n¡1)1 + 2a(n¡1)2en¡1 + 3a(n¡1)3e
2
n¡1:
Die (n¡2) Gleichungen für die Bedingungen 2. Ordnung lauten
2a02 + 6a03e1 = 2a12 + 6a13e1
2a12 + 6a13e2 = 2a22 + 6a23e2
2a22 + 6a23e3 = 2a32 + 6a33e3 (40)
. . .
2a(n¡2)2 + 6a(n¡2)3en¡1 = 2a(n¡1)2 + 6a(n¡1)3en¡1:
Für die beiden Bedingungen 2. Ordnung an den Endpunkten soll gelten
2a02 + 6a03e0 = 0 (41)
2a(n¡1)2 + 6a(n¡1)3en = 0: (42)
Das zu lösende lineare Gleichungssystem ergibt sich dann als
M ¢ a = s; (43)
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ergibt. Der 1. Teil der Matrix besteht dabei aus den potenzierten Stützstellen, die
sich aus dem Gleichungssystem (38) ergeben. Der 2. Teil der Matrix besteht aus den
Stützstellen nach den Bedingungen 1. Ordnung aus Gleichung (39), die nach der Form
0 + aj1 + 2aj2e1 + 3aj3e
2
1 ¡ 0 ¡ a(j+1)1 ¡ 2a(j+1)2e1 ¡ 3a(j+1)3e1 = 0 (44)
für j = 0;:::;n¡2 aufgelöst wurden. Der 3. Teil der Matrix besteht aus den Stützstellen
nach den Bedingungen 2. Ordnung aus Gleichung (40), die nach der Form
0 + aj1 + 2aj2 + 6aj3e1 ¡ 0 ¡ 0a(j+1)1 ¡ 2a(j+1)2 ¡ 6a(j+1)3e1 = 0 (45)
für j = 0;:::;n¡2 aufgelöst wurden. Der 4. und letzte Teil der Matrix besteht aus den
Stützstellen, die sich aus den Bedingungen 2. Ordnung an den beiden Endpunkten aus
den Gleichungen (41) und (42) ergeben.
Der Vektor a besteht aus den 4(n¡1) Koeﬃzienten. Der Vektor s enthält in den ersten
2(n¡1) Zeilen für die 2(n¡1) Gleichungen aus Gleichungssystem (38) die Ordinaten-
werte S(ej) der Knotenpunkte. Die verbleibenden 2(n¡1) Zeilen enthalten die Null,
da die Bedingungen 1. und 2. Ordnung entsprechend aufgelöst wurden und für die
Bedingungen 2. Ordnung der beiden Endpunkte die Gleichungen (41) und (42) gelten
sollen.
Um das lineare Gleichungssystem aus Gleichung (43) zu lösen, muss mit der Inversen
von M von links multipliziert werden. Es folgt
a = M
¡1 ¢ s: (46)





i j = 0;:::;n ¡ 2: (47)
254.2 Beispiel
4.2 Beispiel
Für die vier Knotenpunkte aus Tabelle 2 sollen im Folgenden die Splines ermittelt wer-
den. Die ersten 2(n¡1) Gleichungen nach Gleichungssystem (38) ergeben sich demnach
als
51;4 = a00 + a01 ¢ 8:000 + a02 ¢ 8:000
2 + a03 ¢ 8:000
3
5:807;97 = a00 + a01 ¢ 30:000 + a02 ¢ 30:000
2 + a03 ¢ 30:000
3
5:807;97 = a10 + a11 ¢ 30:000 + a12 ¢ 30:000
2 + a13 ¢ 30:000
3
17:286 = a10 + a11 ¢ 60:000 + a12 ¢ 60:000
2 + a13 ¢ 60:000
3
17:286 = a20 + a21 ¢ 60:000 + a22 ¢ 60:000
2 + a23 ¢ 60:000
3
34:086 = a20 + a21 ¢ 100:000 + a22 ¢ 100:000
2 + a23 ¢ 100:000
3:
Die Bedingungen 1. Ordnung lauten
a01 + 2a02 ¢ 30:000 + 3a03 ¢ 30:000
2 = a11 + 2a12 ¢ 30:000 + 3a13 ¢ 30:000
2
a11 + 2a12 ¢ 60:000 + 3a13 ¢ 60:000
2 = a21 + 2a22 ¢ 60:000 + 3a23 ¢ 60:000
2
bzw. nach Umformung18
a01 + 2a02 ¢ 30:000 + 3a03 ¢ 30:000
2 ¡ a11 ¡ 2a12 ¢ 30:000 ¡ 3a13 ¢ 30:000
2 = 0
a11 + 2a12 ¢ 60:000 + 3a13 ¢ 60:000




Die Gleichungen für die Bedingungen 2. Ordnung lauten
2a02 + 6a03 ¢ 30:000 = 2a12 + 6a13 ¢ 30:000
2a12 + 6a13 ¢ 60:000 = 2a22 + 6a23 ¢ 60:000
bzw. nach Umformung19
2a02 + 6a03 ¢ 30:000 ¡ 2a12 ¡ 6a13 ¢ 30:000 = 0
2a12 + 6a13 ¢ 60:000 ¡ 2a22 ¡ 6a23 ¢ 60:000 = 0:
Für Bedingungen 2. Ordnung an den Endpunkten soll gelten
2a02 + 6a03 ¢ 8:000 = 0
2a32 + 6a33 ¢ 100:000 = 0:
Die Matrix M ergibt dann
i
k
j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j
1 8000 64000000 512000000000 0 0 0 0 0 0 0 0
1 30000 900000000 27000000000000 0 0 0 0 0 0 0 0
0 0 0 0 1 30000 900000000 27000000000000 0 0 0 0
0 0 0 0 1 60000 3600000000 216000000000000 0 0 0 0
0 0 0 0 0 0 0 0 1 60000 3600000000 216000000000000
0 0 0 0 0 0 0 0 1 100000 10000000000 1000000000000000
0 1 60000 2700000000 0 -1 -60000 -2700000000 0 0 0 0
0 0 0 0 0 1 120000 10800000000 0 -1 -120000 -10800000000
0 0 2 180000 0 0 -2 -180000 0 0 0 0
0 0 0 0 0 0 2 360000 0 0 -2 -360000
0 0 2 48000 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 2 600000
y
{














































































































































































































































Die drei Teilfunktionen qi(e) der Funktion q(e) mit den jeweiligen Grenzen ergeben
dann unter Verwendung von Gleichung (47)
¯ ² ² ² ² °
±
² ² ² ²
-1865.14 + 0.246301 e - 1.26256´10-6 e2 + 5.26068´10-11 e3 30000 > e
579.632 + 0.00182379 e + 6.88669´10-6 e2 - 3.79405´10-11 e3 30000 £ e < 60000
-7512.2 + 0.406415 e + 1.43501´10-7 e2 - 4.78337´10-13 e3 60000 £ e .
Das erste Intervall ist dabei nach unten oﬀen, das letzte Intervall ist nach oben oﬀen,
um zeigen zu können, wie sich die Abweichung der Interpolationsfunktion vor der ersten
bzw. nach der letzten Stützstelle entwickelt. Abbildung 9 zeigt die Abweichung der In-
terpolationsfunktion zur Tariﬀunktion. Man erkennt, dass die Abweichungen der Inter-
polationsfunktion zur Tariﬀunktion zwischen den Stützstellen e0=8:000 und e1=30:000
am größten ist. Die Abweichungen werden umso kleiner, je größer das Intervall zwi-
schen den Stützstellen ist. Die Abweichungen zwischen e1=30:000 und e2=60:000 sind
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geringer als als die Abweichungen zwischen e2=60:000 und e3=100:00020.
Abbildung 10 zeigt die absolute Abweichung einer aus 20 Splines bestehenden Interpo-
lationsfunktion zur Tariﬀunktion. Die Abweichungen sind im Vergleich zu Abbildung
9 um ein Vielfaches geringer. Auch der Vergleich mit den Abweichungen bei Verwen-
dung der in Kapitel 3 dargestellten Methoden der Polynominterpolation21 zeigt, dass
die Spline-Interpolation eine Methode darstellt, bei der die Abweichungen zur Origi-
nalfunktion sehr gering gehalten werden können.
Der Nachteil der Spline-Interpolation ist, dass die Interpolationsfunktion, wie die Tarif-
funktion, abschnittsweise deﬁniert ist. Die Interpolationsfunktion ist stetig und an den
Knotenpunkten zweifach diﬀerenzierbar, jedoch führt die Form der Funktion nicht zu
einer wünschenswerten wesentlichen Komplexitätsreduktion, da die rechnerische Hand-
habung kompliziert ist.
Die Approximationsgenauigkeit nimmt durch die Verwendung von Splines zu, aller-
dings lässt sich dann das Problem der abschnittsweise deﬁnierten Interpolationsfunk-
tion nicht verhindern. Akzeptiert man eine abschnittsweise deﬁnierte Interpolations-
funktion, kann die Approximation durch die ausschließliche Interpolation bestimmter
Stellen verbessert werden. Da das Diﬀerenzierungsproblem der Tariﬀunktion sich nur
auf die Knickstellen reduziert, bietet es sich an, die Tariﬀunktion ausschließlich an ih-
ren Knickstellen zu interpolieren. Diese Vorgehensweise wird im folgenden Abschnitt
beschrieben.
20Zur Bestimmung optimaler Stützstellen zur Minimierung der Abweichung von Interpolationsfunktion
und Tariﬀunktion vgl. Kapitel 5.
21Vgl. z.B. Abbildung 8.
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Abbildung 9: Absolute Abweichung der aus drei Splines bestehenden Interpolations-
funktion zur Tariﬀunktion.









Abbildung 10: Absolute Abweichung einer aus 20 Splines bestehenden Interpolati-
onsfunktion zur Tariﬀunktion.
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5 Interpolation der nichtdiﬀerenzierbaren Stellen
Die Nichtdiﬀerenzierbarkeit der Tariﬀunktion beschränkt sich auf die Intervallgrenzen
e1 = 7:665;e2 = 12:739 und e3 = 51:152. Für die Interpolation dieser Stellen ist nun
jeweils eine Polynomfunktion gesucht, welche an den Endpunkten „glatt“ in die Ta-
riﬀunktion übergeht, d.h. an diesen Punkten stetig und zweifach diﬀerenzierbar ist.
Um diesen Bedingungen gerecht zu werden, muss die gesuchte Polynomfunktion eine
Funktion fünften Grades sein (vgl. Gleichungen (50) bis (55)).
Die Intervallgrenzen (eu;eo) der jeweils gesuchten Interpolationsfunktion sollen simul-
tan so gewählt werden, dass die Abweichung der Interpolationsfunktion zur Tariﬀunk-
tion minimiert wird. Die Stützstelle eu stellt dabei die gesuchte untere Intervallgrenze








S(e) stellt die Tariﬀunktion dar, q(eu;eo;e) die gesuchte Funktion in Abhängigkeit der
beiden Intervallgrenzen eo und eu und des Einkommens e.
Das zu lösende Gleichungssystem für die gesuchte Polynomfunktion fünften Grades
22Bei der Integration der Diﬀerenzfunktion müssen die Nullstellen berücksichtigt werden. Zur Lö-
sung des Minimierungsproblems wurde die Funktion NMinimize in Mathematica 5.1 verwendet. Bei
NMinimize handelt es sich um eine Funktion zur numerischen Minimierung. Die Deﬁnition der Tarif-
funktion S(e) ist mit dem Befehl Piecewise möglich. Bei Verwendung von Piecewise für S(e) kann
Mathematica 5.1 das Integral nach Gleichung (49) jedoch nicht minimieren. Das Minimierungspro-












der Knickstelle ei und i = 1;2;3 und Sui(e) als der Teilfunktion unterhalb der Knickstelle und Soi(e)
als Teilfunktion oberhalb der Knickstelle, eingegeben. Die Ergebnisse bezüglich eu und eo sind nicht
sehr robust. Kleine Änderungen der Nachkommastellen und die Anwendung des Distanzmaßes haben
große Auwirkungen auf das Ausmaß der Abweichung der Interpolationsfunktion zur Tariﬀunktion.
Grundsätzlich werden in Mathematica 5.1 bei der Integration von Diﬀerenzfunktionen Nullstellen
berücksichtigt.
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lautet
S(eu) = a0 + a1 ¢ eu + a2 ¢ e
2
u + a3 ¢ e
3
u + a4 ¢ e
4
u + a5 ¢ e
5
u (50)
S(eo) = a0 + a1 ¢ eo + a2 ¢ e
2
o + a3 ¢ e
3
o + a4 ¢ e
4




0(eu) = a1 + 2a2 ¢ eu + 3a3 ¢ e
2
u + 4a4 ¢ e
3




0(eo) = a1 + 2a2 ¢ eo + 3a3 ¢ e
2
o + 4a4 ¢ e
3




00(eu) = 2a2 + 6a3 ¢ eu + 12a4 ¢ e
2




00(eo) = 2a2 + 6a3 ¢ eo + 12a4 ¢ e
2
o + 20a5 ¢ e
3
o: (55)
Die Gleichungen (50) und (51) garantieren, dass die gesuchte Funktion durch die beiden
optimalen Knotenpunkte läuft. Die Gleichungen (52) bis (55) gewährleisten die einfache
bzw. zweifache Diﬀerenzierbarkeit an diesen Stellen.
Für die Knickstelle bei e1 = 7:665 gilt dann:













0(eu) = 0 (58)
S
0(eo) = 0;01454 + 0;0000176748eo (59)
S
00(eu) = 0 (60)
S
00(eo) = 0;0000176748eo: (61)
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0(eu) = 0;01454 + 0;0000176748eu (64)
S
0(eo) = 0;181422 + 4;5748 ¢ 10
¡6 ¢ eu (65)
S
00(eu) = 0;0000176748eu (66)
S
00(eo) = 4;5748 ¢ 10
¡6: (67)












S(eo) = 0;42 ¢ eo ¡ 7:914 (69)
S
0(eu) = 0;181422 + 4;5748 ¢ 10
¡6 ¢ eu (70)
S
0(eo) = 0;42 (71)
S
00(eu) = 4;5748 ¢ 10
¡6 (72)
S
00(eo) = 0: (73)
Die Koeﬃzienten des linearen Gleichungssystems werden durch Multiplikation der In-
versen von M von links mit dem Spaltenvektor s gelöst.
M ¢ a = s (74)
a = M
¡1 ¢ s:
335 Interpolation der nichtdiﬀerenzierbaren Stellen


































0 0 2 6eu 12e2
u 20e3
u


















der Vektor s beinhaltet, bei Ermittlung des optimalen Polynoms für die Knickstellen
e1, e2 und e3, den jeweils rechten Teil der Gleichungen (56) bis (61), (62) bis (67) bzw.
(68) bis (73).




1 e e2 e3 e4 e5
´
; (76)
multipliziert mit dem Ergebnis des Gleichungssystems, ergibt die gesuchte Funktion in
Abhängigkeit der beiden Knotenpunkte eu und eo
q(eu;eo;e) = z
T ¢ a: (77)
Für die Knickstelle bei e1 = 7:665 ergibt sich durch Minimierung von Gleichung (49)
eu = 7:167;263446
eo = 7:665;078984
qII(e) = 1;597675 £ 10





4 ¡ 7;228086 £ 10
¡12e
5:
Die optimale Interpolationsfunktion qII(e)23 für die Knickstelle e1 ist in Abbildung
11(a) dargestellt. In Abbildung 11(b) ist sowohl q(e) als auch die Tariﬀunktion S(e)
23Das Subskript bezieht sich auf das Intervall der abschnittsweise deﬁnierten Interpolationsfunktion.
Vgl. dazu Gleichung (78).
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(b) Tariﬀunktion S(e) und Interpola-
tionsfunktion qII(e)
Abbildung 11: Interpolation der Knickstelle bei e1 = 7:665
dargestellt. Die optimale Interpolationsfunktion für die Knickstelle e1 liefert nur inner-
halb der Intervallgrenzen [eu;eo] eine gute Approximation der Tariﬀunktion.
Für die Knickstelle bei e2 = 12:739 ergibt sich durch Minimierung von Gleichung (49)
eu = 11:429;545902
eo = 12:739;079172
qIV (e) = 651:383;143602 ¡ 273;7126e + 0;045944e





4 ¡ 2;702265 £ 10
¡15e
5:
Die optimale Interpolationsfunktion qIV (e) für die Knickstelle e2 ist in Abbildung 12(a)
dargestellt. In Abbildung 12(b) ist sowohl qIV (e) als auch die Tariﬀunktion S(e) darge-
stellt. Die optimale Interpolationsfunktion für die Knickstelle e2 liefert nur innerhalb
der Intervallgrenzen [eu;eo] eine gute Approximation der Tariﬀunktion.
Für die Knickstelle bei e3 = 52:152 ergibt sich
eu = 46:741;023240
eo = 52:152;084228
qV I(e) = 3;875484 £ 10
¡6 ¡ 397;487864e + 0;0163062e





4 ¡ 1;398365 £ 10
¡17e
5:
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(a) Interpolationsfunktion qIV (e)










(b) Tariﬀunktion S(e) und
InterpolationsfunktionqIV (e)
Abbildung 12: Interpolation der Knickstelle bei e2 = 12:739









(a) Interpolationsfunktion qV I(e)










(b) Tariﬀunktion S(e) und Interpolati-
onsfunktion qV I(e)
Abbildung 13: Interpolation der Knickstelle bei e2 = 52:152
Die optimale Interpolationsfunktion qV I(e) ist in Abbildung 13(a) dargestellt. In Ab-
bildung 13(b) ist sowohl q(e) als auch die Tariﬀunktion S(e) dargestellt. Die optimale
Interpolationsfunktion für die Knickstelle e3 liefert nur innerhalb der Intervallgrenzen
[eu;eo] eine gute Approximation der Tariﬀunktion.
Die zusammengesetzte Interpolationsfunktion lautet dann:
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> > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > :
0 für 0 · e < 7:167;26 I
qII(e) für 7:167;26 · e < 7:665;08 II
(883;74 ¢ y + 1:500) ¢ y für 7:665;08 · e · 11:429;55 III
qIV (e) für 11:429;55 · e < 12:739;08 IV
(228;74 ¢ z + 2:397) ¢ z + 989 für 12:739;08 · e < 46:741;02 V
qV I(e) für 46:741;02 · e < 52:152;08 VI




10:000 und z =
(e¡12:739)
10:000 . In Abbildung 14 ist die absolute Abweichung der
zusammengesetzten Interpolationsfunktion zur Tariﬀunktion dargestellt. Die Abwei-
chungen beschränken sich auf die interpolierten Knickstellen.
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6 Zusammenfassung
Die Zunahme der Komplexität betriebswirtschaftlicher Vorteilhaftigkeitsüberlegungen
kann dazu führen, dass die den Entscheidungen zugrunde liegenden Modelle nicht mehr
exakt lösbar sind. Die exakte Lösbarkeit der Modelle hängt dabei im Wesentlichen von
der Komplexität der berücksichtigten steuerrechtlichen Vorschriften ab. Ein Grund, der
die exakte Lösbarkeit verhindern kann, ist die zu berücksichtigende Einkommensteu-
ertariﬀunktion, da diese häuﬁg eine nichtdiﬀerenzierbare Funktion darstellt.
Ziel dieses Beitrags ist, aufzuzeigen, inwiefern das Problem der Nichtdiﬀerenzierbarkeit
von Tariﬀunktionen durch Polynominterpolation umgangen werden kann. Am Beispiel
der deutschen Einkommensteuertariﬀunktion 2006 wird gezeigt, wie mit Hilfe von Po-
lynomen auf monomialer Basis, Lagrange-Basis und Newton-Basis die Tariﬀunktion
interpoliert werden kann, so dass zweifache Diﬀerenzierbarkeit gewährleistet ist. Der
Nachteil dieser Interpolationsmethoden besteht darin, dass lediglich innerhalb des In-
tervalls des ersten und letzten Stützpunktes die Abweichungen zur Originalfunktion
gering gehalten werden können. Vor dem ersten bzw. nach dem letzten Stützpunkt
kann aufgrund hoher „Welligkeit“ der Polynome keine ausreichende Approximation ge-
währleistet werden. Aus diesem Grund wird gezeigt, wie durch Spline Interpolation
die Approximation verbessert werden kann. Der Nachteil der Spline Interpolation ist,
dass die Interpolationsfunktion ebenfalls wie die deutsche Einkommensteuertariﬀunk-
tion eine abschnittsweise deﬁnierte Funktion darstellt und dadurch eine neben der
Diﬀerenzierbarkeit wünschenswerte einfachere Handhabung nicht gewährleistet ist.
Da sich die Nichtdiﬀerenzierbarkeit der Einkommensteuertariﬀunktion ausschließlich
auf die Intervallgrenzen bezieht, wird zuletzt gezeigt, wie unter Verwendung von ein-
zelnen Splines die Intervallgrenzen interpoliert werden können. Dies hat den Vorteil,
dass sich die Abweichungen der Interpolationsfunktion zur Tariﬀunktion ausschließlich
auf relativ kleine Abschnitte um die Intervallgrenzen reduzieren.
386 Zusammenfassung
Ob sich die klassischen Interpolationsmethoden oder die Spline-Interpolation eignen, ist
abhängig von der Modellstruktur und der gewünschten Exaktheit der Ergebnisse. Da
die vorgestellten Methoden zur Interpolation eine Form der Approximation darstellen,
ist zu berücksichtigen, dass die weitere Verwendung der Interpolationsfunktion ebenfalls
zu approximativen Lösungen führt.
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