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Abstract
We investigate the confinement-deconfinement phase transition at finite temperature of the SU(3) Yang-Mills theory on
the lattice from a viewpoint of the dual superconductor picture based on the novel reformulation of the Yang-Mills theory.
In particular, we compare the conventional Abelian dual superconductor picture with the non-Abelian dual superconductor
picture proposed in our previous works as the mechanism of quark confinement in the SU(3) Yang-Mills theory. For the SU(3)
Yang-Mills theory, the reformulation allows two possible options called maximal and minimal. The maximal option corresponds
to the manifestly gauge-invariant extension of the Abelian projection scheme, while the minimal option is really new to give
the non-Abelian dual superconductor picture due to non-Abelian magnetic monopoles. Keeping these differences in mind, we
present the numerical evidences that the confinement/deconfinement phase transition is caused by appearance/disappearance
of the dual Meissner effects. First, we measure the Polyakov loop average at various temperatures to determine the critical
temperature separating the low-temperature confined phase and the high-temperature deconfined phase. Second, we measure
the static quark-antiquark potential at various temperatures. Third, we measure the chromoelectric and chromomagnetic
flux created by a pair of quark and antiquark at temperatures below and above the critical temperature. We observe no
more squeezing of the chromoelectric flux tube at high-temperatures above the critical temperature. Finally, we measure the
associated magnetic–monopole current induced around the chromo-flux tube and observe that the confinement/deconfinement
phase transition is associated with the appearance/disappearance of the induced magnetic–monopole current, respectively. We
confirm that these results are also obtained by the restricted field alone in both options, indicating the restricted field dominance
in quark confinement at finite temperature.
I. INTRODUCTION
The dual superconductivity is one of the most promis-
ing mechanisms for quark confinement [1]. To establish
the dual superconductor picture, we must show that mag-
netic monopoles play a dominant role in quark confine-
ment. For this purpose, we have constructed a new for-
mulation [2] of the SU(N) Yang-Mills theory on the con-
tinuum space-time which enables us to define the gauge-
invariant magnetic monopoles in the gauge-independent
way. Subsequently, we have implemented the new formu-
lation to the SU(N) Yang-Mills theory on the lattice [3–
5], which enables us to perform the numerical simulations
to obtain non-perturbative results. The new reformula-
tion is feasible for decomposing the gauge field into the
two pieces, i.e., the restricted field and the remaining one
in the gauge covariant way so that the restricted field is
identified with the dominant mode for quark confinement
in the gauge independent way. See [6] for a review.
The conventional method called the Abelian projec-
tion [7] allows us to extract specific magnetic monopoles
called Abelian magnetic monopoles in the pure Yang-
Mills theory without matter fields, which are however
possible only in special Abelian gauges such as the max-
imal Abelian (MA) gauge [8] and the Laplacian Abelian
gauge. In fact, the Abelian projection is a kind of gauge
fixing to explicitly break the gauge symmetry, which also
breaks the color symmetry (global symmetry). There-
fore, the Abelian magnetic monopoles are not gauge-
independent objects. This fact casts a doubt on the
validity of the results obtained under the Abelian pro-
jection.
The new formulation can overcome the criticism raised
for the Abelian projection method to extract magnetic
monopoles in the pure Yang-Mills theory without mat-
ter fields. The new formulation of the SU(3) Yang-Mills
theory has two possible options for choosing the funda-
mental field variables which we call the minimal and max-
imal options. The respective option is discriminated by
a maximal stability subgroup H˜ , a subgroup of the gauge
group G.
In the minimal option, the maximal stability group is
the non-Abelian group H˜ = U(2) ∼= SU(2)×U(1) and the
restricted field is used to extract non-Abelian magnetic
monopoles yielding non-Abelian dual superconductivity.
In the preceding works, indeed, we have provided numer-
ical evidences of the non-Abelian dual superconductiv-
ity using the minimal option for the SU(3) Yang-Mills
theory on a lattice. The minimal option is suggested
from the non-Abelian Stokes theorem [9, 10] for the Wil-
son loop operator in the fundamental representation.
We have found that both the restricted field variable
and the extracted non-Abelian magnetic monopole dom-
inantly reproduce the string tension in the linear poten-
tial of the SU(3) Yang-Mills theory [11]. In this way we
have demonstrated the gauge-independent restricted field
dominance (corresponding to the conventional Abelian
dominance): the string tension σV calculated from the
restricted field reproduces the string tension σfull of the
original Yang-Mills field: σV /σfull = 93 ± 16%. More-
over, we have also demonstrated the gauge-independent
non-Abelian magnetic monopole dominance: the string
tension σV was reproduced by σmon calculated from the
(non-Abelian) magnetic monopole part extracted from
the restricted field: σmon/σV = 94± 9%, see [4, 11–14].
The dual superconductivity has been established by
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demonstrating the existence of chromoelectric flux con-
necting a quark and antiquark and the associated
magnetic-monopole current induced around the flux tube
[11] where both the chromoelectric flux and the magnetic-
monopole current are gauge-invariant objects. Moreover,
the investigation of the chromoelectric flux tube leads to
the surprising conclusion that the vacuum of the SU(3)
Yang-Mills vacuum is the type I dual superconductor,
which is a novel feature obtained by the numerical sim-
ulations [15]. This is sharp contrast to the proceeding
studies: the border of type I and type II or of week type I
[16]. In the SU(3) case, there are many works on chromo
flux by using Wilson line/loop operator, see e.g., [17–20].
These results should be compared with another option
called the maximal option which was first constructed by
Cho [21] and Faddeev and Niemi [22] by extending the
Cho-Duan-Ge-Faddeev-Niemi (CDGFN) decomposition
for the SU(2) case [23]. The maximal stability group
in the maximal option of SU(3) is an Abelian group
H˜ = U(1)×U(1), the maximal torus subgroup of SU(3).
Therefore, the restricted field in the maximal option in-
volves only the Abelian magnetic monopole, which is in-
deed detected on the lattice [24, 25]. The maximal option
in the new formulation gives a gauge invariant extension
of the Abelian projection in the maximal Abelian (MA)
gauge [26, 27].
The similar results are also obtained for SU(2) Yang-
Mills theory on the lattice [28–32]. The restricted field
corresponding to the stability group H˜ = U(1) of SU(2)
reproduces the dual Meissner effect [33, 34]. For SU(2),
there is a unique option which is regarded as a gauge-
invariant version of the Abelian projection in the MA
gauge [35–37].
Furthermore, the dual superconductivity for the Wil-
son loop in higher representations is investigated by us-
ing the extension of the new formulation of the SU(N)
Yang-Mills theory on the lattice. The restricted field re-
produces the string tension in the linear potential of the
SU(3) Yang-Mills theory for the Wilson loops in higher
representations [38].
The purpose of this paper is to investigate the confine-
ment/deconfinement phase transition at finite tempera-
ture of the SU(3) Yang-Mills theory from a viewpoint
of the dual superconductor picture, as an investigation
subsequent to quark confinement due to dual supercon-
ductivity in the SU(3) Yang-Mills theory at zero temper-
ature, see [39–46] for preliminary results. In particular,
we compare the conventional Abelian dual superconduc-
tor picture with the non-Abelian dual superconductor
picture proposed as the mechanism of quark confinement
in the SU(3) Yang-Mills theory in our previous works
based on the novel reformulation of the Yang-Mills the-
ory. We examine the dual Meissner effect at finite tem-
perature by measuring the distribution of the chromo-
electric field strength (or chromo flux) generated from a
static quark-antiquark pair and the associated magnetic-
monopole current induced around it. We present the
numerical evidences for them at finite temperature by
using the gauge link decomposition for extracting the
magnetic monopole in the gauge invariant way. In partic-
ular, we discuss the role of magnetic monopoles in con-
finement/deconfinement phase transition. We focus on
whether there are distinctions for the physics of quark
confinement between the maximal and minimal options
in the new reformulation of the SU(3) Yang-Mills theory.
This paper is organized as follows. In section II, we
review the new formulations of the SU(3) Yang-Mills
theory on the lattice to see the differences between the
minimal and maximal options. In section III, we give
the results of the numerical simulations on the lattice.
First, we measure the Polyakov loop average at various
temperatures to determine the critical temperature Tc
separating the low-temperature confined phase and the
high-temperature deconfined phase. We also measure the
correlation functions of the Polyakov loops which are de-
fined for both the original Yang-Mills gauge field and
the restricted field to examine the restricted field domi-
nance in the Polyakov loop average at finite temperature.
Second, we measure the string tension for the restricted
field of both minimal and maximal option in compari-
son with the string tension for the original gauge field.
Third, we investigate the dual Meissner effect by measur-
ing the distribution of the chromoelectric flux and chro-
momagnetic flux created by a pair of static quark and
antiquark at finite temperature below and above the crit-
ical temperature to investigate its relevance to the phase
transition. We observe no more squeezing of the chro-
moelectric flux tube in the high-temperature deconfine-
ment phase above the critical temperature Tc. Finally,
we measure the associated magnetic–monopole current
induced around the chromo-flux tube and observe that
the confinement/deconfinement phase transition is asso-
ciated with the appearance/disappearance of the induced
magnetic–monopole current, respectively. We observe
that these results are also obtained by the restricted field
alone, confirming the restricted field dominance at finite
temperature. These results are the numerical evidences
that the confinement/deconfinement phase transition is
caused by appearance/disappearance of the non-Abelian
dual superconductivity. The final section is devoted to
conclusion and discussion.
II. NEW FORMULATION OF LATTICE GAUGE
THEORY
A. Gauge link decompositions
We introduce a new formulation of the lattice Yang-
Mills theory, which enables one to extract the dominant
mode for quark confinement in the SU(N) Yang-Mills
theory [3–5]. We decompose the gauge link variable Ux,µ
into the product of the two variables Vx,µ and Xx,µ:
Ux,µ = Xx,µVx,µ ∈ G = SU(N),
in such a way that the new variable Vx,µ is transformed by
the full SU(3) gauge transformation Ωx as the gauge link
variable Ux,µ, while Xx,µ transforms as the site variable:
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Ux,µ −→ U ′x,ν = ΩxUx,µΩ†x+µ, (1a)
Vx,µ −→ V ′x,ν = ΩxVx,µΩ†x+µ, (1b)
Xx,µ −→ X ′x,ν = ΩxXx,µΩ†x. (1c)
From the physical point of view, Vx,µ could be identified
with the dominant mode for quark confinement, while
Xx,µ is the remaining part.
For the SU(3) Yang-Mills theory, we have two possible
options discriminated by the stability subgroup H˜ of the
gauge group G, which we call the minimal and maximal
options.
B. Minimal option
The minimal option is obtained for the choice of the
stability subgroup H˜ = U(2) = SU(2)× U(1) ⊂ SU(3).
In the minimal option, we introduce a single color field
hx taking the value in the Lie algebra as a site variable
hx = ξx
λ8
2
ξ†x ∈ Lie[SU(3)/U(2)], (2)
with λ8 being the last diagonal Gell-Mann matrix and
ξx an SU(3) group element. Then the decomposition is
obtained by solving the defining equations :
Dεµ[V ]hx :=
1
ε
[Vx,µhx+µ − hxVx,µ] = 0 , (3a)
gx := e
i2πq/3 exp
(
−ia0xhx − i
∑3
j=1
a(j)x u
(j)
x
)
.
(3b)
These defining equations can be solved exactly [5], and
the solution is given by
Vx,µ = X
†
x,µUx,µ = gxL̂x,µUx,µ, (4a)
Xx,µ = L̂
†
x,µ det(L̂x,µ)
1/3g−1x , (4b)
L̂x,µ :=
(
Lx,µL
†
x,µ
)−1/2
Lx,µ, (4c)
Lx,µ :=
5
3
1+
2√
3
(hx + Ux,µhx+µU
†
x,µ)
+ 8hxUx,µhx+µU
†
x,µ. (4d)
Here the variable gx is the U(2) part which is undeter-
mined from Eq.(3a) alone, u
(j)
x ’s are su(2)-Lie algebra
valued, and q is an integer, see [5] for the details. In
what follows, we chose gx = 1 .
Note that the above defining equations (3a) and (3b)
correspond to the continuum version: Dµ[V ]h(x) = 0
and tr(Xµ(x)h(x)) = 0, respectively. By taking the naive
continuum limit, indeed, we can reproduce the decompo-
sition in the continuum theory [2]:
Aµ(x) = Vµ(x) +Xµ(x), (5a)
Xµ(x) = ig
−1 4
3
[∂µh(x),h(x)]
+
4
3
[[Aµ(x),h(x)] ,h(x)] , (5b)
Vµ(x) = Aµ(x)− ig−1 4
3
[∂µh(x),h(x)]
− 4
3
[[Aµ(x),h(x)] ,h(x)] , (5c)
In this way, the decomposition is uniquely determined
according to (4), once a set of color fields {hx} are given.
To determine the configuration {hx} of color fields, we
adopt the procedure of minimizing the functional:
Fred[hx] =
∑
x,µ
tr
{
(Dεµ[Ux,µ]hx)
†(Dεµ[Ux,µ]hx)
}
, (6)
which yields the condition to be satisfied for the color
field, which we call the reduction condition. Thus we ob-
tain the reformulated Yang-Mills theory written in terms
of the new variables (Xx,µ,Vx,µ), which is equipollent to
the original Yang-Mills theory.
C. Maximal option
The maximal option is obtained for the choice of the
stability subgroup of the maximal torus subgroup of G:
H˜ = U(1) × U(1) ⊂ SU(3). In the maximal option, we
introduce two kinds of color fields,
n
(3)
x = ξx
λ3
2
ξ†x ∈ Lie[SU(3)/U(1)× U(1)], (7a)
n
(8)
x = ξx
λ8
2
ξ†x ∈ Lie[SU(3)/U(2)], (7b)
with λ3, λ8 being the two diagonal Gell-Mann matrices
and ξ an SU(3) group element. Then the decomposition
is obtained by solving the defining equations (j = 3, 8):
Dεµ[V ]n
(j)
x :=
1
ε
[
Vx,µn
(j)
x+µ − n(j)x Vx,µ
]
= 0, (8a)
gx := e
i2πq/3 exp(−ia3xn(3)x − ia(8)x n(8)x ) . (8b)
These defining equations can be solved exactly, and the
solution is given by
Vx,µ = X
†
x,µUx,µ, (9a)
Xx,µ = K̂
†
x,µ det(K̂x,µ)
1/3g−1x , (9b)
K̂x,µ :=
(
Kx,µK
†
x,µ
)−1/2
Kx,µ, (9c)
Kx,µ := 1+ 6(n
(3)
x Ux,µn
(3)
x+µU
†
x,µ)
+ 6(n(8)x Ux,µn
(8)
x+µU
†
x,µ) . (9d)
Here the variable gx is the U(1) × U(1) part which is
undetermined from Eq.(8a) alone, and q is an integer,
see [5] for the details. In what follows, we chose gx = 1 .
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NT = 6 NT = 8
β ε
√
σ ε [fm] T [
√
σ] T [MeV] T/Tc T [
√
σ] T [MeV] T/Tc
5.75 [0.3544] 0.159 0.1231 54.14 0.7483 − − −
5.8 [0.3209] 0.144 0.5194 228.8 0.8264 0.3896 171.4 0.6198
5.85 0.2874(7) 0.129 0.5799 255.2 0.9228 − − −
5.875 [0.2763] 0.124 0.6032 265.4 0.9598 − − −
5.9 [0.2652] 0.119 0.6285 276.5 1.000 0.4714 207.4 0.7500
5.925 [0.25415] 0.114 0.6558 288.5 1.034 − − −
5.95 [0.2431] 0.109 0.6856 301.7 1.091 − − −
6.0 0.2209(23) 0.0989 0.7545 332.0 1.201 0.5659 249.0 0.9005
6.1 [0.1905] 0.085 0.8748 385..0 1.392 0.6561 288.7 1.044
6.2 0.1610(9) 0.0721 1.035 455.5 1.647 0.7763 341.6 1.235
6.3 [0.1412] 0.0632 1.180 519.3 1.878 0.8850 389.4 1.409
6.4 0.1214(12) 0.0543 1.373 604.1 2.185 1.030 453.1 1.639
6.5 0.1068(9) 0.0478 1.561 686.6 2.483 1.171 515.1 1.862
TABLE I: The summary of temperature T for various β and NT for the data set I . The relation between β and ε
√
σ is obtaein
from Ref [47], where values of ε
√
σ in the squared brackets are lack of data but these are obtained by linear interpolation of
measured values. The lattice spacing is determined by using the relation σlatt = ε
2σ with the physical string tenstion defined
by
√
σ = 440MeV . The temperuture is obtained by using the relation 1/T = εNT . The critical temperature Tc is determined
by using the Polyakov loop average and the susceptibility as given in Subsection IIIB.
β = 6.2 β = 6.0
NT T [
√
σ] T [MeV] T/Tc T [
√
σ] T [MeV] T/Tc
24 0.2588 113.9 0.4112 0.1886 82.89 0.3001
16 0.3882 170.8 0.6181 0.2829 124.5 0.4502
14 0.4437 195.2 0.7061 0.3223 141.8 0.5129
12 0.5176 227.7 0.8237 0.3772 166.0 0.6002
10 0.6211 273.3 0.9884 0.4527 199.2 0.7204
8 0.7763 341.6 1.235 0.5659 249.0 0.9005
6 1.035 455.5 1.647 0.7545 332.0 1.201
4 1.553 683.2 2.471 1.132 498.1 1.801
TABLE II: The summary of temperature T for various β and
NT for data set II. The temperatures are determined in the
same way as Table I
Note that the above defining equations (8a) and (8b)
correspond to the continuum version: Dµ[V ]n
(j)(x) = 0
and tr(Xµ(x)n
(j)(x)) = 0, respectively. By taking the
naive continuum limit, we can reproduce the decomposi-
tion in the continuum theory [2]:
Aµ(x) =Vµ(x) +Xµ(x), (10a)
Xµ(x) =ig
−1
∑
j=3,8
[∂µn
(j)(x),n(j)(x)]
+
∑
j=3,8
[[Aµ(x),n
(j)(x)],n(j)(x)], (10b)
Vµ(x) =
∑
j=3,8
(Aµ(x) · n(j)(x))n(j)(x)
− ig−1
∑
j=3,8
[∂µn
(j)(x),n(j)(x)]. (10c)
To formulate the new theory written in terms of the
new variables (Xx,µ,Vx,µ) which is equipollent to the orig-
inal Yang-Mills theory, we must determine the configu-
ration of color fields {n(3)x ,n(8)x }. In the maximal option,
the color fields {n(3)x ,n(8)x } are obtained by minimizing
the functional:
Fred[n
(3)
x ,n
(8)
x ]
=
∑
x,µ
∑
j=3,8
tr
{
(Dεµ[Ux,µ]n
(j)
x )
†(Dεµ[Ux,µ]n
(j)
x )
}
.
(11)
It should be noticed that the decomposition in the max-
imal option with the reduction condition obtained from
the functional Eq.(11) gives the gauge invariant extension
of the Abelian projection in the maximal Abelian (MA)
gauge.
III. NUMERICAL SIMULATIONS ON THE LAT-
TICE
A. Lattice setup
We adopt the standard Wilson action with the inverse
gauge coupling constant β = 2Nc/g
2 (Nc = 3). We pre-
pare the gauge field configurations (link variables) {Ux,µ}
on the lattice of size L3×NT from the two different data
sets at finite temperature according to the following se-
tups:
(Data set I) For the fixed spatial size and temporal size
L = 24, NT = 6, 8, the temperature varies by changing
the coupling β in the range 5.8 ≤ β ≤ 6.5 (see Table I).
The lattice spacing ε and the physical volume vary with
temperature T .
(Data set II) For the fixed spatial size and coupling
constant L = 24, β = 6.0, 6.2, the temperature varies by
4
changing the temporal size NT (see Table II). The lattice
spacing ε and the physical volume are the same for each
β.
Table I gives the dictionary of the data set I for obtain-
ing the temperature T for a given lattice size L3 × NT
and the coupling constant β by making use of the lattice
spacing ε. Here the physical units or the lattice spacing
is determined on the lattice at zero temperature accord-
ing to Ref. [47]. Table II gives the dictionary of the data
set II for obtaining the temperature T and the temporal
size NT for a given coupling constant β.
We generate the configurations by using the standard
method, i.e., one-sweep update is obtained by applying
once the pseudo heat-bath method and twelve-times the
over-relaxation method. We thermalize 16000 sweeps
with the cold start, and prepare 1000 configurations ev-
ery 400 sweeps.
We obtain the color field configuration {hx} for the
minimal option by minimizing the functional Eq.(6) for
each set of the gauge field configurations {Ux,µ}, while
we obtain the color field configuration {n(3)x } and {n(8)x }
for the maximal option by minimizing the functional
Eq.(11) for each set of the gauge field configurations
{Ux,µ}. Then we perform the decomposition of the gauge
link variable Ux,µ = Xx,µVx,µ by using the formula given
in the previous section. In the measurement of the
Polyakov loop average and the Wilson loop average de-
fined below, we apply the APE smearing technique [48]
to reduce noises.
B. Polyakov-loop average at the confinement/ de-
confinement transition
First, we investigate the Polyakov loop obtained by
the original gauge field configurations {Ux,µ} and the
restricted gauge field configurations {V minx,µ } {V maxx,µ } in
the minimal and maximal options, in order to clarify
the role of the restricted fields at finite temperature.
The Polyakov loop average is the order parameter as-
sociated with the center symmetry breaking. Note that
the Polyakov loop average of the Yang-Mills field is con-
ventionally used as a criterion for the confinement and
deconfinement phase transition.
For the original gauge field configurations {Ux,µ}, the
restricted gauge field configurations in the minimal and
maximal options {V minx,µ } and {V maxx,µ }, we define the re-
spective Polyakov loop P∗(~x) ( ∗ = U, V min, V max ) by
PU () :=
1
3
tr
(
P
NT∏
t=1
U(~x,t),4
)
, (12a)
PV min(~x) :=
1
3
tr
(
P
NT∏
t=1
V min(~x,t),4
)
, (12b)
PV max(~x) :=
1
3
tr
(
P
NT∏
t=1
V max(~x,t),4
)
, (12c)
and define the space-averaged Polyakov loop P∗ , i.e.,
the value of the Polyakov loop averaged over the spatial
volume by
PU =
1
L3
∑
~x
PU (~x), (13a)
PV min =
1
L3
∑
~x
PV min(~x), (13b)
PV max =
1
L3
∑
~x
PV max(~x), (13c)
for each configuration in the complex plane.
FIG. 1 and FIG. 2 show the distributions of the space-
averaged Polyakov loop P∗ on the complex plane ob-
tained from the data set I and II respectively. In each
figure, the three panels are arranged from left to right
to show the plots measured using a set of the original
gauge field configurations PU , the restricted gauge field
configurations in the minimal option PV min and maximal
one PV max , respectively. We find that all the distribu-
tions of the space-averaged Polyakov loops P∗ on the
complex plane equally reflect the expected center sym-
metry Z(3) of SU(3), although they take different values
option by option. Notice that the Polyakov loop average
is in general complex-valued for the SU(3) group. In our
simulations, especially, we have used the cold start and
obtained the real-valued Polyakov loop average at high
temperature, as shown in FIG. 1 and FIG. 2.
Then, we measure the Polyakov-loop average 〈P∗〉 (∗ =
U, V min, V max) by simply averaging the space-averaged
Polyakov loop given in FIG. 1 and FIG. 2 over the total
sets of the original field configurations and the restricted
field configurations in the minimal and maximal options.
In what follows, the symbol 〈O〉 denotes the average of
the operator O over the ensemble of the configurations.
FIG. 3 shows the Polyakov loop average versus the
temperature determined by using Table I and II. We find
that the Polyakov loop averages 〈P∗〉 (∗ = U, V min, V max)
take different values option by option, namely, ∗ =
U, V min, V max. It is observed that among the Polyakov
loop averages 〈P∗〉 at a temperature T the original gauge
field U gives the smallest value and that the restricted
fields V give larger values: V max in the maximal option
gives the largest value, while the restricted field V min in
the minimal option gives the value in between. How-
ever, the three Polyakov loop averages, 〈PU 〉, 〈PV min〉
and 〈PV max〉 , give the same critical temperature for the
phase transition separating the low-temperature confined
phase characterized by the vanishing Polyakov loop av-
erage 〈PU 〉 = 〈PV min〉 = 〈PV max〉 = 0 from the high-
temperature deconfined phase characterized by the non-
vanishing Polyakov loop average 〈PU 〉 6= 0, 〈PV min〉 6= 0,
and 〈PV max〉 6= 0. We also find that the critical temper-
ature determined from the data set I and II agrees with
each other.
In order to determine a precise location of the tran-
sition temperature, we introduce the susceptibility χ∗
(∗ = U, V min, V max) of the Polyakov loop by
χ∗ :=
1
L3
〈∣∣∣∣∣∑
~x
P∗(~x)
∣∣∣∣∣
2〉
−
∣∣∣∣∣
〈∑
~x
P∗(~x)
〉∣∣∣∣∣
2
 . (14)
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FIG. 1: Distributions of the space-averaged Polyakov loop on the complex plane for the data set I: (upper three pan-
els) for NT = 6 and β = 5.75, 5.80, 5.85, 5.875, 5.9, 5.925, 5.95, 6.0, 6.1, 6.2, 6.3, 6.4, 6.5 (lower three panels) NT = 8 and
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max
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FIG. 2: Distributions of the space-averaged Polyakov loop on the complex plane for the data set II: for NT = 4, 6, 8, 10, 12, 14, 16
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FIG.4 gives the susceptibility versus temperature ob-
tained from the data set I and II. They are calculated
from the space-averaged Polyakov loop over the total sets
of the original field configurations and the restricted field
configurations in the minimal and maximal options, given
in FIG. 1 and FIG. 2, respectively. These data clearly
shows that both the minimal and maximal options re-
produce the critical point of the original Yang-Mills field
theory. Thus, the three Polyakov-loop averages give the
identical critical temperature as
Tc = 0.6285 [in the unit
√
σ] = 276.5 MeV. (15)
C. Static quark–antiquark potential at finite tem-
perature
Second, we investigate the static quark–antiquark po-
tential at finite temperature. To obtain the static poten-
tial at finite temperature, we adopt the Wilson loop op-
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FIG. 3: The Polyakov-loop averages versus temperature:
The three plots for the Polyakov loop averages 〈P∗〉 (∗ =
U, V min, V max) at a temperature T represent from bottom to
top the Polyakov loop averages for the original gauge field
U , the restricted field V min in the minimal option and the
restricted field V max in the maximal one, respectively. (upper
panel) The plot for the data set I. (lower panel) The plots for
the data set II.
erator defined for the rectangular loop C with the spatial
length R and the temporal length τ which is maximally
extended in the temporal direction, i.e., τ = 1/T . Ac-
cording to the standard argument, for large τ i.e., small
T , the static potential is obtained from the original gauge
field U and the restricted field V :
V (R;U) := − 1
τ
log 〈〈WU 〉〉 = −T log 〈〈WU 〉〉 ,
(16a)
V (R;V ) := − 1
τ
log 〈〈WV 〉〉 = −T log 〈〈WV 〉〉 .
(16b)
In what follows, the symbol 〈〈O〉〉 denotes the average of
the operator O over the space-time and ensemble of the
configurations.
According to the imaginary time formalism of the
quantum field theory at finite temperature T , the tem-
poral (imaginary time) direction τ of the space-time has
a finite length of extension 1/T . Therefore, if the rectan-
gular closed loop is maximally extended in the temporal
direction, then it eventually reaches the boundaries at
τ = 0 and τ = 1/T which are to be identified by the pe-
riodic boundary condition. See the left and middle panels
of FIG. 5.
This definition (16) of the static potential is based on
an analogy with that of the Wilson loop average at zero
temperature, and agrees with the static potential at zero
temperature in the limit T → 0. Therefore, this defini-
tion of the static potential at finite temperature is valid
for low temperatures or not-so-high temperatures, but it
will be problematic to use in extremely high tempera-
tures above the critical temperature.
FIG.6 and FIG. 7 show the static potentials at vari-
ous temperatures calculated according to the definition
(17). The panels in the upper and lower rows of FIG.
6 show the potentials calculated respectively from con-
figurations with Nt = 6 and Nt = 8 of the data set I .
While, the panels in the upper and lower rows of FIG. 7
show the results calculated respectively from configura-
tions with β = 6.0 and β = 6.2 of the data set II . The
three static potentials are obtained by the original gauge
field (Yang-Mills field), the restricted fields (V -fields) in
the minimal and maximal options. By comparing these
results, we find that the restricted fields in both options
reproduce the string tension of the original Yang-Mills
field. Therefore, we have shown the restricted field (V -
field) dominance in the string tension for both options at
finite temperature.
The Wilson loop maximally extended in the temporal
direction looks like a pair of the Polyakov loop P (~x) and
the anti-Polyakov loop P (~x)∗ (the Polyakov loop defined
by the path-ordering in the reverse direction, i.e., the
complex conjugate of the Polyakov loop), see the right
panel of FIG 5. However, it should be remarked that the
potential obtained from the maximally extended Wilson
loop is different from the “potential” V˜ (R;U) defined
from the correlation function for a pair of the Polyakov
loop P (~x) and anti-Polyakov loop P ∗(~y) separated by the
spatial distance R = ‖~x− ~y‖ as
V˜ (R;U) := −T log 〈〈PU (~x)P ∗U (~y)〉〉 , (17a)
V˜ (R;V ) := −T log 〈〈PV (~x)P ∗V (~y)〉〉 , (17b)
where each Polyakov loop is defined by the correspond-
ing closed loop obtained by identifying the end points at
τ = 0 and τ = 1/T due to the periodic boundary condi-
tion. FIG. 8 gives the result for the measurement of V˜
at various temperatures.
In fact, it is known [49, 50] that the Polyakov loop cor-
relation function which is related to the partition function
in the presence of a quark at ~x and an anti-quark at ~y
is decomposed into the singlet and the adjoint combina-
tions in the color space:
〈〈PU (~x)P ∗U (~y)〉〉 ≃ e−Fqq¯/T
=
1
N2c
e−F
(S)/T +
N2c − 1
N2c
e−F
(A)/T , (18)
where F (S) and F (A) are the free energies in the sin-
glet channel and the adjoint channel respectively. The
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FIG. 4: The Polyakov loop susceptibility versus temperature: (upper row) data set I. (lower row) data set II. The three panels
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FIG. 5: The set up for the measurement of the static quark-antiquark potential at finite temperature: (Left) the Wilson loop,
(Center) maximally extended Wilson loop, (Right) a pair of a Polyakov loop and the anti-Polyakov loop
left-hand side of (18) is gauge-invariant for arbitrary ~x
and ~y by construction. However, the decomposition in
the right-hand side of (18) is gauge-dependent and thus
should be taken with care. In sharp contrast to V˜ , the
potential V obtained from the Wilson loop is color singlet
and gauge-independent object.
D. Chromo-flux tube at finite temperature
We proceed to investigate the dual Meissner effect at
finite temperature. For this purpose, we use the gauge-
invariant correlation function which is the same as that
used at zero temperature [51]. We measure the chromo-
flux created by a quark-antiquark pair, which is repre-
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FIG. 6: The static quark-antiquark potentials V obtained from the maximally extended Wilson loop (16) using the data set
I in the case of (upper row) NT = 6 and (lower row) NT = 8. The three panels in each row represent from left to right the
original Yang-Mills field, the restricted field in the minimal option, and the restricted field in the maximal option.
sented by the maximally extended Wilson loop W given
in the center panel of FIG.5. The chromo-field strengths,
i.e., the field strengths of the chromo-flux created by the
Wilson loop of the original Yang-Mills field, the restricted
field in the minimal and maximal options are measured
by using the three kind of the probes defined by
FYMµν (y) =
√
β
6
ρ
UP
(y), (19a)
ρYM
UP
(y) :=
〈〈
tr
(
WL[U ]Up(y)L
†[U ]
)〉〉
〈〈tr (W )〉〉
− 1
Nc
〈〈tr (Up(y)) tr (W )〉〉
〈〈tr (W )〉〉 , (19b)
Fminµν (y) =
√
β
6
ρ
Vmin
P
(y), (20a)
ρminVp (y) :=
〈〈
tr
(
WL[V min]V minp (y)L
†[V min]
)〉〉
〈〈tr (W )〉〉
− 1
Nc
〈〈
tr
(
V minp (x)
)
tr (W )
〉〉
〈〈tr (W )〉〉 , (20b)
Fmaxµν (y) =
√
β
6
ρ
Vmax
P
(y), (21a)
ρmax
VP
(y) :=
〈〈
tr
(
WL[V max]V maxp (y)L
†[V max]
)〉〉
〈〈tr (W )〉〉
− 1
Nc
〈〈tr (V max(x)) tr (W )〉〉
〈〈tr (W )〉〉 , (21b)
where Up, V
min
p , and V
max
p represent plaquette variables
for the field strength made of the Yang-Mills fields U ,
the restricted fields in the minimal and maximal options,
V min and V max, respectively, and L is the Schwinger line
connecting the source W and the probes, Up , V
min
p ,
and V maxp , which is introduced to guarantee the gauge-
invariance. FIG.9 shows the graphical representation of
the connected correlation Eqs.(19)–(21). We prepare the
maximally extended Wilson loop of the size R×NT with
R = 7 and NT being the size of the temporal direction
where the Wilson loop is placed at z−t plane (see FIG.9),
and ae quark and an anti-quark are placed along the tem-
poral direction (t-direction) at the distance R in the z-
direction. When we introduce the coordinates relative
to the Wilson loop, the quark and antiquark are respec-
tively represented by the segments, z = 0, 0 ≤ t ≤ NT
and z = R, 0 ≤ t ≤ NT in the Wilson loop, respec-
tively. The coordinates y in Eqs.(19)–(21) represents the
amount of shift from the Wilson loop. We measure the
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FIG. 7: The static quark-antiquark potentials V obtained from the maximally extended Wilson loop (16) using the data set
II in the case of (upper row) β = 6.0 and (lower row) β = 6.2. The three panels in each row represent from left to right the
original Yang-Mills field, the restricted field in the minimal option, and the restricted field in the maximal option.
chromo flux at the midpoint of the Wilson loop, tmid =
NT /2− 1 and zmid = 3, i.e., the Schwinger line L (L†) is
connected at the point z = zmid, t = 0 in the z − t plane
and extended to the center of the Wilson loop, z = zmid,
t = tmid. The plaquette is displaced along the y-direction
from the center of the Wilson loop (the point of the dis-
tance 0) to the point of the distance Y , i.e., (x = 0, y,
zmid, tmid), 0 ≤ y ≤ Y .
The three kind of the chromo fluxes for the Yang-
Mills fields and the restricted fields in the minimal and
maximal options are distinguished by using different
probes made of the Yang-Mills fields and the restricted
fields in the minimal and maximal options, L[U ]UpL
†[U ],
L[V min]V minp L
†[V min], and L[V max]V maxp L
†[V max], re-
spectively. Indeed, in the naive continuum limit, the
connected correlations are reduced to
ρYM
UP
ε→0≃ gε2 〈Fµν [U ]〉qq¯
:=
〈〈
tr
(
gε2Fµν [U ]L[U ]†WL[U ]
)〉〉
〈〈tr (W )〉〉 +O(ε
4), (22)
ρmin
VP
ε→0≃ gε2 〈Fµν [V min]〉qq¯
:=
〈〈
tr
(
gε2Fµν [V min]L[V min]†WL[V min]
)〉〉
〈〈tr (W )〉〉
+O(ε4), (23)
ρmax
VP
ε→0≃ gε2 〈Fµν [V max]〉qq¯
:=
〈〈
tr
(
gε2Fµν [V max]L[V max]†WL[V max]
)〉〉
〈〈tr (W )〉〉
+O(ε4) . (24)
FIG.10 exhibits the chromo fluxes measured by using
Eqs.(19)–(21) for the data set I. Note again that the
physical unit (the lattice spacing) is different β by β
and we cannot directly compare measured values between
the different lattice, because the temperature varies by
changing β for the fixed size of the lattice and the lattice
spacing is a function of β. The three panels from top to
bottom in each column show the option dependence of
the chromo fluxes obtained for the Yang-Mills field, the
restricted field in the minimal option and the restricted
field in the maximal options with the lattice size and the
gauge coupling being fixed. The four panels from left to
right in each row show the temperature dependence of
the chromo fluxes at different temperatures in the same
option. At a low-temperature in the confinement phase,
T < Tc, we observe that only the component Ez of the
chromoelectric flux in the direction connecting a quark
and antiquark pair is non-vanishing, while the other com-
ponents take vanishing values, see the left two panels in
each row of FIG. 10. At a high-temperature in the decon-
finement phase, T > Tc, we observe that the component
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FIG. 9: The set up for the measurement of the chromo-fluxes. (Left) The graphical representation of the operator tr
(
WLUpL
†
)
.
(Right) The operator tr
(
WLUpL
†
)
with the maximally extended Wilson loop W .
Ez of the chromoelectric flux becomes much smaller as
the temperature increases and that the other components
still take vanishing values, see the right two panels in each
row of FIG. 10. The magnitude of the chromoelectric
field decreases as the temperature increases, and rapidly
falls off when the temperature exceeds the critical tem-
perature. Therefore, the flux tube gradually disappears
above the critical temperature.
Thus, the results of FIG.10 give the numerical evi-
dence for the disappearance of the dual Meissner effect
in the high-temperature deconfinement phase. These re-
sults should be compared with similar analyses for the
Yang-Mills field at finite temperature by using a pair of
Polyakov loops [52, 53]. Our results are consistent with
them.
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FIG. 10: The components of the chromo flux obtained from the data set I: Ex = F
qq¯
14
, Ey = F
qq¯
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, Ez = F
qq¯
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, Bx = F
qq¯
23
,
By = F
qq¯
31
, Bz = F
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12
. The three panels in the same column correspond to the different options: (top row) the original Yang-
Mills field, (mid row) the restricted field in the minimal option, and (bottom row) the restricted field in the maximal option.
In the four panels in each row, the left two are at low temperatures in the confinement phase T < Tc, while the right two are
at high temperatures in the deconfinement phase Tc < T .
E. Magnetic–monopole current and dual Meiss-
ner effect at finite temperature
Finally, we investigate the dual Meissner effect by mea-
suring the magnetic–monopole current k induced around
the chromo-flux tube created by a quark-antiquark pair,
see FIG.11. We use the magnetic–monopole current k
defined by
kYMµ (x) =
1
2
εµναβ
(
FYMαβ (x+ νˆ)− FYMαβ (x)
)
,
(25a)
kminµ (x) =
1
2
εµναβ
(
Fminαβ (x + νˆ)− Fminαβ (x)
)
,
(25b)
kmaxµ (x) =
1
2
εµναβ
(
Fmaxαβ (x+ νˆ)− Fmaxαβ (x)
)
,
(25c)
k
q
-
q
E
x
y
z
FIG. 11: The magnetic–monopole current k induced around
the chromo-flux tube created by a quark-antiquark pair.
where F
(∗)
µν are the field strength defined by Eqs.(19)–
(21). This definitions satisfy the conserved current, i.e.,
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FIG. 12: The magnitude |Jm| =
√
kµkµ of the induced magnetic current kµ (Jm,µ) around the flux tube connecting a quark-
antiquark pair as a function of the distance y from the z axis for various values of β. (Upper row) The results for NT = 6 from
data set I. (Upper row) The results for NT = 8 from data set I. The three panels in each row represent from left to right the
original Yang-Mills field, the restricted field in the minimal option, and the restricted field in the maximal option.
∂µk
(∗)
µ (x) :=
∑
µ
(
k
(∗)
µ (x+ µˆ)− k(∗)µ (x)
)
≡ 0. There is a
general belief that the magnetic–monopole current (25)
must vanish due to the Bianchi identity as far as there
exist no singularities in the gauge potential A. In fact,
if the field strength F (∗) was written in the exact form
F (∗) = dA(∗) using the differential form, the magnetic–
monopole current would vanish k(∗) := ∗dF = ∗ddA = 0
due to dd ≡ 0. This is not the case in the Yang-Mills
theory. We show that the magnetic–monopole current
defined in this way (25) can be the order parameter
for the confinement/deconfinement phase transition, as
suggested from the dual superconductivity hypothesis.
FIG. 12 shows the result of the measurements of the
magnitude
√
kµkµ of the induced magnetic current kµ
obtained according to (25) for various temperatures (β).
The current decreases as the temperature becomes higher
and eventually vanishes above the critical temperature
for both options. We observe respectively the appearance
and disappearance of the magnetic monopole current in
the low temperature phase and high temperature phase.
IV. CONCLUSION
Using a new formulation of the Yang-Mills the-
ory on a lattice, we have investigated the confine-
ment/deconfinement phase transition at finite tempera-
ture in the SU(3) Yang-Mills theory from the viewpoint
of the dual superconductivity. We have compared the two
possible realizations of the dual superconductivity at fi-
nite temperature by adopting the two possible options in
the SU(3) Yang-Mills theory, i.e., the non-Abelian dual
superconductivity in the minimal option and the con-
ventional Abelian dual superconductivity in the maximal
one. In both options, we have succeeded even at finite
temperature to extract the restricted field variable (V -
field) from the original Yang-Mills field variable as the
dominant mode for confining quarks in the fundamen-
tal representation, which could be called the restricted
field dominance at finite temperature. In both options,
moreover, we have investigated the dual Meissner effect
to show that the chromoelectric flux tube appears in
the confining phase, but it disappears in the deconfining
phase. Thus, both options can be adopted to give the
low-energy effective description for quark confinement of
the original Yang-Mills theory.
In fact, we have given the numerical evidences for the
restricted field dominance. First, we have investigated
the Polyakov loop averages at finite temperature and
have shown that that the Polyakov loop average 〈PV 〉
of the restricted field V gives the same critical temper-
ature Tc as that detected by the Polyakov loop average
〈PU 〉 of the original gauge field U : 〈P 〉 = 0 for T < Tc
and 〈P 〉 6= 0 for T > Tc.
Next, we have investigated the static quark poten-
tial at finite temperature by using the maximally ex-
tended Wilson loop and the correlation function for a
13
pair of the Polyakov loop and the anti-Polyakov loop.
We have found the restricted field (V -field) dominance
in the string tension at finite temperature for both op-
tions: the string tension calculated from the restricted
field reproduces that from the original Yang-Mills the-
ory. Both measurements by using the Wilson loop and
the Polyakov loop are in good agreements. When the
temperature exceeds the critical temperature, the string
tension rapidly vanishes as the temperature increases.
The restricted fields in both options reproduce the cen-
ter symmetry restoration/breaking of the original Yang-
Mills theory, and give the same critical temperature of
the confining/deconfining phase transition.
However, the Polyakov loop average cannot be the
direct signal of the dual Meissner effect or magnetic
monopole condensation. Therefore, it is important to
find an order parameter which enables one to detect the
dual Meissner effect directly. In view of these, we have
measured the chromoelectric and chromomagnetic flux
for both the original field and the restricted fields in
the two options. In the low–temperature confined phase
T < Tc, we have obtained the numerical evidences of
the dual Meissner effect in the SU(3) Yang-Mills the-
ory, namely, the squeezing of the chromoelectric flux
tube created by a quark-antiquark pair and the associ-
ated magnetic–monopole current induced around the flux
tube. In the high–temperature deconfined phase T > Tc,
on the other hand, we have observed the disappearance
of the dual Meissner effect, namely, no more squeezing of
the chromoelectric flux tube detected by non-vanishing
component in the chromoelectric flux and the vanish-
ing of the magnetic-monopole current associated with
the chromo-flux tube. We have confirmed that the dual
Meissner effect can be described by the restricted field
alone for both options. Therefore, we have confirmed
the restricted field dominance in the dual Meissner ef-
fect even at finite temperature. Thus, we have given
the evidences that the confinement/deconfinement phase
transition at finite temperature is caused by appear-
ance/disappearance of the dual superconductivity for the
SU(3) Yang-Mills theory.
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