Abstract. Biological systems involving genetic reactions are large discrete event systems, and often contain certain species that occur in small quantities, and others that occur in large quantities, leading to a difficulty in modelling and simulation. Small populations inhibit the usefulness of utilizing differential equations to represent the system, while the large populations cause stochastic discrete event simulation to become computationally intensive. This paper presents an algorithmic approach for the dynamic partitioning and stochastic hybrid simulation of biological systems. The algorithm uses a Poisson approximation for discrete event generation and ordinary differential equations to model continuous behavior. The populations are dynamically partitioned so that some populations are simulated in a discrete stochastic fashion, while others are simulated by continuous differential equations, and this partition between discrete and continuous behavior is updated. The hybrid model of a biological toggle switch yields promising results.
Introduction
The advancement of experimental techniques and rapid accumulation of genetic information have opened a new frontier in biomedical engineering. The ability to engineer artificial gene regulatory networks with sophisticated computational and functional abilities grows ever closer due to the availability of wellcharacterized components from natural gene networks. Hence, the construction, analysis, and interpretation of qualitative and quantitative models acts to drive the field forward [10] . There are several complementary approaches involving discrete and stochastic simulation that can be used to model gene networks; they are surveyed in this paper. The goal is to use such descriptions to accurately predict the properties and function of modules connected into networks, and to make in silico suggestions for optimal design strategies prior to implementation in vivo. However, as the models become progressively more complex, the algorithms become computationally expensive [11] .
For systems in which species fluctuate by varying orders of magnitude, the largest fluctuating species require the most time to simulate stochastically because exact stochastic simulation techniques scale with the number of reaction events [9] . The use of stochastic partitioning, whereby the state of the reaction is modelled using extents of reactions rather than molecules of species, thereby leading to the ability to separate the state into subsets of fast and slow reactions, allows for the reduction in the computational burden for simulation. The fast reactions can then be approximated deterministically as ordinary differential equations (or stochastically by the Langevin Equations), while the slow reactions can be treated as stochastic events with time-varying reaction rates. However, the partition must be evaluated periodically, as reactions can change their behavior as time progresses.
In the next section, an informal discussion of the hybrid nature of large, discrete event biological systems is conducted. A survey of simulation and analysis techniques to date is performed, and the potential limitations of these methods are discussed. Section 3 focuses on the various modeling techniques used to encapsulate biological systems. Deterministic differential equations, the Langevin approximation, and discrete stochastic simulation models are developed. A Poisson process is used to define the discrete reaction rate for continuous mass action models in Section 4. Section 5 discusses several strategies to partition reactions in subsets that can be modeled continuously or discretely. A method for sampling from a non-homogeneous Poisson process in order to determine the next reaction and time to next reaction is outlined in Section 6. Section 7 contains the discussion of a model of a toggle switch that is simulated using dynamic partitioning of a hybrid model, where the population paritioning is used to separate fast and slow reactions. The fast reactions are simulated using ordinary continuous differential equations, and the slow reactions are simulated using a non-homogeneous Poisson process. The simulation algorithm is outlined, and implementation issues are discussed.
Problems with Large Discrete Event Biological Systems
In many systems, the probability of occurrence of any event in an infinitesimal time interval dt will depend only on the number of individuals at time t and on parameters that might depend on t, that is, the future evolution of the system depends only on its present state, and not on the system's history. Such processes can be represented as Markov processes [8] . These systems are memoryless, and do not need to keep a state history to determine their evolution.
Systems that are Markov in nature and have exponential event distributions can be modeled using Monte Carlo simulation. The notion of Monte Carlo simulation comes from the solution of the inverse problem, in which differential equations are approximated by stochastic jumps obtained by the Monte Carlo method. This simulation is a simple realization of the Markov process, and is often called the Feller process [3] .
If the population size is large, then in the limiting case, the fractions of the total population represented by each species are the relevant quantities to be considered. This notion is called the Mass-Action Law, and is commonly accepted in physical chemistry [2] .
Current Simulation and Analysis Techniques
Solutions to the stochastic formulation of coupled chemical reactions can be computed using the Monte Carlo procedure specified by Gillespie [7] . The algorithm calculates a stochastic description of the temporal behavior of the coupled reactions. This description can be shown to have a more rigorous physical basis than conventional kinetic equation formulations based on the assumption that changes in the chemical reaction system over time are both continuous and deterministic. This assumption of continuous and deterministic behavior is invalid for low concentrations of reactant species or sufficiently slow reactant rates. The Direct and First Reaction methods [7] , outlined by Gillespie, are simulation algorithms that calculate the probabilistic outcome of each discrete chemical event and the resulting changes in the number of each molecular species. It should be noted that, in the limiting case of a large number of reactant molecules, these methods are entirely equivalent to the solution of the traditional kinetic differential equations derived from the Law of Mass Action [8] .
As models become progressively more complex, however, these algorithms often become expensive computationally. Several techniques have been employed to reduce the computational burden. Employment of a deterministic equilibrium assumption on polymerization reaction kinetics has yielded a decrease in computational complexity, as shown by He, Zhang, Chen, and Yang [?]. Gibson and Bruck have refined Gillespie's First Reaction algorithm to reduce the required number of pseudo-random numbers that must be generated, a technique that works best for systems in which some reactions occur much more frequently than others [5] . Rao and Arkin have demonstrated how to numerically simulate systems reduced by the quasi-steady-state assumption [?] . This work expands upon ideas by Janssen [?] and Vlad and Pop [?], who examined the adiabatic elimination of fast relaxing variables in stochastic chemical kinetics. Resat, Wiley, and Dixon applied a probability-weighted Monte Carlo approach to address systems with reaction rates that vary by several orders of magnitude, but this method increases error in species fluctuations [?] . Haseltine and Rawlings [9] expanded upon the idea of a partitioned system and simulation via Gillespie's direct method to construct approximations that reduce the computational burden for simulation. Their work sets up the framework for partitioning a system into discrete and continuous reactions, but addresses only static partitioning.
Recently, Solari et al. developed an approximation to stochastic population dynamics based on almost independent Poisson processes whose parameters obey a set of coupled ordinary differential equations [14, 15, 1] . Error bounds for the moment-generating function have been developed. For large populations, the Poisson approximation becomes a discrete integration of the Langevin approximation [12] . A implementation of this simulation method has been outlined, and several improvements to improve its efficiency are discussed in the relevant literature [14] .
Unfortunately, for large-scale biological systems that have complex macromolecules (i.e., proteins), long and short time scales, and interactions of several different molecule types, no one approach has yet to yield satisfactory results in all the arenas of accuracy, computational complexity, scalability, and coverage.
Modeling
A coupled system of p biochemical reactions can be modeled by equations of the form:
where one molecule each of n different reactants react to form one molecule each of m different products P i , k = 1 . . . p. If it is assumed that enough molecules of each species are present such that the number of molecules can be approximated as a continuous quantity that varies deterministically over time, the concentration of each species can be written in terms of the concentrations
of all other species via a set of differential equations. However, when the concentrations of certain species drop below a given level, the assumption that the number of molecules can be approximated as a continuously varying deterministic function is no longer valid.
Alternatively, it can be assumed that non-reactive collisions occur far more often than reactive collisions, and thus that the fast dynamics of motion can be neglected [5] . Thus, the system may be represented best using the number of each kind of molecule. Using this approach, it can be concluded that the probability that a certain reaction µ will take place in the next instant of time dt is given by a µ dt + o(dt), where a µ is independent of dt and o(dt) represents terms that are negligible for small dt. However, a µ may depend on the current number of molecules of each kind, and the current time. Furthermore, it may depend on quantities such as temperature and volume, which may change with time. The state of the system in the stochastic framework is defined by the number of molecules of each species and changes discretely whenever one of the reactions occurs. Formally, we can define the probability that the state S of a system changes to S via the occurrence of the reaction as [5] :
Note that since a µ , and thus the transition probability, are dependent only on the current state and not on previous states, the underlying process is Markov in nature. If an individual probability variable is created for each possible state of the system, then Equation 2 can be used to write out the system of coupled differential equations that defines the system, such as:
for all reactions µ ij that bring the system state from S i to S j . This set of differential equations has probabilities as variables and is referred to as a Master Equation. It is a direct consequence of the satisfaction of the forward Kolmogorov equation by the probabilities [6] . For systems with very few states, the entire set of Master Equations may be written out and explicitly solved. For large systems, however, this approach quickly becomes intractable [5] .
The
where:
and dW i is a Weiner process. Equation (5) is a stochastic differential equation that specifies the evolution of the trajectories of the system state [7] . The error induced by this approximation is directly related to the size of the system Ω. Even if the system size Ω is large, the Langevin approximation will most likely be valid for only a subset of the reactions [6] .
We wish to create a process model for the large, discrete event system that, in the limiting case of large population sizes, captures the Langevin equations, and in the case of small population sizes, can be represented using stochastic discrete interactions.
Poisson Processes for Mass-Action Models
Intuitively, the mass action law formalizes the notion that if the size of a system (both in populations and the environment) increases, then the rate of actions also increases. Mathematically, if the rate of the i th reaction is λ i (X), which is a function of the population size X, then the mass action law enforces the limiting property [8] :
More specifically, in the context of chemical reactions, the mass action law states that the rate of actions is proportional to the product of the concentration of the dependent populations. Consider a system with M substances (populations), in which r reactions occur. Let X i , i = 1, 2, . . . , M be the quantities of each substance. Each of the r reactions is represented as follows:
where k r is the kinetic reaction constant associated with each reaction. The system specified by Equation (7) can then be modeled using a Continuous Time Markov Chain (CTMC), where each state − → X = (X i = v|i = 1 . . . M, v ∈ R) corresponds to a distinct valuation for each X i . In a state, each reaction fires after an exponentially distributed random delay whose rate is given by:
As the population size increases, that is, X i → ∞, i = 1 . . . M , the limiting behavior of the above CTMC can be described by the following differential equations:
where
and [X i ] is the concentration of the substance X i in the limit. A first order correction for stochastic departure can be introduced to obtain the corresponding Langevin Equations. For the purposes of this paper, we shall instead approximate the continuous behavior using deterministic ordinary differential equations. In future work, we shall investigate the implementation of stochastic differential equations.
We wish to create an approach to simulating large, discrete event systems that, in the limiting case of large population sizes, can be modeled by continuous (and possibly stochastic) differential equations, and in the case of small population sizes, can be represented using event-by-event realizations of the MonteCarlo simulation method. We hope to leverage advantages inherent meshing the Monte-Carlo and continuous approaches in order to achieve either computational savings or an increase accuracy over an approach that employes a single simulation method.
Partitioning Techniques: Continuous versus Discrete Behavior
Our basic approach is to partition the set R of reactions into a set of continuous reactions and a set of discrete reactions. The continuous reactions evolve using the differential equations, while the discrete reactions evolve using standard
Population changes due to fast reactions )) ( ( ) ( CTMC simulation. During the occurrence of two consecutive discrete reactions, the system state changes due to the continuous reactions. Since these continuous reactions could change the quantities of substances on which the rates of the discrete reactions depend, the discrete reactions have to be represented by nonhomogeneous Poisson processes (rate is time varying). Between two consecutive discrete events, progress of the continuous reactions is simulated using standard differential equations simulation.
Dynamic Partitioning
Although the determination of which reactions exhibit deterministic behavior versus which exhibit stochastic behavior could be done statically based on prior knowledge about the system, the classification into stochastic or deterministic is intrinsically dependent on the system state, which evolves over time. Therefore, more flexibility (and accuracy) can be obtained by deciding the partition as the system evolves ( Figure 1 ). The partition is based on the rates of reaction (as given by Equation 8 and 9, and re-partitioning can be performed either only after a discrete transition, or as and when needed (i.e. even between discrete events). The earlier approach, even though easy to implement, has the drawback that it is possible for the state of the system to change such that the assumptions made by the continuous regime are no longer valid.
Re-partitioning only after discrete events is easy to implement, but has the significant drawback of The approaches to perform such a partitioning are given below. They each have their advantages and their drawbacks. Note that the dynamic partitioning described here is performed after a state change due to a discrete event. This ensures that all continuous variables will be updated by the effects of the discrete event instantaneously.
Population Partitioning In the population partitioning approach, the basic idea is to partition the various populations X i in the system into a set of continuous populations, and a set of discrete populations. Let P = X i |i = 1, . . . , M be the set of populations in the system. For some state
is the set of discrete populations. The set of reactions R is also partitioned into two sets; those which modify any discrete population, and those that do not.
After the occurrence of each event, we reconstruct C( − → X ) and D( − → X if needed using the rule: if
− → X ) for some threshold k. Initially, the threshold k would be a user definable parameter based on experimental determination of the magnitude at which the discrete behavior of the species in question is reasonably approximated by continuous equations for the given environmental conditions. If the performance of the simulation algorithm is sensitive to disturbances in k, it becomes necessary to define an error bound on k, and to reformulate the algorithm so that it adaptively selects k to be the lowest value that gives a bounded error for any propagation of the simulation within one discrete time step. This technique is similar to the technique used by adaptive meshing algorithms that are used to pick the step size in the numerical solution of differential equations [6] . The error bounds derived on the simulation of nonhomogeneous Poisson processes [14] would be useful in this process to limit the highest value selected for k.
Partitioning based on population size is intuitive and reactions may change from discrete to continuous only at discrete events, while reactions may change from continuous to discrete at any point the population size drops below the threshold k. However, only those reactions that do not modify any discrete populations can be simulated using differential equations. The remaining reactions must be simulated using CTMC simulation. The examples in Section 7 utilize this method.
Action Partitioning In this hypothetical approach, the reactions are partitioned directly without partitioning the populations as well. This partitioning is done strictly based on the rate of reaction. Hence, some limiting condition that provides an estimate of the error between the stochastic model and the deterministic model for a reaction with a given rate must be derived to act as an upper bound. It is unclear at present what exact metric will best serve this purpose. All fast reactions can then be simulated using differential equations, resulting in a great computational savings, thereby greatly increasing the size of system which can be modelled. However, reactions may change from discrete to continuous at any time, and hence the partitions may have to be updated at All the populations can change between two discrete events. Hence the number of continuous parameters to the continuous Poisson process increases, thus decreasing its efficiency. At this point, it is unclear how to exactly implement this approach, and it will be investigated more thoroughly in future work.
Sampling from a Non-Homogeneous Poisson Process
Using the partitioning approaches described in Section 5, the simulation problem reduces to one of simulating a non-homogeneous Poisson process, i.e. one in which the rate changes continuously with time. Such a process can be simulated using the technique of thinning [3] . Thinning is essentially a uniformization technique, whereby the variable rate of the Poisson process is uniformized using a constant rate λ max that upper bounds the varying rate of the process between updates. An exponentially distributed random number with rate λ max is then generated to represent a tentative next arrival time for the non homogeneous Poisson process. Let the current time be t and the tentative next arrival time be ∆t. The actual rate λ(t + ∆t) of the non-homogeneous Poisson process is computed at time t + ∆t. Then, the tentative arrival time is accepted as the next arrival time of the non-homogeneous Poisson process with probability ( Figure 2 ):
and rejected with probability
If the arrival time is rejected, the process of generating tentative arrival times can be repeated with the current time set to t+∆t, due to the memoryless nature of the Poisson process, until an arrival time is finally accepted. Let the random variable N represent the number of arrival events (all but the last one being tentative) that need to be generated to simulate one discrete event. If ∆t i is the i th tentative arrival time, then the probabilistic moment function for N is given by:
Let:
be the acceptance probability for the i th sample, and let:
be the maximum possible value for r(n). Then, the average value of N can be upper bounded by the average value of a geometric random variable with success probability r max . That is:
Clearly, bringing this ratio as close to 1 as possible will result in the generation of fewer event arrival time and improve the running time of the algorithm. Two techniques can be used to do this task. First, using the memoryless nature of the Poisson process, we can make more informed estimates of λ max at the time of each tentative event rejection. Such a technique is similar to adaptive uniformization. The second technique is to use the law of conservation of mass to compute an upper limit. However, this approach is clearly conservative because the law of conservation of mass provides an upper limit on the amount of substance that can ever be generated in the given system. A better approach might be to optimistically assume a smaller upper bound λ max (optimistic), relying on the fact that most of the generated arrival times will not be too far away. Then, while integrating, if the actual rates ever become higher than λ max (optimistic), then we redo the computation from the last event with a larger λ max (optimistic). The efficiency of this computation can be calculated based on the exponential distribution function. Clearly, the more number of times we have to recompute, the less gains we obtain. Also, it is possible that this technique biases the arrival rate distribution.
