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Abstract 
Rainstorm is one of the major natural disasters in the world. Because of the complexity and non-linearity, using the 
current methods to correctly monitor and predict rainfalls is difficult. In recent years, with the rapid developments of 
nonlinear science, nonlinear time series analysis has been widely used in many scientific and technological fields. In 
this study two kinds of nonlinear methods, i.e., the robust symbolic dynamics and information entropy, are used for 
nonlinear time series analysis of rainstorms. The theoretical bases on symbolic dynamics, information entropy and 
nonlinear time series analysis are introduced, first. Then, a new algorithm for rainstorm monitoring, including data 
preprocessing, time series symbolizing, symbolic time series segmentation and information entropy calculations, is 
described. Finally, 45 cases of heavy rainstorms around the world are analyzed. The preliminary results show that the 
method developed in this paper is promising for rainstorm monitoring. 
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1. Introduction  
The world's climate changed during the twentieth century and is continuing to do so. With the trend of 
global warming, extreme weather and climate events, such as severe storms and extreme rainfalls with 
great floods and other disasters, are increasing worldwide, which frequently caused great or sudden 
disasters with terrible losses of human lives and economic damage. Therefore, the knowledge of the 
formation, evolution and forecasting of extreme weather and climate events and climate change are 
especially crucial.  
We can imagine that the evolution of storm process is a complex and nonlinear process. Often, the 
only information we have about such systems is in the form of a time series. For example, observations of 
a measurable variable of the system continuously may be regarded as an information signal. Sampling 
and recording the signal values sequentially produce a time series. The process of analyzing time series 
constitutes a field of science known as time-series analysis.  
Nonlinear time-series analysis cannot be studied satisfactorily by linear time series analysis. Although 
linear techniques such as Fourier analysis have been studied and used to describe the behavior of a 
remarkably wide range of scientific and engineering phenomena, these methods fail to detect any 
nonlinear correlations present and cannot provide a complete characterization of the underlying dynamics 
and, thus, describe the nonlinear structure in the nonlinear time series.  
Over the last three decades many nonlinear time series methods have been developed[1,7]. In this 
study we would like to combine satellite remote sensing with nonlinear sciences[2] to study the issues. 
Especially, symbolic dynamics is a rapidly growing part of dynamical systems. Although it originated as 
a method to study general dynamical systems, the techniques and ideas have found significant 
applications in many scientific and engineering fields[3-4], including nonlinear time series analysis and 
complex system analysis for anomaly detection.  In addition, information entropy is one of the most 
important basic concepts in information theory and has been widely used in the areas of non-linear 
science, statistical mechanics, optimum information processing, and so on. Thus, in this paper we would 
like to use these two kinds of nonlinear methods to study the problem on rainstorm monitoring. 
2. Theoretical Foundations 
2.1.Symbolic dynamics 
Symbolic dynamics arose when Jacques Hadamard applied the idea of characterization of the ordinary 
dynamical trajectory by an unending sequence of symbols in the complicated systems called geodesic 
flows on surfaces of negative curvature. The main point of his work is that there is a simple description of 
the possible sequences that can arise in this idea[3]. Since then, symbolic dynamics is one of the most 
rapidly growing parts of dynamical systems. 
The corresponding symbols are the simplified abstraction of the complex systems. Once some useful 
relationships for the symbols and the actual dynamics system are established, the results obtained from 
the symbols can be applied to the actual complex system.  
Given a time series { tx  }, the ¿rst step is to partition or to discretize the series into a sequence of 
symbol { ts } with a ¿nite number of symbols. The rules of the symbolization are as follows[5]: 
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Figure 1 illustrates the partition method used for discretizing a time series. As this partition method 
excludes the endpoints, a time series { tx } of length n is translated into a symbolic series { ts  } of length 
 
2n n   . 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Illustration of the partition method described in the proposed approach based on three 
consecutive neighbors. 
The symbols used are: A for a trough, B for an increasing phase, C for a peak and D for a decreasing 
phase 
2.2.Entropy 
The development of the idea of entropy of random variables is processed by Claude Shannon who 
provided the beginnings of information theory[6]. The entropy can reflect the confusion degree of the 
system and it is widely applied in the field of cybernetics, astrophysics and life science.  
The information entropy is the statistic characteristics of the source and representing the uncertainty of 
the whole system. The more orderly the system is, the lower of the information entropy is, and vice versa. 
Let A be a discrete random variable with a set of values , the probability of every value is  . The 
entropy of a sequence of the symbols { tx  }, H({ ts }) or  , is de¿ned as: 
 
 
                                                                                           (1) 
 
2.3.Nonlinear Time Series Analysis 
Time series analysis comprises methods for analyzing time series data in order to extract meaningful 
statistics and other characteristics of the data. Generally, linear time series analysis are concerned, first. 
However, in many cases nonlinear dependence of the level of a series on previous data  is of particularly 
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interest. Therefore, nonlinear time series analysis is becoming a more and more reliable tool for the study 
of complicated dynamics from measurements.  
There are no single powerful tool for the analysis of nonlinear time series. Nonlinear time series 
methods arise as extensions and generalizations of linear tools can be mostly found in the statistical 
literature, for exampl, see[9-10], whileas the advanced methods for nonlinear time series analysis have 
gained favor and mainly contain the following three types: 
0B1)  Nonlinear Time Series with chaos theory 
Chaotic systems are an important class of dynamical systems[1,7]. Theoretically chaos arises from 
classes of differential equations having particularly intractable solutions. Often, the underlying equations 
are unknown and the only information we have about the system is in the form of an experimental time 
series with a single scalar variable. Currently, the usefulness of chaos theory is much more controversial 
in many areas of science. The major difficulties arise when the data cannot be assumed to be purely 
deterministic. Since atmospheric system is a highly complex system, its sounding data generally are not 
stationary. 
2) 1BNonlinear Time Series with wavelet 
Wavelets are purposefully crafted to have specific properties that make them useful for Hsignal 
processingH. Mathematically, wavelets are a class of functions such that multiple resolution nature of 
wavelets provides a natural frame work for the analysis of time series. Especially a wavelet network is an 
important tool for analyzing time series when it is nonlinear and non-stationary[8]. 
3) 2BNonlinear Time Series with Neural Networks 
HNeural networkH is a Hmathematical modelH or Hcomputational modelH that is inspired by the 
structure and/or functional aspects of Hbiological neural networksH. Modern neural networks are Hnon-
linearH HstatisticalH Hdata modelingH tools. They are usually used to model complex relationships 
between inputs and outputs or to Hfind patternsH in data. More recently, the neural networks have been 
shown to be a promising alternative tool for analyzing nonlinear time series[8]. 
3. Data and Method 
The data used in this paper are the satellite observed atmospheric precipitable water (PW), which is 
obtained from the global assimilation data of HNational Centers for Environmental Prediction (NCEP)H. 
The time resolution of the data is 4 per day and the space resolution is 1°×1°. The cases of 45 heavy 
rainfalls distributed around the world are selected. Every case of rainfalls includes about 30 days with 122 
data.   
3.1.Preprocessing and Symbolization             
Obviously, the PW data observed by satellites are nonlinear and inevitable have lots of noises. The 
detail of the information may be partly submerged and cause difficult in the analysis. So de-noising is one 
of the important contents in nonlinear time series analysis. The method used in this paper is based on a 
new threshold wavelet function, which can improve the analysis of nonlinear time series, as pointed out 
by Guo et al.[11].   
It needs a lot of data for analyzing the time series by using the symbolic dynamics method. The 
number of the original PW data is insufficient for our nonlinear time series analysis. Thus, we have to use 
interpolation for the time series. Zhiye Xia et al. [12] have compared some nonlinear interpolation 
methods and pointed out that the cubic spline interpolation method is the most suitable tool and the 
optimal interpolation number is 17.  For easier calculations the number 15 is used in our study.   
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3.2.Segmentation of Symbolic Time Series 
For investigating the evolution of the system dynamical characteristics, it is necessary to pursue 
segmentation of the symbolic time series, first. Then, calculations of the entropy for the sub- series and 
investigation of its change can be conducted. There are two methods for segmentation: independent and 
shifting. Let a symbolic time series as:  
ABCDABBCDABCDABCDDDDABCDABCDAB 
Then it can be segmented as ABCDABBCDA, BCDABCDDDD, and so on. Since they have no 
intersection we call the method as the independent method. The time series can also be segmented as 
ABCDABBCDA, BCDABBCDAB, and so on. We call this method as shifting method.   
In order to compare these two methods, the PW data on 6 March 2008 and 6 April 2008 are analyzed. 
The maximum difference, average, variance and standard deviation of the entropy of the time series are 
calculated, respectively, as shown in Table 1. Obviously, the variations of the maximum difference and 
variance of the entropy for the shifting method are larger than that for the independent method. Thus, it is 
better to use the shifting method for the segmentation of the symbolic time series.                                        
TABLE I.  COMPARISON OF TWO  DIFFERENT  SEGMENTATION  METHODS  USING  
THE  ENTROPY VALUES OF THE  SYMBOLIC TIME  SERIES 
method maximu
m 
difference 
aver
age 
varia
nce 
stand
ard 
deviatio
n 
Indepen
dent 
 
1.2720 1.08
78 
0.00
48 
0.069
3 
Shifting 
 
1.4112 1.15
36 
0.01
62 
0.127
2 
Besides of the segmentation method, the length of segmentation can also affect the information 
entropy. A good segmentation length must have the following two characteristics: the average should not 
be very low and the standard deviation should be modest. If the average and standard deviation are very 
low, there will be many minimal values and the useful information will be confused. If the standard 
deviation is very high, there will be no minimal value and the symptoms will be disappeared.  
TABLE II.  COMPARISON  OF  DIFFERENT  SEGMENTATION  LENGTHS USING  THE  
ENTROPY VALUES OF THE  SYMBOLIC TIME  SERIES 
lengt
h 
45 53 60 67 75 
avera
ge 
1.09
6 
1.13
6 
1.15
4 
1.16
6 
1.17
1 
stand
ard 
deviatio
n 
0.23
8 
0.16
7 
0.12
7 
0.09
4 
0.08
0 
Both the average and standard deviation of the PW time series are calculated with the segmentation 
lengths of 45, 53, 60, 67, 75, respectively, and the results are shown in Table 2.  
Table 2 shows that the longer segmentation is the higher of the average entropy and the lower of its 
standard deviation. Figure 2 further illustrates the changes of the information entropy of the symbolic 
time series for different segmentation lengths, i.e., 45, 60 and 75. By comparisons of Figure 2 (a), (b), (c), 
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there is a significant symptom only in Figure 2 (c). Thus, it is better to use the length of 60 for the 
segmentation of the symbolic time series.  
3.3.Entropy Analysis of Symbolic Time Series 
According to the formula (1) and the above knowledge of segmentation, we can obtain the following 
simplified formula: 
 
 
                                                                                 where                                                                   (2) 
 
Where n denotes the segmentation length,  denotes the number of the corresponding symbols, s equals 
to 4 because the symbols is A, B, C or D. 
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Figure 2  The changes of the information entropy of the sympolic time series for the segmentation 
lengths of 45, 60 and 75. 
4. Analysis Result 
Based on the method mentioned above, we have developed a computation code using MATLAB. Then, 
calculations and analyses of the information entropy of the sympolic time series are performed for the 
selected 45 cases of rainstorms distributed around the world. There are 25 cases having the significant 
symptoms. After the symptoms appearing, the rainstoms will usually occur within 10 days. For example, 
one case of rainstom occurred in Chengdu on Aug. 7, 2005 with the symptom appearing at 1 day before 
the rainstom occurred. Another case of rainstom occurred in Vienna on Aug, 12, 2002 with the symptom 
appearing at 4 or 7 days before the rainstom occurred (see Figure 3).  
The preliminary results show that the method developed in this paper is promising for rainstorm 
monitoring. However, there are still some deficiencies at present. Such as, there are still some errors 
caused by the interpolation. In addition, the appearing time of the symptoms still has uncertainty, as 
shown in Figure 3. Therefore, the method proposed in the present paper needs to be further studied. 
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Figure 3  Entropy analysis of the sympolic time series for two rainstorm cases occurred in Chengdu on 
Aug. 7,2005 (a) and in Vienna on Aug, 12, 2002 (b). 
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