Due to the real-life issue of decision making in the presence of uncertainty and multiple conflicting objectives, it is of interest to solve optimization problems that incorporate these two aspects. To address this type of problem, we undertake the computation of highly robust efficient solutions to uncertain multiobjective linear programs with objective-wise uncertainty in the cost matrix coefficients, and we address unbounded feasible regions as well as unbounded uncertainty sets. We provide methods for checking whether or not the highly robust efficient set is empty, computing highly robust efficient points, and determining whether a given solution of interest is highly robust efficient. An application in the area of bank management is included.
Introduction
The presence of uncertainty and multiple conflicting goals in the decision-making process has been commonly recognized. The field of robust multiobjective optimization, which incorporates both robust and multiobjective optimization principles, has evolved to address problems involving uncertainty and multiple criteria. In this field, uncertainty may be associated with multiobjective programs (MOPs) in various ways yielding an uncertain MOP (UMOP). Depending on the source (or sources) of uncertainty that is (or are) taken into account, the formulation changes to reflect this choice. For each formulation, a variety of robustness concepts are defined and studied. Refer to Ide & Schöbel (2015) for a survey and for a tutorial.
The focus of this paper is uncertain multiobjective linear programs (UMOLPs) in which only the objective coefficients are uncertain. As in, e.g., Ehrgott et al. (2014) , Ide & Schöbel (2015) , Kuhn et al. (2016) , and Dranichak & Wiecek (2017) , the uncertainty may be restricted to the objective coefficients, and so the feasible set is taken to be deterministic.
The following notation is used throughout. The Euclidean space of dimension n is given by R n , the Cartesian product of two sets Y 1 and Y 2 is defined by Y 1 × Y 2 := {(y 1 , y 2 ) : y 1 ∈ Y 1 , y 2 ∈ Y 2 }, the p × p identity matrix is given by I p , the vector of all ones is written as 1, and the vector of all zeros is denoted by 0. For all y , y ∈ R n , we write y y if y j ≤ y j for all j = 1, . . . , n; y ≤ y if y j ≤ y j for all j = 1, . . . , n, and y = y ; and y < y if y j < y j for all j = 1, . . . , n. When n = 1, the symbols and ≤ are equivalent. The symbols , ≥, > are used similarly. A deterministic MOLP is given by
where c k , k = 1, . . . , p, is the k-th row of the p×n cost (objective) matrix C, p ≥ 2, n ≥ 1, x ∈ R n is the decision vector, X := {x ∈ R n : Ax = b, x 0} ⊂ R n , with A ∈ R m×n and b ∈ R m , is the polyhedral feasible region, and R n is the decision (solution) space. The polyhedral feasible region X of MOLP (1.1) may be unbounded. The effect of whether or not X is bounded is discussed in more detail in the following sections.
The typical solution concept for MOLP (1.1) is that of (Pareto) efficiency. A feasible solutionx ∈ X to MOLP (1.1) is said to be efficient if there does not exist an x ∈ X such that Cx ≤ Cx. The set of all efficient solutionsx ∈ X is denoted by E(X, C) and is called the efficient set. In the case that X is unbounded, efficient solutions to MOLP (1.1) may not exist (see Theorem 2.19, Ehrgott, 2005) .
Accounting for uncertainty in the input data of the cost matrix coefficients of MOLP (1.1), we obtain a UMOLP. This uncertain problem, denoted MOLP(U ), is defined to be the collection of MOLPs indexed by the uncertainty u given by where U ⊂ R q is a nonempty set modeling the uncertainty referred to as the uncertainty set or set of scenarios, and C(u) is the cost matrix under uncertainty u ∈ U . Every problem MOLP(u) in the collection, which is called an instance of UMOLP (1.2), is associated with a specific value of u ∈ U that is referred to as an uncertainty, realization, or scenario. If the set of scenarios U is a singleton, then the uncertain problem (1.2) reduces to the deterministic problem (1.1). While the solution concept for UMOLP (1.2) is not immediately apparent, the concept for MOLP(u) is since each instance is a deterministic MOLP given the realization u ∈ U . Accordingly, we denote the efficient set of MOLP(u) for some realization u ∈ U by E(X, C(u)).
In any multiobjective optimization problem, the multiple criteria are assumed to be in conflict. Hence, it is reasonable to expect that the conflicting objective functions are unlikely to depend on the same uncertainties. To accommodate this situation, we assume that the uncertainties of the cost functions c 1 , . . . , c p are independent of each other, which is a concept first introduced by Ehrgott et al. (2014) known as objectivewise uncertainty. In particular, UMOLP (1.2) is said to be of objective-wise uncertainty if U = U 1 × · · · × U p with partial uncertainty sets U k ⊂ R q k , k = 1, . . . , p, and C(u) = c 1 (u 1 ) · · · c p (u p )
T , where u = u 1 · · · u p T ∈ U and u k ∈ U k , k = 1, . . . , p. For the remainder of the paper, we consider the UMOLP of objective-wise uncertainty with U = U 1 × · · · × U p , U k ⊆ R n , k = 1, . . . , p, and
where u = u 1 · · · u p T ∈ U and u k ∈ U k , k = 1, . . . , p. Based on (1.3), it is easy to see that C(u)x is bilinear with respect to x ∈ X and u ∈ U . The first UMOLPs of objective-wise uncertainty encountered in the literature are from the field of interval multiobjective programming in which the cost matrix coefficients fall within a closed interval that is assumed to be known (see Bitran, 1980) . However, as discussed by Dranichak & Wiecek (2017) , all interval MOLPs (IMOLPs) may be reformulated as UMOLPs with objective-wise uncertainty by taking U to be a box uncertainty set, and in general, UMOLP (1.2) permits a wider variety of problems to study.
The desired solution to UMOLPs of objective-wise uncertainty, as mentioned, is not immediately obvious. As such, a variety of possible solution concepts have been proposed. For a comprehensive survey of ten different concepts of robust efficiency for this type of problem and their relationships, refer to Ide & Schöbel (2015) . We choose to adopt the conservative concept of necessary efficiency from interval multiobjective programming (see Inuiguchi & Kume, 1991) in which solutions are efficient with respect to every realization of the uncertain data. Nevertheless, following the recent literature on robust multiobjective optimization, we refer to this concept as highly robust efficiency. Definition 1.1. A solution x * ∈ X to MOLP(U ) is said to be highly robust efficient (HRE) if for every u ∈ U , there does not exist an x ∈ X such that C(u)x ≤ C(u)x * . The highly robust efficient set of MOLP(U ) is denoted by E(X, C(u), U ).
Various properties of the HRE set have been shown (see Proposition 3.1, Dranichak & Wiecek, 2017) , several of which are important in the discussion of computing HRE solutions. In the following, a set that is not disconnected (as defined on p. 78, Carothers, 2000) is referred to as connected. (Dranichak & Wiecek, 2017, Proposition 3.1(iv) ) If E(X, C(u), U ) = ∅, then there exists an HRE extreme point.
(ii) (Dranichak & Wiecek, 2017, Proposition 3.1(v) ) If E(X, C(u), U ) = ∅ and a point on the relative interior of a face of X is HRE, then so is the entire face.
(iii) (Dranichak & Wiecek, 2017, Proposition 3.1(vi) ) E(X, C(u), U ) is not necessarily connected.
The impact of these properties on computing HRE solutions is as follows. First, since the HRE set may be disconnected by Proposition 1.2(iii), solving MOLP(U ) for HRE solutions is a global optimization problem and an algorithm similar to the multiobjective simplex method is not advantageous to pursue since the effectiveness of this simplex algorithm relies on the connectedness of efficient bases associated with extreme points (refer to Ehrgott, 2005) . Second, due to Proposition 1.2(ii), computing the HRE set or subsets of it amounts to determining a set of HRE points and identifying whether or not the faces joining those points are HRE by examining their relative interior.
Based on the definition of highly robust efficiency, it is also clear that a solution x * ∈ X is an HRE solution to MOLP(U ) if and only if x * ∈ u∈U E(X, C(u)) (see p. 242, Ide & Schöbel, 2015) . Hence, in order to solve MOLP(U ) for HRE solutions, it is desirable to "reduce" infinite uncertainty sets to finite sets of scenarios. In other words, it is desirable to reduce a UMOLP that is an infinite collection of MOLPs to an equivalent UMOLP that is only a finite collection. To this end, we have the following result in which a polytopal uncertainty set is reduced to the finite set of its extreme points. Theorem 1.3. Let U be a nonempty polytope, and let U pts := {u 1 , . . . , u η }, where
Proof. Follows immediately from Theorem 46, Ide & Schöbel (2015) , since MOLP(U ) is assumed to be of objective-wise uncertainty and C(u) is linear (and therefore affine) with respect to u ∈ U .
In the interval multiobjective linear programming literature, solution methods for computing necessarily efficient solutions to IMOLPs are presented by Bitran (1980) , Benson (1985) , Inuiguchi & Kume (1992) , Ida (1996) , Inuiguchi & Sakawa (1996) , Oliveira & Antunes (2007) , and Hladík (2010) . However, as IMOLPs are a special case of UMOLPs with objective-wise uncertainty, it is of interest to study the more general context. Independently of the interval multiobjective programming studies, Kuhn et al. (2016) and Dranichak & Wiecek (2017) have recently provided methods for computing HRE solutions to specific classes of UMO(L)Ps. Kuhn et al. (2016) present a brute-force procedure to compute subsets of HRE solutions to an uncertain biobjective problem in which one objective is deterministic and the other uncertain. Otherwise, Dranichak & Wiecek (2017) provide a robust counterpart, which is a deterministic MOLP whose efficient solutions may be easily obtained using existing methods (refer to and are HRE solutions to MOLP(U ), for a class of problems satisfying a special property. Aside from these studies, however, researchers have not addressed the computation (or recognition) of HRE solutions in depth.
As a result, the state of the art in research on highly robust efficiency offers a specific research direction, the computation of HRE solutions, that we undertake in this paper. We first address the possible unboundedness of the uncertainty set U in the following subsection by examining the reduction of an unbounded polyhedral uncertainty set in the context of a special class of UMOLPs.
A Specialized Unbounded Uncertainty Set Reduction
For a generalization of the model used by Kuhn et al. (2016) , a reduction similar to Theorem 1.3 is possible even when the polyhedral uncertainty set is allowed to be unbounded. While this result pertains to a very specific class of problems, it is unique since in the robust optimization literature the uncertainty set is typically assumed to be bounded. Consider the UMOLP obtained by accounting for uncertainty only in the input data of the cost vector c 1 of MOLP (1.1), i.e., the UMOLP in which one objective is uncertain and the other p − 1 objectives are certain or deterministic. In particular, this modified UMOLP is given by
where U ⊆ R n is the nonempty set modeling the uncertainty. Equivalently, UMOLP (1.4) may be obtained from UMOLP (1.2) by letting U = U 1 and U 2 = · · · = U p = {1}. As such, UMOLP (1.4) is trivially of objective-wise uncertainty, and the terminology and notation that we have already introduced transfers to the current context. Theorem 1.4. Let U be a nonempty polyhedron with at least one extreme point, and let U ext := {u 1 , . . . , u η } ∪ {u η+1 , . . . , u η+τ }, where u k = u k1 · · · u kn for all k = 1, . . . , η + τ , be the union of the finite sets of extreme points and extreme directions of U , respectively, such that
by definition, and we may writē
where α j ≥ 0 for all j = 1, . . . , η, η j=1 α j = 1, and β k ≥ 0 for all k = η +1, . . . , η +τ , by the Representation Theorem (see Theorem 4.15, Bertsimas & Tsitsiklis, 1997) . Since C(u) is linear with respect to u, (1.5) and (1.6) yield
with at least one inequality strict. Note that α j > 0 for at least one j, and that if α j > 0 for one j and β k = 0 for all k, then (1.6) givesū = u j , which is a contradiction sinceū ∈ U \ U ext . Regardless, we obtain from (1.7) that
with at least one inequality strict. Since α j ≥ 0 for all j and β k ≥ 0 for all k, there exists
Hence, we obtain from (1.8) that there exists ς ∈ {1, . . . , η + τ } such that
with at least one inequality strict. Therefore, x * / ∈ E(X, C(u ς )) for u ς ∈ U ext , which contradicts x * ∈ ∩ u∈ U ext E(X, C(u)) and proves the result.
In view of Theorems 1.3 and 1.4, we restrict our attention to finite uncertainty sets throughout the remainder of the paper. The finite set of scenarios in the more general context of UMOLP (1.2) with cost matrix (1.3) is defined to be
where we assume without loss of generality that each scenario is distinct. Although certain results may also be true for general infinite uncertainty sets, we do not address this in more detail. The remainder of the paper is organized as follows. In Section 2, we provide methods for determining whether or not the HRE set is nonempty and for computing its elements, while in Section 3 we present methods for verifying if a given point of interest is HRE, generating an HRE solution, and identifying if the HRE set is empty. In Section 4, we compute HRE solutions to a practical problem from bank management and briefly discuss their utility. Concluding remarks are given in Section 5.
Computing HRE Solutions
In this section, we address the computation of HRE solutions to MOLP(U ) by proposing a two-step procedure. The first step is to determine whether or not the HRE set is empty, and if it is nonempty, then the second step is to find other HRE points (if they exist). This second phase is accomplished using a bilevel approach in which a function is optimized over the HRE set, which is a natural extension of optimization over the deterministic efficient set (refer to Horst et al., 2007) .
The bilevel problem is, in general, given by
where F : X × U → R, and the constraints enforce that a solution is HRE. Although any objective function F clearly produces HRE solutions, the choice of F is of practical significance. For example, if F is a utility function, an HRE solution with some desirable characteristic(s) may be obtained. Meanwhile, if F is a scalarizing function, such as a weighted sum, defined by means of scalarizing parameters, then the bilevel problem yields an HRE solution associated with a particular value of the parameters or a subset of the HRE set corresponding to a collection of selected parameter values. Within the scope of this paper, we choose F to be a scalarizing function. In particular, we select the weighted-sum scalarization, where the weighted-sum LP with respect to weight vector λ ∈ R p and scenario u ∈ U , denoted WSLP(λ, u), corresponding to MOLP(u) is given by min
When the weight λ ∈ R p is positive, solutions to WSLP(λ, u) are guaranteed to be efficient solutions to MOLP(u) by Isermann's Theorem (see Theorem 6.11, Ehrgott, 2005) . That being said, the bilevel problem (2.1) becomes
whereī ∈ {1, . . . , s} is the index corresponding to a nominal scenario that may be arbitrarily chosen, and λī ∈ R p is a positive weight. Since the HRE set is unknown a priori, it is necessary to reformulate the constraint x ∈ E(X, C(u i )) for all i = 1, . . . , s. To that end, the constraint may be written equivalently as x in the set of minimizers of a weighted-sum problem yielding
where λ i > 0, i = 1, . . . , s. The upper-level problem is a weighted-sum scalarization associated with some nominal scenario, while the lower-level consists of a collection of weighted-sum problems that ensures efficiency with respect to every scenario. At the lower level, the weights λ i , i = 1, . . . , s are implicitly known as soon as an optimal x is known and are, therefore, not optimization variables. However, at the upper level, λ i , i = 1, . . . , s, i =ī, are unknown and become optimization variables so that they may be determined. In addition, observe that in solving problem (2.4), the optimal weights λ i , i = 1, . . . , s, i =ī, obtained and the nominal weight λī selected are indeed the weights such that the optimal x-solution is an optimal solution to WSLP(λ i , u i ) and WSLP(λī, uī) as well.
In order to obtain solutions at the lower level, a final transformation is still needed. Applying the KKT conditions to the lower level in (2.4) yields
where λī > 0 is a vector of parameters, and v i ∈ R n , i = 1, . . . , s, and w i ∈ R m , i = 1, . . . , s, are the vectors of dual variables (Lagrange multipliers) associated with the inequality and equality constraints in X, respectively. Note that the weight λī is not treated as a variable but rather as a vector of parameters, and the constraint v T i x = 0 is nonlinear but would be eliminated if the original problem did not require the nonnegativity of x.
Before discussing how (2.5) may be used as part of a method to obtain HRE solutions, we address the feasibility of this problem. First, when the HRE set is empty, it is clear that (2.5) is infeasible. Otherwise, when the HRE set is nonempty, the feasibility of (2.5) depends on the nominal weight λī. In particular, once λī is selected, the constraints associated withī, as well as x ∈ X, effectively determine the optimal x-solution to (2.5) in the case that WSLP(λī, uī) has a unique solution (or optimal x-solutions in the case that alternate optimal solutions exist). Due to this interaction between the nominal scenario and the x-solution to (2.5), it is possible that this problem is infeasible even if the HRE set is nonempty. If the nominal weight λī is such that the corresponding x ∈ E(X, C(uī)) is not efficient with respect to at least one other scenario, then (2.5) is infeasible. Additionally, if the nominal weight λī is such that the associated weighted-sum problem WSLP(λī, uī) is unbounded (i.e., an extreme direction is efficient), then the corresponding KKT constraints are inconsistent (as the dual problem is infeasible if the primal is unbounded) and so (2.5) is infeasible. On the other hand, if the nominal weight λī is such that the corresponding x ∈ E(X, C(uī)) is efficient with respect to every other scenario, then (2.5) is feasible.
In view of the possibility that (2.5) is infeasible for a given weight λī even when HRE solutions exist, it is desirable to determine whether or not the HRE set is empty prior to solving the bilevel problem. To accomplish this task, the following KKT system given by
, and x are all treated as variables, may be used.
Theorem 2.1. The HRE set is nonempty if and only if (2.6) is consistent.
Proof. Let the HRE set be nonempty, i.e., there exists an x * ∈ X such that x * ∈ E(X, C(u i )) for all i = 1, . . . , s. Equivalently, by Isermann's Theorem, there exists
for each i = 1, . . . , s. Sinceλ i > 0 and (v i ,w i , x * ) is feasible to (2.7) for all i = 1, . . . , s, it follows that (x * ,λ 1 , . . . ,λ s ,w 1 , . . . ,w s ,v 1 , . . . ,v s ) is also a solution to (2.6) An immediate consequence of Theorem 2.1 is that a feasible solution x * ∈ X is HRE if and only if (x * ,λ 1 , . . . ,λ s ,w 1 , . . . ,w s ,v 1 , . . . ,v s ) is a solution to (2.6). Hence, in using (2.6) to check whether or not the HRE set is nonempty, an HRE solution is generated along with a nominal weight λī for which (2.5) is feasible. It is also worth noting that even if the HRE set is unbounded, there exists an HRE extreme point by Proposition 1.2(i) so that (2.6) has a feasible solution.
If the HRE set is determined to be nonempty by virtue of Theorem 2.1, then the bilevel problem is considered next in order to compute other HRE solutions (if they exist). The following result accounts for the feasibility of (2.5) and offers a means to compute HRE solutions by solving (2.5) with different weights λī > 0. Theorem 2.2. Letī ∈ {1, . . . , s} be a given nominal index. A feasible solution x * ∈ X is an HRE solution to UMOLP (1.2) if and only if there existsλī > 0 such that
is an optimal solution to (2.5). 
for all x ∈ X by optimality to WSLP(λī, uī), the point (x * ,λ 1 , . . . ,λī −1 ,λī +1 , . . . ,λ s ,w 1 , . . . ,w s , v 1 , . . . ,v s ) is a feasible and optimal solution to (2.5).
Considering Theorems 2.1 and 2.2, the two-step procedure to compute HRE solutions to MOLP(U ) involves first verifying the consistency of (2.6), and then solving the bilevel problem (2.5) as follows:
1. If λī is a known vector of parameters (e.g., its value is provided by the decision maker, or it is chosen from within a neighborhood of the weightλī that is obtained during the first phase), then (2.5) is solved for x, λ i , i = 1, . . . , s, i =ī, w i , v i , i = 1, . . . , s, where x, if it exists, is an HRE solution to the UMOLP. This method generates an HRE solution for a given λī. To generate other HRE solutions, different weights must be selected. With the involvement of a decision maker in the process of selecting different nominal weights, this approach may be classified as an interactive method (see Miettinen et al., 2016) .
2. If λī is an unknown vector of parameters, then (2.5) is a multiparametric problem (refer to Domínguez et al., 2010) and parametric solutions may be obtained by:
(i) discretizing the parameter space Λī = {λī ∈ R p : . This approach provides a collection of HRE solutions and may be referred to as a discretized multiparametric method.
(ii) using multiparameteric optimization and solving (2.5) for x(λī), λ i (λī), i = 1, . . . , s, i =ī, w i (λī), v i (λī), i = 1, . . . , s, where x(λī), if it exists, is an HRE solution function to MOLP(U ). If the nonlinear constraints v T i x = 0, i = 1, . . . , s in (2.5) are eliminated, then the bilevel problem is a multiparametric LP (see Gal & Nedoma, 1972) and may be solved using the Multi-Parametric Toolbox in MATLAB (refer to Herceg et al., 2013) or a two-phase algorithm proposed by Adelgren & Wiecek (2016) . In any case, this approach yields HRE solutions as functions of the nominal weight λī and treats (2.5) as a (continuous) multiparametric optimization problem (see Gal & Greenberg, 1997) .
We illustrate the discretized multiparametric approach on three small examples.
Example 2.3. (i) Consider the UMOLP, which is a transformed version of UMOLP (3.1), Dranichak & Wiecek (2017) 
where X 1 (see Figure 1 ) is the bounded feasible set given by
As shown by Dranichak & Wiecek (2017) , the HRE set (refer to Figure 1a) is the disconnected set of isolated extreme points (2, 4) and (6, 0). In terms of Theorem 2.2 and problem (2.5), we chooseī = 1 and discretize the parameter space Λ 1 by letting Λ 1 = {λ 1 ∈ R 2 : λ 11 + λ 12 = 1, λ 11 = 0.05µ, µ = 1, . . . , 19}. The results of solving the subsequent collection of problems in AMPL (Fourer et al., 2003) with the nonlinear solver MINOS 5.51 (Murtaugh & Saunders, 2003) are presented in Table 1a .
Inspecting Table 1a , we observe that nominal weights λ 1 for which λ 11 = 0.3, . . . , 0.65, return that (2.5) is infeasible because an optimal solution to WSLP(λ 1 , u 1 ) for these weights is either the extreme point (0, 0) or (0, 3). These two extreme points, although efficient with respect to scenario u 1 , are not HRE and therefore, as discussed earlier, lead to the infeasibility of (2.5). Furthermore, we observe that the results provide no indication that the HRE set is disconnected.
(ii) Second, consider the UMOLP, which is a transformed version of UMOLP (3.3), Dranichak & Wiecek (2017) , given by
where X 1 is as in (2.9). As shown by Dranichak & Wiecek (2017) , the HRE set (see Figure 1b) is the connected set given by the line segment joining the extreme points (0, 3) and (2, 4). With respect to Theorem 2.2 and problem (2.5), we choosē ı = 2 and discretize Λ 2 in the same manner as with UMOLP (2.8). The results of solving (2.5) with respect to Λ 2 in AMPL with MINOS 5.51 are summarized in Table 1b . Similar to the above discussion, the connectedness of the HRE set is not apparent based on the obtained solutions. where X 2 is the unbounded feasible set obtained by eliminating the second equality constraint from X 1 and given by
It can be shown that the HRE set is the vertex (0, 3) and the ray with slope 1/2 emanating from it (see Figure 1c) . With respect to Theorem 2.2 and problem (2.5), we chooseī = 1 and discretize Λ 1 in the same manner as with the previous examples. The results of solving (2.5) with respect to Λ 1 in AMPL with MINOS 5.51 are summarized in Table 1c . In this case, not only is the connectedness of the HRE set not immediately obvious based on the obtained solutions, but also the unboundedness of the HRE set is not indicated.
In view of Examples 2.3(i), (ii), and (iii), we observe that the bilevel approach does not clearly identify the connectedness nor unboundedness of the HRE set. To address the former issue, the results in the following section in conjunction with Proposition 1.2(ii) may be used to identify whether or not a face containing two or more of the efficient points obtained by the bilevel approach is itself HRE. If the face is in fact HRE, then it forms a connected subset of the HRE set. Otherwise, the HRE solutions may form isolated points within the HRE set.
Verifying Highly Robust Efficiency
To facilitate situations in which the identification of connectedness is desired and to provide additional information to decision makers, we propose several extensions of Ecker and Kouada's problem/method (refer to Ecker & Kouada, 1975 and Section 6.1, Ehrgott, 2005) . In the deterministic setting, it is well-known that the auxiliary single-objective linear program referred to as Ecker and Kouada's problem, and its associated dual may be used to give the decision maker an opportunity to verify whether or not a given solution x 0 ∈ X to an MOLP is efficient, generate a solution that is, or determine that no efficient solutions exist. Ecker and Kouada's problem may be extended to (at least) several different Ecker-and-Kouada-type auxiliary problems, two of which we propose here. Regardless of the auxiliary problem, results on the recognition, generation, and/or existence of HRE solutions are obtained through the primal and dual formulations.
The first auxiliary problem we consider, denoted EKLP1(x 0 , U ), is a block-style problem given by max x 1 ,...,xs,l 1 ,...,ls
where l i ∈ R p is a deviation variable for all i = 1, . . . , s. The corresponding dual of EKLP1(x 0 , U ), denoted EKDP1(x 0 , U ), is similarly given by min v 1 ,...,vs,w 1 ,...,ws
1 for all i = 1, . . . , s,
where v i ∈ R p , w i ∈ R m are dual variables for all i = 1, . . . , s. The idea of EKLP1(x 0 , U ) is that we choose some initial feasible solution x 0 ∈ X. If x 0 is not itself HRE, then we try to produce a solution that is, which is accomplished by maximizing the sum of nonnegative deviation variables l i = C(u i )x 0 − C(u)x for each scenario u i ∈ U, i = 1, . . . , s. We first demonstrate that EKLP1(x 0 , U ) is feasible.
Lemma 3.1. Let x 0 ∈ X be given. Then EKLP1(x 0 , U ) is feasible.
Proof. It is clear that EKLP1(x 0 , U ) is feasible since l i = 0 and x i = x 0 for all i = 1, . . . , s, satisfy the constraints.
Given a solution x 0 ∈ X, we may verify whether or not it is HRE using either EKLP1(x 0 , U ) or EKDP1(x 0 , U ).
Proposition 3.2. Let x 0 ∈ X be given.
(i) The point x 0 ∈ E(X, C(u), U ) if and only if EKLP1(x 0 , U ) has an optimal solution (x 1 , . . . ,x s ,l 1 , . . . ,l s ) withl i = 0 for all i = 1, . . . , s.
(ii) The point x 0 ∈ E(X, C(u), U ) if and only if EKDP1(x 0 , U ) has an optimal solution (v 1 , . . . ,v s ,ŵ 1 , . . . ,ŵ s ) with
Proof. (i) Follows from Proposition 7, .
(ii) Since EKDP1(x 0 , U ) is the dual of EKLP1(x 0 , U ), by linear programming Strong Duality (Theorem 6.1.1, Bazaraa et al., 2010) , (x 1 , . . . ,x s ,l 1 , . . . ,l s ) is an optimal solution to EKLP1(x 0 , U ) if and only if (v 1 , . . . ,v s ,ŵ 1 , . . . ,ŵ s ) is an optimal solution to EKDP1(x 0 , U ) such that
Therefore, part (i) yields the result.
In solving EKLP1(x 0 , U ) with x 0 ∈ X, it is expected that if x 0 is not HRE, then anotherx ∈ X that is HRE is generated. While this property is guaranteed in the deterministic setting with efficiency, this is not the case in the uncertain context and an additional condition is required as the next proposition reveals.
Proposition 3.3. Let x 0 ∈ X be given, and suppose (x 1 , . . . ,x s ,l 1 , . . . ,l s ) is an optimal solution to EKLP1(x 0 , U ). Ifx :=x 1 = · · · =x s = x 0 andl i is finite for all i = 1, . . . , s, thenx ∈ E(X, C(u), U ).
Proof. Letx :=x 1 = · · · =x s = x 0 , and letl i be finite for all i = 1, . . . , s. Assume for the sake of contradiction thatx / ∈ E(X, C(u), U ). Hence, there is somē ı ∈ {1, . . . , s} such thatx / ∈ E(X, C(uī)). By definition, there existsx ∈ X such that C(uī)x ≤ C(uī)x. Definel = C(uī)x 0 − C(uī)x. Then (x 1 , . . . ,xī −1 ,x,xī +1 , . . . ,x s ,l 1 , . . . ,lī −1 ,l,lī +1 , . . . ,l s ) is a feasible solution to EKLP1(x 0 , U ) sincē
andx ∈ X. Moreover, sincel ≥lī, we have that
Hence, we have constructed a feasible solution to EKLP1(x 0 , U ) that has an objective value greater than the optimal solution, which is a contradiction. Thus, it must be that x is HRE.
In addition to using EKLP1(x 0 , U ) and EKDP1(x 0 , U ) to obtain solution recognition and generation methods, we may also propose conditions under which the HRE set is empty.
Proposition 3.4. Let x 0 ∈ X be given.
(i) If EKLP1(x 0 , U ) has an unbounded optimal objective value, then E(X, C(u), U ) = ∅.
(
Proof. (i) Suppose the optimal objective value of EKLP1(x 0 , U ) is unbounded. Hence, there existsī ∈ {1, . . . , s} such that at least one component oflī is unbounded. Due to the block structure of EKLP1(x 0 , U ), this implies that the optimal objective value of the Ecker and Kouada problem associated with MOLP(uī) is unbounded. Thus, E(X, C(uī)) = ∅ by Proposition 6.12.2, Ehrgott (2005) , which implies that E(X, C(u), U ) = ∅ by definition.
(ii) Suppose EKDP1(x 0 , U ) is infeasible. Hence, EKLP1(x 0 , U ) must be unbounded by Lemma 3.1. Therefore, E(X, C(u), U ) = ∅ by part (i).
It is important to note that Proposition 3.4 indicates that the HRE set is empty because the efficient set associated with at least one instance MOLP(u) is empty, which is only possible when X is unbounded. However, as should be clear, the HRE set may be empty even when X is bounded (refer to p. 5, Dranichak & Wiecek (2017) ). That being said, recall that the emptiness of the HRE set is addressed in general in Theorem 2.1.
A second Ecker-and-Kouada type method is associated with the so-called all-in-one problem (AIOP), which is given by
as in Dranichak & Wiecek (2017) , where
is a deterministic cost matrix given U . The efficient set of AIOP (3.3) is denoted E(X, C(U )). The corresponding Ecker and Kouada problem, denoted EKLP2(x 0 , U ), is given by
where l i ∈ R p for all i = 1, . . . , p. Moreover, the dual of EKLP2(x 0 , U ), denoted EKDP2(x 0 , U ), is given by
where v i ∈ R p for all i = 1, . . . , s, and w ∈ R m are dual variables. It is known (see Proposition 4.2, Dranichak & Wiecek (2017) ) that the HRE set is a subset of the efficient set of AIOP (3.3). As a result of this relationship, the Ecker-and-Kouada-type method utilizing EKLP2(x 0 , U ) does not provide necessary and sufficient conditions for highly robust efficiency recognition whereas EKLP1(x 0 , U ) does. Nevertheless, the advantage of EKLP2(x 0 , U ) (and its dual) is due to its reduced number of variables. We first establish that EKLP2(x 0 , U ) is feasible.
Lemma 3.5. Let x 0 ∈ X be given. Then EKLP2(x 0 , U ) is feasible.
Proof. It is clear that EKLP2(x 0 , U ) is feasible since x = x 0 and l i = 0 for all i = 1, . . . , s, satisfy the constraints.
Similar to the case with EKLP1(x 0 , U ) and EKDP1(x 0 , U ), we obtain necessary conditions for the highly robust efficiency of x 0 by examining both EKLP2(x 0 , U ) and its dual.
Proof. (i) Suppose x 0 ∈ E(X, C(u), U ). Hence, x 0 ∈ E(X, C(U )) also by Proposition 4.12, Dranichak & Wiecek (2017) . Since EKLP2(x 0 , U ) is the Ecker and Kouada problem associated with the deterministic problem AIOP (3.3), the proposition follows immediately from Lemma 6.9, Ehrgott (2005) .
(ii) Assume x 0 ∈ E(X, C(u), U ). By part (i), EKLP2(x 0 , U ) has an optimal solution (x,l 1 , . . . ,l s ) withl i = 0 for all i = 1, . . . , s. Hence, by linear programming Strong Duality, EKDP2(x 0 , U ) must have an optimal solution (v 1 , . . . ,v s ,ŵ) such that
Since the efficient set of AIOP (3.3) only contains the HRE set, it is clear that Proposition 3.6 cannot be both necessary and sufficient. Similarly, a result comparable to Proposition 3.3 to generate an HRE solution is not available because although the optimal solution to EKLP2(x 0 , U ) is guaranteed to be efficient to AIOP (3.3), it may lie outside the HRE set. Regardless, we may still present sufficient conditions for the emptiness of the HRE set, as in the following.
Proposition 3.7. Let x 0 ∈ X be given.
(i) If EKLP2(x 0 , U ) has an unbounded optimal objective value, then E(X, C(u), U ) = ∅.
Proof. (i) Suppose the objective value of EKLP2(x 0 , U ) is unbounded. By Proposition 4.12, Dranichak & Wiecek (2017) , it is known that E(X, C(u), U ) ⊆ E(X, C(U )). Since EKLP2(x 0 , U ) is the Ecker and Kouada problem associated with the deterministic problem AIOP (3.3), the proposition follows immediately from Proposition 6.12.2, Ehrgott (2005) .
(ii) Suppose EKDP2(x 0 , U ) is infeasible. Hence, EKLP2(x 0 , U ) must be unbounded by Lemma 3.5. Therefore, E(X, C(u), U ) = ∅ by part (i).
Note that Proposition 3.7 indicates that the HRE set is empty because the efficient set of the all-in-one problem is empty, and, as mentioned in the preceding discussion, the efficient set of AIOP (3.3) contains the HRE set. However, as with Proposition 3.4, this result is not both necessary and sufficient, and so it is possible that the HRE set is empty even when the efficient set of AIOP (3.3) is nonempty.
To illustrate the utility of these Ecker-and-Koauda-type problems and results for detecting the connectedness of the HRE set, consider the following example, which is a continuation of Examples 2.3(i) and (ii).
Example 3.8. First, consider UMOLP (2.8). The highly robust efficiency of a point x 0 in the relative interior of the line segment (face) joining (2, 4) and (6, 0) may be verified using EKLP1(x 0 , U ) and Proposition 3.2(i). For example, if x 0 is chosen to be (4, 2), then solving EKLP1(x 0 , U ) in AMPL with MINOS 5.51 yields an optimal objective value of 8 = 0. Hence, x 0 = (4, 2) is not HRE by Proposition 3.2(i), which implies that the line segment joining the two HRE extreme points is not HRE as well, indicating that the HRE set is disconnected.
Similarly, consider UMOLP (2.10). The highly robust efficiency of a point x 0 in the relative interior of the line segment (face) joining (0, 3) and (2, 4) may be confirmed using EKLP1(x 0 , U ) and Proposition 3.2(i). For instance, if x 0 is selected to be (1, 3.5), then solving EKLP1(x 0 , U ) in AMPL with MINOS 5.51 yields an optimal objective value of 0. Thus, x 0 = (1, 3.5) is indeed HRE, which implies that the line segment joining the two HRE extreme points is also HRE, indicating that the HRE set is connected.
As mentioned previously and demonstrated in Example 3.8, these Ecker-and-Koaudatype results provide a tool to identify whether HRE solutions obtained from the bilevel method form a connected set. Even more, these methods give decision makers the ability to select any solution that is deemed desirable a priori and verify whether or not it is also HRE prior to solving the UMOLP.
Application
To demonstrate the bilevel approach, we consider the deterministic triobjective linear program given in Eatman & Sealey (1979) (and subsequently studied by Tayi & Leonard, 1988 , Hwang et al., 1993 , and Doolittle et al., 2016 that models a commercial bank balance sheet management problem. The three criteria are the bank's (after-tax) profit to be maximized, the capital-adequacy ratio to be minimized, and the risk-asset to capital ratio to also be minimized, where the capital-adequacy and risk-asset to capital ratios are measures of the bank's liquidity/risk. In particular, the capital-adequacy ratio is the ratio of required to actual bank capital, while the risk-asset to capital ratio is a type of capital-adequacy ratio involving the bank's least liquid assets with the highest rates of default. The model involves 16 decision variables, the first 13 of which represent changes (with respect to balances at the beginning of the period) in the bank's assets and liabilities, and incorporates 12 context-specific constraints. Eatman and Sealey report a complete list of 11 efficient extreme points and examine the managerial utility performance of several solutions in order to choose a preferred efficient solution. When profit is considered more important than risk, the point yielding the most profit emerges as the preferred efficient extreme point. On the other hand, if the levels of importance (as dictated by the bank manager) change, then other efficient extreme points become preferred.
Since the model by Eatman and Sealey naturally exhibits uncertainty under dynamic economic conditions and the subjective judgments of decision makers (Hwang et al., 1993) , we reformulate the problem as a UMOLP with objective-wise uncertainty. In particular, the UMOLP we consider is given by
u 12 x 2 + u 13 x 3 + u 14 x 4 + u 15 x 5 + u 16 x 6 + u 17 x 7 + u 18 x 8 + u 19 x 9 + u 1,10 x 10 + u 1,11 x 11 + u 1,12 x 12 + u 1,13 x 13 u 22 x 2 + u 23 x 3 + u 24 x 4 + u 25 x 5 + u 26 x 6 + u 27 x 7 + u 28 x 8 + u 29 x 9 + u 2,10 x 10 + u 2,14 x 14 + u 2,15 x 15 + u 2,16 x 16 u 37 x 7 + u 38 x 8 + u 39 x 9 + u 3,10 x 10
s. t. x 1 + x 2 + x 3 + x 4 + x 5 + x 6 + x 7 + x 8 + x 9 + x 10 − x 11 − x 12 − x 13 = 12.2 x 1 − 0.04x 13 − x 17 = 6.4 x 1 + 0.995x 2 + 0.995x 3 + 0.96x 4 − x 11 − x 12 − x 13 + x 14 − x 18 = 22.832 x 1 + 0.995x 2 + 0.995x 3 + 0.96x 4 + 0.9x 5 − x 11 − x 12 − x 13 + x 15 − x 19 = 20.762 x 1 + 0.995x 2 + 0.995x 3 + 0.96x 4 + 0.9x 5 + 0.85x 6 − x 11 − x 12 − x 13 + x 16 − x 20 = 13.877 x 2 − 0.4x 11 − x 21 = 0 x 3 − 0.4x 13 − x 22 = 2.4 x 11 + x 12 + x 13 + x 23 = 6.5 x 11 + x 24 = 3.9 x 12 + x 25 = 3.9 x 13 + x 26 = 3.9 x 8 − 0.25x 11 − 0.25x 12 − 0.25x 13 − x 27 = 1.45 x j ≥ 0 for all j = 1, . . . , 27 u1∈U1,u2∈U2,u3∈U3 (4.1) where slack variables x 17 , . . . , x 27 have been included so that the constraints are of the form Ax = b, and the partial uncertainty sets U 1 , U 2 , U 3 ⊂ R 27 are given by polytopes. The extreme points of each polytope, as discussed below, take on an important meaning with respect to the original deterministic coefficients specified by Eatman and Sealey, as well as the lower and upper bounds given by Hwang et al. The partial uncertainty sets each contain three extreme points. As such, the sets of extreme points of each partial uncertainty set are defined by U
, where u j k is referred to as a partial scenario, in general, for each j = 1, 2, 3. Since the convex hull of the Cartesian product of sets is the Cartesian product of the convex hulls, the uncertainty set U = U 1 × U 2 × U 3 ⊂ R 81 contains 27 total extreme points, which are given by the triples (u
3 ), j 1 , j 2 , j 3 ∈ {1, 2, 3}. In view of Theorem 1.3, the task of solving for the HRE set with respect to U thus reduces to finding the HRE set with respect to U pts , the set of 27 extreme points. That is, in order to obtain HRE points to UMOLP (4.1), we may instead compute HRE solutions to the collection of 27 instances corresponding to the extreme points of U .
Regarding Table 2 , each column represents one of the extreme points u j k ∈ U k , j = 1, 2, 3. Observe that partial scenario (extreme point) components corresponding to zero coefficients in the cost matrix of (4.1) are treated as zero since no uncertainty exists in these coefficients. Accordingly, since the slack variables x 17 , . . . , x 27 do not contribute to the objective functions of (4.1), the partial scenario components are all considered to be zero and are therefore omitted from Table 2 . Note also that the first element in each extreme point set gives the original deterministic coefficients specified by Eatman and Sealey, while the second and third elements yield the lower and upper bounds, respectively, provided by Hwang et al. These partial scenarios produce, when combined to form (extreme point) scenarios in U , a variety of instances (27 total with one corresponding to each u ∈ U pts ) whose cost matrices are combinations of the deterministic coefficients and the lower and upper bounds. Further note that the deterministic coefficients for the third objective (the first partial scenario u 1 3 ∈ U 3 shown in Table 2 ) are those used by Eatman and Sealey, which differ from those used by Hwang et al., and the lower and upper bounds corresponding to the third cost coefficients are adjusted accordingly.
In order to obtain HRE solutions to UMOLP (4.1), we utilize the discretized multiparametric approach described in Section 2. We chooseī = 1, which corresponds to the scenario u 1 = (u
3 ) yielding the deterministic model from Eatman and Sealey, and discretize the parameter space Λ 1 by using a mesh with an interval step size of 0.00625. The results of solving the subsequent collection of 12,720 problems in AMPL with the nonlinear solver MINOS 5.51 are presented in Table 3 . As previously mentioned, Eatman and Sealey report 11 efficient extreme point solutions to the deterministic model. Of those points, as presented in Table 3 , six (numbered 1, 2, 3, 7, 10, and 11) remain as HRE solutions to UMOLP (4.1). (Note that we may confirm that the other five efficient extreme points are in fact not HRE by applying Proposition 3.2(i) to each solution.)
The practical implications of solution 7 are addressed by Eatman and Sealey, while the utility of solutions 1, 2, 3, 10, and 11 is not discussed. Regarding solution 7, Eatman and Sealey comment that among the efficient extreme points it is the most profitable, least liquid, and most risky solution and may therefore be too risky for even the most profit-minded bank managers. Even though solutions 1, 2, 3, 10, and 11 are not examined further, as HRE solutions that remain efficient under a variety of cost matrix conditions, their relevance and practical importance is obvious. In particular, solution 11 emerges as an even more attractive decision when considering the findings of Doolittle et al., who obtain it as a min-max robust weakly efficient solution in the sense of their definition of robust efficiency (Definition 7, Doolittle et al., 2016) .
Conclusion
In this paper, we have presented HRE solution recognition and generation methods for UMOLPs with objective-wise uncertainty, conditions under which the HRE set is empty, and a two-step approach to compute HRE solutions, all while addressing the unboundedness of the sets of feasible decisions and uncertainties. We examine the unboundedness of the uncertainty set by considering a special class of UMOLPs in which only one objective function involves uncertainty. For this special case, a UMOLP with respect to an unbounded polyhedral uncertainty set (with at least one extreme point) may be reduced to a UMOLP with respect to the finite uncertainty set consisting of extreme point and extreme direction scenarios.
Moreover, we show that HRE solutions to objective-wise UMOLPs may be computed (even when the feasible set is unbounded) using a two-step approach. The first step is determining whether or not the HRE set is empty, and if it is nonempty, then the second step is to solve a bilevel problem. In order to implement the latter to generate multiple HRE points, three separate approaches are described: an interactive method, a discretized multiparametric method, and a (continuous) multiparametric optimization method. The discretized multiparametric bilevel approach is demonstrated on an application problem from bank balance-sheet management. In view of the subsequent discussion, a particular HRE solution emerges as a very attractive decision that the bank manager should examine in more detail.
Finally, we extend Ecker and Kouada's methods for deterministic efficient solution recognition and generation to the uncertain setting with HRE solutions. The extension utilizes two auxiliary LPs and their corresponding duals. The ensuing results allow one to verify the highly robust efficiency of a given feasible decision, possibly generate a new HRE point if the given feasible point is not HRE itself, or possibly determine that the HRE set is empty. The aforementioned recognition is a particularly meaningful tool for decision makers for two reasons: (i) a feasible solution that is deemed desirable a priori may be verified as HRE without computing (subsets of) the HRE set, and (ii) whether HRE solutions obtained from the bilevel approach form a connected set may be determined.
Our work reveals that pursuing other means to identify HRE solutions is still advantageous for various reasons. The computational expense of solving the bilevel problem may be prohibitive in some applications since each scenario significantly increases the size of the problem. In addition, it would be helpful to simultaneously recognize the unboundedness of the HRE set and determine the unbounded HRE directions computationally. Moreover, other Ecker-and-Kouada-type problems (similar to the second auxiliary LP presented herein) may be proposed in order to provide further recognition and existence conditions by developing or considering other upper or lower bound sets on the HRE set. Finally, a more comprehensive method for checking the connectedness of the HRE set seems to be a worthwhile task since less computationally expensive methods could be used to solve such UMOLPs.
