12
. In addition to 41 transcriptional regulation, many other processes form biological networks, 42
including protein-protein interactions (Stelzl et al., 2005) , post-translational 43 modifications (Minguez et al., 2012) , phosphorylation (Linding et al., 2007) and 44 metabolism (Fiehn, 2001; Jeong et al., 2000) . 45
46
Understanding how these networks execute biological functions is central to 47 many areas of modern biology, including cell biology, development and 48 physiology. Whilst the network components differ between these disciplines, the 49 principles of network function are often remarkably similar. This manifests itself 50 as the recurrence of common network designs ("network motifs") in 51 transcriptional, metabolic, neuronal and even social networks (Alon, 2003 (Alon, , 2007  negative feedback is a network design that achieves homeostasis and noise 54 resilience, whether that be in the regulation of glucose levels, body temperature 55 (Simon et al., 1986) , stem cell number (Shraiman, 2005) , or gene expression 56 levels (Lestas et al., 2010) . 57 parameter space to find parameter regimes where the network performs well. 119
There are more efficient algorithms to search through parameter space, many of 120 which randomly change parameters and then enrich for changes that improve 121 network performance. Such approaches include Monte Carlo methods and their 122 extensions (Crombach et al., 2012; Perkins et al., 2006) , as well as algorithms 123 that mimic natural selection in silico (Francois and Hakim, 2004; Francois et al., 124 2007 ). However, these approaches are still computationally intensive and difficult 125 to scale to more complex functions and networks. 126 127 Here, we designed an approach inspired by machine learning to significantly 128 accelerate the computational screening of gene circuits. In machine learning, 129 complex models (typically 'neural networks') with a large number of parameters 130 (typically millions) are fit to data to perform some prescribed function (Hinton and 131 Salakhutdinov, 2006; LeCun et al., 2015) . For example, in computer vision, this 132 function could be to detect a human face in a complex natural scene (Li, 2015) . 133
Many of the successes in machine learning have been underpinned by advances 134
in the algorithms to fit parameters to data in high dimensions. Central to these 135 algorithms is the principle of "gradient descent", where instead of exhaustively 136 screening parameter space, or randomly moving within it, parameters are 137 changed in the direction that most improves the model performance (Amari, 138 1993 ). An analogy for gradient descent is to imagine you are walking on a 139 mountain range in the fog and wish to descend quickly. An effective strategy is to 140 walk in the direction of steepest downhill, continuously changing direction as the 141 terrain varies, until you reach the base. Analogously, gradient descent works by 142 iteratively changing parameters in the "steepest" direction with respect to 143 improving model performance. 144
145
A major challenge is to efficiently compute these directions in high dimensions. 146
This relies on being able to differentiate the outputs of a complex model with 147 respect to its many parameters. A key advance in this regard has been to 148 perform differentiation automatically using software packages such as Theano 149 (Bergstra et al., 2010) and Tensorflow (Abadi et al., 2016) . Here, gradients are 150 not calculated using pen and paper, but instead algorithmically, and therefore can 151 be computed for models of arbitrary complexity. 152
153
We realized that training neural networks is in many ways similar to designing 154 biological circuits. Specifically, we start with some prescribed function (or data), 155 and we then must fit a model with a large number of parameters to perform the 156 function (fit the data). We thus reasoned that we could use exactly the same tools 157 as in machine learning to design gene circuits, namely advanced gradient-158 descent, Adam (Kingma and Ba, 2014), to fit parameters, and automatic 159 differentiation with Theano/Tensorflow to calculate gradients. We found that such 160 an approach could effectively and rapidly generate circuits that perform a range 161 of different functions, using a fairly simple python module, "GeneNet", which we 162 make freely available. 163
164

Results
167
Algorithm overview 168
We consider a generic model of a transcriptional gene circuit that has been 169 affected by gene j -if !" is positive, then j activates i; if !" is negative, then j 175 inhibits i. We further assume that each gene is degraded with rate ! . Together 176 this specifies an ordinary differential equation (ODE) model of the networ: 177
Here, ( ) is a nonlinear function, ensuring that transcription rates are always 181 positive, and saturate at high levels of the input. The task of network design is 182 thus to find the parameters W and k such that the network operates as desired. 183 184 Note that Equation 1 represents just one specific form of gene circuit model that 185
we focus on here. We emphasize, however, that this particular form is not 186 required for our algorithm to work: any ODE-based model can be fit with the 187 same algorithm. Therefore, one could also consider more realistic models 188 including, for example, epistasis and non-additive effects. 189
190
To fit Equation 1, we start with an analogy to neural networks. Neural networks 191 are highly flexible models with large numbers of parameters that are capable of 192 performing functions of arbitrary complexity (Hornik, 1989) , whose parameters 193 must be fit to ensure the network performs some designed function. We 194 wondered whether the algorithms used to fit neural network parameters could be 195 adapted to fit gene circuit parameters. 196
197
To do this, we start with the simplest example where we wish the network to 198 compute some input-output function, = ( ). In this case, we allow one of the 199 genes ! ≡ , to respond to external input, and examine the output of another 200 gene, ! ≡ . We then define a "cost", , which tracks how closely the actual 201 output of the network, , matches the desired output of the network, . First, this 202 involves specifying what the desired output is; as our first example, we consider 203 the case where we want the network output to respond in an ultrasensitive, 204 switch-like manner to the level of some input, , i.e. = 0 for < * and = 1 for 205 > * , as in Figure 1A . Then, we choose the mean squared error as the form of 206
The goal is then to find the parameters that minimize this cost and therefore 209 specify the network that best gives the desired output. To do this rapidly and 210 efficiently in high dimensional parameter spaces, we use gradient descent. In 211 gradient descent, parameters, ! are updated in the direction that maximally 212 reduces the cost, i.e. ! = ! ! ! , where ! is the learning rate. Intuitively, for a 213 two-dimensional parameter set, this corresponds to moving directly "downhill" on 214 the cost surface ( Figure 1A) . 215
216
For classic gradient descent, the learning rate ! is set to a constant value. 217
However, this can present problems when optimizing a highly complex cost 218 function in high dimensions. Intuitively, and as shown in Figure S1 , we would like 219 the learning rate to adapt as optimization proceeds (and also to be different for 220 each parameter). A more sophisticated version of gradient descent, Adaptive 221 moment estimation, or Adam (Kingma and Ba, 2014), has been established to 222 overcome these difficulties and is being widely used to fit complex neural network 223 models (Ruder, 2016) . For this reason, we choose Adam as our core optimization 224 algorithm; a choice we will later justify. 225
226
Minimizing the cost is, in principle, exactly the same whether training neural 227 networks or screening gene circuits. The difference arises when computing the 228 gradient of the cost function with respect to the parameters. For the algebraic 229 equations in neural networks, the computation is fairly straightforward and can be 230 written down explicitly. However, for a gene circuit ODE model, it is highly 231 nontrivial to differentiate the model outputs with respect to circuit parameters. It 232 is, in principle, possible to do by hand, although this is cumbersome and must be 233
repeated anew for each model (Frohlich et al., 2017 ). An alternative approach is 234 to estimate the gradients empirically, by comparing the outputs of Equation 1 235 when each of the system parameters is changed by a small amount (a similar 236 approach was used in (Uzkudun et al., 2015) ). Again, however, this method 237 scales poorly as the number of parameters to be fit increases. 238
239
The key insight is that machine learning libraries, such as Theano and 240
Tensorflow, permit automatic (or "algorithmic") differentiation of computer 241 programs. Therefore, we implemented a simple differential equation solver in 242
Theano, and using a single line of code, can "differentiate" the solver and thereby 243 compute gradients. (We also tried Tensorflow, but found it to be significantly 244 slower, see Table S3 ). Together, the gene network model, the cost function, and 245 the gradient descent algorithm define a procedure to design gene circuits (see 246
Methods). 247 248
We first tested our pipeline by asking it to generate an ultrasensitive switch, a 249 circuit that is seen in vivo (Tyson et al., 2003) , and has also been rationally 250 engineered (Palani and Sarkar, 2011). Indeed, we find that as we step through 251 repeated iterations of the gradient descent, we efficiently minimize the cost 252 function, and so generate parameters of a gene network model that responds 253 sensitively to its input ( Figure 1A) . 254
255
To train this circuit, we have used a sophisticated version of gradient descent, 256
Adam. Could a simpler algorithm -namely classic gradient descent with constant 257 learning rate -also work? As shown in Figure S1 , we find that we can generate 258 ultrasensitive switches using classic gradient descent, albeit more slowly and 259 after some fine tuning of the learning rate parameter. We emphasize that, in 260 contrast, Adam works well with default parameters. Furthermore, we find that as 261 we consider functions of increasing complexity, classic gradient descent fails to Whilst the network in Figure 1A performs well, its main drawback is that it is 268 complicated and has many parameters. Firstly, this makes it difficult to interpret 269 exactly what the network is doing, since it is not obvious which interactions are 270 critical for forming the switch. Secondly, it would make engineering such a 271 network more complicated. Therefore, we modified the cost in an attempt to 272 simplify gene networks, inspired by the techniques of "regularization" to simplify 273 neural networks (Goodfellow et al., 2016) . Specifically, we find that if we add the 274 L1 norm of the parameter sets to the cost, i.e. = −
we can simplify networks without significantly compromising their performance. 276
Intuitively, the extra term penalizes models that have many non-zero parameters 277
i.e. more complex models (Brunton et al., 2016) . By varying the strength of the 278 regularization, , we find networks of varying degrees of complexity ( Figure 1B) . 279
280
The final output of our algorithm is a simplified gene network that defines a 281 dynamical system whose response is a switch-like function of its inputs (Figure  282 1C). Therefore, we have demonstrated that machine-learning algorithms can 283 successfully train gene networks to perform a certain task. In the remainder of 284 this work, we show the utility of our pipeline by designing more realistic and 285 complex biological circuits. First, we consider three design objectives for which there already exist known 290 networks, so that we can be sure our algorithm is working well. We find that we 291 can rapidly and efficiently design gene circuits for each of the three objectives by 292 modifying just a few lines of code that specify the objective, and without changing 293 any details or parameters of the learning algorithm. Further, we can screen for 294 functional circuits within several minutes of compute time on a laptop. In each 295 case, the learned network is broadly similar to the networks described previously, 296 lending support to our algorithm. 297 298
French-Flag circuit 299
The first design objective is motivated from the French-Flag model of patterning 300 in developmental biology (Wolpert, 1969) . Here, a stripe of gene expression must 301 be positioned at some location within a tissue or embryo, in response to the level 302 of some input. This input is typically a secreted molecule, or "morphogen", which 303 is produced at one location, and forms a gradient across the tissue. In order to 304 form a stripe, cells must then respond to intermediate levels of the input. To 305 identify gene circuits capable of forming stripes, we ran our algorithm using the 306 desired final state as shown in Figure 2A . The algorithm converges on a fairly 307 simple network, where the input directly represses, and indirectly activates, the 308 output, thus responding at intermediate levels of the input (Figure 2A ). Exactly 309 the same network was described in a large-scale screen of stripe-forming motifs 310 (Cotterell and Sharpe, 2010), and has been observed in early Drosophila 311 patterning (Clyde et al., 2003) , suggesting that our learned design may be a 312 common strategy. 313 314
Pulse detection 315
In our second example, we consider a more complicated type of input, namely 316 pulses of varying duration. In many cases, cells respond not just to the level of 317 some input, but also to the duration (Hopfield, 1974; . We 318 sought a circuit design to measure duration, such that once an input exceeding a 319 critical duration is received, the output is irreversibly activated ( Figure 2B ). As 320 before, by changing a few lines of code, and within a few minutes of laptop 321 compute time, we can efficiently design such a circuit ( Figure 2B ). This circuit 322
shares features (such as double inhibition and positive feedback) with networks 323
identified in a comprehensive screen of duration detection motifs (Gerardin and 324 Lim, 2017) . First, to illustrate the scalability of GeneNet, we considered larger networks (up to 343 9 nodes, with 81 parameters) and asked whether they could be successfully 344 screened. As shown in Figure S2 , we find that the median number of iterations 345 required to train a French Flag circuit is largely insensitive to the network size, 346 demonstrating that GeneNet is scalable to models of increased complexity. We consider an analog counter, where we wish some input set of pulses to result 359 in an output equal (or proportional) to the number of pulses ( Figure 3A) . For 360 example, the "input" here, could be the level of a cell cycle related protein to 361 count divisions (Slomovic et al., 2015) . As is shown in Figure 3B , the simplest 362 way to count would be simply to integrate over time the levels of the input. One 363 implementation of this used an analog memory device driven by CRISPR 364 mutagenesis (Perli et al., 2016), i.e. when the stimulus is present, Cas9 is active 365 and mutations arise. However, a major shortcoming of such a circuit is that it is 366 unreliable and sensitive to variations in pulse amplitude and duration that are 367 often present ( Figure 3B) . 368 369 Therefore, we sought to systematically design a novel gene circuit to count 370 pulses that would be robust to their amplitude and duration. To do this, we 371 provided a complex ensemble of input stimuli, each containing a different number 372 of pulses, of varying amplitudes and durations. For each input we then defined 373 the desired output to be equal to the number of pulses present, and trained the 374 network to minimize the mean squared error cost, as before. 375
Strikingly, this procedure uncovers a network that is highly robust in counting 376 pulse number ( Figure 3C ). (We also report the design of a simpler network that 377 counts pulses, Figure S3 , albeit less efficiently that in Figure 3C ). 378
379
Looking more deeply into the network, we see that it has learned a very 380 interesting way to count, with two key ingredients. Firstly, it acts as an "off-381 detector". Specifically, examining the dynamic time traces reveals that the 382 network responds after the pulse has occurred, as it turns off. Mechanistically, 383 when the input increases, this allows build up of the purple node and repression 384 of the orange node. However, activation of the downstream green node is only 385 possible once the input pulse has ended, and the repression from the purple 386 node has been alleviated. In this way, the circuit responds to the termination of 387 the pulse, and is thus robust to its duration. 388 389 Secondly, the network uses "digital encoding" to be robust to the level of the 390 input. This is achieved by having the green node undergo an "excitable pulse" of 391 stereotyped amplitude and duration, which is then integrated over time by the red 392 node to complete the counter. By using "digital" pulses of activity with an 393 excitable system, the circuit is therefore insensitive to the precise levels of the 394 input. Together, this forms a circuit that reliably counts despite large variations in 395 input stimulus. 396
397
We emphasize that these behaviors have not been hard-coded by rational 398 design, but rather have emerged when training the network to perform a complex 399
task. This example therefore shows that a more challenging design objective can 400 be straightforwardly accommodated into our gene network framework, and that it 401 is possible to learn rather unexpected and complex designs. 402 403
Discussion
404
In this work, we have developed an algorithm to learn gene circuits that perform 405 complex tasks (e.g. count pulses), compute arbitrary functions (e.g. detect pulses 406 of a certain duration) or resemble some real biological phenomenon (e.g. a 407
French-flag circuit). We have demonstrated that these networks can be trained 408 efficiently on a personal laptop, and require neither fine-tuning of algorithm 409 parameters nor extensive coding to adapt to different network designs. This 410 ease-of-use means that researchers addressing questions in basic biology can 411 quickly generate models and hypotheses to explain their data, without investing a 412 lot of time carefully building and simulating specific models. Equally, our 413 approach should also allow synthetic biologists to rapidly generate circuit designs 414 for a variety of purposes. 415
416
Here we have focused on gene networks and transcriptional regulation as a proof 417 of principle. However, our algorithm is rather general and could easily be 418 extended to learn other networks, such as phosphorylation, protein-protein 419 interaction and metabolic networks, so long as they are described by ordinary 420 differential equations. Further, whilst the networks we have focused on are 421 relatively small and have been trained on a personal laptop, our Theano pipeline 422 can be easily adapted to run much faster on GPUs, and therefore we expect that 423 large networks could also be trained effectively (Bergstra et al., 2010) . 424
425
Our approach could also be extended to incorporate other types of differential 426 equation, such as partial differential equations. This would allow us to understand 427 how networks operate in a spatial, multicellular context, throughout an entire 428 tissue, and thus provide useful insights into how different structures and patterns 429 are formed during development (Davies, 2017) . Other extensions would be to use real data as inputs to the learning algorithm, in which case more 431 sophisticated algorithms would be required to deal with parameter uncertainty 432 One drawback of our approach is that it selects only a single gene circuit out of 435 many, and thus may ignore alternative circuits that may also be useful or 436 relevant. A natural extension would therefore be to combine the speed of 437
GeneNet's parameter optimization with a comprehensive enumeration of different 438 network topologies, thus generating a complete 'atlas' of gene circuits (Cotterell 439 and Sharpe, 2010). 440
441
Finally, one concern with machine learning methods is that the intuition behind 442 the models is hidden within a "black box" and opaque to researchers i.e. the 443 machine, not the researcher, learns. We would like to offer a slightly different 444 perspective. Instead of replacing the researcher, our algorithm acts as a highly 445 efficient way to screen models i.e. one shouldn't view it as a tool to solve 446 problems, but rather as an efficient way to generate new hypotheses. The role of 447 the scientist is then to: (1) cleverly design the screen (i.e. the cost) such that the 448 algorithm can effectively learn the desired function, and (2) to carefully analyze 449 the learned circuits and the extent to which they recapitulate natural phenomena. 450
The distinct advantage of our approach over neural networks is that we learn real 451 biological models -gene circuits -which are both directly interpretable as 452 mechanism, and provide specific assembly instructions for synthetic circuits. 
Here, ! denotes the concentration of gene , where = 1 … for an N-node 527 network. !" is a matrix correspond to network weights: !" > 0 means that 528 gene activates gene , and !" < 0 means that gene represses gene . ! is a 529 vector that represents the (assumed linear) degradation of gene . ! is the 530 prescribed input to the system, which we assume directly causes transcription of 531 gene . The function is a nonlinearity chosen such that the gene network 532 saturates; we choose = 1 exp − 1 , as in (Cotterell and Sharpe, 2010) . 
Algorithm details 538
We coded the algorithm using python v2.7.5, and the machine-learning library, 539
Theano v0.8.2, which performs static optimizations for speed and permits 540 automatic differentiation. 541
The key steps in the algorithm are: 542
Define an ODE Solver 543
We choose a simple Euler integration method, whereby the differential equation 544 = ( , ) is solved iteratively: !!! = ! + ! , ! . We set = 0.01. We 545 implement the solver using the theano.scan feature, which optimizes the 546 computation of loops. 547
Define the desired function of the network 548
This consists of two items: (1) a collection of different inputs to train the network 549 on, and (2) for each input, a desired output. For example, in Figure 2B , we must 550 include inputs of varying durations, and a function that computes whether the 551 pulse exceeds some critical duration. The input can be static in time (as in Figure  552 2A), dynamic in time (as in Figure 2B ) or zero (as in Figure 2C ). The desired 553 output can be the final state of the network (as in Figure 2B ), or the complete 554 time dynamics of the network ( Figure 2C ). See Table S1 for further details. 555
Define the cost to be minimized 556
As discussed in the main text, we use the mean squared error as the cost. Since 557 we are often not concerned with absolute levels of any gene, but rather the 558 relative levels, we modify the cost such that the network output can be rescaled 559 by a factor , which is a learnable parameter, i.e. → . For regularization, we 560 add a term !" !,! to the cost, with the aim of simplifying the network matrix 561 !" . 562 4. Define the parameters that are to be fit 563
For all simulations, we fit the network weights, !" to the data. For Figures 1, 2A , 564 2B, we do not allow ! to change, and instead set ! = 1. For Figure 2C and 3C, 565
we use the ! as learnable parameters. For Figure 2C , we must allow the initial 566 conditions of the network to be learned, such that the oscillator has the correct 567 phase. 568
Define the optimization algorithm 569
We use the Adam optimizer (Kingma and Ba, 2014) with parameters ! = 570 0.1, ! = 0.02, ! = 0.001, = 10 !! in all cases. 571
Initialize the model parameters 572
We set ! to be one and the network weights to be a normally distributed random 573 number with mean zero and standard deviation 0.1. Initial conditions (except for 574 Figure 2C ) are set as ! ! = 0.1. 575
Train the network 576
We iteratively perform the optimization procedure to update parameters, initially 577 setting = 0. At each step, we train the network using a subset of total 578 input/output data, using a "batch" of input/output pairs. The idea is that 579 batching the data in this way adds stochasticity to the optimization and therefore 580 avoids local minima. 581
Regularize the network 582
Once a network has been trained, we now regularize it by increasing and re-583 implementing the optimization procedure. A range of different values is used 584 until a network of desired complexity is achieved. 585 9. "Prune" the network 586
In the final step, we retrain a simplified network. Specifically, starting from the 587 regularized network, we set any small network weights to be exactly zero, i.e. 588
!"
(!"#$%) = 0 ∀ , : !" < , and then optimize over the remaining weights, using 589 = 0. 590
Save parameters 591
See Table S1 for the parameter values for the figures used in the main text. 592 593
Implementation details 594
All computation was performed on a Macbook air, 1.3GHz Intel Core i5, with 8GB 595 1600 MHz DDR3 RAM. We repeated the learning algorithm for each of the 596 designs in the paper several times, with different regularization levels , and 597 found similar network topologies to be learned in each case. In the figures we 598 report a representative network, where has been chosen manually to give a 599 minimal network that still performs the function well. 600 Table S2 gives details of the algorithm implementation specific to each figure. N: number of iterations B: batch size : regularization parameter : pruning parameter Note that in some cases we perform multiple optimization procedures, starting with a small batch size to increase noise in the early steps. From our experimentation, the iteration number, N, and batch size, B, can be varied significantly and the algorithm still works -one simply needs to increase N and B so that enough training samples are used. Here we report the parameters we used to generate the figures in the main text, but expect the precise values to be unimportant, and should be chosen/modified by the user. 
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