We study Strichartz estimates with very rough potentials, the spatial white noise on the 2-and 3-dimensional torus being of particular interest. Applications include solving the multiplicative stochastic NLS in lower regularity settings than previously possible.
Introduction
This paper is devoted to proving Strichartz estimates and low-regularity well-posedness of defocussing cubic NLS(nonlinear Schrödinger equations) with very rough potentials ξ, so
where Ì d = Ê d / d is the d−dimensional torus. Many results still hold true in the whole space, see the discussion in section 6, but our chief interest is the case where ξ is spatial white noise, which is a distribution whose regularity is only C − d 2 −ε for ε > 0, see Definition 2 for the precise definition of white noise and the appendix for a reminder of the definition of the Hölder-Besov-spaces C α . In the case of the white noise potential there turns out to be a peculiarity in the form of renormalisation, which means that in order to make sense of (1) one is required to shift by an infinite correction term, formally "∞ · u". This is reminiscent of the theory of singular SPDEs which has seen a rapid growth in recent years following the introduction of the theory of Regularity Structures by Hairer [22] and the theory of Paracontrolled Distributions by Gubinelli, Perkowski, and Imkeller [17] . The approach we follow in this paper is to put the potential ξ into the definition of the operator, i.e. we try to define the operator ∆ + ξ as a self-adjoint semi-bounded operator on L 2 (Ì d ). This was first done by Allez and Chouk in [2] , where the operator together with its domain were constructed in 2d with the white noise potentialhereafter called the Anderson Hamiltonian-using Paracontrolled Distributions. A similar approach was used in [20] to construct the operator and its domain in 3d with an eye also on solving PDEs like (1) . In section 3 we recall the main ideas of [20] since the results are integral to the current work. The domain of the Anderson Hamiltonian was also constructed by Labbé using Regularity Structures [26] . The equation (1) with white noise potential in 2d was solved, but not shown to be well-posed, by Debussche and Weber [11] and on the whole space with a smaller power in the nonlinearity by Debussche and Martin in [10] . In [20] global well-posedness(GWP) was proved in the domain of the Anderson Hamiltonian in 2d, whereas in 3d one gets a blow-up alternative when starting in the domain analogously to the case of classical H 2 solutions in [8] . Furthermore, in [20] global existence in the energy space in 2d was shown, but not well-posedness. Achieving GWP for energy solutions to (1) is one of the results of this paper, however in 3d we have a slightly weaker notion of GWP in the energy space, see below. The (nonlinear) Schrödinger equation (1) with a potential has certain physical interpretations, see [14] and the references therein. In this paper we are able to treat a large class of subcritical potentials and all results are continuous w.r.t. the potential in the "correct" topology, see section 6 for a discussion;
Since the chief application is the white noise potential this aspect is not always emphasised. Some potentials of interest are actually critical in the sense of scaling, like the Dirac Delta in 2d (see the monograph [1] ) or the potential | · | −2 treated in [7] . Our method does not apply in these cases, but in the aforementioned examples the analysis depends in a crucial way on the structure of the potential. We stress here that our method relies only on the (Besov) regularity of the potential and possibly some related objects and does not depend on its sign, radial symmetry, homogeneity etc. To give a slightly more concrete example (other than white noise), the results in section 6 apply to potentials like ∇ Stochastic NLS of the form (1) but with different noises(e.g. white in time coloured in space) have also been considered, see [9] , [5] , [12] to name but a few. Other stochastic dispersive PDEs which have been studied in recent years include stochastic NLS with additive space-time noise [28] , [13] and nonlinear stochastic wave equations with additive space-time noise in [19] and [18] . Let us also mention [15] , where the theory of Rough Paths-the precursor to both Regularity Structures and Paracontrolled Distributions-is used to solve the deterministic low-regularity KdV equation and which showcases nicely how tools from singular SPDEs can be applied to non-stochastic PDE problems. We state the main (shortened) results of the paper relating to the multiplicative stochastic NLS. H"="∆ + ξ − ∞ is the Anderson Hamiltonian whose exact definition and properties are recalled in section 3. 
Theorem 2 [2d low regularity local well-posedness] The PDE
Theorem 3 /Corollary [2d GWP for energy solutions] The PDE
is globally well-posed(GWP) in the energy space, D √ −H , whose definition is recalled in section 3.1. 
−H with continuous dependence on the initial data in a slightly weaker norm, see Theorem 15 for the precise statement.
The paper is organised as follows: In section 2 we recall the well-known Strichartz estimates on the whole space and how their counterparts on the torus differ. Section 3 is meant to recapitulate the construction of the Anderson Hamiltonian and its domain following [20] . In section 4 we prove the Strichartz estimates for the Anderson Hamiltonian in 2-and 3-dimensions, i.e. Theorems 1 and 4. Then in section 5 we utilise these bounds to solve the multiplicative stochastic NLS. Lastly we outline in section 6 how the results can straightforwardly be adapted to other classes of potentials.
Notations and conventions
The spaces we work in are L p -spaces, for p ∈ [1, ∞], meaning the usual p-integrable Lebesgue functions;
H α spaces, with α ∈ Ê the usual Sobolev potential spaces; and B s r,q , the Besov spaces, whose definition is recalled in the appendix and which cover H α and C α -so called Hölder-Besov spaces-as special cases. Also we write
where X is a function space and Ω is the domain, the relevant cases being Ω ∈ {Ê d , Ì d , [0, T ]} for T > 0 and d = 1, 2, 3. We write, as is quite common, a b
to mean a Cb for a constant C > 0 independent of a, b and their arguments. Also we write
For the sake of brevity we also allow every constant to depend polynomially on the relevant noise norm Ξ , see section 6 for the exact definition of the norms; This can be written schematically as
this comes with the tacit understanding that everything is continuous with respect to this norm, see section 6 for a discussion on this. Another convention is that if we write something like
Classical Strichartz estimates on the torus
We start by recalling the well-known Strichartz estimates for Schrödinger equations on Ê d . 
Next we cite some classical Strichartz estimates on the torus and how they differ from those on the whole space. Moreover we sketch how they allow to solve NLS in spaces below H d 2 +ε ,which is an algebra. The first results we state are the Strichartz estimates proved by Burq-Gerard-Tzvetkov in [6] . They hold in general manifolds, i.e. not only the torus. The results are not optimal for the torus but we nonetheless cite them because the methods we use are strongly inspired by this paper. 
We have on the finite time interval [0, 1]
Note that, as opposed to the whole space, we have a loss of 1 p derivatives. The next result is the "state of the art" for Strichartz estimates on the torus due to Bourgain and Demeter inc [4] which were refined in [25] by Killip and Visan whose version we cite because it is more amenable to our situation. With this result we are able to reduce the loss of derivative to be arbitrarily small. The result is stated for functions which are localised in frequency but the corresponding Sobolev bound is immediate.
Theorem 8 [Improved Strichartz, Theorem 1.2 [25] , [4] ]Let d 1 and p 2(d+2) d , then, for any ε > 0 we have
For d = 2 this means p 4 and for d = 3 p 10 3 . 
For future reference we state the above result for short times that may depend on the localised frequency. We write for a function h defined on the torus the short-hand notation 
and ε > 0, then
Furthermore, we give a quick sketch about why these kinds of estimates are needed for NLS on the torus. Take for simplicity the cubic NLS on the two-dimensional torus.
The Duhamel formula reads
Since for u 0 ∈ H σ with σ ∈ Ê we have
it is natural to try to solve (3) in a space like C t H σ for, say, σ 0. Now, since the unitary group e −it∆ has no smoothing properties, the "best" possible way to bound the nonlinear expression in (3) is
where the second inequality follows from the "tame" estimate (see Lemma 11) . In the case that σ > d 2 (= 1 in 2d) the L ∞ norm is controlled by the H σ norm so it is easy to close the fixed point argument. But even in the case of H 1 , which is natural as it is the "energy space", one is not able to close the contraction argument without additional input.
The key observation to make -and to see where the Strichartz estimates enter -is that in (5) we can apply Hölder's inequality in time to obtain
and note that we need not control the L ∞ t L ∞ x norm of the solution but it suffices to control the L p t L ∞
x norm for some suitable 2 p < ∞. So, if we were able to control the L p t L ∞ x norm of the right-hand side of (3) by the CH σ norm of u we would be able to get a local-in-time contraction. Of course bounding the L ∞ norm directly is hopeless but recall the Sobolev embedding in d−dimensions W d q +ε,q ֒→ L ∞ for any q ∈ (1, ∞) and ε > 0. This is the stage where the Strichartz estimates come in, since, for example by Theorem 7, one gets the bound
for the linear evolution where (p, q) is a Strichartz pair. Note that by choosing ε small we get
so this is strictly better than what we would get from estimating the L ∞ norm by the H 1+ε norm.
For the nonlinear term we get similarly (assuming for simplicity T < 1)
where 1 p + 2 q + ε <σ < 1 can be computed explicitly using the fractional Leibniz rule, see Lemma 10. Clearly these bounds can be sharpened in different ways but the important thing is that Strichartz estimates lead to local-in-time wellposedess for some range of σ 1.
The Anderson Hamiltonian in 2 and dimensions
The main aim of this work is to establish Strichartz estimates for the Anderson Hamiltonian which is formally given on the 2-/3-dimensional torus by
where ξ(x) is spatial white noise, see Definition 2. This operator was initially studied by Allez-Chouk in [2] and later by Gubinelli,Ugurcan and the author in [20] using the theory of Paracontrolled Distributions which was introduced in [17] . The operator was also studied by Labbé in [26] using the theory of Regularity Structures introduced in [22] . Naïvely one might think that it is simply a suitably well-behaved perturbation of the Laplacian in which case Theorem 6 in [6] would more or less directly apply. However, it was shown that the domain of H in both 2d and 3d can be explicitly determined and one even has
so it is tricky to directly compare the operators H and ∆.
The 2d Anderson Hamiltonian
We briefly recall some of the main ideas from [20] in the 2d setting. An observation made in [2] was that a function u is in the domain of H if
see the appendix for the definition and properties of paraproducts. By the paraproduct estimates(Lemma 7) and the regularity of the noise, the term u ≺ (1 − ∆) −1 ξ is no better than H 1−ε . The "lower order" correction term B Ξ is also worse than H 2 (in fact it is H 2−ε ). This for example rules out that u is regular, rather it fixes its regularity at H 1−ε ; See Definition 3 for the exact definition of the enhanced noise Ξ. One of the chief innovations in [20] as opposed to [2] was to observe that the statement (6) is equivalent to
where P >N = F −1 Á >N F , for any N > 0 and subsequently choosing N large enough depending on the X α norm of Ξ (see Definition 3) one can show that the map
which sends a paracontrolled function to its remainder admits an inverse which we call Γ; We also rename Φ as Γ −1 . In the following we use the short-hand notation
where the term B Ξ is explicitly given by
Consistently with our convention, we write N instead of N (Ξ) in the sequel. Moreover, in the new coordinates, u ♯ , the operator H is given by
It is also natural to consider the operator H conjugated by Γ, i.e.
which can be expressed as
We remark that while H was shown to be self-adjoint on L 2 , the conjugated operator H ♯ is not and in particular the map Γ is not unitary. We now quote some results from [20] ; We tacitly assume −H to be positive as opposed to just being semi-bounded, this can be achieved by adding a finite Ξ-dependent constant. 
The following proposition quantifies the idea that the transformed operator H ♯ is a lower-order perturbation of the Laplacian.
Proposition 1 Take u ♯ ∈ H 2 , then the following holds for any ε > 0
Proof This essentially follows by noting that in terms of regularity the worst terms to bound in (10) are u ♯ • ξ and HΓu ♯ ≺ X which are bounded by(see Lemma 7)
and
respectively. The other terms are bounded similarly by H s norms of u ♯ with s < 1 multiplied by Hölder norms of objects related to ξwhich appear in the X α −norm, see Definition 3. ✷
We collect all relevant results about the map Γ.
Proof Everything but (ii) was proved in Section 2.1.1 of [20] . The cases p = 2, ∞ were also already proved. For a different p we note that the result follows by interpolation. ✷
Lastly we prove a statement about the "sharpened" group, which is the transformation of the unitary
It is clear that one has the bounds
We briefly show the analogous results for the transformed group.
Proof The case s = 0 follows since both Γ and Γ −1 are bounded on L 2 . The case s = 2 can be proved using Lemma 1. In fact
The case s ∈ (0, 2) is proved by interpolation. Take P N the projection onto frequencies ∼ N , then
and we conclude by summing over N. ✷
The 3d Anderson Hamiltonian
We recall the main results about the Anderson Hamiltonian in 3d, which are analogous to-yet slightly more technical than-the 2d case. For definiteness we fix an enhanced white noise Ξ ∈ H α for α = 1 2 −ε for small ε > 0; see Definition 4 and Theorem 17 where the definition of the "noise space" is recalled and the fact that almost every realisation of white noise has a lift in it. The main difference with respect to the 2d case is that due to the higher irregularity of the noise in 3d (in fact C − 3 2 −ε for any ε > 0) a simple paracontrolled ansatz does not suffice. Instead, we first make an exponential transformation as in [23] to remove the most irregular terms. This leads to some lower-order terms involving gradients and we subsequently perform a paracontrolled ansatz. Here we only give a quick recap of section 2.2 in [20] , see also Theorem 19, where we use the same method in a slightly simpler setting. As opposed to the 2d case, where there were only two noise terms, in this case there are more. We give a formal argument, which was made rigorous in [20] . Since this section gives only a formal justification, we use notations like C 1− to mean C σ for any σ < 1 etc. We start with ξ ∈ C − 3 2 − and assume that the following objects exist:
where the "Wick squares" should be thought of as
see [24] for background information about these objects. We make the following auxiliary ansatz for the domain of the hamiltonian which removes the three most singular terms
where the form of u ♭ will be specified later. We begin by computing
note that the regularity of X is too low for the term ∇X 2 to be defined so we have to replace it by by its Wick ordered version, also note the appearing difference |∇X| 2 − : |∇X| 2 : . Here one sees the two divergences that arise, since their difference is exactly the infinite correction term in (11) . So we can summarise the above by saying that for
we "almost" can define the operator ∆ + ξ − ∞ on functions of the form e W u ♭ . In fact
makes sense for u ♭ in, say, H 2 , where we have defined
and the regularities are
The problem with (12) is of course that the right hand side will not be in L 2 , since both the noise terms have negative regularity, so for any u ♭ ∈ H 2 we have
The remedy is once again a paracontrolled ansatz, this time of the form
We cite the rigorous definition of operator and its domain; we use the short-hand notation
Definition 1 Let W,W , Z be as above. Then, for 0 < γ < 3 2 , we define the space
where B Ξ (u ♭ )is given as
Given u ∈ W γ Ξ we define the renormalised Anderson Hamiltonian acting on u in the following way
where
and C denotes the commutator from Proposition 4. Note that this definition is equivalent to (12) by construction, we have merely defined u ♭ in the proper way.
Remark 1
As was seen in [20] , the space W γ Ξ = e W U γ Ξ does not really depend on γ in the sense that if one equips the space U γ Ξ with the norm
then these norms are equivalent for different values of γ. This is because the paracontrolled relation enforces a certain regularity, i.
As in 2d, we introduce a Fourier cut-off and obtain the map Γ given by
choosing N large depending on the norm of Ξ. This again allows us to write u = e W Γu ♯ . It is straightforward to adapt the above definition of H to involve the Fourier cut-off but we do not spell this out as the only thing we care about is the fact that
We collect the results about Γ, this is analogous to Lemma 1.
Lemma 3
We can choose N large enough depending only on Ξ and s so that
for s ∈ 0, 3 2 and 2 p < 3 s . In all cases Γ is invertible with a bounded inverse. Proof (15) and (16) were proved in Proposition 2.46 in [20] , (17) can be proved by interpolation. ✷
We cite the main result about the domain, we again shift the operator by a constant depending on the norm of Ξ to make it non-positive, see Definition 2.55 in [20] .
Lemma 4 For the operator H the following holds
where the form domain of H is given by the closure of D(H) under the norm
Then the precise statement is that on D(H) the following norm equivalence holds
and hence the closures with respect to the two norms coincide.
Now the only part we truly need is that the transformed operator, the analogue of (9), is
and that it is "close" to the Laplacian in the sense that
In fact, we have the following result.
Proposition 2 Take u ♯ ∈ H 2 , then we have the following bounds for ε > 0
ii. For s ∈ [0, 2] we get the following at any time t ∈ Ê
Proof (i) essentially follows by noting that in terms of regularity the worst terms to bound are LW • ∇u ♯ and ∇(e −W He W Γu ♯ ) ≺W which are bounded like
respectively.
(ii) For s = 0 it follows directly by the properties of Γ and e W . For s = 2 we can, using (i) and Lemma 4 , compute
The case s ∈ (0, 2) follows by interpolating as in the 2d case. ✷ 4 Strichartz estimates for the Anderson Hamiltonian
The 2d case
In this section we prove Theorems 1, 2, and 3.
Proposition 3
We have the following identity for a function localised in frequency, say u ♯ = P M u ♯ :
where explicitly the l.o.t are given as (recall that N is the constant from the definition of Γ)
Moreover, on the interval [0, T ] with T 1, we have for any small δ > 0 the bounds
for (p, q) a Strichartz pair and σ ∈ (0, 1). Also, for r 4 we have
Proof To prove (18) , note that the l.h.s. solves a PDE. Set v ♯
Then
which is (18 σ ∈ (0, 1) and δ > 0 small. Also we assume
Then we have on a finite time interval [0, T ], T 1, with the convention
Moreover, for r 4, we have
Proof The equivalence between the sharped and unsharped bounds follows from Lemmas 2 and 1. We start by proving (24) with σ = 0. By Propposition 3 and the usual Strichartz estimates in Theorem 7 we can write, setting u ♯ N = P N u ♯ , I N a subinterval of length ∼ 1 N and δ > 0
Thus we have shown
for any δ > 0.
The second Strichartz estimate (25) follows from the first in the usual way. The improved Strichartz estimates (26) and (28) follow by using Theorem 8 instead of Theorem 7 in the above computation. ✷ Remark 2 Our estimates are as good as those for the Laplacian, up to a loss of δ derivatives.
We lastly prove the analogue of the inhomogeneous Strichartz estimates which we however do not strictly need for solving the NLS in 2d, but in 3d the corresponding result is crucial. Set, in addition,
where we think of p as being very large and ε as being very small. Then we have the bound
and, accordingly,
Proof Take a function f N localised in frequencies ∼ N and first consider the bound on a short time interval I N of length ∼ 1 N . We write
The first term is estimated with the classical inhomogeneous Strichartz estimate (see Theorem 9)and gives the first term in the bound. For the other term we compute (we omit the l.o.t. for obvious reasons)
thus we conclude (29) . The bound (30) follows in the same way using Lemma 2. ✷
The 3d case
It turns out that, due to the most part to the lower regularity of the noise, we lose half a derivative in the Strichartz estimates of the Anderson Hamiltonian compared to those of the Laplacian. This means that we actually-as opposed to the 2d case-need the full power of the improved Strichartz estimates, from Theorem 8. Recall that in three dimensions the transformation is a bit more complicated, namely
where W ∈ C 1 2 −ε is a stochastic term and Γ is analogous to the map from the 2d case. The important thing is that
where LW ∈ C − 1 2 −ε . If we repeat the proof of Theorem 11 we obtain.
Theorem 12 Let d = 3 and p 10 3 , and T 1 then for any σ ∈ [0, 2], ε > 0 we have
Proof Again we consider σ = 0 and it again reduces to bound for u ♯ N := P N u ♯ and subintervals
and the case σ > 0 follows by applying Lemma 2. ✷
Since we want to solve the cubic multiplicative stochastic NLS in the energy space we also require the inhomogeneous version of the Strichartz estimates in 3d. Set, in addition,
Proof This is basically as in Lemma 5; f N is localised at frequencies ∼ N and I N is a subinterval of length ∼ 1 N . We write
The first term is bounded using the classical inhomogeneous Strichartz estimate (see Theorem 9) to give the first term in the bound. For the other term we compute (omitting the l.o.t. for obvious reasons)
, thus we conclude (31). The bound (32) clearly follows in the same way using Proposition 2. ✷ 5 Solving stochastic NLS
2d low-regularity solutions
We turn our attention to "low-regularity" solutions to the stochastic NLS
In [20] this PDE was studied in the "high regularity" regime, meaning u 0 ∈ D(H) or D √ −H . Now we employ the Strichartz estimates to solve it in spaces with less regularity. In particular now we solve it in a space that does not depend on the realisation of the noise ξ.
Theorem 13 [LWP below energy space] Take s ∈ 1 2 , 1 then (33) is LWP in H s . Proof The mild formulation is
by applying Γ −1 to both sides and renaming Γ −1 u (0) = u ♯ (0) this becomes
We want to show that this equation has a solution for a short time by setting up a fixed point argument in the space ) in this way and σ = 2 q + δ, we can bound in the following way, using our new Strichartz estimates (also the "tame" estimates-see Lemma 11which say that H s ∩ L ∞ is an algebra)
For the other term we bound
From here we can get a contraction for small times in the usual way. Thus we solve the sharpened equation and by applying Γ we get a solution to the original equation. ✷ Remark 3 This result is analogous to Proposition 3.1 in [6] . Note that despite the loss of ε derivatives in our Strichartz estimates we get the same range as they do.
Remark 4 If we instead used the improved Strichartz estimates, we would get better bounds, i.e.
. But when we estimate the CH σ part we get
and the only way to further bound this seems to be using the "tame" estimate-for which one needs L ∞ -this leads to the condition W σ,4 ֒→ L ∞ i.e. σ > 1 2 , the same condition as in Theorem 13. So in this case there is no additional gain by using the sharper Strichartz estimates.
Remark 5 The fact that s < 1 as opposed to s 1 makes the bound for the term Γ −1 (u|u| 2 ) easier since the paraproducts and other correction terms are actually more regular than u and u ♯ .
Theorem 14 [GWP in the energy space] The PDE [20] , global in time existence was proved by approximation. Moreover, we can use the fact that D √ −H ֒→ H 1−δ and applying the previous result we can conclude (local in time) uniqueness. Lastly, to get the continuous dependence on the inital data, we can interpolate between H 1−δ and D(H) = ΓH 2 . ✷
Energy solutions in 3d
Now we consider the same equation on Ì 3 , but we are only interested in energy solutions, i.e.
In view of the transformation e W Γu ♯ = u, the Duhamel formula
is transformed into
Note the difficulty that the nonlinear term contains e 2W , which is only C 1 2 − , while if we estimate the linear evolution term using the Strichartz estimates (Theorem 12) we lose half a derivative. However, we are interested in solutions in the energy space (i.e. L ∞ D √ −H for u and L ∞ H 1 for u ♯ ). The crucial observation to make is that since the original equation conserves the energy and the L 2 norm, we get an L ∞ H 1 bound for the u ♯ up to any time. More precisely, the energy 
This means we have access to an L ∞ H 1 bound for u ♯ as long as the initial data are in H 1 .
Next we analyse the nonlinear term using the inhomogeneous Strichartz estimates from Lemma 6. Take σ < 1 2 and ε > 0 s.t. σ + ε < 1 2 , then we get, using the fractional Leibniz rule (see Lemma 10) and applying Hölder's inequality and Sobolev embedding
so it is controlled nicely as long as we have the L ∞ H 1 bound. Similarly, for the linear evolution, we have the bound
from the homogeneous Strichartz estimates in Theorem 12. We get the following type of the result for energy solutions. 
where C Ξ is the constant in the inequality (37). Then for any T > 0, 0 < σ < 1 2 there exists a unique solution to the PDE (36) which satisfies in addition
Moreover, for a sequence (u ♯ 0,ε ) ⊂ H 1 s.t. u ♯ 0,ε → u ♯ 0 we have that the corresponding solutions converge strongly in
for any κ > 0. Proof It is clearly not possible to set up a fixed point argument in L ∞ H 1 directly, instead we get a contraction in the space C [0,T * ] H δ ∩ L 10 3 W σ, 10 3 for a small δ > 0 and T * to be chosen appropriately. To be precise, we take δ s.t. the embedding W σ, 10 3 ֒→ W δ,6
holds. Since the L ∞ H 1 norm is controlled "externally" but not by C [0,T * ] H δ ∩ L 10 3 W σ, 10 3 , we define the map in the following way
where u ♯ 0 has been fixed above and we write
Observe that this-seemingly artificial-indicator function will vanish in the end because of our energy bound. Also, the continuity in time follows by Stone's theorem. For any τ 1 we have the bounds, again by Fractional Leibniz, Hölder etc as above, choosing ε > 0 sufficiently small,
This gives us a contraction on a short time interval [0, T * ] which depends only on R. Combined with the fact that our bounds are linear we actually get GWP in CH δ ∩ L 10 3 W σ, 10 3 . By the energy bound this solution is even L ∞ H 1 ∩ L 10 3 W σ, 10 3 . 10 3 follows from the above and the convergence in C [0,T * ] H 1−κ ∩ L 10 3 W σ, 10 3 follows by interpolating with the energy bound. ✷
Convergence of the solutions u
♯ ε → u ♯ in C [0,T * ] H δ ∩ L 10 3 W σ,
Corollary 2
The multiplicative SNLS (34) is "almost" GWP in the energy space.
Proof Transform the initial data u 0 into u ♯ 0 := Γ −1 e −W u 0 ∈ H 1 , solve the transformed PDE as in the previous theorem and then transform back. u := e W Γu ♯ satisfies (35) by construction. ✷ 6 Results for general rough potentials and the whole space While we have thus far focussed on the case of white noise potential in 2-and 3-d, our results are applicable to a much larger class of rough potentials. For the sake of completeness we quickly recall the definition of spatial white noise on the torus here.
Definition 2 [Spatial white noise on Ì d , Definition 2.1 in [20] ] The Gaussian white noise ξ is a family of centered Gaussian random variables {ξ(ϕ), ϕ ∈ L 2 (Ì d )}, whose covariance is given by
More explicitly, set (ξ(k)) k∈ d to be i.i.d centred complex Gaussian random variables such thatξ(k) = ξ(−k) and with covariance (ξ(k)ξ(l)) = δ(k − l). Then the Gaussian white noise on Ì d is given as the following random series
of course with the understanding that, despite the notation, ξ can not be evaluated point-wise. Note that in the 3d case we actually remove the zero-mode as it simplifies some computations; so the definition we use in section 3.2 is actually
We recall the two dimensional "noise space" with respect to which everything is continuous.
Definition 3 (2d noise space) For α ∈ Ê,we define the spaces
where C α = B α ∞∞ denotes the usual Besov-Hölder space. The next result tells us that the 2d spatial white noise does in fact a.s. have a lift in G α . Theorem 16 [[2], Theorem 5.1 ] For any α < −1, the spatial white noise ξ lies in C α and the following convergence holds for the enhanced white noise.
where the convergence holds as ε → 0inL p (Ω; E α ) for all p > 1and almost surely inE α and the limit is independent of the mollifier. However, the renormalisation constant, which can be chosen as
depends on the choice of mollifier. Note that our regularised spatial white noise is given by and θ is a smooth function on Ê\{0} with compact support such that lim x→0 θ(x) = 1.
Next we recall the definition of the "noise space" in three dimensions.
Definition 4 [3d noise space] Let 0 < α < 1 2 , then we define the space T α to be the closure of the set
Here we defined
And also the corresponding result for the lift of the 3d spatial white noise. 
where m is a radial, compactly supported function with m(0) = 1 and we define
where the c ε are diverging constants which can be chosen as
Then the sequence Ξ ε ∈ T α ,given by Ξ ε := X ε , X ε , X ε , X ε , X ε , ∇X ε • ∇X ε converges a.s. to a unique limit Ξ ∈ T α which is given by
For potentials better than C −1 everything works unconditionally, meaning that such potentials have unique canonical lifts inside our "noise spaces", whereas if one wants rougher potentials it is necessary to ensure the existence of certain nonlinear expressions of them. We state the "general" version of the theorems in the introduction so as to highlight the fact that we do not use any property of white noise other than that it has a lift in the correct "noise space". We omit the proofs since they can be carried over verbatim. We further remark on the fact that paraproducts and all related operations are equally well defined on the whole space and Definitions 3 and 4 clearly still make sense if one replaces Ì d by Ê d . For brevity we write
in the remainder of the section. are locally Lipschitz as maps from G α → L(L 2 ( 2 ); H α+2−ε ( 2 )) for any ε > 0, where Γ Ξ is defined as in (7) and H Ξ is defined as in (8) . Moreover, we get the following homogeneous Strichartz estimate for T 1
for any δ > 0. In addition, this bound is locally Lipschitz in Ξ w.r.t. G α and we get LWP of the PDE 
as in section 5.2.
Remark 6
The result on the whole space does not apply to the white noise potential, since it is only in a weighted Besov space, see [16] . However, one can split the white noise into an irregular but small part and a regular but large part, as was done in [16] 
for some σ > 0 and then the results will apply to the potential ξ , whose lift can be constructed analogously.
Lastly, we give a simple modification to the arguments, which allows us to treat potentials like
where ρ is a finite radon measure on 2 and δ > 0. Recall that for any p ∈
, which means that the object
is classically defined, so it turns out that in this setting we do not even need such a complicated "noise space". We state the following result whose proof we sketch, as it is similar to-simpler even than-the analysis of the 3d Anderson Hamiltonian performed in [20] . and whose (form-)domain can be explicitly defined as
where X := (1 − ∆) −1 ξ and Γ ξ is given below in (43).
Moreover, we have Strichartz estimates of the form
for ε > 0, and T 1 which allow us to solve the PDE
We start by making an exponential transform as was done in section 3.2, consider as a first ansatz u = e X u ♭ , then ∆u + uξ = e X (∆u ♭ + u ♭ (∆X + |∇X| 2 + ξ) + 2∇X · ∇u ♭ ). 
If we choose
and note for d = 1, 2 the terms have the regularities (using Lemmas 7 and 9)
Regularity of terms.
Now clearly the expression (42) will not be in L 2 . The remedy is again to choose as an ansatz
for a suitably chosen B X (u ♭ ) and u ♯ ∈ H 2 . We repeat the previous computation and get ∆u ♭ + u ♭ (|∇X| 2 + X) + 2∇X · ∇u ♭ = − (1 − ∆)B X (u ♭ ) + B X (u ♭ ) + u ♭ (|∇X| 2 + X) + 2∇u ♭ ∇X + ∆u ♯ + + ∆u ♭ ≺ (1 − ∆) −1 (|∇X| 2 + X) + 2∇u ♭ ≺ ∇(1 − ∆) −1 (|∇X| 2 + X)+
which satisfies the bounds B X (v)
Observe that by construction
for small enough ε > 0. Further, to clean things up a bit, we can again add a frequency cut-off
so that there exists a map Γ ξ s.t. u ♭ = Γ ξ u ♯ and we can again define a domain D(A ξ ) := e X Γ ξ H 2 .
This again gives us a bound like (∆ − Γ −1 e −X A ξ e X Γ)u ♯ L 2 B X (Γu ♯ ) L 2 u ♯ H α+ε , and Strichartz estimates like
which are proved precisely as in section 4.2. On the whole space one uses the Strichartz estimates on the whole space from Theorem 6 instead of the ones on the torus. To prove the result about the form domain we proceed as in Proposition 2.53 in [20] . Lastly, to prove the result about energy solutions to (41), the method from section 5.2 works mutatis mutandis. ✷
Remark 7
This result is clearly not optimal, it seems that by performing a more involved expansion one can treat worse potentials as long as they are subcritical.
A Paracontrolled Distributions etc.
We collect some elementary results about paraproducts, see [17] , [2] , [3] for more details. For the most part we work on the d−dimensional torus Ì d = Ê d / d for d = 2, 3.
However, to emphasise the fact that most things work equally well on the whole space, see section 6, we write d ∈ {Ì d , Ê d }. The Sobolev space H α ( d ) with index α ∈ Ê is defined as
Next, we recall the definition of Littlewood-Paley blocks. We denote by χ and ρ two non-negative smooth and compactly supported radial functions Ê d → such that i. The support of χ is contained in a ball and the support of ρ is contained in an annulus {x ∈ Ê d : a |x| b};
ii. For all ξ ∈ Ê d , χ(ξ) + j 0 ρ(2 −j ξ) = 1;
iii. For j 1, χ(·)ρ(2 −j ·) = 0 and ρ(2 −j ·)ρ(2 −i ·) = 0 for |i − j| > 1.
The Littlewood-Paley blocks (∆ j ) j −1 associated to f ∈ S ′ ( d ) are defined by ∆ −1 f := F −1 χF f and ∆ j f := F −1 ρ(2 −j ·)F f for j 0.
