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HOW TO GET A CONSERVATIVE WELL-POSED LINEAR SYSTEM
OUT OF THIN AIR.
PART I. WELL-POSEDNESS AND ENERGY BALANCE
George Weiss1 and Marius Tucsnak2
Abstract. Let A0 be a possibly unbounded positive operator on the Hilbert space H , which is
boundedly invertible. Let C0 be a bounded operator from D

A
1
2
0

to another Hilbert space U . We
prove that the system of equations
z¨(t) + A0z(t) +
1
2
C∗0C0 _z(t) = C
∗
0u(t) ,
y(t) = −C0 _z(t) + u(t) ,
determines a well-posed linear system with input u and output y. The state of this system is
x(t) =

z(t)
_z(t)

2 D

A
1
2
0

H = X ,
where X is the state space. Moreover, we have the energy identity
kx(t)k2X − kx(0)k2X =
Z T
0
ku(t)k2Udt−
Z T
0
ky(t)k2Udt .
We show that the system described above is isomorphic to its dual, so that a similar energy identity
holds also for the dual system and hence, the system is conservative. We derive various other properties
of such systems and we give a relevant example: a wave equation on a bounded n-dimensional domain
with boundary control and boundary observation on part of the boundary.
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1. Introduction and main results
The aim of this work is to show how to construct a conservative linear system from two very simple ingredients:
a self-adjoint positive and boundedly invertible operator A0 on a Hilbert space H and a bounded operator C0
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from the domain of A
1
2
0 into another Hilbert space U . It turns out that our construction appears naturally in
mathematical models of vibrating systems with damping.
By a well-posed linear system we mean a linear time-invariant system  such that on any nite time in-
terval [0;  ], the operator τ from the initial state x(0) and the input function u to the nal state x() and
the output function y is bounded. The input, state and output spaces are Hilbert spaces, and the input and
output functions are of class L2loc. For any u 2 L2loc and any   0, we denote by Pτu its truncation to the
interval [0;  ]. Then the well-posed system  consists of the family of bounded operators  = (τ )τ0 such
that 
x()
Pτy

= τ

x(0)
Pτu

: (1.1)
For the detailed denition, background and examples we refer to Salamon [15,16], Staans [17,18], Weiss [24, 25]
and Weiss and Rebarber [26]. We follow the notation and terminology of [24{26]. Some background on well-
posed systems and related concepts will be given in Section 3. The well-posed linear system  is called conser-
vative if for every   0, τ is unitary. Denoting the state space of  by X , its input space by U and its output
space by Y , the fact that  is conservative means that for every   0, the following two statements hold:
(i) τ is an isometry, i.e.,
kx()k2 +
Z τ
0
ky(t)k2dt = kx(0)k2 +
Z τ
0
ku(t)k2dt ; (1.2)
(ii) τ is onto, which means that for every x() 2 X and every Pτy 2 L2([0;  ]; Y ), we can nd x(0) 2 X and
Pτu 2 L2([0;  ]; U) such that (1.1) holds.
Our concept of a conservative linear system is equivalent to what Arov and Nudelman [1] call a conservative
scattering system and it goes back to the work of Lax and Phillips [10]. A recent survey paper covering also
conservative systems (with some new material) is Weiss et al. [27].
To get a better feeling for the concept of a conservative linear system, consider the simple case when  is
nite-dimensional, i.e., described by (
_x(t) = Ax(t) + Bu(t)
y(t) = C x(t) + Du(t)
(1.3)
with A; B; C and D matrices of appropriate dimensions and t  0. Then  is conservative if and only if these
matrices satisfy
A + A = − CC ; B = − CD; DD = I ; DD = I (1.4)
(these imply A+ A = −BB and C = −DB), see [1] (p. 16). If the nite-dimensional  is conservative, then
its transfer function G(s) = C(sI − A)−1B + D is bounded and analytic on the open right half-plane C0 and
for all ! 2 R,
G(i!)G(i!) = G(i!)G(i!) = I : (1.5)
(In a more technical language, G is inner and co-inner.)
Now let us move to a slightly higher level of generality, namely to well-posed linear systems with bounded B
and C. This means that U; X and Y are Hilbert spaces and the system is described by (1.3), where A is the
generator of strongly continuous semigroup of operators T on the Hilbert space X , B 2 L(U; X), C 2 L(X; Y )
and D 2 L(U; Y ). In this context, it can be shown that the characterization (1.4) of conservativity is still valid.
We must have D(A) = D(A) and the rst equation in (1.4) holds on D(A). The proof is not dicult and it will
be given in Section 4 (after Cor. 4.4). The property (1.5) is no longer true at this level of generality (however,
it holds if the semigroups T and T are both strongly stable).
In general, leaving bounded B and C behind, the characterization of conservative well-posed linear systems
is a more dicult problem, and it will be discussed elsewhere (see the comments in [27]). For extensions to
nonlinear innite-dimensional systems see Ball [2] and Maschke and van der Schaft [12].
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This paper is about a special class of conservative linear systems, which are described by a second order
dierential equation (in a Hilbert space) and an output equation. The equations are simple and occur often as
models of physical systems. Well-posedness is not assumed a priori : it is proved, together with conservativity.
The operators B and C are not assumed to be bounded, so that we cannot use the characterization (1.4) of
conservativity.
We outline our construction and state the main results. The proofs will be provided in the later sections.
Let H be a Hilbert space, and let A0 : D(A0)!H be a self-adjoint, positive and boundedly invertible operator.
We introduce the scale of Hilbert spaces Hα,  2 R, as follows: for every   0, Hα = D(Aα0 ), with the norm
kzkα = kAα0 zkH . The space H−α is dened by duality with respect to the pivot space H as follows: H−α = Hα
for  > 0. Equivalently, H−α is the completion of H with respect to the norm kzk−α =
∥∥A−α0 z∥∥H . The
operator A0 can be extended (or restricted) to each Hα, such that it becomes a bounded operator
A0 : Hα !Hα−1 8  2 R : (1.6)
The second ingredient needed for our construction is a bounded linear operator C0 : H 1
2
!U , where U is another
Hilbert space. We identify U with its dual, so that U = U. We denote B0 = C0 , so that B0 : U !H− 12 .
The aim of this work is the study of the system described by
d2
dt2
z(t) + A0z(t) +
1
2
B0
d
dt
C0z(t) = B0u(t) ; (1.7)
y(t) = − d
dt
C0z(t) + u(t) ; (1.8)
where t 2 [0;1) is the time. The equation (1.7) is understood as an equation in H− 12 , i.e., all the terms are
in H− 12 . Most of the linear equations modelling the damped vibrations of elastic structures can be written
in the form (1.7), where z stands for the displacement eld and the term B0 ddtC0z(t), informally written
as B0C0 _z(t), represents a viscous feedback damping. The signal u(t) is an external input with values in U (often
a displacement, a force or a moment acting on the boundary) and the signal y(t) is the output (measurement)
with values in U as well. The state x(t) of this system and its state space X are dened by
x(t) =

z(t)
_z(t)

; X = H 1
2
H :
This means that in order to solve (1.7), initial values for z(t) and _z(t) at t = 0 have to be specied, and we
take z(0) 2 H 1
2
and _z(0) 2 H . As we shall see, if u 2 L2([0;1); U) then also y 2 L2([0;1); U).
We need some notation: for any Hilbert space W , the Sobolev spaces Hp(0;1; W ) of W -valued functions
(with p 2 N) are dened in the usual way, see [11]. The larger spaces Hploc(0;1; W ) (with p 2 N) are dened
recursively: H0loc(0;1; W ) = L2loc([0;1); W ) and for p 2 N, f 2 Hploc(0;1; W ) if f is continuous and
f() − f(0) =
Z τ
0
v(t)dt 8   0 ;
for some v 2 Hp−1loc (0;1; W ). The notation Cn(0;1; W ) (with n 2 f0; 1; 2; : : :g) for n times continuously dif-
ferentiable W -valued functions on [0;1) is also quite standard (at t = 0 we consider the derivative from the
right, of course). We denote by BCn(0;1; W ) the space of those f 2 Cn(0;1; W ) for which f; f 0; : : : f (n) are
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all bounded on [0;1). We write C instead of C0. Our main result is the following:
Theorem 1.1. With U; H; A0; Hα; C0; B0 and X as above, the equations (1.7) and (1.8) determine a conserva-
tive linear system , in the following sense:
There exists a conservative linear system  whose input and output spaces are both U , whose state space
is X and which has the following properties: if u 2 L2([0;1); U) is the input function, x0 =

z0
w0

2 X is the
initial state, x =

z
w

is the corresponding state trajectory and y is the corresponding output function, then
(1)
z 2 BC

0;1; H 1
2

\BC1(0;1; H) \H2loc

0;1; H− 12

;
(2) the two components of x are related by w = _z;
(3) C0z 2 H1(0;1; U) and the equations (1.7) (in H− 12 ) and (1.8) (in U) hold for almost every t  0
(hence, y 2 L2([0;1); U)).
Note that the property C0z 2 H1(0;1; U) (contained in point (3) of the theorem) implies that limt!1C0z(t)
= 0 (for any initial state and any L2 input function). This is remarkable, because the system  is not strongly
stable in general.
If we make additional smoothness assumptions on the input signal u and the initial conditions z0 and w0, as
well as a compatibility assumption, then we get smoother state trajectories and output functions. Then, the
equations (1.7) and (1.8) can be rewritten in a somewhat simpler form, as the following theorem shows:
Theorem 1.2. With the assumptions and the notation of Theorem 1.1, introduce the Hilbert the space Z0 =
H1 + A−10 B0U  H 12 , with the norm
kzk2Z0 = inf

kz1k21 + kvk2
 z = z1 −A−10 B0vz1 2 H1 ; v 2 U


Suppose that u 2 H1(0;1; U), z0; w0 2 H 1
2
and
A0z0 +
1
2
B0C0w0 −B0u(0) 2 H (1.9)
(this implies z0 2 Z0). If we denote by z the solution of (1.7) with z(0) = z0 and _z(0) = w0, and if we denote
by y the output defind by (1.8), then
z 2 BC(0;1; Z0) \BC1(0;1; H 1
2
) \BC2(0;1; H); (1.10)
y 2 H1(0;1; U) and we have for every t  0
z¨(t) + A0z(t) +
1
2
B0C0 _z(t) = B0u(t) ; (1.11)
y(t) = − C0 _z(t) + u(t) : (1.12)
It is easy to verify that the equations (1.11, 1.12) are equivalent to the following system of rst order equations:
_x(t) = Ax(t) + Bu(t) ;
y(t) = Cx(t) + u(t) ;
(1.13)
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where
A =

0 I
−A0 − 12B0C0

; B =

0
B0

;
D(A) =

z
w

2 H 1
2
H 1
2
 A0z + 12B0C0w 2 H

;
C : Z0 H 1
2
! U ; C = [0 − C0 ] :
We denote by C the restriction of C to D(A). For the concepts of semigroup generator, control operator,
observation operator and transfer function of a well-posed linear system, we refer again to [24,25], or to Section 3.
We denote by C0 the open right half-plane in C (where Re s > 0).
Theorem 1.3. With the notation from Theorem 1.1 together with the above notation, the semigroup generator
of  is A, its control operator is B and its observation operator is C. The transfer function of  is given for
all s 2 C0 by
G(s) = C(sI −A)−1B + I = I − C0s

s2I + A0 +
s
2
B0C0
−1
B0 (1.14)
and we have kG(s)k  1 for all s 2 C0. The function G has an analytic continuation to a neighborhood of 0
and, denoting T = C0A−10 B0, we have
G(0) = I ; G0(0) = − T ; G00(0) = T 2 : (1.15)
Note that the operator T 2 L(U) introduced above is self-adjoint and T  0. The formulas (1.15) show that the
rst three terms in the Taylor expansion of G around zero agree with the rst three terms in the expansion of
exp(−Ts). Thus, for small jsj, G(s) can be approximated by exp(−Ts). Unfortunately, the higher order terms
in the two Taylor expansions do not agree in general (but they do agree for the one-dimensional wave equation,
see the comments at the end of Sect. 7).
The last part of Theorem 1.3 shows that not every conservative system with equal input and output spaces
is isomorphic to a system of the type discussed in Theorem 1.1. Indeed, for conservative systems in general,
G may be any analytic function on C0 whose values are contractions, see [1] (pp. 32-33), and such transfer
functions do not have to satisfy G(0) = I or G00(0) = [G0(0)]2.
The following theorem refers to a special subclass of the systems treated in the rst three theorems. If the
system  originates from a partial dierential equation with boundary control, then it usually belongs to this
subclass. The theorem is related to the theory of abstract boundary control systems in Salamon [15].
Theorem 1.4. With the assumptions and the notation of Theorem 1.1, and with the Hilbert space Z0 defined
as in Theorem 1.2, suppose that there exists an operator G0 2 L(Z0; U) such that
G0H1 = f0g ; G0A−10 B0 = I :
For every z 2 Z0, we define L0z = A0z − B0G0z (here we have used the extension of A0 to H 1
2
, as in (1.6)).
Then Ker G0 = H1, L0 2 L(Z0; H) and the system  can be described by the equations8>>><>>>:
z¨(t) + L0z(t) = 0 ;
G0z(t) +
1
2
C0 _z(t) = u(t);
G0z(t)− 12C0 _z(t) = y(t);
(1.16)
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in the following sense:
(1) if u 2 H1(0;1; U), z0 2 Z0 and w0 2 H 1
2
, then the condition
G0z0 +
1
2
C0w0 = u(0) (1.17)
is equivalent to (1.9). Hence, if the above condition holds, if we denote by z the solution of (1.7) with
z(0) = z0 and _z(0) = w0, and if we denote by y the output defined by (1.8), then (by Th. 1.2) (1.10)
holds and y 2 H1(0;1; U);
(2) the equations (1.16) are equivalent to (1.11) and (1.12) (and hence also to (1.13)). This means that
z 2 C(0;1; Z0)\C1(0;1; H 1
2
)\C2(0;1; H) together with u; y 2 C(0;1; U) satisfy (1.16) if and only
if they satisfy (1.11) and (1.12).
Corollary 1.5. With the assumptions and the notation of Theorem 1.4, if u; z and y are as in statement (1)
of the theorem, then for every t  0
d
dt
∥∥∥∥z(t)_z(t)
∥∥∥∥2
X
= ku(t)k2U − ky(t)k2U = 2Re hG0z(t); C0 _z(t)i
The proof of the results stated above, together with other intermediate or related results, will be given in
Sections 4{6. Sections 2, 3 are dedicated to the background on innite-dimensional systems. In Section 7 we
describe a wave equation on an n-dimensional domain which ts into the framework of this paper.
For conservative systems of the type discussed in this paper, there is a rich structure linking the various
controllability, observability and stability properties. This structure will be explored in Part II of this paper,
which will also contain further relevant examples described by partial dierential equations.
2. Admissible control and observation operators
In this section we recall the terminology and some results on admissibility (in particular, innite-time ad-
missibility) following [22, 23] and [8]. These concepts and results are due to a large number of researchers, and
we refer to [3, 5, 8, 9, 22, 23] for further references and historical remarks.
Throughout this section, X is a Hilbert space and A : D(A)!X is the generator of a strongly continuous
semigroup T on X . The Hilbert space X1 is D(A) with the norm kzk1 = k(I −A)zk, where  2 (A) is xed
(this norm is equivalent to the graph norm). The Hilbert space X−1 is the completion of X with respect to the
norm kzk−1 = k(I −A)−1zk. This space is isomorphic to D(A), and we have
X1  X  X−1;
densely and with continuous embeddings. T extends to a semigroup on X−1, denoted by the same symbol. The
generator of this extended semigroup is an extension of A, whose domain is X , so that A : X! X−1. This
extension of A will be denoted by A as well, so that we have (sI −A)−1 2 L(X−1; X).
Suppose that U is a Hilbert space and B 2 L(U; X−1). B is an admissible control operator for T if the
following property holds: if x is the solution of
_x(t) = Ax(t) + Bu(t); (2.1)
with x(0) = x0 2 X and u 2 L2([0;1); U), then x(t) 2 X for all t  0. In this case, x is a continuous X-valued
function of t and
x(t) = Tt x0 + tu; (2.2)
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where t 2 L(L2([0;1); U); X) is dened by
tu =
Z t
0
Tt−σBu()d: (2.3)
The above integration is done in X−1, but the result is in X . The admissibility of B is equivalent to the fact
that for some (hence, for every) t > 0, the range of t is in X . The Laplace transform of x from (2.2) is
x^(s) = (sI −A)−1 [x0 + Bu^(s)] : (2.4)
In this context, B is called bounded if B 2 L(U; X) (and unbounded otherwise). We have τPτ = τ (causality),
so that τ has an obvious extension to L2loc([0;1); U), which will be used frequently in the next sections.
The admissible control operator B is called infinite-time admissible if the state trajectory x from (2.2)
corresponding to x0 = 0 is bounded, for any u 2 L2([0;1); U). This is equivalent to the statement that
the operators t are uniformly bounded. An equivalent formulation of innite-time admissibility is as follows:
B 2 L(U; X−1) is an innite-time admissible control operator for T if and only if, for every u 2 L2([0;1); U),
the following limit exists in X :
~u = lim
τ !1
Z τ
0
TtBu(t)dt (2.5)
(this does not mean that we can integrate from 0 to 1). If T is exponentially stable and B is an admissible
control operator, then B is innite-time admissible.
Suppose that Y is a Hilbert space and C 2 L(X1; Y ). C is an admissible observation operator for T if for
every T > 0 there exists a KT  0 such thatZ T
0
kCTt x0k2dt  K2T kx0k2 8 x0 2 D(A) : (2.6)
In this context, C is called bounded if it can be extended such that C 2 L(X; Y ) (and it is called unbounded
otherwise).
We regard L2loc([0;1); Y ) as a Frechet space with the seminorms being the L2 norms on the intervals
[0; n]; n 2 N. Then the admissibility of C means that there is a continuous operator Ψ : X ! L2loc([0;1); Y )
such that
(Ψx0)(t) = CTt x0 8 x0 2 D(A) : (2.7)
The operator Ψ is completely determined by (2.7), because D(A) is dense in X . If x0 2 X and y = Ψx0, then
its Laplace transform is
y^(s) = C(sI −A)−1x0 : (2.8)
The admissible observation operator C is called infinite-time admissible if the range of Ψ is in L2([0;1); Y ) (and
then it follows that Ψ 2 L(X; L2([0;1); Y ))). If T is exponentially stable and C is an admissible observation
operator for T, then C is innite-time admissible. The following duality result holds: C is an (innite-time)
admissible observation operator for T if and only if C is an (innite-time) admissible control operator for the
adjoint semigroup T.
In the sequel, for any Hilbert space W , any  > 0 and any integer m  0, we denote by Hm(0;  ; W ) the
space of all the functions h 2 L2([0;  ]; W ) for which all the derivatives h(k) (in the sense of distributions), with
k  m, belong to L2([0;  ]; W ).
Assume again that U is a Hilbert space and B 2 L(U; X−1) (B is not assumed to be admissible). The
operators t are dened as in (2.3) and they map L2([0;1); U) into X−1. We introduce the space Z by
Z = X1 + (I −A)−1BU: (2.9)
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This is a Hilbert space if we dene on it the norm by
kzk2Z = inf

kz1k21 + kvk2
 z = z1 + (I −A)−1Bvz1 2 X1 ; v 2 U

 (2.10)
(Thus, Z is isomorphic to a closed subspace of X1U , namely to the orthogonal complement of those (z1; v) for
which z1+(I−A)−1Bv = 0.) We have X1  Z  X , with continuous embeddings, and (I−A)−1B 2 L(U; Z)
for every  2 (A). The following result appears without proof in Salamon [15] (as part of his Lem. 2.3). The
proof is not dicult and it is omitted.
Proposition 2.1. With X, T, A, X1, X−1, U , B, Z and t as introduced above, let the function x : [0;  ]!X−1
be defined by (2.2), where
u 2 H2(0;  ; U) and Ax0 + Bu(0) 2 X:
Then x 2 C([0;  ]; Z) \ C1([0;  ]; X) and _x(t) = Ax(t) + Bu(t) holds in X.
If B is admissible for T, then the above properties remain true for all u in the larger space H1(0;  ; U), if
again Ax0 + Bu(0) 2 X.
3. Background on well-posed linear systems
In this section we recall briefly some well known facts about well-posed linear systems, their transfer functions
and regular linear systems, as well as some relatively new material on the combined observation/feedthrough
operator. Proposition 3.1 (which will be needed in Sect. 6) is new. For the other results we do not give proofs,
but we indicate the relevant references.
A well-posed linear system is a linear time-invariant system such that on any nite time interval, the operator
from the initial state and the input function to the nal state and the output function is bounded. To express
this more clearly, let us denote by U the input space, by X the state space and by Y the output space of a
well-posed linear system . U , X and Y are complex Hilbert spaces and the input and output functions are
u 2 L2loc([0;1); U) and y 2 L2loc([0;1); Y ). The state trajectory x is an X-valued function. These functions
are related by (1.1), for all   0. The boundedness property mentioned earlier means that the operators τ
are bounded. Denoting cτ = kτk, this can be written as
kx()k2 +
Z τ
0
ky(t)k2 dt  c2τ

kx(0)k2 +
Z τ
0
ku(t)k2 dt

: (3.1)
The operators τ are partitioned in a natural way (corresponding to the two product spaces) as follows:
τ =

Tτ τ
Ψτ Fτ

: (3.2)
The four families of operators appearing on the right-hand side above must satisfy four functional equations
expressing the causality and the time-invariance of  (these functional equations are parts of the denition
of a well-posed system). For the details we refer to Salamon [15, 16] or Staans [17] or Weiss [24, 25]. These
papers (and also others) oer equivalent denitions but formulated quite dierently, so that their equivalence
is not obvious. In the formalism of [24, 25], which we follow here,  is dened to be the family of all τ , i.e.,
 = (τ )τ0. We shall now state facts about well-posed linear systems, with the following convention: unless
a dierent reference is given, the fact can be found in [24] or [25].
Let  be a well-posed linear system with input space U , state space X and output space Y . Let T be the
semigroup of , i.e., the strongly continuous semigroup on X which describes the evolution of the state of 
if the input function is zero: x(t) = Tt x(0). Let A denote the generator of T. The Hilbert spaces X1 and X−1
are dened like at the beginning of Section 2. There exists a unique operator B 2 L(U; X−1), called the control
operator of , with the following property: let x0 2 X denote the initial state of  and let u 2 L2loc([0;1); U)
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be its input function. Then the state of  at any moment   0 can be expressed by the formula (2.2), where τ
is dened as in (2.3). We have x() 2 X (that is, B is admissible) and x() depends continuously on  , on x0
and on Pτu (u restricted to [0;  ]). The state trajectory x is the unique strong solution of (2.1) in X−1, with
the given x0 and u. The operators Tτ and τ appear in the upper row of τ in (3.2).
There exists a unique operator C 2 L(X1; Y ), called the observation operator of , with the following
property: if the input function is u = 0 and the initial state x0 is in X1, then the output function y of  is
y(t) = CTt x0; 8 t  0:
Since (by the denition of a well-posed system) we have that for all   0, Pτy 2 L2([0;  ]; Y ) depends
continuously on x0 2 X , it is clear that C must be admissible. Let Ψ be the operator dened in (2.7) (with
continuous extension to X), so that
Ψ : X ! L2loc([0;1); Y ) ;
continuously (remember that L2loc([0;1); Y ) is a Frechet space with the seminorms kykn = kPnykL2). Ψ is
called the extended output map of . The operators Ψτ = PτΨ are in L(X; L2([0;  ]; Y )) and they occupy
the left lower corner of τ in (3.2). We regard L2([0;  ]; Y ) as a subspace of L2([0;1); Y ) (which in turn is a
subspace of L2loc([0;1); Y )) by extending functions to be zero outside [0;  ]. Thus, Ψτ may also be regarded as
an operator from X to L2([0;1); Y ), as it is usually done.
If the initial state is x0 = 0, then the output function y depends only on the input function u: y = Fu. The
continuous linear operator
F : L2loc([0;1); U) ! L2loc([0;1); Y )
is called the extended input-output map of . We have Pτ F = Pτ FPτ (causality) and F commutes with the
right-shift operators on the appropriate spaces (time-invariance). The operators Fτ = PτF (with   0) are
bounded from L2([0;1); U) to L2([0;  ]; Y ) and they occupy the right lower corner of τ in (3.2). Similarly as
for Ψτ , Fτ may also be regarded as being in L(L2([0;1); U); L2([0;1); Y )).
The operator F can be described by its transfer function (also called the transfer function of ), which is an
analytic L(U; Y )-valued function G dened on some right half-plane Cµ = fs 2 C j Re s > g. Denoting the
growth bound of T by !0, the domain of G includes Cω0 . If ! > !0, the function e−ωtu(t) is in L2([0;1); U)
and if y = Fu, then the function e−ωty(t) is in L2([0;1); Y ) and y^(s) = G(s)u^(s) holds for s 2 Cω. The transfer
function of any well-posed linear system is well-posed, meaning that it is bounded on some right half-plane.
The operator F is bounded from L2([0;1); U) to L2([0;1); Y ) if and only if G is bounded on C0. If this is
the case, then
kFkL(L2) = sup
Re s>0
kG(s)k : (3.3)
If G is the transfer function of , then its derivative is
G0(s) = − C(sI −A)−2B (3.4)
for all s 2 Cω0 , where !0 is the growth bound of T. Hence, G is determined by A; B and C up to an additive
constant operator.
The operator C has at least one extension C 2 L(Z; Y ), where Z is the space from (2.9) and (2.10), see
Theorem 3.4 in [19]. For any such C, denoting
D = G()− C(I −A)−1B; (3.5)
where  2 Cω0 , we have that D is independent of the choice of . Using C and D, we give a description of the
output function of  in the time domain, which is valid under additional assumptions on the input function
and the initial state (we follow Sect. 3 of [19]). Take u 2 H1(0;1; U) and x0 2 X such that the compatibility
condition Ax0 + Bu(0) 2 X holds. Let x be the corresponding state trajectory given by (2.2) and let y be the
corresponding output function, i.e.,
y = Ψx0 + Fu: (3.6)
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It follows from Proposition 2.1 that for every t  0, _x(t) 2 X , x(t) 2 Z and
_x(t) = Ax(t) + Bu(t) 8 t  0 : (3.7)
For any ! > !0, the function e−ωty(t) is in H1(0;1; Y ) and
y(t) = Cx(t) + Du(t) 8 t  0 : (3.8)
We will need the following proposition, giving sucient conditions for a quadruple of operators (A; B;C; D) to
dene a well-posed system via (3.7) and (3.8). These equations will hold for all pairs (x0; u) that are as in the
text leading to (3.6) (and these pairs are dense in X  L2([0;1); U)). We need the notation
H10(0;1; U) =

u 2 H1(0;1; U) j u(0) = 0} ;
H2L(0;1; U) = H2(0;1; U) \H10(0;1; U) :
Proposition 3.1. Let U; X and Y be Hilbert spaces, let A be the generator of a strongly continuous semigroup T
on X and let the spaces X1; X−1 be as in Section 2. Let B 2 L(U; X−1) be an admissible control operator for T
and, for every t  0, let t be the operator from (2.3). We define Z as in (2.9) and (2.10). Assume that
C 2 L(Z; Y ) ; D 2 L(U; Y )
are such that the restriction of C to X1, denoted by C, is an admissible observation operator for T. We
define Ψ as in (2.7) (with continuous extension to X) and for every   0 we put Ψτ = Pτ Ψ, so that Ψτ
2 L(X; L2([0;1); Y )). We define
F : H2L(0;1; U)!C(0;1; Y ) (3.9)
as follows: if y = Fu, then
y(t) = Ctu + Du(t) 8 t  0 : (3.10)
Assume that there exists  > 0 and k  0 such that for every u and y as above,Z τ
0
ky(t)k2dt  k2
Z τ
0
ku(t)k2dt : (3.11)
Then the last estimate remains valid for every   0 (with k possibly depending on ), so that F has a unique con-
tinuous extension to an operator from L2loc([0;1); U) to L2loc([0;1); Y ). Hence, if we denote Fτ = Pτ F, then Fτ
is a bounded operator from L2([0;1); U) to L2([0;1); Y ). Thus, we have defined the operators Tτ ; τ ; Ψτ and
Fτ for all   0. Now the operators τ from (3.2) define a well-posed linear system  with input space U , state
space X and output space Y .
The semigroup generator of  is A, its control operator is B and its observation operator is C. The transfer
function of  is given, for all s 2 Cω0 (where !0 is the growth bound of T) by
G(s) = C(sI −A)−1B + D: (3.12)
If u 2 H1(0;1; U), x0 2 X, Ax0 + Bu(0) 2 X and if we define x by (2.2) and y by (3.6), then x and y
satisfy (3.7) and (3.8) for every t  0.
The space H2L appearing in the proposition could have been replaced by various other spaces, for example,
by H10(0;1; U), using the same proof, but we have stated the proposition in the way that suits us best in
Section 6.
The proof of this proposition is not dicult for a person familiar with the material in [19] and, for the sake
of brevity, it will be omitted. Related results on the well-posedness of abstract system equations were derived
in Salamon [15] and in Curtain and Weiss [4] (in [4], instead of (3.11) we had a condition on G).
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4. Conservative linear systems
According to the denition of conservative linear systems in Section 1,  = (τ )τ0 is conservative if τ
is unitary (from X  L2([0;  ]; U) to X  L2([0;  ]; Y )), for every   0. Here we derive a characterization of
conservativity in terms of two dierential equations, involving also the dual system.
For every   0 and every Hilbert space W , we dene the reflection operator I
´
⊂¸.. τ acting on L2([0;  ]; W ) by
( I
´
⊂¸.. τu)(t) = u( − t) :
This operator can be extended to L2loc([0;1); W ) by taking ( I´⊂¸.. τu)(t) = 0 for t   .
Definition 4.1. Let  = (τ )τ0 be a well-posed linear system with input space U , state space X and output
space Y . We partition τ as in (3.2). The dual system of  is the family d = (dτ )τ0 dened by
dτ =

T
d
τ 
d
τ
Ψdτ Fdτ

=

I 0
0 I´
⊂¸.. τ
 
T

τ Ψ

τ
τ F

τ
 
I 0
0 I´
⊂¸.. τ

: (4.1)
It is not dicult to verify the d is a well-posed linear system. This fact, as well as the proof of the following
proposition, can be found in Staans and Weiss [20].
Proposition 4.2. With  and d as in Definition 4.1, denote the semigroup generator, control operator and
observation operator of  by A; B and C. If we denote the corresponding operators for d by Ad; Bd and Cd,
then
Ad = A ; Bd = C ; Cd = B :
Moreover, the transfer functions of  and d are related by Gd(s) = G(s).
It is clear from (4.1) that (d)d =  and that d is conservative if and only if  is conservative. The following
proposition is easy to prove, using (1.2).
Proposition 4.3. With the notation of Proposition 4.2, let u 2 H1(0;1; U), let x0 2 X be such that Ax0 +
Bu(0) 2 X, let x be the state trajectory of  corresponding to the initial state x0 and the input function u, as
in (2.2), and let y be the corresponding output function (which is continuous, see the text after (3.6)). If τ is
isometric for all   0, then the function kx(t)k2 is in C1[0;1) and
d
dt
kx(t)k2 = ku(t)k2 − ky(t)k2 8 t  0 : (4.2)
Conversely, if the above formula holds for every choice of u in a subspace E of H1(0;1; U) which is dense
in L2([0;1); U) (such as E = H2(0;1; U)) and for every x0 satisfying Ax0 + Bu(0) 2 X, then τ is isometric
for all   0.
Corollary 4.4. Suppose that  is a well-posed linear system with the property (4.2) (for all x0 and u satisfying
suitable assumptions, as in Prop. 4.3). Suppose that also the dual system d has the property (4.2). Then  is
conservative.
Indeed, by the \converse" part of Proposition 4.3, if  has the property (4.2), then τ is isometric for
all   0. Similarly, if d has the property (4.2), then dτ is isometric for all   0. By (4.1), τ is unitarily
equivalent to dτ , so that both τ and 

τ are isometric. This clearly implies that τ is unitary, i.e.,  is
conservative.
For well-posed systems with bounded B and C, we can derive the characterization (1.4) of conservativity
from the last corollary. Indeed, both sides of (4.2) can be writte as quadratic forms in x(t) and u(t). Equating
the corresponding terms, we get a part of (1.4). We get the remaining part from the dual version of (4.2).
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Proposition 4.5. Let  be a well-posed linear system with input space U , state space X, output space Y , semi-
group T, control operator B, observation operator C and transfer function G. Let E be a subspace of H1(0;1; U)
which is dense in L2([0;1); U) (such as E = H2(0;1; U)). Suppose that for every u 2 E and for every x0 2 X
such that Ax0 +Bu(0) 2 X, denoting by x and y the state trajectory and the output function of  corresponding
to the initial state x0 and the input function u (as in (2.2) and (3.6)), we have
d
dt
kx(t)k2  ku(t)k2 − ky(t)k2 8 t  0 : (4.3)
Then the following statements are true:
(1) T is a semigroup of contractions;
(2) B is infinite-time admissible;
(3) C is infinite-time admissible;
(4) kG(s)k  1 for all s 2 C0.
Systems which have the property (4.3) are called dissipative. For more details on such systems we refer to
Staans and Weiss [19] (Sect. 7). In particular, the above proposition is contained in [19] (Prop. 7.2). It is clear
that conservative systems are dissipative, and the dual of a dissipative system is dissipative.
The following proposition applies to all well-posed systems which satisfy certain four assumptions. These
four assumptions are immediate consequences of the four statements in the previous proposition. Hence, the
following proposition applies to all dissipative (in particular, to all conservative) linear systems.
Proposition 4.6. Let  be a well-posed linear system with input space U , state space X, output space Y ,
semigroup T, semigroup generator A, control operator B, observation operator C and transfer function G.
Let Z be the space from (2.9) and (2.10), let C 2 L(Z; Y ) be an extension of C and let D 2 L(U; Y ) be given
by (3.5). We make the following four assumptions on :
(1) T is uniformly bounded;
(2) B is infinite-time admissible;
(3) C is infinite-time admissible;
(4) G is uniformly bounded on C0.
Let x0 2 X and u 2 H1(0;1; U) be such that Ax0 + Bu(0) 2 X. Let x and y be the state trajectory and the
output function of  corresponding to the initial state x0 and the input function u (as in (2.2) and (3.6)). Then
x 2 BC(0;1; Z) \BC1(0;1; X) ; y 2 H1(0;1; Y ) : (4.4)
Proof. This proposition and its proof are closely related to the rst part of [19] (Th. 3.1) (without being a
consequence of it).
We denote U = L2([0;1); U). For every t  0 we dene on X  U the bounded operator Gt by
Gt =

Tt t
0 St

;
where St is the left shift by t on U . Then assumptions (1) and (2) imply that G = (Gt)t0 is a uniformly
bounded strongly continuous semigroup on X  U . We denote by A the generator of G, and then we have
D(A)  ZH1(0;1; U), with continuous embedding (a precise decription of A is given in [19]). The conditions
imposed on x0 and u mean that 0 =

x0
u

2 D(A). It follows that the function  dened by (t) = Gt

x0
u

is in BC1(0;1; X  U), which implies that x (the rst component of ) is in BC1(0;1; X), as claimed. The
fact that 0 2 D(A) also implies that  is bounded and continuous with values in D(A) (with the graph norm),
which implies that x (the rst component of ) is in BC(0;1; Z), as claimed.
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To prove our claim about y, we dene the operator C : D(A)!Y by
C

z
v

= Cz + Dv(0) :
Then C is bounded from D(A) (with the graph norm) to Y . Now we show that C is an innite-time admissible
observation operator for G. For x0; u and y as in the proposition, we have (according to (3.8))
y(t) = Cx(t) + Du(t) = CGt

x0
u

;
for all t  0. Since y is given by (3.6) and both Ψ and F are (by assumptions (3) and (4)) bounded with range
space L2([0;1); Y ), we have y 2 L2([0;1); Y ) and
kykL2  k
∥∥∥∥ x0u
∥∥∥∥
XU
;
with k  0 independent of x0 and u. This means that C is innite-time admissible for the semigroup G. Thus,
C and G determine a bounded operator eΨ : X  U !L2([0;1); Y ) similarly as in (2.7) and y = eΨ0. The
distributional derivative of y is _y(t) = eΨA0. Using the fact that C is innite-time admissible, we conclude
that _y 2 L2([0;1); Y ). Hence, y 2 H1(0;1; Y ), as claimed. 
5. The equations (1.7) and (1.8) with u 2 H2
In this section we reformulate (1.7) as a rst order equation on a product space and we study the solutions
of (1.7) and (1.8) for u 2 H2(0;1; U) and compatible initial conditions. In particular, we show that a certain
energy identity is satised, involving the input, the state and the output.
Notation. We use the notation H; U; A0; Hα; B0; C0, as introduced in Section 1 before (1.7). In particular,
we recall that A0 is positive and boundedly invertible on H , C0 2 L(H 1
2
; U) and B0 = C0 . The duality is
set up such that H−α = Hα and U = U. A0 can be extended to all the spaces Hα and we have (1.6). The
space Z0 is dened as in Theorem 1.2. As in Section 1, we denote the open right half-plane by C0 and we
dene X = H 1
2
H and
A =
"
0 I
−A0 −12B0C0
#
; (5.1)
D(A) =

z
w

2 H 1
2
H 1
2
 A0z + 12B0C0w 2 H

 (5.2)
Proposition 5.1. The operator A is the generator of a strongly continuous contraction semigroup T on X.
This is well-known, see for example Triggiani [21] (for specic A0 and B0). We omit the details of the proof,
but we give an outline. The rst step is to show that for all x 2 D(A) with second component w,
Re hAx; xi = − 1
2
kC0wk2 ; (5.3)
so that A is dissipative. The second step is to show that A is onto. Then it follows that A is the generator of a
contraction semigroup, see Pazy [13] (Sect. 1.4) or Bensoussan et al. [3] (Th. 2.7).
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We need to obtain some information about the space X−1 (it seems that a simple characterization of this
space is not possible). It is easy to check that
A−1 =
24−12A−10 B0C0 −A−10
I 0
35 : (5.4)
Taking  = 0 in the denition of X−1 (Sect. 2), we conclude that X−1 is the completion of X with respect to
the norm k  k−1 dened by ∥∥∥∥ zw
∥∥∥∥2
−1
=
∥∥∥∥12A− 120 B0C0z + A− 120 w
∥∥∥∥2
H
+ kzk2H :
Proposition 5.2. We have H 1
2
H− 12  X−1. Moreover, the embeddings
X  H 1
2
H− 12  X−1 (5.5)
are continuous.
Proof. It is clear that the rst embedding in (5.5) holds and it is continuous. For

z
w

2 X = H 1
2
 H , we
have ∥∥∥∥ zw
∥∥∥∥2
−1


1
2
∥∥∥A− 120 B0C0z∥∥∥
H
+
∥∥∥A− 120 w∥∥∥
H
2
+ kzk2H


k1kzkH1
2
+ kwkH− 12
2
+ kzk2H  k2
∥∥∥∥ zw
∥∥∥∥2
H 1
2
H− 12
;
where k1; k2 > 0. This estimate shows that X−1, which is the completion of X with respect to k  k−1, contains
H 1
2
H− 12 , which can be thought of as the completion of X with respect to k  kH 12H− 12 . Moreover, it follows
from the estimate that the second embedding in (5.5) is also continuous. 
We now derive an explicit expression for (sI −A)−1 extended to H 1
2
H− 12 (this extension exists according
to the previous proposition). Our computation is valid for all s 2 (A), and since A is a dissipative generator,
C0  (A). The space H 1
2
H 1
2
will play an important role in the sequel, and we note that
X1  H 1
2
H 1
2
 X :
Proposition 5.3. For every s 2 (A) (in particular, for every s 2 C0), the following statements hold:
(1) the operator (sI − A)−1 is an isomorphism (i.e., a bounded and invertible map) between the spaces
indicated here:
(sI −A)−1 : H 1
2
H− 12 ! H 12 H 12 ; (5.6)
(2) the operator s2I + A0 + s2B0C0 2 L(H 12 ; H− 12 ) has a bounded inverse
V (s) =

s2I + A0 +
s
2
B0C0
−1
2 L(H− 12 ; H 12 ); (5.7)
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(3) on H 1
2
H− 12 we have, for every s 2 (A) with s 6= 0,
(sI −A)−1 =
24 1s [I − V (s)A0] V (s)
−V (s)A0 sV (s)
35 ; (5.8)
(4) V (s)B0 2 L(U; Z0), where Z0 is the space defined in Theorem 1.2.
Proof. We extend (sI − A)−1 to H 1
2
 H− 12 , which is possible according to Proposition 5.2, and clearly this
extension maps into X , so that
(sI −A)−1 2 L

H 1
2
H− 12 ; H 12 H

:
We partition this extended (sI − A)−1 into a 2  2 matrix of operators corresponding to the two components
of its domain space and its range space:
(sI −A)−1 =

Q(s) V (s)
R(s) W (s)

;
so that Q(s) 2 L

H 1
2

, V (s) 2 L

H− 12 ; H 12

, R(s) 2 L

H 1
2
; H

, W (s) 2 L

H− 12 ; H

. We rewrite the
identity (sI −A)(sI −A)−1 = I on X = H 1
2
H :24 sI −I
A0 sI +
1
2
B0C0
35   Q(s) V (s)
R(s) W (s)

=

I 0
0 I

: (5.9)
Looking at the (1,2) entry, we see that W (s) = sV (s) holds on H . By continuous extension, W (s) = sV (s)
remains valid on H− 12 . Looking at the (2,2) entry of (5.9), we get that on H , A0V (s)+ (sI +
1
2B0C0)W (s) = I.
Combining this with our previous conclusion and extending by continuity to H− 12 , we get
s2I + A0 +
s
2
B0C0

V (s) = I

on H− 12

: (5.10)
Looking at the (1,1) entry of (5.9), we see that on H 1
2
, sQ(s)−R(s) = I, i.e.,
Q(s) =
1
s
[I + R(s)]

on H 1
2

:
We have seen earlier that Q(s) 2 L(H 1
2
), which now implies that R(s) 2 L(H 1
2
). Together with V (s) 2
L(H− 12 ; H 12 ) and the formula W (s) = sV (s), we now see that (5.6) holds. On the other hand, it is easy to see
that
sI −A : H 1
2
H 1
2
! H 1
2
H− 12
and sI −A is continuous between these spaces. Thus, (sI −A)−1 is an isomorphism between the spaces shown
in (5.6), as claimed in point (1) of the proposition.
Now let us rewrite the identity (sI −A)−1(sI −A) = I on H 1
2
H 1
2
:24 1s [I + R(s)] V (s)
R(s) sV (s)
35 
24 sI −I
A0 sI +
1
2
B0C0
35 =  I 00 I

: (5.11)
262 G. WEISS AND M. TUCSNAK
Looking at the (2,1) entry we get that on H 1
2
, R(s) = −V (s)A0. Substituting this into the last expression for
(sI − A)−1, we get that (5.8) holds on H 1
2
H− 12 , as claimed in point (3) (but we do not know yet that V (s)
is given by (5.7)).
Looking at the (2,2) entry of (5.11), we get
V (s)

s2I + A0 +
s
2
B0C0

= I

on H 1
2

:
This, together with (5.10), implies that point (2) of the proposition also holds.
Finally, to prove point (4), we take v 2 U and denote z = V (s)B0v. Then (5.10) applied to B0v can be
rewritten in the form
A0z = − s2z + B0

v − s
2
C0z

:
Applying A−10 to both sides, we see that z 2 Z0. Moreover, using the denition of the norm on Z0, we see that
kzk2Z0  ks2zk2H +
∥∥∥v− s
2
C0z
∥∥∥2
U
:
This estimate easily implies that A−10 B0 is bounded from U to Z0. 
We dene the operators
B 2 L

U; H 1
2
H− 12

; C 2 L

Z0 H 1
2
; U

as in Section 1, that is
B =

0
B0

; C = [0 − C0 ] : (5.12)
Note that, by Proposition 5.2, B 2 L(U; X−1). According to (5.8), for every s 2 (A) with s 6= 0 (in particular,
for every s 2 C0),
(sI −A)−1B = V (s)B0

I
sI

; C(sI −A)−1 = C0V (s) [A0 − sI ] : (5.13)
In fact, equation (5.13) remains valid also for s = 0, since from (5.4) we have
A−1B =
−A−10 B0
0

; CA−1 = [ − C0 0] : (5.14)
Lemma 5.4. Let u 2 H2(0;1; U) and z0; w0 2 H 1
2
such that (1.9) holds. Then there exists a unique function
z 2 C(0;1; Z0) \ C1

0;1; H 1
2

\ C2(0;1; H) (5.15)
such that (1.11) holds and z(0) = z0; _z(0) = w0 : (5.16)
If we put x0 =

z0
w0

, then the function x(t) =

z(t)
_z(t)

is given by (2.2) and it is the unique solution of (2.1)
in X, with x(0) = x0.
Proof. We need the Hilbert space Z introduced in (2.9) and (2.10). It is easy to see that in our specic
framework,
D(A)  Z = Z0 H 1
2
 H 1
2
H 1
2
:
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It is easy to check that, due to (1.9), Ax0 + Bu(0) 2 X . We dene the function x by (2.2). According to
Proposition 2.1, x satises (2.1) in X and x 2 C(0;1; Z)\C1(0;1; X). From the structure of A and B we see
that there exists a function z such that x(t) =

z(t)
_z(t)

and z satises (1.11, 5.15) and (5.16). 
Proposition 5.5. Under the assumptions and with the notation of Lemma 5.4, denoting y(t) = −C0 _z(t)+u(t)
(as in (1.12)), we have the identity
d
dt
∥∥∥∥z(t)_z(t)
∥∥∥∥2
H 1
2
H
= ku(t)k2U − ky(t)k2U : (5.17)
Proof. As we have seen in the proof of Lemma 5.4, the function x 2 C(0;1; Z) dened by x(t) =

z(t)
_z(t)

satises (2.1). Taking the scalar product of both sides in (2.1) with x(t), we get
1
2
d
dt
kx(t)k2X = Re hAx(t) + Bu(t); x(t)iX 
If we replace x(t) by

z(t)
_z(t)

and use the structure of A and B, we obtain
1
2
d
dt
∥∥∥∥z(t)_z(t)
∥∥∥∥2
H 1
2
H
= Re h _z(t); z(t)iH 1
2
+ Re

−A0z(t)− 12B0C0 _z(t) + B0u(t); _z(t)

H

We now replace the scalar product in H (the last term above) by the duality pairing between H− 12 and H 12 ,
which enables us to break it into three terms. Since Re h _z(t); z(t)iH 1
2
= Re hA0z(t); _z(t)iH and z satises (1.11),
the last formula and the fact that B0 = C0 imply that
1
2
d
dt
∥∥∥∥z(t)_z(t)
∥∥∥∥2
H 1
2
H
= − 1
2
kC0 _z(t)k2U + Re hu(t); C0 _z(t)iU 
Using now the simple formula
1
2
ky(t)k2U =
1
2
kC0 _z(t)k2U − Re hu(t); C0 _z(t)iU +
1
2
ku(t)k2U ;
we get the desired identity (5.17). 
6. Proof of the main results
In this section we prove Theorems 1.1{1.4 as well as other related results. We use the same assumptions
and notation as in Section 5, including the operators A dened in (5.1) and B and C dened in (5.12). For
every   0, we dene the operator τ 2 L(L2([0;1); U); X−1) as in (2.3), by τu =
R τ
0 Tt−σBu()d.
Proposition 6.1. B is an infinite-time admissible control operator for T. More precisely, τ 2 L(L2([0;1);
U); X) holds for every   0 and
sup
τ0
kτkL(L2([0,1),U),X)  1 :
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This implies that, for all s 2 C0,∥∥∥∥s s2I + A0 + s2B0C0−1 B0
∥∥∥∥
L(U,H)
 1p
2Res

Proof. Suppose rst that u 2 H2L(0;1; U) =

v 2 H2(0;1; U) j v(0) = 0} and dene x(t) = tu for all t  0.
Then for any  > 0, the restrictions of u and x to [0;  ] satisfy the assumptions of Proposition 2.1, with x0 = 0.
This implies that x is of the form x =

z
_z

and z satises (1.11) and (5.16) with z0 = w0 = 0. Integrating the
identity in Proposition 5.5 on [0;  ], we get that for all u 2 H2L(0;1; U),
kτuk2X 
Z τ
0
ku(t)k2Udt  kuk2L2([0,1),U) :
Since H2L(0;1; U) is dense in L2([0;1); U), we obtain that B is innite-time admissible and kτk  1. This
implies (using the operator ~ from Sect. 2) that
k~uk =
∥∥∥∥ limτ !1
Z τ
0
Tt Bu(t)dt
∥∥∥∥
X
 kukL2([0,1),U) ;
for all u 2 L2([0;1); U). Taking u(t) = e−stu0, with u0 2 U and s 2 C0, we get∥∥(sI −A)−1Bu0∥∥X  1p2Res ku0kU :
Since the second component of (sI −A)−1B is s (s2I + A0 + s2B0C0−1 B0 (see (5.13)), we obtain the second
estimate in the proposition. 
We dene C as the restriction of C to D(A), so that C 2 L(X1; U). We dene the output map Ψ :
X1!L2loc([0;1); U) by
(Ψx0) (t) = CTtx0 8 x0 2 D(A) ; 8 t  0 :
The following result is dual to Proposition 6.1:
Proposition 6.2. The operator C defined above is an infinite-time admissible observation operator for T. More
precisely, Z 1
0
kCTt x0k2Udt  kx0k2X 8 x0 2 D(A);
so that Ψ can be extended to an operator Ψ 2 L(X; L2([0;1); U)) and we have kΨkL(X,L2([0,1),U))  1. This
implies that, for all s 2 C0, ∥∥∥∥C0 s2I + A0 + s2B0C0−1 A 120
∥∥∥∥
L(H,U)
 1p
2Res

Proof. Take x0 2 D(A) and put x(t) = Ttx0. Thus, x is as in Lemma 2.1, with u = 0. This implies that x is
of the form x =

z
_z

and z is the function described in Lemma 5.4, i.e., z satises (5.15, 5.16) with u = 0 and
with z0 and w0 being the components of x0. Integrating (5.17) on [0;  ], we get
kx0k2X − kx()k2X = kyk2L2([0,τ ],U) :
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Note now that y(t) = −C0 _z(t) = Cx(t). Thus, the estimateZ τ
0
kCTt x0k2U dt  kx0k2X
holds for every   0. Obviously this implies the rst estimate in the proposition. This rst estimate implies,
by the Cauchy{Schwarz inequality, that for every s 2 C0 and for every x0 2 D(A)∥∥∥∥Z 1
0
e−stCTt x0dt
∥∥∥∥
U
 ke−stkL2kx0kX = 1p
2Res
kx0kX :
Since the left-hand side above is kC(sI − A)−1x0k, using the rst component of this operator (see (5.13)), we
obtain that
kC0V (s)A0kL(H 1
2
,U) 
1p
2Res

Using that A−
1
2
0 is an isometric isomorphism from H to H 12 , we obtain the second estimate in the proposition.

Proof of Theorems 1.1 and 1.3. To prove Theorem 1.1, we have to show that the operators A; B; C together
with D = I dene via (3.7) and (3.8) a conservative linear system  which has the required properties (1, 2)
and (3) listed in the theorem. Essentially, these properties mean that the system is described by (1.7) and (1.8),
and these equations hold for every input function in L2 and every initial state in X (i.e., not merely for a dense
space of smoother input functions and compatible initial states, like in Prop. 3.1). However, we remark that (3.7)
and (3.8) will hold only for the smoother input functions and the compatible initial states, as described in the
last part of Proposition 3.1. The proof of the two theorems cannot be separated: we have to prove gradually
more and more facts from both theorems in order to make progress. Indeed, from the rst step of the proof, we
need the operators A; B and C, which do not appear in Theorem 1.1 at all, but are dened before Theorem 1.3.
The proof of C0z 2 H1(0;1; U) (which is part of Th. 1.1) can be done only after Theorem 1.3 has been
completely proved.
The first step is to verify that A; B; C and D = I dene via (3.7) and (3.8) a well-posed linear system . This
will follow from Proposition 3.1 if we check that all the assumptions of this proposition are true. We know from
Proposition 5.1 that A generates a contraction semigroup T on X . We know from Proposition 6.1 that B is an
admissible control operator for T (we actually know more from this proposition, but the other information is
not needed now). Similarly, we know from Proposition 6.2 that C is an admissible observation operator for T.
We dene F by (3.9) and (3.10) (so that Fu is dened for u 2 H2L(0;1; U)). We consider the initial state to be
x0 = 0, i.e., we consider the state trajectory x(t) = tu. Then all the assumptions of Lemma 5.4 are satised,
so that according to this lemma, we have x(t) =

z(t)
_z(t)

, with the function z satisfying (5.15) and (1.11). The
function y(t) = −C0 _z(t)+u(t) considered in Proposition 5.5 is the same as the function y from (3.10). According
to Proposition 5.5, we have for every   0Z τ
0
ky(t)k2dt =
Z τ
0
ku(t)k2dt− kx()k2 :
This shows that the estimate (3.11) is true for every   0, with k = 1. According to Proposition 3.1, there
exists a well-posed linear system  with semigroup generator A, control operator B, observation operator C
and transfer function G given by G(s) = C(sI−A)−1B+I. Still according to Proposition 3.1, if u 2 H1(0;1; U),
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x0 2 X , Ax0 + Bu(0) 2 X and if we dene x and y by
x(t) = Ttx0 + tu; y = Ψx0 + Fu; (6.1)
then x and y satisfy (3.7) and (3.8) (with D = I), for every t  0.
The second step is to show that for any x0 2 X and any u 2 L2([0;1); U), using the notation from (6.1) and
denoting the rst component of the state trajectory x by z, we have C0z 2 H1loc(0;1; U) and (1.8) holds for
almost every t  0. (The space H1loc(0;1; U) has been introduced in Sect. 1.) We know from the end of the
previous step that for certain x0 and u, equations (3.7) and (3.8) hold for all t  0. From the special structure
of A, B and C (see (5.1, 5.2) and (5.12)) we deduce that if u 2 H1(0;1; U) and Ax0 + Bu(0) 2 X , i.e., if
x0 =

z0
w0

and A0z0 +
1
2
B0B

0w0 −B0u(0) 2 H ; (6.2)
then the state trajectory x can be decomposed as x(t) =

z(t)
_z(t)

and z; y satisfy (1.7) and (1.8) for all t  0. By
integrating (1.8), we see that if u 2 H1(0;1; U) and the compatibility condition (6.2) holds, then for all   0
C0z()− C0z(0) =
Z τ
0
[u(t)− y(t)]dt : (6.3)
The left-hand side above depends continuously on x() and on x0 (considered as elements of X = H 1
2
 H).
Thus, due to the well-posedness of , both sides of (6.3) depend continuously on the pair (x0; u), considered as
an element of X L2([0;1); U). Since the set of pairs (x0; u) considered in (6.3) is dense in X L2([0;1); U),
by continuous extension we obtain that (6.3) holds for every x0 2 X and for every u 2 L2([0;1); U). This
implies that for every such x0 and u,
C0z 2 H1loc(0;1; U)
and (1.8) holds for almosty every t  0, as claimed in point (3) of Theorem 1.1. (We shall see later that in fact,
C0z 2 H1(0;1; U).)
The third step is to show that for every x0 2 X and every u 2 L2([0;1); U), denoting the two components of
the state trajectory x by z and w, and denoting the output function by y, these functions have the properties
stated in points (1) and (2) of Theorem 1.1 and moreover (1.7) holds for almost every t  0. We know from the
second step that if u 2 H1(0;1; U) and (6.2) holds, then w = _z and (1.7, 1.8) hold for all t  0. By integration
we get the following equation in H 1
2
:
z()− z(0) =
Z τ
0
w(t)dt 8   0 :
Due to the well-posedness of , both sides of this equation depend continuously on the pair (x0; u), considered
as an element of X  L2([0;1); U). Using continuous extension, as we did for (6.3), we conclude that the
above equation holds for every x0 2 X and for every u 2 L2([0;1); U). From the fact that B is innite-time
admissible (Prop. 6.1) we know that w 2 BC(0;1; H). Hence, z 2 C1(0;1; H) and w = _z (we have proved
point (2)). Moreover, using again the innite-time admissibility of B, we see that z 2 BC(0;1; H 1
2
). Putting
these facts together, we see that z 2 BC1(0;1; H). Now we substitute C0 _z = u − y from (1.8) into (1.7) and
we integrate, getting that for every   0,
_z()− _z(0) = −A0
Z τ
0
z(t)dt +
1
2
B0
Z τ
0
[u(t) + y(t)]dt ; (6.4)
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which is an equation in H− 12 . Again, both sides depend continuously on the pair (x0; u), considered as an
element of X  L2([0;1); U). Using continuous extension for the third time, we conclude that (6.4) holds
for every x0 2 X and for every u 2 L2([0;1); U). Inspecting the terms on the right-hand side, we conclude
that _z 2 H1loc(0;1; H− 12 ). This implies that z 2 H2loc(0;1; H− 12 ), as claimed in point (1). Now (6.4) together
with (1.8) imply that (1.7) holds for almost every t  0.
The fourth step is to show that  is conservative and G is given by (1.14). We start by checking the formula
for G: this is an easy consequence of the general formula (3.12) and of the formulas (5.7, 5.12) and (5.13). We
know from Proposition 5.5 that if u 2 H2(0;1; U) and (6.2) holds, then we have (5.17), which is the same
as (4.2). By the converse part of Proposition 4.3, τ is isometric for every   0. Now consider the system d
obtained from  by the state space isomorphism J dened by the matrix
J =

I 0
0 −I

;
i.e., by changing the sign of the second component of the state and leaving everything else unchanged. Thus,
T
d
t = JTtJ , dt = Jt, Ψd = ΨJ and Fd = F. Clearly, the transfer function of d is G, the same as for . The
generator of Td is easily seen to be
Ad =

0 −I
A0 − 12B0C0

;
with
D(Ad) =

z
w

2 H 1
2
H 1
2
 −A0z + 12B0C0w 2 H

;
its control operator is Bd = −B and its observation operator is Cd = −C. We claim that d is in fact the
dual system of , as dened in Denition 4.1. It is easy to verify that for x 2 D(A) and x0 2 D(Ad), we have
hAx; x0i = hx; Adx0i. Since A and Ad are generators, this shows that in fact, Ad = A. Similarly, it is easy to
see that Bd = C and Cd = B. Moreover, we have G(s) = G(s), so that according to Proposition 4.2, d is
the dual of . From its denition it is clear that dτ is isometric for every   0. Thus, by Corollary 4.4,  is
conservative. In particular, it follows that for any initial state x0 2 X and any input function u 2 L2([0;1); U),
the output function y is in L2([0;1); U), as claimed in point (3) of Theorem 1.1.
The fifth step is to show that G has the properties stated in Theorem 1.3 and C0z 2 H1(0;1; U) (as claimed
in point (3) of Th. 1.1). The fact that kG(s)k  1 for all s 2 C0 follows from statement (4) in Proposition 4.5.
Since 0 2 (A), equation (3.12) shows that G has an analytic continuation to a neighborhood of 0 and now (1.14)
implies (by taking limits from the right) that G(0) = I. From (3.4) we see (by taking limits) that G0(0) =
−(CA−1)(A−1B). Using (5.14) we obtain G0(0) = −C0A−10 B0. Similarly, the formula G00(0) = T 2 is obtained
from G00(0) = −2CA−3B, using (5.4) and (5.14). Finally, to prove our claim concerning C0z, consider u; x0; x
and y as in Theorem 1.1 and (just like in the theorem) denote the components of x by z and w. From the end
of the previous step we know that y 2 L2([0;1); U). Thus, according to (6.3), the derivative of C0z (in the
sense of distributions on (0;1)) is in L2([0;1); U). To show that C0z 2 H1(0;1; U), it only remains to show
that C0z 2 L2([0;1); U). To this end, we compute (using (5.14) and then (2.2))
C0z(t) = [C0 0]

z(t)
w(t)

= − CA−1x(t) = − CA−1Tt x0 − CA−1tu:
The function CTtA−1x0 is in L2([0;1); U), because C is innite-time admissible. Thus, it only remains to show
that the function g(t) = CA−1tu is also in L2([0;1); U). The Laplace transform of g is, according to (2.4)
and (3.12),
g^(s) = CA−1(sI −A)−1Bu^(s) = 1
s
[G(s)−G(0)] u^(s) :
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Since G is bounded on C0 and it is analytic in a neighborhood of 0, it follows that 1s [G(s)−G(0)] is bounded
on C0. By the Paley{Wiener theorem for the half-plane, u^ is in the Hardy space H2(C0; U). Now we see from
the formula of g^(s) that this function is also in H2(C0; U). Using again the Paley{Wiener theorem, we conclude
that g 2 L2([0;1); U). 
Proof of Theorem 1.2. We already know from Theorem 1.1 that  is a conservative linear system. This implies,
according to Proposition 4.3, that for the dierential energy balance equation (4.2) holds. Hence, according
to Proposition 4.5, the four conditions in Proposition 4.6 are satised. Now, according to Proposition 4.6,
for u 2 H1(0;1; U) and x0 2 X such that Ax0 + Bu(0) 2 X , the state trajectory x and the output function
y satisfy the smoothness and boundedness conditions (4.4) and they also satisfy the equations (3.7) and (3.8).
The condition Ax0 + Bu(0) 2 X is, in our specic framework, using the formulas for A and B given after
Theorem 1.2, equivalent to (1.9), where z0 and w0 are the components of x0.
As already mentioned in Section 5, it is easy to verify that the space Z from (2.9) and (2.10) is given in
our specic framework by Z = Z0  H 1
2
. Using this fact, we can verify that the conditions (4.4) are, in our
specic framework, equivalent to (1.10) together with the fact that y 2 H1(0;1; U). Finally, the equations (3.7)
and (3.8) are equivalent, in our specic framework, to (1.11) and (1.12), because in our framework D = I (this
follows from Th. 1.3 and (3.5)). 
Proof of Theorem 1.4. If z 2 Z0 then z = z1 + A−10 B0v, with z1 2 H1 and v 2 U . Applying G0 we obtain
G0z = v, which shows that Ker G0 = H1. Applying G0A−10 to both sides of the denition of L0z, we obtain
G0A
−1
0 L0z = 0, which shows that A
−1
0 L0z 2 H1, i.e., L0z 2 H . Since obviously L0 2 L(Z0; H− 12 ), by the closed
graph theorem we obtain L0 2 L(Z0; H).
Let us show that (1.17) is equivalent to (1.9). If (1.9) holds, then applying G0A−10 to both sides we obtain
straight (1.17). Conversely, if it is known that (1.17) holds, then we apply B0 to both sides, obtaining B0G0z0
+ 12B0C0w0 −B0u(0) = 0. Substituting B0G0 = A0 − L0 and using that L0z0 2 H , we obtain (1.9).
Finally, the equivalence of (1.16) to (1.11) and (1.12) is proved by straightforward computations (start by
applying G0A−10 to both sides of (1.11)). 
Proof of Corollary 1.5. We know from Theorem 1.1 that  is conservative. Since u 2 H1(0;1; U) and (1.9)
holds, by Proposition 4.3 we have the dierential energy balance equation (4.2). Using the formulas (1.16), this
can be transformed into the equation that appears in the corollary. 
Remark 6.3. With the assumptions and the notation of Theorem 1.4, if v 2 U , s 2 (A) and x = (sI−A)−1Bv,
then x =

z
sz

, where z 2 Z0 satises
(s2I + L0)z = 0 ; G0z +
s
2
C0z = v :
Indeed, this follows from (sI−A)x = Bv, using the structure of A and B, the denition of L0 and the properties
of G0 postulated in the theorem.
7. An example with the wave equation
In this section we show that a certain innite-dimensional system described by the wave equation on
an n-dimensional domain, with mixed boundary control and mixed boundary observation, ts into the frame-
work discussed in the previous sections. A somewhat simpler version of this system appears (as an example)
also in the paper Weiss and Rebarber [26] (Sect. 7) and a related system is discussed in [14].
We assume that Ω  Rn is a (possibly unbounded) domain with Lipschitz boundary Γ. Following the
denition in Grisvard [6], this means that locally, after a suitable rotation and translation the coordinate
system, the boundary is the graph of a Lipschitz function dened on a neighborhood of 0 in Rn−1 (such a
boundary admits corners and edges). Γ0 and Γ1 are nonempty open subsets of Γ such that Γ0 \ Γ1 = ; and
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Γ0 [ Γ1 = Γ. We denote by x the space variable (x 2 Ω). We assume that the Poincare inequality holds for Ω
and Γ0. This means that there exists a c > 0 such that for every f 2 H1(Ω) with f jΓ0 = 0,Z
Ω
k(rf)(x)k2dx  c
Z
Ω
jf(x)j2dx:
This holds, in particular, if Ω is bounded. The Poincare inequality holds also for certain unbounded domains,
for example, if Ω is bounded in one direction and Γ0 is large enough. A function b 2 L1(Γ1) is given, which
intuitively expresses how strongly the input signal acts on dierent parts of the active boundary Γ1. We assume
that b(x) 6= 0 for almost every x 2 Γ1. The equations of the system are8>>>>>>>>>><>>>>>>>>>>:
z¨(x; t) = z(x; t) on Ω [0;1);
z(x; t) = 0 on Γ0  [0;1);
@
@
z(x; t) + jb(x)j2 _z(x; t) = p2  b(x)u(x; t) on Γ1  [0;1);
@
@
z(x; t)− jb(x)j2 _z(x; t) =
p
2  b(x)y(x; t) on Γ1  [0;1);
z(x; 0) = z0(x); _z(x; 0) = w0(x) on Ω;
(7.1)
where u is the input function and y is the output function. The functions z0 and w0 are the initial state of
the system. The part Γ0 of the boundary is just reflecting waves, while the active portion Γ1 is where both
the observation and the control take place. We may think of u as the \incoming wave" (which brings energy
into the system) and of y as the \outgoing wave". We shall often write z(t) to denote a function of x, meaning
that z(t)(x) = z(x; t), and similarly for other functions.
To put the equations (7.1) into the framework studied in this paper, we introduce the Hilbert spaces H =
L2(Ω) and U = L2(Γ1). The Dirichlet trace operator γ is initially dened for any function g 2 C1(Ω) by
γg = gjΓ :
If we regard γg as an element of L2(Γ), then the operator γ has a continuous extension to H1(Ω). For the
denition of the spaceH 12 (Γ) (which is a dense subspace of L2(Γ)) we refer again to Grisvard [6]. It is known that
γ maps H1(Ω) onto H 12 (Γ) (see [6], Th. 1.5.1.3). We denote by R the usual restriction operator mapping L2(Γ)
onto L2(Γ1) and for all g 2 H1(Ω) we put
γ0g = Rγg :
We call γ0g the Dirichlet trace of g on Γ1. If we regard L2(Γ1) as a subspace of L2(Γ), then I − R is the
restriction from L2(Γ) onto L2(Γ0) and we dene the Hilbert space
H1Γ0(Ω) = fg 2 H1(Ω) j (I −R)γg = 0g ; kgkH1 = krgkHn :
We denote by eH 12 (Γ1) the space of all the traces γ0g with g 2 H1Γ0(Ω). The norm of v = gjΓ1 in the space eH 12 (Γ1)
is the inmum of kgk (the norm in H1Γ0(Ω)) over all g 2 H1Γ0(Ω) with the given trace v. Thus,
γ0 2 L(H1Γ0(Ω); eH 12 (Γ1)) ; kγ0k  1 :
The Neumann trace γ1 is an operator originally dened on C1(Ω) by
γ1f =
@
@
f jΓ1 = hrf; ijΓ1 ;
270 G. WEISS AND M. TUCSNAK
where  is the unit vector in the outward normal direction to Γ1, which is dened almost everywhere on Γ1.
Thus, γ1 is the outward normal derivative restricted to Γ1. We will extend γ1 using a version of Green’s formula
(see [7], p. 24) which says that for every f 2 H2(Ω) and for every g 2 H1Γ0(Ω),
hγ1f; γ0giU = hf; giH + hrf;rgiHn :
(In [7], the formula is given for g 2 H1(Ω), but we only need it for g 2 H1Γ0(Ω).) Using this formula, we
dene γ1f for all those f 2 H1Γ0(Ω) for which f 2 L2(Ω) (f is computed in the sense of distributions on Ω).
Indeed, the two terms on the right-hand side of Green’s formula make sense for such f and for any g 2 H1Γ0(Ω).
In this way, we obtain γ1f as an element of the dual space of eH 12 (Γ1), which we denote by eH− 12 (Γ1). It can be
shown that L2(Γ1)  eH− 12 (Γ1), densely and with continuous embedding (this follows from the corresponding
properties of eH 12 (Γ1) and L2(Γ)).
Now we have all the ingredients needed to introduce the space
Z0 =

f 2 H1Γ0(Ω)
 f 2 L2(Ω) ; γ1f 2 bL2(Γ1)
(the norm on Z0 will be given later). Here, by some slight abuse of notation, b denotes the operator of pointwise
multiplication with the function b. We dene the operator A0 : D(A0)  L2(Ω)!L2(Ω) = H by
A0z = −z; D(A0) = fz 2 Z0 j γ1z = 0g
Then A0 is self-adjoint, positive and boundedly invertible (the bounded invertibility of A0 follows from the
Poincare inequality). These and other details about A0 can be found in Rodriguez{Bernal and Zuazua [14].
(The case when Ω is bounded, has C2 boundary and Γ0 \ Γ1 = ; has been discussed in Triggiani [21]. Under
his assumptions, Z0  H2(Ω), which makes things more manageable. The domain of A0 was given incorrectly
in Weiss and Rebarber [26], Sect. 7.)
The norms kzkα and the spaces Hα, with  2 R, are dened as in the Introduction. In particular, from
Green’s formula with f = g 2 D(A0) and continuous extension we obtain
H 1
2
= D

A
1
2
0

= H1Γ0(Ω)
and
kzk21
2
=
∥∥∥A 120 z∥∥∥2
H
=
Z
Ω
krz(x)k2 dx:
Proposition 7.1. The equations (7.1) determine a conservative linear system  with input and output space U
and state space H 1
2
H. If z0 2 Z0, w0 2 H 1
2
, u 2 H1(0;1; U) and the compatibility condition
γ1z0 + jbj2w0 =
p
2  bu(0) on Γ1
holds, then (7.1) has a unique solution z; y satisfying
z 2 BC(0;1; Z0) \BC1(0;1; H 1
2
) \BC2(0;1; H) ; y 2 H1(0;1; U) :
Proof. There exists an operator N 2 L(U; H 1
2
), called the Neumann map, with the following property: Nv = g
if and only if g 2 H1Γ0(Ω), g = 0 and γ1g = v. Indeed, by the Riesz representation theorem, for any v 2 U
there exists a unique g 2 H 1
2
= H1Γ0(Ω) such that
hg; ’iH 1
2
= hv; γ0’iU 8 ’ 2 H1Γ0(Ω) = H 12 : (7.2)
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The left-hand side above can be written as hrg;r’iHn . By taking ’ 2 C10 (Ω), we see from the last formula
together with Green’s formula that g = 0 (in the sense of distributions on Ω). Hence, γ1g is well dened as
an element of eH− 12 (Γ1) and, from hrg;r’i = hv; γ0’i we see that γ1g = v.
We rewrite (7.2) in the form hA0Nv; ’iH = hv; γ0’iU , which shows that NA0 = γ0. We dene the opera-
tor C0 2 L(H 1
2
; U) by
C0 =
p
2  bNA0 =
p
2  bγ0 :
Here, b is the operator of pointwise multiplication with the complex conjugate of the function b introduced
earlier. Thus, the adjoint of C0 is
B0 = C0 =
p
2  A0N b (7.3)
and B0 2 L(U; H− 12 ). The state space X is dened, as in the Introduction, by X = H 12  H , so that X =
H1Γ0(Ω) L2(Ω).
It is clear that the spaces U; H; Hα; X and the operators A0; C0; B0 t into the simple general framework
of Section 1. Thus, by Theorems 1.1 and 1.3, they determine via the equations (1.7) and (1.8) a conservative
linear system  which has a list of special properties, described in the theorems. The state of this system is
(t) =

z(t)
_z(t)

:
(Note that we cannot use the letter x for the state, as in earlier sections, since x is now the space variable in Ω.)
To show that  is described by (7.1), rst we notice that the space Z0 introduced earlier in the example is
the same as Z0 = H1 + A−10 B0U dened in Theorem 1.2. Thus, Z0 is a Hilbert space with the norm dened in
that theorem. We dene the operator G0 2 L(Z0; U) by
G0 =
1p
2
 b−1γ1 :
Note that b−1γ1 cannot be dened on the larger space of those f 2 H1Γ0(Ω) for which f 2 L2(Ω), but on Z0,
its denition makes sense because γ1f 2 bL2(Γ1). Clearly we have G0H1 = f0g and
G0A
−1
0 B0 =
1p
2
 b−1γ1A−10
p
2A0Nb = b−1γ1Nb = I :
Hence, all the assumptions in Theorem 1.4 are satised. It follows from (7.3) that
L0z = A0z −B0G0z = A0(I −Nγ1)z = −z ;
for all z 2 Z0, because (I−Nγ1)z 2 D(A0). If we write the system of equations (1.16) in our specic framework,
we obtain the system of equations (7.1). Hence, by Theorem 1.4, the compatibility condition in our proposition
is equivalent to (1.9) and the equations (7.1) are equivalent to (1.11) and (1.12). Now by Theorem 1.2, the
equations have a solution z; y with the claimed smoothness properties. 
Remark 7.2. We have shown that the equations (7.1) are equivalent to (1.11) and (1.12). These can be
rewritten in the form (1.7) and (1.8), which make sense also for less smooth functions. Actually, by Theorem 1.1,
the equations (1.7) and (1.8) (in the general case, and hence also in the particular context of our wave equation)
admit a solution z; y for any z0 2 H 1
2
, w0 2 H , u 2 L2([0;1); U), and the functions z and y will have the
smoothness properties stated in Theorem 1.1. We may call those functions z; y the generalized solutions of (7.1).
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The operator A : D(A)! X , the semigroup generator of the system , is dened as in the text preceding
Theorem 1.3, by
A =

0 I
−A0 − 12B0C0

=

0 I
−A0 −A0N jbj2NA0

;
D(A) =

z
w

2 H 1
2
H 1
2
 z + N jbj2NA0w 2 H1  
It is interesting to note that we have the equivalent characterization
A

z
w

=

w
z

; D(A) =
8<:

z
w

2
H1Γ0(Ω)
H1Γ0(Ω)

z 2 L2(Ω)
γ1z + jbj2γ0w = 0
9=; 
According to Proposition 5.1, A generates a semigroup of contractions on X . The control operator B and the
observation operator C of  are given by
B =

0
B0

=

0p
2A0N b

; C =

0 − C0

=

0 −
p
2bγ0

:
We think that the system  is regular and its feedthrough operator is D = 0. However, we do not have a
rigorous proof of this statement.
The well-posedness of the equations (7.1), formulated in a dierent terminology (and for a dierent, but
closely related system, without outputs and with b = 1) is due to Rodriguez{Bernal and Zuazua [14].
Finally, consider the particular situation when Ω is one-dimensional and bounded: Ω = (0; 1), Γ0 = f0g,
Γ1 = f1g, so that H = L2[0; 1] and U = C. Now the function b becomes a nonzero number, and without loss
of generality we may take b = 1. We have Z0 = ff 2 H2(0; 1) j f(0) = 0g, γ0g = g(1), γ1f = f 0(1). It is easy
to see (by solving the equations explicitly) that the input signal enters the domain at x = 1, propagates along
the domain (with unit speed) until it gets reflected at x = 0 and then it propagates back to exit (as the output
signal) at x = 1. If the initial state is zero, then for t  2 we have y(t) = u(t− 2), so that the transfer function
is G(s) = e−2s. Note that G is regular with feedthrough operator zero.
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