highly effective predictive/preview display technique for telerobotic servicing in space under several seconds communication time delay has been demonstrated on a large laboratory scale in May 1993, involving the Jet Propulsion Laboratory as the simulated ground control station and, 2500 miles away, the Goddard Space Flight Center as the simulated satellite servicing set-up. The technique is based on a highfidelity calibration procedure that enables a high-fidelity overlay of 3-D graphics robot arm and object models over given 2-D TV camera images of robot arm and objects. To generate robot arm motions, the operator can confidently interact in real time with the graphics models of the robot arm and objects overlaid on an actual camera view of the remote work site. The technique also enables the operator to generate high-fidelity synthetic TV camera views showing motion events that are hidden in a given TV camera view or for which no TV camera views are available. The positioning accuracy achieved by this technique for a zoomed-in camera setting was about =t=5 mm, well within the allowable =t=12 mm error margin at the insertion of a 45 cm long tool in the servicing task.
of time delay prevents any effective closed-loop control interaction
between the ground operator and the telerobotic device.
Due to the very nature of satellite or other space servicing in low Earth orbit, "blind" (that is, fully pre-programmed and visually not supervised) automation is not possible for such tasks, and fully autonomous performance of such tasks is still far down the road.
There is a need, therefore, to consider and apply an operatorinteractive remote control method enabling an efficient crossing of the communication time delay barrier and still preserving operation reliability and safety. [2] , and [3] .
In this paper, we briefly present the demonstration and evaluation of a space telerobotic servicing task performed under communication time delay on a large laboratory scale in May, 1993. In the demonstration, a high-fidelity predictive/preview display technique developed at the Jet Propulsion Laboratory (JPL) was used combined with wrist force sensor referenced compliance control implemented at the other NASA center (Goddard Space Flight Center, GSFC) participating in the demonstration experiments.
In the demonstration, JPL acted as the operator site simulating the ground control station, and GSFC, more than 2500 miles away from JPL, acted as the remote work site with a life-size satellite servicing task mock-up. During the demonstration experiments, TV camera images from the GSFC work site were sent back to the JPL control station over the NASA Select Satellite TV channel at live video rate (30 frames/s).
Command and control data from the JPL control station to the GSFC work site and execution status and sensor data from GSFC to JPL were sent as "data blocks"
through the Internet computer communication network.
First, we briefly describe the task and the task set-up at GSFC, above the previous two camera settings to provide an oblique view of the work scene. Two zoom settings were used for the third camera.
The ORU cbangeout task scenario used in the remote servicing demonstration had the following sequence:
1) Move the arm from the starting position to a position where the LST tip is about 20 cm in front of the entrance of the hole on the ORU module.
2) Move the LST to the immediate entrance of the hole.
3) Insert the LST.
4) Latch the LST to the ORU. 5) Turn on the power tool to loosen the screw. 6) Pull out the ORU by 5 cm.
7) Continue to withdraw the ORU so that it is about 15 cm apart from the satellite. The process of matching the virtual reality, represented by computer graphics images, to the actual reality, as shown on TV camera images, is composed of four major high-fidelity technical components in the time-delayed telemanipulation method developed at JPL. First, the method requires the construction of high-fidelity 3-D graphics models of both the robot arm and the objects of interest for robot manipulator tasks. Second, which is the cornerstone of the method, the 3-D graphics models are calibrated with high-fidelity to the given 2-D TV camera views that cover the sight of both the robot arm and the objects of interest. Third, which is a basic requirement of the method, the calibrated graphics models are overlaid with high fidelity over the actual robot arm and object images as shown to the operator on the TV camera monitor screen. Fourth, the method requires control of the motion of the robot arm graphics image on the screen by the same control software that controls the motion of the real robot, in order to assure high fidelity in the formulation of motion commands. that i) the camera optical axis is perpendicular to the image plane, passing through the center of the camera view, and ii) the viewpoint of the graphics overlay window coincides with the full size of the camera view window. We note here that the final camera calibration matrix defines the position, orientation, and field of view angle of the camera. Once the camera calibration and object localization are completed, the graphics models of both the robot arm and the object can be overlaid with high fidelity on the corresponding actual video images in a given video camera view. The arm and object graphics models can be overlaid in a wire-frame or in a solid-shaded polygonal rendering, with varying levels of transparency, providing different visual effects to the operator for different task details. The hidden lines can be removed or retained by the operator, dependent on the information needs in a given task. In many cases, retained hidden lines can provide very useful and needed information to the operator.
C. Motion Control of Robot Arm's Graphics Image
The idea with the high-fidelity graphics overlay image is that the operator can interact with it visually in real time when manually generating motion commands or when previewing computer generated trajectories, and doing it against the live video scene on a monitor within one perceptive frame. Thus, this method would compensate in real-time for the operator's time-delayed visual perception. Typically, the geometric dimensions of a monitor and geometric dimensions of the real work scene shown on the monitor are quite different. For instance, an 8-inch long trajectory on a monitor can correspond to a 24-inch long trajectory in the actual work space, that is, three times longer than the apparent trajectory on the monitor screen. Therefore, in order to preserve fidelity between previewed graphics arm image 
D. Operator Interface
There is a wealth of computer related operator activities in a system that 1) intends to match virtual reality to the actual one with high fidelity and 2) is expected to remotely control a robot together with its live video/graphics system and with its selectable control modes. [4] . Fig. 1 shows the four-quadrant GUI during the arm calibration process. Fig. 2 shows the corresponding calibrated overlay result. Fig. 3 shows a synthetic TV view of the same configuration that is shown in Fig. 2 , after object localization.
Note that this synthetic TV view tells much more than Fig. 2 about the relative distance between tool tip and hole. Fig. 4 shows a display situation for previewing the end point of a generated motion for tool insertion. Fig. 5 shows the The average object localization errors on the image planes were about 0.9-1.9% (3.0-7.0% maximum errors Thanks also go to S. Ollendorf of GSFC for making available the GSFC staff and facilities, and for helping organizing the work.
