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Abstract
Convergence rate and robustness improvement together with reduction of computa-
tional complexity are required for solving the system of linear equations Aθ∗ = b in
many applications such as system identification, signal and image processing, network
analysis, machine learning and many others. Two unified frameworks (1) for conver-
gence rate improvement of high order Newton-Schulz matrix inversion algorithms
and (2) for combination of Richardson and iterative matrix inversion algorithms with
improved convergence rate for estimation of θ∗ are proposed. Recursive and com-
putationally efficient version of new algorithms is developed for implementation on
parallel computational units. In addition to unified description of the algorithms the
frameworks include explicit transient models of estimation errors and convergence
analysis. Simulation results confirm significant performance improvement of proposed
algorithms in comparison with existing methods.
Keywords Richardson iteration · Neumann series · High order Newton-Schulz
algorithm · Least squares estimation · Harmonic regressor · Strictly Diagonally
Dominant Matrix · Symmetric positive definite matrix · Ill-conditioned matrix ·
Polynomial preconditioning · Matrix power series factorization · Computationally
efficient matrix inversion algorithm · Simultaneous calculations
1 Introduction
Least squares method is widely used in system identification, signal processing, adap-
tive control and in many other areas [1]. For accurate solution many least squares
problems can be associated with estimation of the parameter vector θ∗, which satisfies
algebraic equation
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Aθ∗ = b (1)
where b is the vector, and A is SPD (Symmetric and Positive Definite) matrix, which
can often be presented in the form:
A =
w∑
i=1
ϕiϕ
T
i (2)
where ϕi is the regressor (for example harmonic regressor, [2–4]) and w is the window
size. Small window size which is often used (a) for detection of fast transients in time
series (time frequency) analysis, [5,6] (b) in regression analysis for small datasets, [1]
and (c) in many other cases implies ill-conditioning, [7] and even rank deficiency in
some cases of the matrix A.
Iterative methods for solving (1) are often preferable (especially for large-scale
systems) due to simplicity, better accuracy and robustness, less processor time and
memory space compared to direct methods, [8]. However, ill-conditioning of infor-
mation matrix implies very slow convergence of the recursive procedures for matrix
inversion, [9]. Moreover, limited computational capacity for on-board applications for
example, results in significant loss of accuracy and error accumulation in finite-digit
calculations, which in turn may result in numerical instability, [6].
Fast convergent, computationally efficient and robust (with respect to round-off,
truncation and accumulation errors) matrix inversion algorithms are required in many
time-critical applications. In particular, the problem of convergence rate and robustness
improvement for widely used high order Newton-Schulz iterative procedure, [10,11]
is especially relevant for ill-conditioned matrices, [12].
Convergence rate of Newton-Schulz algorithm can be improved by choosing higher
order. However, this requires too many additional calculations and results in loss of
accuracy due to error accumulation. A trade-off between convergence rate, computa-
tional complexity and robustness necessitates development of unified framework for
convergence rate improvement of high order Newton-Schulz algorithm. This unified
framework offers a number of solutions, where the trade-off between convergence rate
and computational complexity can be easily quantified, see Sects. 3.2 and 4.
Moreover, accuracy and robustness associated with minimization of the residual
error Aθk−1 − b, where θk is the estimate of θ∗ together with possibility of inclusion
of matrix inversion algorithm with computational parallelization, [13] is motivation to
look for combined solution, which involves Richardson iteration, [14] and improved
Newton-Schulz algorithm, [15,16], see Sect. 2.
This paper is organized as follows. General framework for Richardson iteration,
brief overview of the previous work and the problem statement for convergence rate
improvement is presented in the next Sect. 2. Unified framework for matrix inver-
sion algorithms (and their recursive computationally efficient parallel realization) and
Richardson parameter estimation algorithms with improved convergence rate are pre-
sented Sects. 3, 4 and 5 respectively as main contributions of this paper. Simulation
results, which confirm significant performance improvement of proposed algorithms in
comparison with existing methods are presented in Sect. 6. Some concluding remarks
and future directions are outlined in Sect. 7.
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2 Previous work, unification and problem statement
2.1 Unified framework for performance improvement of Richardson iteration
For estimation of the parameter vector θ∗ which satisfies (1) the following Richardson
iteration is considered:
θk = θk−1 −
⎧
⎨
⎩
q−1∑
d=0
Fdk
⎫
⎬
⎭
︸ ︷︷ ︸
Neumann
Series
Gk︸︷︷︸
Gain
Matrix
(Aθk−1 − b)︸ ︷︷ ︸
Residual Error
(3)
Fk = I − Gk A, F0 = I − G0 A (4)
ρ(F0) = ρ(I − G0 A) < 1 (5)
θ0 = G0b (6)
where θk is the estimate of θ∗, Fk is the error matrix, I is the identity matrix, ρ is
the spectral radius which defines the convergence condition (5), q = 1, 2, 3, . . . is the
order of Neumann series, Gk is a gain matrix, and G0 is the preconditioner.
A general framework for modified Richardson iteration is associated with two
multiplicative terms
∑q−1
d=0 F
d
k and Gk introduced for convergence rate improve-
ment. Indeed, original Richardson algorithm (3) has a simple form with q = 1 and
Gk = I , Jacobi method is obtained with q = 1 and Gk , which is inverse diago-
nal of A (for Strictly Diagonally Dominant, SDD matrices), Gauss-Seidel method
involves upper and lower triangular parts of A, [17], and finally Dubois–Greenbaum–
Rodrigue method is associated with Gk = G0 and Fk = F0, where G0 is the
constant preconditioner, which satisfies (5), [15]. Notice that the convergence of the
methods described above is slow, and the iteration can be even unstable in some
cases, [17].
The convergence rate of the algorithm depends on the choice of the gain matrix
Gk only (when decoupling Neumann series via the choice of q = 1) and can be
improved via iterative preconditioning (dynamic preconditioning), [16]. The fastest
convergence, where θk = θ∗ is achieved for optimal gain matrix Gk = A−1. Therefore
the gain matrix Gk can be associated with the iterative procedure which converges as
fast as possible to A−1, providing faster convergence compared to gradient methods,
[18,19].
Neumann series which uses the most recent values of the gain matrix is applied for
additional accuracy improvement of the estimate of A−1 and hence for convergence
rate improvement, [16]. Notice that error accumulation problem (the loss of accu-
racy in finite-digit calculations) associated with Neumann series requires low orders
q = 1, 2, [6] and therefore the potential of this term is limited. Therefore the design
of fast convergent recursive matrix inversion algorithm Gk is considered as a main
tool for convergence rate improvement of the Richardson iteration procedure in this
paper.
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2.2 Existingmatrix inversion and parameter estimation algorithms
2.2.1 Splitting and preconditioning
Any positive definite and symmetric matrix A, whose inverse should be calculated can
be split as follows (see for example [17] and references therein):
A = S − D (7)
I − S−1 A = S−1 D (8)
ρ(I − S−1 A) = ρ(S−1 D) < 1 (9)
where the spectral radius ρ(·) defined in (9) is less than one for symmetric and positive
definite matrices A and S (where S−1 is the preconditioner), provided that 2S − A is
a positive definite matrix, [20,21].
For example, the matrix S can be chosen as a diagonal matrix, which contains the
diagonal elements of SDD (Strictly Diagonally Dominant) and positive definite matrix
A, [16]. For positive definite (not SDD) matrix A the simplest preconditioner can be
chosen as S−1 = I/α with α = ‖A‖∞/2 + ε, where ‖ · ‖∞ is the maximum row sum
matrix norm, and ε > 0 is a small positive number, [9].
Other types of preconditioning can be found in [17,22–25], see also references
therein.
Notice that the spectral radius (9) is too close to one for ill-conditioned matrix A,
which implies stability problem in the presence of error accumulation, [6]. Precondi-
tioning can be modified by choosing easy invertible matrix S, where ρ(S−1 D) > 1
and applying stepwise calculations. Stepwise splitting method involves sequential
application of matrix inversion algorithm with larger stability margins for robustness
enhancement, [6]. In other words, the inversion procedure is divided into a number
of steps to avoid instability and increasing computational time. The computational
time of stepwise splitting method depends on the convergence rate of inversion algo-
rithm, that necessitates the development of fast convergent inversion algorithms, which
accelerate also Richardson iteration (3) for time-critical applications.
Existing matrix inversion and parameter estimation algorithms are described in the
next Sect. 2.2.2.
2.2.2 High order Newton-Schulz matrix inversion algorithm
Inverse of the matrix A can be estimated by Gk with the following the most general
and well known algorithm:
Gk =
⎧
⎨
⎩
p−1∑
d=0
Fdk−1
⎫
⎬
⎭ Gk−1 (10)
where Fk is defined in (4) and p = 2, 3, . . . is the order of the algorithm, which has
the following error model
123
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Fk = (S−1 D)p
k (11)
and convergence condition (9) with the preconditioner G0 = S−1, k = 1, 2, . . . .
Algorithm (10) (presented in different forms) is known as high order Newton-Schulz
algorithm, [10,11,16] and hyperpower iterative matrix method, [26–29]. Notice that
Newton-Schulz algorithm, p = 2, [30,31] is used more often due to significant error
accumulation for higher orders, [10].
The vector of unknown parameters can be estimated via (10) as follows:
θk = Gkb (12)
θ˜k = (S−1 D)p
k − 1θ˜0 (13)
where θk is the estimate of θ∗ defined in (12), and the model for the parameter mismatch
θ˜k = θk − θ∗, where θ0 = G0b is defined in (13).
Notice that the following error model for the parameter mismatch is valid for
Richardson iteration (3) with (10) and G0 = S−1, [16]:
θ˜k = (S−1 D)
q (pk+1 − p)
(p − 1) θ˜0 (14)
Notice also that low orders, p = 2, 3 and q = 1, 2 of the algorithms are usually chosen
for prevention error accumulation [6,10] .
Comparison of two error models (13) and (14) with q = 1 shows that Richardson
iteration (3) with Gk defined in (10) converges faster than the algorithm (12). Simula-
tion results show that the difference in convergence rates is more pronounced for low
orders, p = 2, 3 .
Notice that the initial mismatch θ˜0 can be essentially reduced in recursive least
squares estimation for example, using information available in the previous steps,
[1,9] and by polynomial preconditioning, [18], described in the next Sect. 2.2.3.
2.2.3 Computationally efficient matrix inversion algorithm
Matrix inversion algorithm of order h = 1, 2, 3, . . . which requires one matrix addition
and one multiplication only in each step can be written as follows, [6]:
Gk = G0 + (S−1 D)2hGk−1 =
⎧
⎨
⎩
k∑
j=0
(S−1 D)2h j
⎫
⎬
⎭ G0 (15)
with the error model:
Gk − A−1 = (S−1 D)2hk
{
G0 − A−1
} (16)
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where the polynomial preconditioner
G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D)2 j
⎫
⎬
⎭ {(S
−1 D) + I }S−1
= (I − (S−1 D)2h)A−1 (17)
and (S−1 D)2h are precalculated. Notice that the algorithm (15) is very computationally
efficient since the complexity depends on the order h in precalculations only.
Notice also that similar algorithms based on the approximate inverse chains and
fast matrix series expansion are described in [32] and [33] respectively.
Unfortunately, the algorithm (15) has significantly slower convergence compared
to algorithm (10), [5]. However, error accumulation problem is more pronounced
for algorithm (10), especially for higher orders, [6]. A unified framework for com-
bined algorithms which takes the advantages of both approaches and includes
high order Newton-Schulz algorithm and power series associated with (15) are
designed in the next Sect. 3 for convergence rate improvement and reduction of error
accumulation.
3 Matrix inversion algorithms with improved convergence rate
3.1 General power series expansion
The following relation holds for general power series in each step, k = 0, 1, . . .:
⎧
⎨
⎩
2hω−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1 = (I − (S−1 D)2hω)A−1 (18)
where ω = ω(k) = c0 + c1k + c2k2 + ... ≥ 1 is the polynomial, for example, and the
coefficients ci ≥ 0, i = 0, 1, 2, . . . are integers.
The simplest variant of this factorization is presented in (17), [6], where ω = 1
with c0 = 1 and ci = 0, i = 1, 2, . . .. Notice that higher orders of the poly-
nomial ω result in significant computational complexity of the algorithms based
on the factorization (18). Therefore the first order polynomial ω = (k + 1),
where c0 = c1 = 1 and ci = 0, i = 2, 3, . . . is considered further in this
paper.
Notice that (18) defines the model for power series expansion, which can easily
be presented in the recursive form with minimal number of calculations in each step
and computationally efficient low degree polynomial preconditioning (for example
preconditioning (17)), see Sect. 4.
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3.2 Unifiedmatrix inversion algorithms
The following unified algorithm:
Gk = T︸︷︷︸
Polynomial
Preconditioning
+ Γ︸︷︷︸
Convergence
Accelerator
{
n−1∑
d=0
Fdk−1
}
Gk−1
︸ ︷︷ ︸
High Order Newton-Schulz
Iteration
(19)
Γ = I − T A (20)
Fk = I − Gk A, ρ(F0) = ρ(I − G0 A) < 1 (21)
has the error model:
Fk = Γ Fnk−1 (22)
where Γ is the gain matrix, which accelerates the convergence (ρ(Γ ) < 1 for con-
vergence rate improvement) and the polynomial preconditioning T satisfies equation
(20).
Error model (22) is proved by evaluation of the Neumann series
∑n−1
d=0 F
d
k−1, taking
into account (20) together with multiplication of both sides of the Eq. (19) by A.
Different choices of the matrices Γ and T , which obey equation (20) result in the
following algorithms:
1. High order Newton-Schulz iteration (10):
Γ = I , T = 0, n = 2, 3, 4, . . . (23)
which can also be presented in the following form, [16]:
Γ = I − Gk−1 A, T = Gk−1, n = 1, 2, 3, . . . (24)
2. High order algorithm with polynomial factorization (18) and ω = 1:
Γ = (S−1 D)2h, T =
⎧
⎨
⎩
2h−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
ρ(S−1 D) < 1, n = 1, 2, 3, . . . (25)
Notice that algorithm (19), (25) with n = 1 becomes the algorithm (15).
3. High order algorithm with polynomial factorization (18) and ω = (k + 1):
Γk = (S−1 D)2h(k+1), Tk =
⎧
⎨
⎩
2h(k+1)−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
ρ(S−1 D) < 1, n = 1, 2, 3, . . . (26)
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4. High order algorithm with exponentiation:
Γk = (S−1 D)m
k
, Tk =
⎧
⎪⎨
⎪⎩
mk − 1∑
j=0
(S−1 D) j
⎫
⎪⎬
⎪⎭
S−1
ρ(S−1 D) < 1, n, m = 1, 2, 3, . . . (27)
Notice that algorithm (19) with exponentiation gets the form Gk = S−1 +
(S−1 D)Gk−1, [5,19], where (20) becomes (8) with n = m = 1.
5. Modification of the high order algorithm with recursive fast calculation of the
matrix series expansion proposed in [33]:
Γk = (S−1 D)h2k , Tk =
⎧
⎨
⎩
h2k−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
ρ(S−1 D) < 1, h = 1, 2, 3, . . . , n = 1 (28)
Notice that algorithm (19) covers both high order Newton-Schulz algorithm (10) and
high order algorithm (15) and provides unified framework for new algorithms with
improved performance. Known and new matrix inversion algorithms based on unified
framework (19) with error models are summarized in Table 1.
Notice also that the relation (20) can be seen as extended error model associated
with the error (21). The choice of Γ and T which satisfies the condition (20) and
involves Gk−1 should not contradict with the equations (19), (21). The framework (19)
covers mostly the case where T is power series expansion associated with (18), which
provides inaccurate estimate of A−1 and Γ quantifies this inaccuracy, accelerating the
convergence. Therefore the convergence analysis [similar to the cases (23)–(28), see
also Table 1] should be performed for each choice of Γ and T .
Comparison of the error models in Table 1 shows that the algorithm (19), (26) pro-
vides the best convergence rate with reasonable computational complexity compared
to other choices. This algorithm is considered in the next Sect. 3.3.
3.3 Fast matrix inversion algorithm
The algorithm (19), (26) can be presented in the following form:
Gk =
⎧
⎨
⎩
2h(k+1)−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
+(S−1 D)2h(k+1)
{
n−1∑
d=0
Fdk−1
}
Gk−1 (29)
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Table 1 A family of known and new matrix inversion algorithms
Unified matrix inversion algorithms and error models
N Gk = T + Γ
⎧
⎨
⎩
n−1∑
d=0
Fdk−1
⎫
⎬
⎭ Gk−1, Γ = I − T A, Fk = Γ F
n
k−1
Fk = I − Gk A, A = S − D, ρ(I − S−1 A) = ρ(S−1 D) < 1, Gk → A−1 as k → ∞
1 Γ = I , T = 0, G0 = S−1, Fk = Fnk−1, Fk = (S−1 D)n
k
, n = 2, 3, 4, . . .
2 Γ = (S−1 D)2h , T =
⎧
⎨
⎩
2h−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
, G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D)2 j
⎫
⎬
⎭ {(S
−1 D) + I }S−1,
Fk = (S−1 D)2h Fk−1
Fk = (S−1 D)2h(k+1), h = 1, 2, 3, . . ., n = 1
3 Γ = (S−1 D)2h , T =
⎧
⎨
⎩
2h−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
, G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D)2 j
⎫
⎬
⎭ {(S
−1 D) + I }S−1,
Fk = (S−1 D)2h Fnk−1
Fk = (S−1 D)
2h
(nk+1 − 1)
(n − 1)
, h = 1, 2, 3, . . ., n = 2, 3, 4, . . .
4 Γ = (S−1 D)2h(k+1), T =
⎧
⎨
⎩
2h(k+1)−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
,
G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D)2 j
⎫
⎬
⎭ {(S
−1 D) + I }S−1
Fk = (S−1 D)2h(k + 1)Fk−1, Fk = (S−1 D)
2h{k (k + 3)
2
+ 1}
, h = 1, 2, 3, . . ., n = 1
5 Γ = (S−1 D)2h(k+1), T =
⎧
⎨
⎩
2h(k+1)−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
,
G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D)2 j
⎫
⎬
⎭ {(S
−1 D) + I }S−1
Fk = (S−1 D)2h(k + 1)Fnk−1, Fk = (S−1 D)
2h
{
nk+2 − n3 − (k − 1)(n − 1)
(n − 1)2 + (n + 2)
}
h = 1, 2, 3, . . ., n = 2, 3, 4, . . .
6 Γ = (S−1 D)mk , T =
⎧
⎪⎨
⎪⎩
mk − 1∑
j=0
(S−1 D) j
⎫
⎪⎬
⎪⎭
S−1, G0 = S−1, Fk = (S−1 D)m
k
Fnk−1
Fk = (S−1 D)
(mk+1 − nk+1)
(m − n)
, if m = n, and Fk = (S−1 D)(k + 1)n
k
, if m = n, where
n, m = 1, 2, 3, . . .
7 Γ = (S−1 D)h2k , T =
⎧
⎨
⎩
h2k−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
, G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1
Fk = (S−1 D)h2
k
Fk−1, Fk = (S−1 D)h(2
k+1 − 1)
, h = 1, 2, 3, . . ., n = 1
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with the following error model (22):
Fk = (S−1 D)2h(k + 1)Fnk−1 (30)
where the error matrix Fk = I −Gk A, F0 = (S−1 D)2h , h = 1, 2 . . . and n = 1, 2, . . .
are the orders, k = 1, 2, . . .. Polynomial preconditioner G0 is defined in (17).
The error model (30) can also be presented in the following form:
Fk = (S−1 D)
2h
{
k
(k + 3)
2
+ 1
}
(31)
for n = 1, and in the following form:
Fk = (S−1 D)
2h
{
nk+2 − n3 − (k − 1)(n − 1)
(n − 1)2 + (n + 2)
}
(32)
for n > 1. Comparison of the error models (11) and (32) quantifies convergence
rate improvement associated with combined algorithm. The trade-off between con-
vergence rate improvement and computational complexity necessitates development
of recursive and computationally efficient version of the algorithm (29).
4 Recursive realization of the algorithm (29)
Algorithm (29) can be divided in two independent parts for simultaneous computa-
tions. The first part includes the following terms: Tk =
{∑2h(k+1)−1
j=0 (S
−1 D) j
}
S−1
and Γk = (S−1 D)2h(k+1), and the second part is associated with Neumann series∑n−1
d=0 F
d
k−1.
4.1 Recursive calculations for part I
Suppose that the following series T0 = G0 =
{∑h−1
j=0(S
−1 D)2 j
}
{(S−1 D) + I }S−1
is precalculated recursively for h > 1 as follows:
f or i = 1 : (h − 1)
Ui = (S−1 D)2 Ui−1 + U0
end (33)
where U0 = {(S−1 D) + I }S−1 and Uh−1 = T0. The algorithm (33) requires h matrix
additions and multiplications only.
Then the following recursive algorithm reduces computational complexity of the
first part:
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Γk = (S−1 D)2h Γk−1, Γ0 = (S−1 D)2h = I − T0 A (34)
Tk = Tk−1 + Γk−1 T0 =
⎧
⎨
⎩
k∑
j=0
Γ
j
0
⎫
⎬
⎭ T0 (35)
where Γk in (34) is recursive realization of Γk = (S−1 D)2h(k+1), and T0 is calculated
via (33). Equation (35) is the recursive realization of Tk and similar to (15) it requires
one matrix addition and one multiplication only in each step, k = 1, 2, 3, . . ..
Notice that Tk and Γk can also be calculated as follows:
Tk = T0 + Γ0 Tk−1 (36)
Γk = I − Tk A (37)
which is more robust in finite-digit calculations (in some cases) compared to (34),
(35).
Notice also that the computational complexity of the recursive realization Tk does
not depend on the order h, but requires order dependent precalculations, which are
also used as initial condition G0 in (17) and calculated only once.
Notice also that all the terms in Part I can be precalculated and memorized as a
function of step number, if the number of steps is predetermined. The desired number
of steps can be calculated using error models (31) and (32) with desired estimation
accuracy. Moreover, for reduction of error accumulation in main calculations the pre-
calculations can be performed with higher accuracy.
4.2 Recursive calculations for part II
Computational complexity of the second part can be reduced via recursive algorithm
as follows:
R0 = Cn−11 I + Cn−10 (Gk−1 A)
f or i = 1 : (n − 2)
Ri = (Gk−1 A) Ri−1 + Cn−1i+1 I
end (38)
where n > 2 which corresponds to the following factorization of the Neumann series:
n−1∑
d=0
Fdk−1 = Cn−1n−1 + (Gk−1 A) (Cn−1n−2 I + (Gk−1 A)
(Cn−1n−3 I + (Gk−1 A) (Cn−1n−4 I + ... +
(Gk−1 A) (Cn−11 I + Cn−10 (Gk−1 A))︸ ︷︷ ︸
= R0
))) (39)
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Table 2 Neumann series factorization
Order n Neumann series factorization
n−1∑
d=0
Fdk−1, Fk = I − (Gk−1 A)
2 2I − (Gk−1 A)
3 3I + (Gk−1 A)(−3I + (Gk−1 A))
4 4I + (Gk−1 A)(−6I + (Gk−1 A)(4I − (Gk−1 A))
5 5I + (Gk−1 A)(−10I + (Gk−1 A)(10I + (Gk−1 A)(−5I + (Gk−1 A))
… . . .
n Cn−1n−1 + (Gk−1 A) (Cn−1n−2 I + (Gk−1 A) (Cn−1n−3 I + (Gk−1 A) (Cn−1n−4 I + ... +
(Gk−1 A) (Cn−11 I + Cn−10 (Gk−1 A)))))
Cn−1d =
n!
d! (n − d)! (−1)
n−d−1
, d = 0, . . . , (n − 1)
where Cn−1d =
n!
d! (n − d)! (−1)
n−d−1 are the coefficients, and d = 0, . . . , (n −
1), n = 2, 3, 4, . . . . Factorization (39) requires (n − 1) matrix multiplications and
additions of precalculated diagonal matrices in each step. Notice that addition of the
diagonal matrices is computationally simpler operation than addition of conventional
matrices.
The factorization of Neumann series (39) is presented in Table 2 for different
orders. Notice that the number of matrix multiplications can be reduced further for
some orders, see for example [11,26,28,34] and references therein.
4.3 Recursive realization of thematrix inversion algorithm (29)
Computationally efficient version of the matrix inversion algorithm (29) can be pre-
sented for simultaneous computations as follows:
Γk = (S−1 D)2h Γk−1, Γ0 = (S−1 D)2h (40)
Tk = Tk−1 + Γk−1 T0 (41)
f or i = 1 : (n − 2)
Ri = (Gk−1 A) Ri−1 + Cn−1i+1 I (42)
end
Gk = Tk︸︷︷︸
Power Series
Expansion
+ Γk︸︷︷︸
Gain Matrix
Ri Gk−1︸ ︷︷ ︸
Newton-Schulz
Iteration
(43)
with corresponding initial conditions. Recursive algorithm consists of two parts, (40),
(41) and (42) which can be calculated simultaneously, and the common part (43).
Notice that the factorization Tk =
{∑k
j=0 Γ
j
0
}
T0 in (43) is rapidly expanding
power series, and the gain matrix Γk = (S−1 D)2h(k+1) determines the position (the
bias) of Newton-Schulz iteration Ri in the resulting power series.
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The orders h and n should not be high to prevent error accumulation, and h should
be chosen higher than (or equal to) n since the number of operations in (40), (41) does
not depend on h and error accumulation problem is more pronounced for Neumann
series [6,10].
Notice that computational complexity of recursive calculation of Neumann series∑n−1
d=0 F
d
k−1 is relatively low, especially for low orders. This series can be calculated
in different ways, depending on the order and the way realized in (42) requires (n −1),
(n ≥ 2) matrix multiplications and additions of the diagonal matrices in each step.
Therefore the recursive realization of (10) requires one additional multiplication.
The computational complexity and time of the algorithm (10) can be taken as the
reference for evaluation of the performance of the algorithm (40)–(43). Therefore
the additional computational complexity of the algorithm (40)–(43) compared to the
computational complexity of (10) is three matrix multiplications, two additions (inde-
pendent of the order) in each step and precalculations. The computational time is almost
the same for both algorithms provided that two parts mentioned above are calculated
simultaneously. This increase in computational burden in the algorithm (40)–(43) is a
reasonable computational price for significant convergence rate improvement.
Notice that the recursive realizations can also be unified within the framework
(19)–(22). Unified recursive realizations of the algorithms 5–7 from the Table 1 are
presented in Table 3.
5 Combined Richardson iteration andmatrix inversion algorithms
Consider Richardson algorithm (3) with q = 1 for estimation of the parameter vector
θ∗, which satisfies algebraic equation (1). Then the following error models are valid
for the parameter mismatch θ˜k = θk − θ∗:
(1) for Gk which satisfies (15)
θ˜k = (S−1 D)2h(k + 1)θ˜k−1 (44)
θ˜k = (S−1 D)h k (k + 3)θ˜0 (45)
(2) for Gk which satisfies (29) with n = 1
θ˜k = (S−1 D)
2h
{
k
(k + 3)
2
+ 1
}
θ˜k−1 (46)
θ˜k = (S−1 D)
h
{
k(k + 1)(2k + 10)
6
+ 2k
}
θ˜0 (47)
(3) for Gk which satisfies (29) with n > 1
θ˜k = Fk θ˜k−1 (48)
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Table 4 A family of Richardson algorithms
Richardson iteration
θk = θk−1 − Gk (Aθk−1 − b), θ0 = G0 b, A θ∗ = b, θ˜k = θk − θ∗, A = S − D, ρ(S−1 D) < 1,
θk → θ∗ as k → ∞
N Gain update algorithm Gk and error model
1 Gk = G0 + (S−1 D)2h Gk−1, G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D)2 j
⎫
⎬
⎭ {(S
−1 D) + I }S−1,
θ˜k = (S−1 D)2h(k + 1)θ˜k−1, θ˜k = (S−1 D)h k (k + 3)θ˜0, h = 1, 2, 3, . . .
2 Gk =
⎧
⎨
⎩
2h(k+1)−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1 + (S−1 D)2h(k+1)Gk−1,
G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D)2 j
⎫
⎬
⎭ {(S
−1 D) + I }S−1
θ˜k = (S−1 D)
2h
{
k
(k + 3)
2
+ 1
}
θ˜k−1,
θ˜k = (S−1 D)
h
{
k(k + 1)(2k + 10)
6
+ 2k
}
θ˜0, h = 1, 2, 3, . . .
3 Gk =
⎧
⎨
⎩
2h(k+1)−1∑
j=0
(S−1 D) j
⎫
⎬
⎭ S
−1 + (S−1 D)2h(k+1)
⎧
⎨
⎩
n−1∑
d=0
Fdk−1
⎫
⎬
⎭ Gk−1,
Fk = I − Gk A
G0 =
⎧
⎨
⎩
h−1∑
j=0
(S−1 D)2 j
⎫
⎬
⎭ {(S
−1 D) + I }S−1
θ˜k = (S−1 D)
2h
{
nk+2 − n3 − (k − 1)(n − 1)
(n − 1)2 + (n + 2)
}
θ˜k−1
θ˜k = (S−1 D)
2h
{
nk+3 − n4
(n − 1)3 − (k − 1)
{
n3
(n − 1)2 +
k
2(n − 1)
}
+ k(n + 2)
}
θ˜0
n > 1, h = 1, 2, 3, . . .
where Fk is given in (32) and
θ˜k = (S−1 D)2h γ θ˜0 (49)
where γ = n
k+3 − n4
(n − 1)3 − (k − 1)
{
n3
(n − 1)2 +
k
2(n − 1)
}
+ k(n + 2) and k =
1, 2, 3, . . ..
The family of Richardson algorithms are summarized in Table 4 for selected matrix
inversion algorithms presented in Table 1.
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Fig. 1 Subplots show the spectral radius ρ p
k
for algorithm (10) (plotted as white surface) and
ρ
2h
{
nk+2−n3−(k−1)(n−1)
(n−1)2 +(n+2)
}
for algorithm (32) (plotted as colored surface) as a function of orders
p and n (on the same axis) and step number k. The order h = 1 corresponds to Subplot a, and Subplot b
shows the spectral radius for h = 5. (Color figure online)
6 Performance of the algorithms and comparisons
6.1 Comparison of matrix inversion algorithms (10) and (15)
The convergence rate of two matrix inversion algorithms (10) and (15) is compared
via error models (11) and (16), where the former has the order pk , p = 2, 3 . . . and
the latter has the order 2hk, h = 1, 2, . . . (where the order is associated with the most
significant term in the power of the matrix (S−1 D)). Algorithm (10) converges much
faster than algorithm (15). However, when these algorithms are applied in Richardsson
iteration (3), which has the integration property the orders of convergence for parameter
mismatch pk+1/(p − 1) and hk2 [see (14) and (45)] become comparable, but the
method (10) is still faster especially for higher orders.
6.2 Comparison of matrix inversion algorithms (10) and (29)
The convergence rate of the algorithm (10) is compared to the convergence rate of the
algorithm (29) via error models (11) and (32) for the same spectral radius ρ (which is
close to one for ill-conditioned matrix A) as the function of step number k in Fig. 1a
for h = 1 and in Fig. 1b for h = 5. The Fig. 1 shows that proposed matrix inversion
algorithm (29) (plotted as colored surface) converges much faster than high order
Newton-Schulz algorithm (10) (plotted as white surface), especially for higher order
h, which essentially accelerates convergence.
Notice that the algorithm (29) has two orders n and h as parameters to be chosen,
whereas algorithm (10) has only one order p as a parameter.
6.3 Comparison of Richardson algorithms (3) with Gk (10) and (29) as functions of
four orders
Richardson iteration (3) with Gk defined in (10) has two orders q = 1, 2, . . . and
p = 2, 3, . . . as parameters. The same iteration with q = 1 and Gk defined in (29) has
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Fig. 2 Subplots show the spectral radius ρ
q (pk+1−p)
(p−1) for Richardson iteration (3) with Gk defined
in (10) (plotted as white surface) and the same iteration with q = 1 and Gk defined in (29) for
ρ
2h
{
nk+3−n4
(n−1)3 −(k−1)
{
n3
(n−1)2 +
k
2(n−1)
}
+k(n+2)
}
(plotted as colored surface) as a function of orders q and
h and p and n. Subplot a corresponds to k = 1 and Subplot b shows the spectral radius for k = 3. (Color
figure online)
also two orders h = 1, 2, . . ., which is the counterpart of q and n = 2, 3, . . ., which
is counterpart of p as parameters. Therefore convergence of the algorithms can be
compared via error models (14) and (49) as the function of orders for different steps.
The Fig. 2 shows that Richardson iteration (3) with q = 1 and Gk defined in (29)
(plotted as colored surface) converges much faster than algorithm (3) with Gk defined
in (10) (plotted as white surface), especially for larger number of steps k.
6.4 Integration property of Richardson iteration and convergence rate
improvement
In addition to robustness and accuracy improvement Richardson iteration (3) improves
also the convergence rate compared to parameter estimation using recursive matrix
inversion techniques only. Richardson iteration plays a role of integration loop for
recursive matrix inversion algorithms and increases the order of convergence by one,
which can be seen by comparison of the following pairs of the error models: (11), (14)
and (16),(45) and (31), (47) and (32), (49), see also Table 4.
Notice that the same integration effect is present in the additional loop of modified
high order Newton-Schulz algorithm proposed in [35]. Combination of high order
Newton-Schulz and Richardson framework is preferable for more accurate and robust
parameter calculation with improved convergence rate.
7 Conclusion
Increasing order of Newton-Schulz matrix inversion algorithm, which is a conventional
way for convergence rate improvement for solving the system of linear equations
results in error accumulation and the loss of accuracy in finite-digit calculations.
Algorithm design for convergence rate improvement is considered in this paper
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as the trade-off achievement between convergence rate, computational complexity
and robustness. The approach resulted in development of two unified frameworks
for matrix inversion algorithms and for Richardson iteration, where the trade-off
between convergence rate improvement and computational complexity is quantified
using explicit transient error models, factorizations and recursive representations.
The approach allows significant improvement of the convergence rate of estimated
parameters with low orders, reduced error accumulation and efficient simultaneous
computations.
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