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ABSTRACT
The massive scalar field theory and the chiral Schwinger model are quantized on a
Poincare´ disk of radius ρ. The amplitudes are derived in terms of hypergeometric func-
tions. The behavior at long distances and near the boundary of some of the relevant
correlation functions is studied. The exact computation of the chiral determinant appear-
ing in the Schwinger model is obtained exploiting perturbation theory. This calculation
poses interesting mathematical problems, as the Poincare´ disk is a noncompact manifold
with a metric tensor which diverges approaching the boundary. The results presented
in this paper are very useful in view of possible extensions to general Riemann surfaces.
Moreover, they could also shed some light in the quantization of field theories on manifolds
with constant curvature scalars in higher dimensions.
February 1995
1. INTRODUCTION
This paper treats the quantization of field theories on a two dimensional manifold
with constant curvature scalar R. Positive values of R correspond to the topology of a
sphere, whereas negative values correspond to hyperbolic geometries, like the Poincare´
upper half plane or the Poincare´ disk. Particular attention is devoted to the case of
negative curvatures, which is relevant in many different contexts [1]–[6].
In the first part of the paper we deal with massive scalar fields coupled to R through
a coupling constant λ. This model is interesting in itself. After a field redefinition, for
example, the free equations of motion on the Poincare´ upper half plane are equivalent to the
Euler-Poisson-Darboux equations describing the propagation of waves in a polytropic gas.
Moreover, since the manifolds with constant curvature are harmonic, it is always possible
to reduce the equations of motion of the fields (also in the presence of self-interactions) to
ordinary differential equations of the second order [7]. This is a valid alternative to the
heat kernel techniques in computing the correlation functions. The free propagator is for
instance solution of an equation of the hypergeometric type 1, independently of the fact
that R is positive or negative. In this sense it is possible to unify within the approach
presented here the treatment of scalar fields on different topologies like the Poincare´ disk
or the sphere. The analogies between the two cases are however fortuitous and exist only
at a formal level. As a matter of fact, the sphere is a manifold without boundary, whereas
on the Poincare´ disk or upper half plane proper boundary conditions should be imposed2.
The latter are however determined by the geometry. For instance we show that, once we
require that the propagator has only the physical singularity in the origin, automatically
Dirichlet boundary conditions are chosen, in agreement with ref. [1].
In the second part of the paper we deal with the Schwinger model [8] on a Poincare´
disk of radius ρ. Due to its physical relevance [9]–[12], the Schwinger model and its
generalizations have been quantized on many different topologies [13]–[20] but not, until
now, on an hyperbolic two dimensional manifold.
1 We notice that similar equations have been found in ref. [4] for the massive fermionic fields.
2 Let us remember that the in both cases of the disk and of the upper half plane the boundary
does not belong to the manifold. Nevertheless, it is necessary to specify the limiting conditions
with which the fields approach the boundary.
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Conceptually, the computation of the anomaly in the presence of negative curvature
presents many difficulties. The reason is that the Poincare´ disk, like the upper half plane,
is limited by a boundary. The latter does not belong to the manifold, however the be-
havior of the fields as they approach the boundary must be given. Moreover, the metric
tensor becomes singular exactly on the boundary. Most of the mathematical and physical
literature discussing the calculation of chiral determinants on curved space-times [21]–[23]
does not treat this particular situation explicitly. An exception is however provided by
ref. [24]. Fortunately, in order to derive the form of the anomaly in the present case one
can also exploit a perturbative approach, avoiding mathematical complications [11]. This
strategy will be adopted here, showing that there are no terms related to the boundary in
the chiral determinant. Finally, in order to study the behavior of the correlation functions
of the Schwinger model at short and long distances, we will use the propagator derived for
the massive scalar fields in the first part of the paper. This task is made relatively easy by
the fact that, as already remarked, this propagator is expressed in terms of hypergeometric
functions. The 2–point ψ¯ψ correlator is thoroughly studied in this way.
The presentation of the above discussed results is organized as follows. In Section 2
the theory of massive scalar fields coupled with the constant curvature scalar is quantized
on the Poincare´ upper half plane. The propagator is derived solving an hypergeometric
equation. The behavior of the propagator and the choice of the boundary conditions are
discussed in details. In Sections 3 and 4 are treated the cases of the sphere and of the
Poicarere´ disk respectively. The Poincare´ disk is equivalent to the upper half plane up to
a conformal transformation. Finally, the Schwinger model on a Poincare´ disk of radius
ρ is investigated in Section 5. The fermionic propagator and the chiral determinants are
computed using a perturbative approach. After bosonization, the effective theory becomes
as in the flat case a free field theory of massive mesons and of free massless fermions. At
the end of the Section the behavior of the correlation functions and in particular of the
ψ¯ψ 2–point function are studied in details. All the formulas concerning hypergeometric
functions used in this paper have been listed in Appendix A. In Appendix A we also show
that the propagators of the scalar fields with the proper boundary conditions have only
the physical singularity at the origin.
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2. MASSIVE SCALAR FIELDS ON H2
Let us consider the functional:
S =
∫
H2
d2x
√
g
(
1
2
∂µϕ∂
µϕ+
µ2
2
ϕ2 + (λ+ 1)Rϕ
)
(2.1)
This action describes a massive scalar field theory on the upper half planeH2 parametrized
by the coordinates x, y. The fields are coupled with the curvature scalar R through the
real parameter λ. The metric on H2 is Euclidean:
gµν = diag
(
1
y2
,
1
y2
)
(2.2)
Starting from this metric it is easy to see that the curvature scalar R amounts to a negative
constant, which can be renormalized in such a way that R = −1.
At this point, it is convenient to introduce on H2 the complex coordinates z = x+ iy
and z¯ = x − iy. Then the equation of motion δS
δϕ
= 0 for the propagator GH2(z, w) ≡
〈ϕ˜(z, z¯)ϕ˜(w, w¯)〉 reads as follows:
[
(z − z¯)2∂z∂z¯ + µ2
]
GH2(z, w) = δ
(2)(z, w)− (λ+ 1)R (2.3)
Here we have exploited the identity ∂z∂z¯ =
1
4(∂
2
1 + ∂
2
2) and the fact that, in complex
coordinates, the components of the metric on H2 are gzz¯ = gz¯z = (Im[z])2, where
(Im[z])2 = −1
4
(z − z¯)2. If λ = −1, eq. (2.3) becomes the usual equation
[−△+ µ2]GH2(z, w) = δ(2)(z, w)
It is interesting to notice that if λ = 1 eq. (2.3) is equivalent to the Euler-Poisson-Darboux
equation describing the propagation of waves in a polytropic gas. After the change of
variables:
{
u = z u¯ = −z¯
v = w v¯ = −w¯ GH2(u, v) =
(
u+ u¯
v + v¯
)β
f(u, v) (2.4)
eq. (2.3) becomes in fact the Euler-Poisson-Darboux equation:
∂u∂u¯f +
β
u+ u¯
(∂uf + ∂u¯f) = 0 (2.5)
3
where β is defined by the relation: β(β − 1) = µ2.
To solve (2.3) we use the fact that a space with constant curvature is harmonic.
Denoting with Γ the square of the geodetic distance between two points on H2, this means
that △Γ is a function of Γ. As a consequence, since the propagator must be a function
of Γ, the equation of motion (2.3) becomes an ordinary differential equation of the second
order in Γ [7].
In our case, it will be more convenient to choose instead of Γ the anharmonic ratio
X ≡ −(z − w)(z¯ − w¯)
(z − z¯)(w − w¯) (2.6)
so that GH2(z, w) ≡ GH2(X), with X ≥ 0 by construction. This is possible because the
geodetic length Γ is a function of X . Considering now a generic function F (X) of X as an
implicit function of z and z¯, it is straightforward to prove the following relation:
(z − z¯)2∂z∂z¯F (X) = −X(1 +X)F ′′(X)− (1 + 2X)F ′(X)−XF ′(X)δ(2)(z, w) (2.7)
where the prime denotes the derivative in X and the Dirac delta function is defined as
usual by:
δ(2)(z, w) = − 1
4π
gzz¯∂z∂z¯log(X) +
R
4π
It is clear from the last term in eq. (2.7) that, in order to generate a Green function with
the correct singularity in z = w, the behavior of F (X) should be logarithmic when X ∼ 0,
so that XF ′(X) = 1 + O(X). Substituting eq. (2.7) in eq. (2.3), we get a second order
differential equation in GH2(X) of the kind:
−X(X + 1)G′′
H2
(X)− (1 + 2X)G′
H2
(X) + µ2GH2(X) = −(λ+ 1)R (2.8)
This is the desired final expression of the equations of motion.
At this point, we notice that eq. (2.8) is hypergeometric3. As a matter of fact,
substituting y = −X and η(y) = GH2(X), eq. (2.8) becomes:
y(1− y)η′′ + (1− 2y)η′ + µ2η = −(λ+ 1)R (2.9)
3 The properties of the hypergeometric functions that will be used here can be found for
example in [25]–[26].
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Now it is easy to construct the solutions of eq. (2.9). The only problem is to choose the
physical boundary conditions when z and w approach the boundary of H2 on the real line.
Setting β = 1
2
−
√
1
4
+ µ2, we have that
η1(y) = F (1− β, β; 1|y) (2.10)
is one of the two independent solutions of eq. (2.9) in the homogeneous case, i.e. when
λ = 1. Here F (a, b; c|z) denotes the hypergeometric function
F (a, b; c|z) =
∞∑
k=0
(a)k(b)k
(c)kk!
zk (2.11)
with (a)k = a(a+1)(a+2) . . . (a+ k− 1). Clearly, η1(y) is not singular in y = 0 but has a
logarithmic divergence in y = 1. The other independent solution of eq. (2.9) when λ = −1
is given by:
η2(y) = F (1− β, β; 1|y)
∫ y
C1
[t(1− t)]−1
[F (1− β, β; 1|t)]2 (2.12)
η2(y) has the desired logarithmic singularity in y = 0 with the correct sign, but diverges
also in y = 1 due to the presence of the factor F (1− β, β; 1|y). To avoid this problem, it
is sufficient to take C1 = 1 in eq. (2.12). This choice can still be potentially dangerous,
because apparently the integrand has a simple pole at t = 1. However, this singularity
is integrable because of the denominator, which has the behavior [F (1 − β, β; 1|t)]2 ∼
log2(t) in a neighborhood of the point t = 1. Having the two independent solutions of
the homogeneous problem, the final ingredient in order to solve eq. (2.9) completely is a
particular solution. This is given by:
η¯(y) = −R(λ+ 1)F (1− β, β; 1|y)
∫ y
C1
dt
[t(1− t)]−1
[F (1− β, β; 1|t)]2
∫ t
C2
dsF (1− β, β; 1|s) (2.13)
Again, taking C1 = 1 in the above equation, all the logarithmic singularities in the point
X = 1 disappear. In the same way, spurious singularities in X = 0 can be eliminated
choosing C2 = 0.
At this point we are ready to construct the Green function of the massive scalar fields
on H2. We choose that Green function in such a way that there is only a logarithmic
singularity in X = 0 on the half-line X ≥ 0. This requirement completely removes the
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arbitrariness in solving (2.8). Remembering that X = −y, the Green function satisfying
eq. (2.8) with the desired pole structure is given by:
GH2(X) = − 1
4π
F (1− β, β; 1| −X)
∫ −X
1
dt
[t(1− t)]−1
[F (1− β, β; 1|t)]2−
−(1 + λ)RF (1− β, β; 1| −X)
∫ −X
1
dt
[t(1− t)]−1]−1
[F (1− β, β; 1|t)]2
∫ t
0
dsF (1− β, β; 1|s) (2.14)
From the above discussion and from the properties of the hypergeometric functions, it
is clear that GH2(X) is a well defined Green function, in particular when the integrand
approaches the point t = 1. Moreover, GH2(X) is regular on the half-line X > 0, but has a
singularity of the kind GH2(X) ∼ − 14π log(−X) near X = 04. For the sake of completeness,
however, a rigorous proof will be given in the appendix. Here we only notice that, using
the series representation of the hypergeometric function (2.11), it is possible to show that
∫ t
0
dsF (1− β, β; 1|s) = tF (1− β, β; 2|t) (2.15)
Exploiting the above equation in (2.14), one can further simplify the expression of GH2(X)
eliminating the double integral in s and t. We remark also that in the limit µ2 = 0 we
have F (1, 0; 1|X) = 1. Therefore, when λ = −1, it is easy to see that GH2(X) becomes,
apart from an infinite constant, the usual scalar Green function of the massless case:
lim
µ2,λ+1→0
n=2
GH2(X) = − 1
4π
log
(
− X
1 +X
)
(2.16)
Let us notice that the infinite constant is unavoidable in two dimensions when taking
the small mass limit of the massive propagator. This is due to the unregularized infrared
divergencies. Apart from that, one can easily show that eq. (2.16) is in agreement with ref.
[1], where the massless scalar Green function has been computed on an hyperbolic disk. The
latter is related to H2 only by a conformal transformation (see below). Moreover, we can
also see from eq. (2.16) and from the definition (2.6) of X that the function log
(
− X1+X
)
has not only a logarithmic singularity at z = w, but also a logarithmic singularity of the
opposite sign at the image point z = w¯, as pointed out in ref. [1]. This singularity, lying
beyond the border y = 0 of H2, is harmless and therefore we have:
− 1
4π
△log
(
− X
1 +X
)
= δ(2)(z, w)
4 Remember that the equation of motion (2.3) contains an overall negative sign.
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In the limit of large X , instead, the propagator GH2(X) has the following asymptotic be-
havior, obtained using the analytic continuation of the hypergeometric function at infinity:
lim
X→∞
GH2(X) ∼ c1X− 12−
√
1
4+µ
2
+ c2R(λ+ 1)
In the above equation c1 and c2 are constants depending on m
2 and k2 which can be easily
determined from the formulas given in the appendix. As it is possible to see, in absence
of the inhomogeneous term (λ + 1)R the fall off of the propagator at infinity increases
exponentially with the mass. We remember that, from our settings, the point X = ∞
corresponds to the boundary Imz = 0. Therefore, the vanishing of GH2(X) in X = ∞
for λ = −1 implies the choice of Dirichlet boundary conditions ϕ|∂M = 0 on H2. The
same boundary conditions are also satisfied by the right hand side of eq. (2.16). The fact
that the Dirichlet boundary conditions are privileged on spaces with negative curvature
has been pointed out also in ref. [1].
3. THE CASE OF THE SPHERE
Let us now consider the massive scalar fields on the sphere S2. We choose the metric
gzz¯ =
1
(1+zz¯)2
, so that the scalar curvature, defined as R = gzz¯∂z∂z¯log(gzz¯), is strictly
positive. The equation of motion analogous to (2.3) becomes in this case:
[−gzz¯∂z∂z¯ + µ2]GS2(z, w) = δ(2)(z, w)− (λ+ 1)R (3.1)
In order to explicitly construct the fundamental solution of (3.1), it is convenient to seek
for a Green function of the kind GS2(z, w) ≡ GS2(X), where X is given now by:
X =
(z − w)(z¯ − w¯)
(1 + zz¯)(1 + ww¯)
(3.2)
Considering a generic function F (X) as an implicit function of z, z¯, one obtains the fol-
lowing result:
gzz¯∂z∂z¯F (X) = X(1−X)F ′′(X) + (1− 2X)F ′(X) +XF ′(X)δ(2)(z, w) (3.3)
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As a consequence, the equation of motion (3.1) takes the form:
−X(1−X)G′′
S2
(X)− (1− 2X)G′
S2
(X) + µ2GS2(X) = δ
(2)(z, w)− (λ+ 1)R (3.4)
This is exactly an hypergeometric equation and therefore the Green function can be for-
mally derived as in the previous section. A difference with respect to the case of negative
curvature is however provided by the fact that the parameter β, depending on the mass
µ2, is now of the form:
β =
1
2
−
√
1
4
− µ2
Therefore β is allowed to be complex if µ2 > 1/4. This feature has important consequences
in the behavior of the propagator at large values of X as we will see below. After this re-
mark, we give the explicit form of the propagator on S2, which can be computed exploiting
the same strategy of the previous case:
GS2(X) = − 1
4π
F (1− β, β; 1|X)
∫ X
1
dt
[t(1− t)]−1
[F (1− β, β; 1|t)]2+
(1 + λ)RF (1− β, β; 1|X)
∫ X
1
dt
[t(1− t)]−1]−1
[F (1− β, β; 1|t)]2
∫ t
0
dsF (1− β, β; 1|s) (3.5)
Also when β becomes complex, the fact that 1−β = β¯ assures that GS2(X) remains real as
it should be. It is also easy to convince oneself that the only singularity of GS2(X) occurs
near the point X = 0, where GS2(X) ∼ log(X). Moreover, when µ2 = 0, (1 + λ)R = 14π
and n = 2, GS2(X) reduces to the usual Green function of the massless scalar fields on the
sphere, i.e.:
lim
m,λ→0
n=2
GS2(X) = log(X)
Indeed, the right hand side fulfills the well known equation of the massless Green function
on S2:
△log(X) = δ(2)(z, w)− 1
4π
In the limit of large X the behavior of GS2(X) is very different from that of GH2(X). As
a matter of fact, we have at the leading order:
GS2(X) ∼ c′1X−
1
2 log(X) + c′2(λ− 1)
The decreasing at infinity of GS2(X) without the inhomogeneous term proportional to
R(λ+ 1) is independent of the mass term, which contributes only to a complex phase in
the coefficients c′1 and c
′
2.
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4. THE CASE OF THE HYPERBOLIC DISK
Finally, we investigate the case in which the topology is given by a two dimensional
disk D2 of radius ρ, equipped with a metric of the kind gzz¯dzdz¯ =
ρ4dzdz¯
(ρ2−zz¯)2 . The scalar
curvature on D2⊗Rn−2 is negative: R = − 1
ρ2
. As a matter of fact, the hyperbolic disk D2
can be obtained from H2 after performing the conformal transformation z = J(ζ), where
z ∈ D2, ζ ∈ H2 and J(ζ) = iζ+ρ
ζ+iρ
. In this way D2 provides a good test in order to confirm
the results obtained in sections 2 and 3. Now the equation of motion of the massive scalar
fields takes the form:
[
−(1− zz¯
ρ2
)2∂z∂z¯ + µ
2
]
GD2(z, w) = δ
(2)(z, w)− (λ+ 1)R (4.1)
To solve eq. (4.1) it is convenient to consider the ansatz GD2(z, w) ≡ GD2(X), where
X =
ρ2(z − w)(z¯ − w¯)
(ρ2 − zz¯)(ρ2 − ww¯) (4.2)
Repeating the same procedure followed in the previous section, we arrive at the following
equation, valid for a generic differentiable function F(X):
(1− zz¯
ρ2
)2∂z∂z¯F (X) = X(1 +X)F
′′(X) + (1 + 2X)F ′(X) +XF ′(X)δ(2)(z, w)
As a consequence, eq. (4.1) becomes:
−X(1 +X)G′′
D2
(X)− (1 + 2X)G′
D2
(X) + µ2GD2(X) = δ
(2)(z, w)− (λ+ 1)R (4.3)
Performing the substitution y = −X as we did for H2, one gets the same hypergeometric
equation (2.9). The desired propagator is therefore given by:
GD2(X) = − 1
4π
F (1− β, β; 1| −X)
∫ −X
1
dt
[t(1− t)]−1
[F (1− β, β; 1|t)]2−
(1 + λ)RF (1− β, β; 1| −X)
∫ −X
1
dt
[t(1− t)]−1]−1
[F (1− β, β; 1|t)]2
∫ t
0
dsF (1− β, β; 1|s) (4.4)
As expected, this Green function coincides with GH2(X) after performing the conformal
transformation J : D2 → H2 introduced above. As a matter of fact, applying J to X
9
as function of the variables z and w given by (4.2), GD2(X) becomes exactly equal to
GH2(X
′), where X ′ is the anharmonic ratio (2.6) in the variables ζ = J(z) and ω = J(w).
5. THE SCHWINGER MODEL ON 2-D HYPERBOLIC GEOMETRIES
In this section we consider the massless Schwinger model (or two dimensional quan-
tum electrodynamics QED2) on an hyperbolic disk D
2 of radius ρ. The extension to the
Poincare´ upper half plane H2 can be achieved performing a conformal transformation and
is straightforward. The action of the model is given by:
SQED2 =
∫
D2
ρ4dxdy
ρ2 − |~ξ|2
[
1
4
FµνF
µν − ψ¯eµαγα(∇µ + ieAµ)ψ
]
(5.1)
In the above equation we have exploited the following notations. The metric is
gµν(~ξ) = f(~ξ)δµν ~ξ = (x, y) (5.2)
with
f(~ξ) =
ρ4
(ρ2 − |~ξ|2)2
=
ρ4
(ρ2 − zz¯)2
The eµα(
~ξ), where α, µ = 0, 1, represent the vierbeins and ∇µ denotes the covariant deriva-
tive acting on the fermions. Finally, the γα are the usual two dimensional γ−matrices
valid in the flat Euclidean space:
γ1 =
(
0 1
1 0
)
γ2 =
(
0 −i
i 0
)
γ5 ≡ γ3 =
(
1 0
0 −1
)
In local complex coordinates z and z¯, the Dirac operator Dα = e
µ
αγ
α(∇µ + ieAµ) has the
following components:
Dz = 2
[
f−
1
2 (∂z − ieAz) + z¯
2ρ2
]
(5.3)
Dz¯ = −2
[
f−
1
2 (∂z¯ − ieAz¯) + z
2ρ2
]
(5.4)
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To simplify the action (5.1) it is convenient to decompose the gauge fields using the Hodge
decomposition:
Aµ = iǫµν∂
νϕ+ ∂µχ (5.5)
where ϕ and χ are real scalar fields obeying the auxiliary conditions
∫
D2
d2ξ
√
gϕ(~ξ) 6= 0
∫
D2
d2ξ
√
gχ(~ξ) 6= 0
Now we perform the following transformation on the fermionic fields:
ψ(~ξ) = eιe(γ5ϕ(
~ξ)+χ(~ξ))ψ′(~ξ) (5.6)
ψ¯(~ξ) = ψ¯′(~ξ)eιe(γ5ϕ(
~ξ)−χ(~ξ)) (5.7)
In this way, the massless Schwinger model (5.1) becomes a free field theory with an effective
action containing an anomalous term. The latter is a pure quantum effect and can be
explained in the path integral formalism by the noninvariance of the fermionic functional
measure under the chiral transformation (5.6)-(5.7) [27]–[28]. In order to obtain the explicit
expression of the anomalous term, we compute the determinant of the chiral operator \D =
eµαγ
α(∇µ + ieAµ). This calculation can be performed by means of heat kernel techniques.
The case of the Poincare` disk is however exceptional, because the metric gµν blows up
exactly at the boundary Re(z) = 0. Most of the scientific literature on the subject assumes
instead that the metric is finite [21]–[23]. To avoid this difficulty, we will compute the chiral
determinant perturbatively. In QED2, in fact, the one loop radiative correction to the two
point function of the gauge fields is sufficient in order to determine the exact result [11].
In other words, we have that:
Tr
{
ln
[
det (eµαγ
α(∇µ + ieAµ))
det (eµαγα∇µ)
]}
=
e2
2
∫
d2ξd2ξ′
√
g(~ξ)
√
g(~ξ′)〈ψ¯(~ξ)eµα(~ξ)γαψ(~ξ)ψ¯(~ξ′)eνβ(~ξ′)γβψ(~ξ′)〉Aµ(~ξ)Aν(~ξ′) (5.8)
The first ingredient needed in the calculation of the right hand side of eq. (5.8) is the free
propagator of the fermionic fields. In complex notations, see e.g. [29], the two components
of this propagator are given by:
〈ψ¯θ(z, z¯)ψθ(w, w¯)〉 ≡ Sθθ(z, w) (5.9)
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〈ψ¯θ¯(z, z¯)ψθ¯(w, w¯)〉 = Sθ¯θ¯(z, w) (5.10)
and are characterized by the fact that, under a conformal transformation z → z′ = z′(z),
they transform in the following way:
ψθ(z, z¯) = ψθ′(z
′, z¯′)
(
dz′
dz
) 1
2
ψ¯θ(z, z¯) = ψ¯θ′(z
′, z¯′)
(
dz′
dz
) 1
2
and
ψθ¯(z, z¯) = ψθ¯′(z
′, z¯′)
(
dz¯′
dz¯
) 1
2
ψ¯θ¯(z, z¯) = ψ¯θ¯′(z
′, z¯′)
(
dz¯′
dz¯
) 1
2
The operators Dz and Dz¯ of eqs. (5.3) and (5.4) can be rewritten also in a simplified form,
which will be convenient in future calculations:
Dz = 2f
− 34 (∂z − ieAz)f 14
Dz¯ = 2f
− 34 (−∂z¯ + ieAz¯)f 14
As a consequence we have that ∇z = 2f− 34 (∂z)f 14 , ∇z¯ = 2f− 34 (−∂z¯)f 14 and the solutions
of the free equations of motion
∇zSθ¯θ¯(z, w) = δz¯z(z, w) ∇z¯Sθθ(z, w) = δz¯z(z, w)
are simply given by
Sθθ(z, w) =
1
π
f−
1
4 (z, z¯)f−
1
4 (w, w¯)
1
z − w Sθ¯θ¯(z, w) =
1
π
f−
1
4 (z, z¯)f−
1
4 (w, w¯)
1
z¯ − w¯
(5.11)
This is the final expression of the propagator. Image charges are ruled out by the re-
quirement of covariance under the PSL(2,R) group of transformations. For example, the
propagator
Sθθ(z, w) =
1
π
f−
1
4 (z, z¯)f−
1
4 (w, w¯)
[
1
z − w −
1
z¯ − w¯
]
satisfies the above equations of motion but does not transform according to the rule
Sθθ(γ(z), γ(w)) = (cz + d)(cw + d)Sθθ(z, w)
where
γ =
[
a b
c d
]
12
is an element of PSL(2,R). In real coordinates, ~ξ and ~ξ′ we get:
S(~ξ, ~ξ′) =
1
2π
(f(~ξ)f(~ξ′))−
1
4 γα
(ξα − ξ′α)
|~ξ − ~ξ′|2
(5.12)
Using the above propagator, we obtain the exact form of the chiral determinant:
Tr
{
ln
[
det (eµαγ
α(∇µ + ieAµ))
det (eµαγα∇µ)
]}
=
− e
2
2π
∫
d2ξd2ξ′ǫµν∂ν(ξ)Aµ(
~ξ)log|~ξ − ~ξ′|2ǫρσ∂σ(ξ′)Aσ(~ξ′) (5.13)
Due to the presence of the partial derivatives in ~ξ and ~ξ′, the Green function log|~ξ − ~ξ′|2
in the right hand side of eq. (5.13) can be replaced by:
1
△ ≡ −
1
4π
log

 |~ξ − ~ξ′|2(
1− ~ξ2
ρ2
)(
1− ~ξ′2
ρ2
)

 (5.14)
where △ ≡ √g∂µ∂µ denotes the Laplacian. Thus eq. (5.13) represents the anomaly of
the chiral Schwinger model in its usual form in curved space-times [29]. Decomposing the
gauge fields by means of (5.5), we obtain the effective action of the Schwinger model in its
final form:
SQED2 =
∫
D2
d2ξ
√
g
2
[
∂µϕ
(
△− e
2
2π
)
∂µϕ
]
−
∫
D2
d2ξ
√
g
[
ψ¯′ǫµαγ
α∇µψ′
]
(5.15)
As we see, the χ fields are completely decoupled and do not contribute as it happens in
the flat case. The Green function of the scalar fields satisfies the equation:
△
(
△− e
2
2π
)
G(~ξ, ~ξ′) = δ(2)(~ξ, ~ξ′)
The solution can be easily obtained from eq. (4.4). After setting λ = −1, X =
ρ2|~ξ−~ξ′|2(
1−
~ξ2
ρ2
)(
1−
~ξ′2
ρ2
) and µ2 = e22π , the result is:
G(~ξ, ~ξ′) =
1
m2
[
GD2(X)λ=−1 −GD2(X)λ=−1
m=0
]
(5.16)
where GD2(X)λ=−1
m=0
= log
(
− X1+X
)
and
GD2(X)λ=−1 = −F (1− β, β; 1| −X)
∫ −X
1
dt
[t(1− t)]−1
[F (1− β, β; 1|t)]2
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Finally, the Green function of the fermionic fields ψ¯ and ψ has been already computed and
it is given by eq. (5.12).
Now we are ready to derive the correlation functions of the Schwinger model. The
most interesting correlators are those involving the original fermionic fields ψ¯ and ψ before
of the transformation (5.6)-(5.7). As an example, we consider here the ψ¯ψ 2–point function:
〈ψ¯(~ξ)ψ(~ξ)ψ¯(~ξ′)ψ(~ξ′)〉 = 〈ψ¯′(~ξ)eieγ5ϕ(~ξ)ψ′(~ξ)ψ¯′(~ξ′)eieγ5ϕ(~ξ′)ψ′(~ξ′)〉 (5.17)
The propagators of the scalar fields ϕ(~ξ) and of the fermionic fields ψ¯, ψ, are given in eqs.
(5.16) and (5.12) respectively. Using these propagators, we obtain from (5.17):
〈ψ¯(~ξ)ψ(~ξ)ψ¯(~ξ′)ψ(~ξ′)〉 = 1
2π
(f(~ξ)f(~ξ′))−
1
4
γα(ξ
α − ξ′α)
|~ξ − ~ξ′|2
e[−4e
2(G(~ξ,~ξ)+G(~ξ′,~ξ′)−2G(~ξ,~ξ′))]
(5.18)
where
G(~ξ, ~ξ) = G(~ξ′, ~ξ′) = lim
X→0
1
m2
[
GD2(X)λ=1 −GD2(X) λ=1
µ2=0
]
It is easy to see that this limit exists and is finite. Thus, the right hand side of eq. (5.18)
has the expected behavior at short and long distances. When ξ ∼ ξ′, in fact, it turns out
that
G(ξ, ξ) +G(ξ′, ξ′)− 2G(ξ, ξ′) ∼ 0
and only the free fermionic propagatpr contributes. At long distances ξ → ∞, we have
instead that the four point function (5.18) converges to a finite number. To show this, let
us for instance fix the value of ξ′ and study the limit ξ →∞ of (5.18). Clearly
lim
ξ→∞
f(ξ)−
1
2
|ξ − ξ′|2 = const.
Moreover, it is possible to check from eq. (4.2) that in the limit of large ξ the variable X
is a finite constant, depending only on ξ′. As a consequence, also the exponent appearing
in eq. (5.18) remains finite at large distances completing our proof. Finally one has to
check the behavior of 〈ψ¯(~ξ)ψ(~ξ)ψ¯(~ξ′)ψ(~ξ′)〉 near the boundary |z| = ρ, where X approaches
infinity. Also in this case a straightforward calculation shows that the 2–point ψ¯ψ function
converges to a finite result.
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6. CONCLUSIONS
In this paper we have quantized the massive scalar fields and the Schwinger Model
on some relevant examples of two dimensional manifolds with negative and positive scalar
curvature. The related correlation functions have been explicitly derived in terms of hy-
pergeometric functions. Despite of the fact that there are many formal analogies between
the case of the complex sphere and the Poincare´ disk, it turns out that the behavior of the
propagators in the infrared regime is very different, in particular if µ2 ≤ 14 . Moreover, field
theories on hyperbolic manifolds are complicated by the presence of the boundary. For
instance, the calculation of the anomalous chiral determinant required in order to solve
the Schwinger model is mathematically nontrivial on a Poincare´ disk. In fact, this is a
noncompact manifold with a metric tensor which diverges when approaching the boundary.
The exact calculation of the chiral determinant of the Schwinger model could be computed
here exploiting perturbation theory. Our result can shed some light also in similar prob-
lem arising in higher dimensions when hyperbolic manifolds with constant curvature are
considered [2]–[3], [30].
Finally, it is the first time that the Schwinger model has been considered also on
surfaces with negative curvatures like the Poincare´ disk. Since the latter is equivalent to
the upper half plane H2 up to a conformal transformation, our results are a first step
toward a complete solution of the Schwinger model on a closed and orientable Riemann
surface Σ. As a matter of fact, a Riemann surface may be viewed as the ratio Σ = H2/Γ,
where Γ is a Fuchsian group (see e. g. [31]). Until now, only the partition function and the
generating functional of the fermionic currents have been nonperturbatively computed on
a Riemann surface [20]. In this sense, our calculations can be useful in at least two ways.
First of all, exploiting the theory of holomorphic forms on H2/Γ, it is possible to provide
a closed expression for the propagator of the effective mesonic theory (5.15). In [20] the
analogous of this Green function on Σ was in fact given only in terms of an infinite series,
supposing that the mass term µ2 = e
2
2π is small. Moreover, since the free propagator of
the fermionic fields exists in terms of theta functions [32], the idea of computing the chiral
determinant by means of perturbation theory should work also on Riemann surfaces.
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Appendix A.
In this appendix we investigate the behavior of the hypergeometric functions η1, η2
and η¯ discussed in section 3. The hypergeometric formulas are taken from [26]. The
behavior in y = 0 of η2(y) is provided by the following expansion:
η2(y) = F (1− β, β; 1|y)log(y) +
∞∑
k=1
zk
(1− β)k(β)k
(k!)2
[h(k)− h(0)]
where h(k) = ψ(1−β+ k)+ψ(β+ k)− 2ψ(k+1) and ψ(z) = d
dz
logΓ(z). Clearly, in y = 0
the leading order term is η2(y) ∼ log(y).
In order to study the hypergeometric functions at the point y = 1 the following
expansion turns out to be very useful:
F (a, b; a+ b+ l|z) = Γ(l)Γ(a+ b+ l)
Γ(a+ l)Γ(b+ l)
l−1∑
n=0
(a)n(b)n
(1− l)nn! (1− z)
n+
(1− z)l(−1)lΓ(a+ b+ l)
Γ(a)Γ(b)
∑
k∞n=0
(a+ l)n(b+ l)n
n!(n+ l)!
(1− z)n (A.1)
where
kn = ψ(n+ 1) + ψ(n+ 1 + l)− ψ(a+ n+ l)− ψ(b+ n+ l)
Moreover l is a nonnegative integer and the first sum should be set to zero if l = 0.
Exploiting eq. (A.1) in the case a = 1− β, b = β and l = 0, it turns out that the leading
order behavior of η1(y) at y = 1 is given by:
F (1− β, β; 1|y) ∼ − Γ(1)
Γ(1− β)Γ(β) log(1− y) + finite
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Consequently, in a neighborhood of y = 1, setting y = 1− ǫ with ǫ small, we have:
η2(1− ǫ) ∼ log(ǫ)
∫ 1−ǫ
1
dt
1− t [log(1− t)]
−2
This shows that the limit in y = 1 of η2(y) is well defined and amounts to a constant.
This situation is improved in the case of the function (2.13). As a matter of fact the
integrand in t appearing in the definition of η¯(y) is the same as that of η2(y) apart from
the multiplication by the function tF (1− β, β; 2|t). However, this function vanishes in the
neighborhood of the point t = 1, cancelling the singularity given by the presence of the
factor (1−t)−1. This can be easily shown using eq. (A.1) with l = 2, which yields in t ∼ 1:
tF (1− β, β; 2|t) ∼ (1− t)log(1− t)
Finally, it is possible to investigate the behavior of the propagators near X =∞ by means
of the following formula:
F (1− β, β; 1|X) = Γ(1)Γ(2β − 1)
Γ2(β)
(−1)−1−βzβ−1F (1− β, 1− β; 2− 2β|1
z
)+
Γ(1)Γ(1− 2β)
Γ2(1− β) (−1)
βz−βF (β, β; 2β|1
z
)
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