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Abstract
This paper presents a method for investigating, through an automatic
procedure, the (lack of) identifiability of parametrized dynamical models.
This method takes into account constraints on parameters and returns
parameters whose estimations make the model identifiable. It is based
on i) an equivalence between an extension of the notion of identifiability
and the existence of solutions of algebraic systems, ii) the use of symbolic
computations for testing their existence.
This method is described in details and is applied to two examples, of
which the last one involves 12 parameters.
Keywords : Relative identifiability; Nonlinear models; Algorithm
1 Introduction
Since several years, the study of identifiability of parametrized models generates
a growing interest in many scientific domains [19, 27]. Indeed, when a new
model is developed, some parameters may not be directly accessible from the
experiments. For evaluating them, some numerical procedures using real data
have been developed [26, 25]. The identifiability guarantees that from these
real data correspond exactly one parameter vector. Thus, if the model is not
identifiable, the output of the numerical procedure may not return the correct
parameter vector.
Finally, when one wants to study this property, the following main questions
arise naturally:
1. Is the model identifiable? How initial conditions, and more generally con-
straints on parameters, can be taken into account in this question?
2. Is it possible to obtain the lists of key parameters whose estimation turns
the unidentifiable model into an identifiable one?
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2For the first question, several methods can be found in the literature (see [6,
7, 9, 8, 11, 20, 16, 13, 17, 24, 28]) and as it was noticed in [9, 22, 26], the iden-
tifiability of a model may depend on the consideration of initial conditions or
more generally constraints on parameters. For the second question, there is no
answer at our knowledge.
In order to answer to these two questions by the mean of an automatized
procedure, our present works used as a first step the classical method based on
the Rosenfeld-Groebner algorithm (see [4, 10]). This algorithm permits to elim-
inate state variables of dynamical systems and returns relations linking outputs,
inputs and unknown parameters of the initial system. These relations, called
input-output polynomials are the basis of the identifiability method developed in
[10]. This method consists in checking the identifiability of the model through
the study of the coefficients of the input-output polynomials. In the first ver-
sion of this method, initial conditions were ignored and few developments were
proposed to consider them (see [9, 22, 26]).
The first contribution of this paper, presented in section 2, is a theoretical
one. Since the identifiability of a parameter depends on the identifiability or
not of some other parameters, the classical identifiability definition have to be
extended. For this purpose, we propose the notion of relative identifiability,
that is identifiability of a given parameter when some other parameters are sup-
posed to be known. We then generalize a result established in [9] for classical
identifiability. This result links output trajectories and solutions of algebraic
systems built on input-output polynomials. More precisely, we give an equiva-
lence between the relative identifiability of a parameter and the emptiness of the
solution set of equations and/or inequalities system. The latter can be tested
with computer algebra softwares. This theoretical approach permits to obtain
an automatized approach for studying the (relative) identifiability of systems.
The second contribution, presented in section 3, is an algorithm based on this
equivalence. It returns lists of parameters, each of these lists giving a set of key
parameters in order to obtain the identifiability of the model. Our algorithm
can take into account the definition domain of the parameters and, possibly,
some algebraic relations, for example, those provided by initial conditions. This
new tool can help an experimenter to elaborate strategies about parameters that
should be estimated to obtain the identifiability of the model. Notice that the
equivalence we establish in section 2 ensures that the set of lists provided by our
algorithm is exhaustive for the considered model. In section 4, our algorithm is
applied to two examples. The first one revisits the identifiability of microbial
growth in a batch reactor, the second one concerns an epidemiological model
and involves 12 parameters.
32 Relative identifiability
2.1 Class of systems
All along this paper, we consider nonlinear dynamical parametrized models
(controlled or uncontrolled) of the following form:
ΓΘ
{
x˙(t,Θ) = g(x(t,Θ), u(t),Θ),
y(t,Θ) = h(x(t,Θ), u(t),Θ),
(1)
where:
• x(t,Θ) ∈ Rn denotes the state variables and y(t,Θ) ∈ Rs the outputs
respectively,
• the functions g and h are real, rational and analytic on M2, where M is
an open subset of Rn such that x(t,Θ) ∈ M for every t ∈ [t0, T ]. T is a
finite or infinite time bound,
• u(t) ∈ Rr is the control vector,
• the vector of parameters Θ = (θ1, . . . , θm) belongs to a subset D of ⊆ Rm
where D is an, a priori, known set of admissible parameters.
When an initial condition x0 ∈ Rn is given, the supplementary equation x(0,Θ) =
x0 can be added to System (1).
2.2 Admissible parameters and semialgebraic sets
In many models, it is natural to work only on a subset C of the set of admissible
parameters D when considering additional constraints on the parameter vector
such as initial conditions. This may be the case either to ensure the existence
of solutions or because of the nature of the problem. For example, in trophic
chains studies, number of preys eaten by predators can not be greater than the
total population of preys and in mechanic, a mass can not be negative.
From now on, we will suppose that these constraints on Θ can be formulated
by the mean of algebraic equations and/or inequalities. This leads naturally to
consider semialgebraic sets:
Definition 1. (See [2]) A set of real solutions of a finite set of polynomial
equations and/or polynomial inequalities is called a semialgebraic set.
The introduction of semialgebraic sets enables us to use efficient computer
algebra libraries developed for manipulating this kind of mathematical ob-
ject like the Maple packages Raglib (See [12]) or SemiAlgebraicSetTools(See
also [5, 29], for example).
From now on, we suppose that:
• C(Θ) denotes the set of all algebraic equations and inequalities verified by
the components of the parameter vector Θ ∈ D of the model;
• the set C is the semialgebraic set defined by C(Θ).
2These assumptions are not restrictive since lots of models can be reduced to a rational
and analytic model by variable change (see. [1]).
42.3 Relative identifiability
If initial conditions are not considered in (1), authors in [17] have proposed the
following definition of identifiability in the framework of algebra:
Definition 2. The model ΓΘ is said globally identifiable if there exists an input
u such that the set of outputs generated by Θ˜ ∈ D has an empty intersection
with those generated by Θ when Θ 6= Θ˜.
In the same way, a local definition had also been proposed in [17]: ΓΘ is said
locally identifiable if the latter definition is verified in a neighborhood ν(Θ) ⊂ D
of Θ. In the case of known initial conditions, model ΓΘ has a unique solution and
the identifiability definition consists in verifying that, for two different parameter
vectors Θ and Θ˜ in D, systems ΓΘ and ΓΘ˜ yield different outputs. In the case
of uncontrolled system, when u is a null function, the previous definitions stay
valid.
The next definitions extend the notions of global and local identifiability.
They focus on the identifiability of one particular parameter when some other
parameters, and eventually none, are supposed to be identifiable. These defini-
tions appear naturally when one wants to determine which parameters should
be determined in order to turn the model into an identifiable one.
Definition 3. 1. The parameter θar+1 is said to be relatively identifiable
with respect to a set of parameters {θa1 , . . . , θar} (resp. identifiable) if
there exists an imput u such that the set of outputs generated by Θ˜ =
(θ˜1, . . . , θ˜m) ∈ D has an empty intersection with those generated by Θ when
θa1 = θ˜a1 , . . . , θar = θ˜ar and θar+1 6= θ˜ar+1 (resp. when θar+1 6= θ˜ar+1).
2. The relative identifiability study of system ΓΘ is the determination of the
relative identifiability of any parameter relatively to any set of parameters
taken among θ1, . . . , θm.
Remark 1. • These definitions can be extended to the local case by consid-
ering a neighbourhood ν(Θ) ⊂ D of Θ instead of D.
• Clearly, system ΓΘ is globally identifiable if and only if all parameters
θi (1 ≤ i ≤ m) of Γ
Θ are identifiable. Consequently, identifiability of a
system can be seen as a particular case of relatively identifiability.
The following proposition is a direct consequence of Definition 3.
Proposition 1. If θi is relatively identifiable with respect to an eventually empty
subset P ⊂ {θ1, . . . , θm} then θi is relatively identifiable with respect to any
subset of {θ1, . . . , θm} containing P.
In the next section, we show how to reduce the relative identifiability study
to a semialgebraic set problem.
52.4 A differential algebra method to perform relative iden-
tifiability analysis
The input-output approach consists from system (1) and the Rosenfeld-Groebner
algorithm to obtain specific differential polynomials of the following form
Pi(y, u,Θ) = m0,i(y, u) +
ni∑
k=1
ci,k(Θ)mk,i(y, u) = 0, i = 1, . . . , s (2)
where (ci,k(Θ))1≤k≤ni are rational in Θ, ck,i(Θ) 6= cl,i(Θ) if k 6= l, (mk,i(y, u))1≤k≤ni
are differential polynomials relatively to y and u and m0,i(y, u) 6= 0.
The computation of these polynomials does not require any consideration of
the admissible parameter set D ⊆ Rm. Moreover, the number of input-output
polynomials, detailed in [9, 26], is equal to the number of outputs of System (2).
Polynomials Pi are classically known as input-output polynomials and in the lit-
erature, the sequence (ci,j(Θ))1≤i≤s, 1≤j≤ni is called the exhaustive summary.
In [10], the global identifiability study was brought back to the injectivity
study of the function
φ : D −→ RN
Θ 7−→ (ci,j(Θ))1≤i≤s,1≤j≤ni
where N =
s∑
i=1
ni. In this paper, in order to take into account initial conditions
or supplementary constraints on parameters, we restrict the domain of φ to a
subset C of D (see. section 2.2).
The next proposition extends, to the case of relative identifiability, the link
between global identifiabilty and result summary given in [10, 26].
Proposition 2. Suppose that for all i = 1, . . . , s, the functional determinants3
△Pi(y, u,Θ) = det(mk,i(y, u), k = 1, . . . , ni)
are not identically equal to zero. θar+1 is relatively identifiable with respect to
the eventually empty set of parameters {θa1 , . . . , θar} if and only if, for any
3In order to prove that determinants of Proposition 2 are not identically equal to 0, it is
sufficient to verify the linear independence of the mk,i(y¯, u¯) (k = 1, . . . , si). This can be done
by computing the functional determinant given by the Wronskian (See [9])
△ Pi(y¯, u¯) =
∣
∣
∣
∣
∣
∣
∣
∣
∣
m1,i(y¯, u¯) . . . msi,i(y¯, u¯)
m1,i(y¯, u¯)
(1) . . . msi,i(y¯, u¯)
(1)
...
...
m1,i(y¯, u¯)
(si−1) . . . msi,i(y¯, u¯)
(si−1)
∣
∣
∣
∣
∣
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∣
(3)
and by verifying that △Pi(y¯, u¯) is not identically equal to zero.
6Θ˜ = (θ˜j)j=1,...,m ∈ Rm and Θ = (θ˜j)j=1,...,m ∈ Rm:


Θ ∈ C
Θ˜ ∈ C
θa1 = θ˜a1
...
θar = θ˜ar
φ(Θ) = φ(Θ˜)
⇒ θar+1 = θ˜ar+1 (4)
Proof– Sufficiency Suppose that there exists Θ˜ ∈ C such that θa1 = θ˜a1 , . . . , θar =
θ˜ar and y(t,Θ) = y(t, Θ˜) for all t ∈ [0, T ]. The last equality implies that for all
j ∈ N, y(j)(t,Θ) = y(j)(t, Θ˜) for all t ∈ [0, T ]. By definition of the input-output
polynomials Pi(y, u,Θ) and Pi(y, u, Θ˜), the difference Pi(y, u,Θ)−Pi(y, u, Θ˜) =∑ni
k=1(ci,k(Θ)−ci,k(Θ˜))mk,i(y, u) is equal to 0. Since the functional determinant
of the last difference is not identically equal to zero, we have ci,k(Θ)−ci,k(Θ˜) = 0
which proves that the exhaustive summaries Φ(Θ) and Φ(Θ˜) are equal. Accord-
ing to (4), θar+1 = θ˜ar+1 and θar+1 is relatively identifiable with respect to the
set {θa1 , . . . , θar}.
Necessity By contrapositive. Let us consider two vectors of parameters Θ =
(θ1 . . . , θam) and Θ˜ = (θ˜1 . . . , θ˜am) such that θa1 = θ˜a1 , . . . , θar = θ˜ar , θar+1 6=
θ˜ar+1 and ci,j(Θ) = ci,j(Θ˜). This implies that, for all i ∈ {1, . . . , s}, Pi(y, u,Θ) =
Pi(y, u, Θ˜). Therefore, the input-output polynomials, and consequently their
sets of solutions, are equal. According to Definition 3, θar+1 is not relatively
identifiable with respect to the set {θa1 , . . . , θar}.
In the case of a global identifiability study, some approaches had been pro-
posed in the literature to solve the real system φ(Θ) = φ(Θ˜) [10, 26, 3, 23].
But these tools use Groebner basis algorithms which are not adapted for the
resolution of general real algebraic systems. Moreover, the eventual inequalities
satisfied by parameters can not be considered by these approaches whereas the
identifiability result may depend on them (see Example 4.1).
In this paper, we propose an automatic procedure to prove Implication (4)
including the parameter constraints. This procedure is based on semialgebraic
tools. Some of these tools, already implemented in computer algebra systems
have never been used to certify the (global, local and relative) identifiability of
a model.
From the system appearing in the left side of implication (4), it is possible to
construct a system composed of polynomial equations and inequalities defining
a semialgebraic set. Indeed, C is assumed to be a semialgebraic set and system
ci,j(Θ) = ci,j(Θ˜), i = 1, . . . , s, j = 1, . . . , ni is equivalent to an algebraic sys-
tem by adding eventually non vanishing conditions on the denominators. These
conditions can be added to C(Θ) and C(Θ˜).
Let set, for Θ = (θ1, . . . , θm) ∈ Rm, Θ˜ = (θ˜1, . . . , θ˜m) ∈ Rm and 0 ≤ r ≤ n,
the following set of equations and inequalities:
Sθa1 ,...,θar = C(Θ) ∪ C(Θ˜) ∪ {θai = θ˜ai | 1 ≤ i ≤ r}
∪ {ci,j(Θ) = ci,j(Θ˜) | 1 ≤ i ≤ s, 1 ≤ j ≤ ni} .
7In order to use semialgebraic tools for proving implication 4, the following
corollary is based on the classical tool of computer algebra techniques called
the Rabinowitsch trick (See [2, 21]): to show that an algebraic system has a
solution with u 6= 0, where u is one of its indeterminates, this trick consists in
adding the equation uv − 1 = 0 to the system, where v is a new indeterminate,
and to prove that the new system has a solution. By this way, computer al-
gebra packages testing the emptiness of semialgebraic sets can be used such as
HasRealSolution of the Maple package Raglib [12] for example.
Corollary 1. Let (θ1, . . . , θm) and (θ˜1, . . . , θ˜m) in C. The following conditions
are equivalent:
1. the parameter θar+1 of System Γ
Θ is relatively identifiable with respect to
the eventually empty set of parameters {θa1 , . . . , θar};
2. the system Sθa1 ,...,θar ∪
{
v
(
θar+1 − θ˜ar+1
)
− 1 = 0
}
, where v is a new
variable, has no real solution (θa1 , . . . , θam , θ˜a1 , . . . , θ˜am , v) ∈ R
2m+1.
Proof– 1. ⇒ 2. By contrapositive. If system Sθa1 ,...,θar∪
{
v
(
θar+1 − θ˜ar+1
)
− 1 = 0
}
,
where v is a new variable, has a real solution, then this solution satisfies θar+1 −
θ˜ar+1 6= 0. According to Proposition 2, the parameter θar+1 is not relatively
identifiable with respect to {θa1 , . . . , θar}.
2. ⇒ 1. By contrapositive. If θar+1 of System Sθa1 ,...,θar is not relatively
identifiable with respect to {θa1 , . . . , θar}, there exist two solutions (θa1 , . . . , θam)
and (θa1 , . . . , θar , θ˜ar+1 , . . . , θ˜am) of this system such that θar+1 6= θ˜ar+1 (See
Proposition 2). This inequality is equivalent to the existence of a real v such
that v
(
θar+1 − θ˜ar+1
)
− 1 = 0. Consequently, the 2m + 1 t-uplet of real
(θa1 , . . . , θam , θa1 , . . . , θar , θ˜ar+1 , . . . , θ˜am , v) is a solution of system Sθa1 ,...,θar ∪{
v
(
θar+1 − θ˜ar+1
)
− 1 = 0
}
.
3 Relative identifiability algorithm
In this section, we present our algorithm for the relative identifiability study of
parameters of System ΓΘ.
3.1 Useful concepts
In order to describe our algorithm and its outputs, we recall the following no-
tations and definitions of computer science.
Notation 1. [θa1 , . . . , θar ] is the list
4 of r distinct elements (1 ≤ r ≤ m) taken
among {θ1, . . . , θm}.
For the construction of parameter lists by our algorithm, let us recall the
following classical definitions.
4In computer science, a list is a finite sequence of elements of a set.
8Definition 4. 1. Let [θa1 , . . . , θar ] be a list of r distinct elements of {θ1, . . . , θm}.
The empty list and any list [θa1 , . . . , θai ] (1 ≤ i ≤ r − 1) are called prefix
of [θa1 , . . . , θar ].
2. Let l1 and l2 be two lists. The concatenated list l1 cat l2 is the list obtained
by joining the two lists l1 and l2 end-to-end.
In order to distinguish identifiable parameters to non identifiable ones in a
list, we introduce the notation hereafter.
Notation 2. Let l = [θa1 , . . . , θar ] be a list of r elements taken among {θ1, . . . , θm}.
If the parameter θa1 is not identifiable, it will be written ✁θa1 in the list l.
More generally, if θai (2 ≤ i ≤ r) is not relatively identifiable with respect to
{θa1 , . . . , θai−1}, we write it ✁θai in l.
From now on, in order to lighten the text, a parameter will be said relatively
identifiable with respect to a list of parameters if it is relatively identifiable with
respect to the corresponding set of parameters.
3.2 Relative identifiability study
A way to obtain an exploitable output for an algorithm is to use lists of pa-
rameters rather than sets and naturally to consider a tree traversal algorithm
in order to avoid useless emptiness tests of semialgebraic sets and also redun-
dant outputs. Such an algorithm consists in constructing all the possible lists
of θ1, . . . , θm and in indicating non identifiable parameters of these lists. This
approach leads to the following definition which is the output of our algorithm.
Definition 5. The identifiability tree T of ΓΘ is the set of all possible lists of
parameters taken among {θ1, . . . , θm} such that, for all list b ∈ T and any prefix
p of b, p is followed in b by an identifiable parameter relatively to p if there exists
one.
Note that if lists of T have a common prefix, tests performed for this prefix
will be computed only once. Moreover, in order to avoid some useless tests, the
following observations are used in our algorithm.
Two important observations to improve the efficiency of the iden-
tifiability tree algorithm.
1. Observation 1. (Consequence of Proposition 1) If a prefix p of a list of T
is followed by successive identifiable parameters, these identifiable param-
eters can be permuted in this list since it refers to the same information:
each of them are relatively identifiable with respect to p.
2. Observation 2. If lists completing a given prefix p1 into elements of T
are known, these lists complete any permutation of p1 into elements of T .
Indeed, the relative identifiability of a parameter relatively to a prefix p
depends only on the set of parameters appearing in p.
This last observation leads naturally to a pre-order tree traversal (see [14])
in order to complete prefixes with lists of T already computed. By this way,
some emptiness tests of semialgebraic sets can be avoided which decrease the
global cost of the computation of T essentially due to these tests.
93.3 Algorithm for studying the relative identifiability
In this section, we describe our recursive algorithm called IdentifiabilityTree
which returns the identifiability tree T . Identifiability tests are realized by ap-
plying Corollary 1.
This algorithm takes as input any prefix p of a list of T and computes all
the lists of T admitting p as prefix. Lists of T produced by the algorithm are
stored in the set T ′. In particular, the entire identifiability tree is returned by
the call IdentifiabilityTree(p), with p = [] and T ′ initialized to ∅.
During any recursive call, the input p is completed first with all the identifi-
able parameters with respect to p in any order (see Observation 1) and, after, by
each of the non identifiable parameters. Generated prefixes are then completed
by recursive calls of the algorithm. When it is possible, Observation 2 is used
to complete prefixes using T ′ avoiding useless semialgebraic emptiness tests.
Let us summarize the different steps of the algorithm applied to a prefix p.
IdentifiabilityTree(p)
1. While there exists some identifiable parameters relatively to p do
1.1 Complete p with an identifiable parameter θ ;
1.2 Check whether Observation 2. can be applied to complete p cat [θ]
into new lists of the identifiability tree. If it is the case, add these new lists to
T ′, stop this While loop and do not proceed to step 2.
2. If there exists some non identifiable parameters relatively to p, for each of
these parameters, do
2.1 Complete p with a non identifiable parameter ✁θ ;
2.2 If Observation 2. can be applied to complete p cat [✁θ] into new lists
of the identifiability tree, add these new lists to T ′. Otherwise, do a recursive
call of the algorithm with p cat [✁θ] as input.
The following proposition gives the complexity of our algorithm.
Proposition 3 (Complexity). The number of emptiness tests of semialgebraic
sets performed by our algorithm is bounded by (2m−ν+2)2ν−1 where m (resp. ν)
is the number of parameters (resp. of non identifiable parameters) of System S.
Proof. Let Tr the set of prefixes of minimal length of lists of T admitting ex-
actly r non identifiable parameters (0 ≤ r ≤ ν). Let Cr be the subset of Tr
composed of prefixes for which the non identifiabilty of parameters require ex-
actly r emptiness tests of semialgebraic sets.
For each prefix of Cr constructed by the algorithm, at least r! prefixes of
Tr are completed into lists of T using Observation 2 that is without any tests.
Since there is at most ν(ν − 1) · · · (ν − (r − 1)) prefixes, up to a permutation of
non identifiable parameters, Cr contains at most
(
ν
r
)
prefixes.
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This implies that the number of tests needed for the last non identifiable
parameters appearing in the lists of Cr is bounded by
(
ν
r
)
and, consequently,
that the number of tests performed by our algorithm for the determination of
the non identifiable parameters is bounded by
∑ν
r=0
(
ν
r
)
= 2ν .
Moreover, for each prefix p of Tr, there are m − r identifiable parameters
in the list of T corresponding to p. Consequently, at most (m − r)
(
ν
r
)
tests
are performed for the identifiable parameters of lists of T completing lists of
Tr. This implies that the number of tests realized by our algorithm for the
identifiable parameters is bounded by
ν∑
r=0
(m− r)
(
ν
r
)
= (2m− ν)2ν−1 .
Therefore, the number of test realized by our algorithm for computing the
identifiability tree is bounded by (2m− ν + 2)2ν−1.
3.4 Steps of the method
The step for studying relative identifiability of System (1) are summed up below:
Step 1. Determination of the set of conditions C(Θ), including eventually the
initial conditions.
Step 2. Elimination of unobservable state variables using the Rosenfeld-
Groebner algorithm in order to obtain the input output polynomials of the
system.
Step 3. Construction of the exhaustive summary.
Step 4. Verification of the assumption of Proposition 2.
Step 5. Computation of the relative identifiability tree by our algorithm.
4 Examples
The examples presented in this section had been treated by an implementation
of our algorithm in the computer algebra system Maple. In order to test relative
identifiability using Corollary 1, emptiness tests of semialgebraic sets had been
realized with the function IsEmpty of the Maple package SemiAlgebraicSetTools.
The first example revisits the identifiability of the model introduced by [15]
and describes the microbial growth in a batch reactor. The identifiability tree
study shows that, for this example, initial conditions do not change the iden-
tifiability of the model contrary to parameter constraints. Moreover, with a
supplementary observation, we deduce the identifiability of the model from the
output of our algorithm.
The second example of this section, dealing with the epidemiological model
taken from [18], is more complex in term of number of parameters. Despite the
cost of the computation and the size of the exhaustive summary and implicitly
the number of algebraic polynomials involved in the input-output polynomial,
our algorithm provides lists of parameters that should be estimated to turn this
model into an identifiable one.
11
4.1 Microbial growth in a batch reactor
This model is known as being unidentifiable from an impulse input experiment
(see [7]). The dynamic model for the growth process is governed by the two
following equations:
ΓΘ


x˙(t) =
µ s(t)x(t)
KS + s(t)
−mY x(t),
s˙(t) =
−µ s(t)x(t)
Y (KS + s(t))
(5)
with initial conditions
x(0+) = x0,
s(0+) = s0
(6)
and where x is the concentration of microorganisms; s, the concentration of
growth-limiting substrate, µ the maximum velocity of the reaction; KS the
Michaelis-Menten constant and Y the yield coefficient. Due to the nature of the
parameters, µ, KS, m and Y are supposed to be positive reals.
Let us consider that the output is y = x. We now apply the different steps
of the method proposed at Section 3.4.
Step 1. The significations of the parameters lead to the set of conditions
C(Θ) = {µ > 0,KS > 0,m > 0, Y > 0}.
Step 2. The Rosenfeld-Groebner algorithm applied to System 5 with the elim-
ination order induced by y ≺ x ≺ s returns the following input-output polyno-
mial:
(Y 3m3 − 2Y 2m2µ+ Ymµ2)y3 + (3Y 2m2 − 4Y mµ+ µ2)y2y˙
+KSY µ(yy¨ − y˙2) + (3Ym− 2µ)yy˙2 + y˙3 .
(7)
Step 3. From this differential polynomial, we obtain the exhaustive summary
(µKSY, −3Ym+ 2µ, 3Y 2m2 − 4Ymµ+ µ2, Y 3m3 − 2Y 2m2µ+ Y mµ2)
which is also the image of Θ = (µ,KS ,m, Y ) by φ (See Section 2.4).
Step 4. To verify that assumption of Proposition 2 is satisfied, computer
algebra system is used to verify that the functional determinant (3) is not iden-
tically equal to 0.
Step 5. The relative identifiability tree can then be computed by Algorithm
IdentifiabilityTree. The algorithm runs through the full tree of Figure 1.
µ
✚KS Y m
 Y KS m
✚m KS Y
Figure 1: Tree transversal realized by Algorithm IdentifiabilityTree
The output of the algorithm is T = {[µ,✚KS , Y,m], [µ, Y ,KS,m], [µ,✚m,KS, Y ]}.
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These lists show that µ is identifiable and that none of the three other pa-
rameters are identifiable. Remark that if one parameter among KS, m or Y is
known then the system is identifiable.
Remark 2. 1. In this example, the role of the constraints imposed on the
parameters plays a crucial role for establishing the identifiability of Sys-
tem 5. Indeed, if constraints C(Θ) are not considered, i.e. if C(Θ) = ∅,
we obtain
T = {[µ,✟✟KS ,✚Y ,✚m], [µ,✟✟KS ,✚m,✚Y ], [µ,✚Y ,✟✟KS ,✚m], [µ,✚Y ,✚m,✟✟KS ], [µ,✚m,✟✟KS ,✚Y ], [µ,✚m,✚Y ,✟✟KS ]} .
Contrary to the previous situation, the tree parameters have to be identi-
fied to turn the system into an identifiable one.
2. In order to evaluate the role of initial conditions, we introduce the new
unknown parameters x0, s0, sp0, xp0 corresponding respectively to x(0),
x˙(0), s(0), s˙(0) and we add to C(Θ) equations obtained from System (5)
evaluated at t = 0.
Computation of T shows that in any list, the parameter µ is identifiable
and
• either two identifiable parameters among x0, s0, sp0, xp0 are not
identifiable and exactly one parameter among Ks, Y and m is not
identifiable;
• or three parameters among x0, s0, sp0, xp0 are not identifiable.
We can conclude, from the second case that if three initial conditions are
known, Ks, Y and m are identifiable.
3. In the same way, without considering the initial conditions, when outputs
x and s are supposed to be observed, the identifiability tree is reduced to
{[KS, Y,m, µ]}. This means that the model is identifiable.
4.2 Chikungunya model
The following model ΓΘ is an epidemiological model describing the propagation
of the Chikungunya disease to human population proposed in [18]. In [30], an
identifiability study had been done on this model assuming that some param-
eters are known. In this section, we assume that none of the parameters are
known and we propose to find lists of key parameters which turn ΓΘ into an
identifiable model.
ΓΘ


ΓΘ1


E′(t) = bA(t)
(
1−
E(t)
kE
)
− (s+ d)E(t)
L′(t) = sE(t)
(
1−
L(t)
kL
)
− (sL + dL)L(t)
A′(t) = sLL(t)− dmA(t)
ΓΘ2


S′H(t) = − (bH + βHIm(t))SH(t) + bH
I ′H(t) = βHIm(t)SH(t)− (γ + bH)IH(t)
I ′m(t) = −
(
sL
L(t)
A(t)
+ βmIH(t)
)
Im(t) + βmIH(t)
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Let us explain briefly this system. Equations appearing in ΓΘ1 correspond
to the three biological steps in the life cycle of the mosquito transmitting the
disease : E is the number of eggs, L the number of pupae and E the number
of adult females. Assuming that the number of larvae can be counted weekly
by biologists, this variable is considered as one of the measured variable of the
model. In System ΓΘ2 , SH corresponds to the number of humans susceptible to
be infected, IH to the number of infected humans and IM to infected mosquitoes.
In ΓΘ2 , SH and IH can be supposed to be measured variables. As in [30], let set
y1 = L, y2 = SH and y3 = IH .
The vector of unknown parameters is Θ = (kE , kL, bH , βH , βm, dL, dm, γ, b, d, s, sL)
where
• b is the intrinsic rate of eggs, s (resp. sL) is the transfer rate from E to L
(resp. from L to A);
• kE (resp. kL ) is the carrying capacity of E (resp. carrying capacity of
L);
• d, dL and dM are the rates of natural deaths for eggs, larvae and adults;
• bH the human birth;
• γ is the transfer rate between infected humans and recovered humans;
• βH (resp. βM ) is the infectious contact rate between susceptible humans
and vectors (resp. susceptible mosquitoes and humans).
Naturally, real parameters of System ΓΘ are supposed to be positive which
leads to set C(Θ) = {bH > 0, βH > 0, γ > 0, sL > 0, βM > 0, d > 0, dL >
0, dM > 0, b > 0, s > 0, kE > 0, kL > 0, bH > 0} .
In order to apply the Rosenfeld-Groebner algorithm to system ΓΘ, the last
equation of ΓΘ2 is multiplied by function A. This algorithm used with the
elimination order induced by
[y1, y2, y3] ≺ [SH , IH , L, IM , E,A]
returns three differential equations linking unknown parameters and functions
y1, y2, y3. One of these equations does not have a constant coefficient cij and
therefore its coefficients can be estimated uniquely up to a multiplicative con-
stant from experimental values (see [26]). This equation have to be divided by
one of these coefficients: kEkL is used in this application. From these equations,
we obtain an exhaustive summary containing the 694 coefficients of the latter
three differential equations. This exhaustive summary can be reduced to 212
coefficients not differing by a multiplicative constant. Our algorithm applied
to the system obtained from C(Θ) and function φ returns the following set of
lists 5:
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{[kl, bH , βH , βM , dm, g, ✁ke, d, s, ✄b, dl, sl], [kl, bH , βH , βM , dm, g, ✁ke, d, s, ✁dl, b, sl],
[kl, bH , βH , βM , dm, g, ✁ke, d, s, ✁sl, b, dl], [kl, bH , βH , βM , dm, g, ✄b, ✁ke, d, dl, s, sl],
[kl, bH , βH , βM , dm, g, ✄b, ✁d, ke, dl, s, sl], [kl, bH , βH , βM , dm, g, ✄b, ✁dl, ke, d, s, sl],
[kl, bH , βH , βM , dm, g, ✄b, ✁s, ke, d, dl, sl], [kl, bH , βH , βM , dm, g, ✄b, ✁sl, ke, d, dl, s],
[kl, bH , βH , βM , dm, g, ✁d, ke, s, ✄b, dl, sl], [kl, bH , βH , βM , dm, g, ✁d, ke, s, ✁dl, b, sl],
[kl, bH , βH , βM , dm, g, ✁d, ke, s, ✁sl, b, dl], [kl, bH , βH , βM , dm, g, ✁dl, sl, ✁ke, b, d, s],
[kl, bH , βH , βM , dm, g, ✁dl, sl, ✄b, ke, d, s], [kl, bH , βH , βM , dm, g, ✁dl, sl, ✁d, ke, b, s],
[kl, bH , βH , βM , dm, g, ✁dl, sl, ✁s, ke, b, d], [kl, bH , βH , βM , dm, g, ✁s, ke, d, ✄b, dl, sl],
[kl, bH , βH , βM , dm, g, ✁s, ke, d, ✁dl, b, sl], [kl, bH , βH , βM , dm, g, ✁s, ke, d, ✁sl, b, dl],
[kl, bH , βH , βM , dm, g, ✁sl, dl, ✁ke, b, d, s], [kl, bH , βH , βM , dm, g, ✁sl, dl, ✄b, ke, d, s],
[kl, bH , βH , βM , dm, g, ✁sl, dl, ✁d, ke, b, s], [kl, bH , βH , βM , dm, g, ✁sl, dl, ✁s, ke, b, d]}
This output shows that kl, bH , βH , βM , dm, g are identifiable. In order to
identify the whole system, this result indicates which pairs of other parameters
have to be estimated.
5 Conclusion
The introduction of the relative identifiability definition permits to elaborate
strategies for studying parameters identifiability of nonlinear models. The pro-
posed algorithm does not require any experimental values of inputs and outputs
and gives a mean for studying a priori relative identifiability of differential mod-
els. This method enables the user to take into account inequalities satisfied by
parameters and initial conditions to study their identifiability.
This method is composed of two steps. The first one consists in the determi-
nation of algebraic relations between the outputs, the inputs and the unknown
parameters by a classical elimination method used in differential algebra. The
second step consists in using the algorithm proposed in this paper in order to
determine the identifiability of any parameter relatively to any set of other pa-
rameters by testing emptiness of semialgebraic sets.
The output of this algorithm can be used, in particular, to determine which
parameters must be known to make the system identifiable.
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