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ABSTRACT 
Speech dynamic feature are routinely used in currellf speech recognition systems in combinarion with 
short-term (static) spectra/features. The aim of this paper is to propose a method to automatically estimare 
the optimum ponderation of static and dynamic features in a speech rt'cognition .\"_YStem. The rt'cognition 
system considered in this paper is based 011 Continuous-Density Hidden Markov Modelling (CDHMM). 
widely used in speech recognition. Our approach consists basically in 1) adding two 11eu· parametas jcJr 
each state of each model that weight both kinds of speech features, and 2) estimating those parameters b_v 
means of a Ma:..-imum Likelihood training. Experimental results in speaker independent digit recognition 
show an important increase of recognition accuracy. 
INTRODUCCION 
Las llamadas caracterfsticas dimimicas [ l] se utilizan habitualmente en sistemas de reconocimiento del habla 
en combinaci6n con las caracterfsticas esteticas. Dado que en su calculo se utilizan varias tramas adyacemes, 
Ios parametros que representan dichas caracterfsticas dinamicas modelan la evoluci6n temporal del espectro 
de la Senal de voz. El uso de estos parametros dinamicos reduce notablemente el numero de errores en reco-
nocimiento. 
Aunque la mayorfa de Ios sistemas de reconocimiento del habla existentes no poderan las caracteristicas 
dinamicas con respecto a las estaticas, parece conveniente utilizar algun tipo de ponderacion con el prop6-
sito de incrementar la tasa de reconocimiento del sistema. En Ios casos que se ha practkado la pondera-
ci6n, ha sido ajustando las ponderaciones de forma manual (2], compensando las varianzas dt! mnhos tipos 
de caracterfsticas [3 ], o proponiendo una formula de reestimacion empirica pant dichas ponderaciones H ]. 
El objetivo de este articulo es proponer un metodo para estimar de forma automatica las ponderaciones 
6ptimas de los panimetros estaticos y dimimicos en un sistema de reconocimiento del habla. El sistema de 
reconocimiento utilizado en cl presente articulo esta basado en Ios Moddos Ocultos de Marlo..ov de 
Dcnsidad Continua (CDHMM) 151. ampliamente utilizados en el reconocimiento de voz. Nuestro trabajo 
consiste basicamente en I) introducir dos nuevos parametros para cada estado de cada modelo que ponde-
ren ambos tipos de caracterfsticas del habla, y 2) estimar dichos parametros de forma automatica median-
le un algoritmo de Maxima Verosimilitud. 
PONDERACION DE CARACTERISTICAS DEL HABLA EN CDHMM 
En Ios modelos ocultos de Markov de densidad continua, para un estado j del modelo i, la probabilidad de 
observar el vector de caracterfsticas 0 1 , bij(q), se modela habitualmente mediante una mezcla de M fun-
ciones gaussianas multivariadas, es decir 
M 
b;j(q) = L cijm N(Or.Jlijm•Uijm) (l) 
m= I 
donde N(.) es una funci6n de densidad de probabilidad gaussiana con vector de medias ~lijl. y matriz de 
covarianza Uijk• y cijk es el coeficiente de mezcla. 
(l) * Este trabajo ha sido financiado por Ios proyectos TIC95-0884-C04-02 y TIC 95-1022-C05/03 
3"!.7 
Cuando se utilizan las caracterfsticas dimimicas, el vector 0 1 se forma habitualmente concatenando dichas 
caracteristicas a I as estaticas. Una aproximaci6n altemativa consiste en considerar dos vectores separados 
o; y 0/. uno para cada tipo de caracterfstica, y asumir que ambos vectores son estadfsticamente indepen-
dientes. quedandonos en este caso 
2 M 
hij(01) = ilL cijm N(O;.Jl sijm·usijm) (2) 
s=l t=l 
donde N(.) es una funci6n de densidad de probabilidad gaussiana con vector de medias Jl sijk y matriz de 
covarianzas U;j~.:. y cijk es el coeficiente de mezcla. 
Muchos sisternas de reconocimiento basados en CDHMM utilizan matrices de covarianzas diagonales con 
cl prop6sito de aumentar la entrenabilidad de Ios modelos y reducir el calculo computacional, siendo en 
este caso inmediato demostrar la igualdad de I as expresiones (I) y (2). Sin embargo, la forma separada de 
(2) pem1ite introducir de forma directa e intuitiva una ponderaci6n muy simple sobre ambos tipos de vec-
tores a traves de unos pesos exponenciales ( W\j I s=l.2 del siguiente modo 
2 [M ] wij 
hu(O,) = !] ~ c ij, NEo:.wijm·U~;NNN F (3) 
Esta nueva fonnulaci6n ser la que utilizaremos y Ios dos nuevos pan\metros para cada estado de cada 
------nndclo scdn cstimados mediante un algoritmo de Maxima Vcrosimilitud que pasaremos a detallar a con-
.• nuaci6n. 
ESTIMACION DE MAXIMA VEROSIMILITUD DE LOS PARAMETROS DE PONDERACION 
La aplicaci6n del principio de Maxima Verosimilitud a la hora de maximizar h;;(01) requiere imponer algun 
tipo de rcstricci6n sobrc las ponderaciones (sij si se quiercn tener valores finitos de estos parcimetros. 
Debido a las dificultades iniciales para encontrar una restriccion simple y adecuada que nos proporciona-
se un algoritmo eficiente para obtener las ponderaciones, se propuso [6] un metodo para estimar automati-
camente las ponderaciones 6ptimas de Ios parametros estaticos y dinamicos mediante un algoritmo de 
entrenamiento discriminativo basado en el metodo GPO (Global Probabilistic Descent) [7]. Sin embargo, 
se continu6 la busqueda·de una restricci6n adecuada sobre las ponderaciones que fuese consistente con la 
estimaci6n por Maxima Verosimilitud, que es la convencional para el resto de parametros del modelo. 
Finalmente. en el presente artfculo mostramos c6mo la introducci6n de una restricci6n simple sobre las 
ponderaciones de la forma 
m ;t I {4) 
proporciona un algoritmo de reestimaci6n simple y eficiente, con el que se obtienen importantes mejoras 
en el reconocimiento para valores adecuados de K y m. Utilizando la funci6n auxiliar de Baum en funci6n 
de las probabilidades forward-backward y la tecnica de multiplicadores de Lagrange, es facil llegar a la 
JJJJ:~uiente f6rmula de reestimaci6n para las ponderaciones 
ro~= 
I 
;;;-
(5) 
donde a;}t) y ~uEtF son las probabilidades adelante y atras, respectivamente, Res el numero de pronun-
ciaciones o secuencias independientes, Tr es el numero de tramas de la secuencia r y Pr es la probabilidad 
de que el modelo entrenado genere la secuencia r. 
RESULT ADOS EXPERIMENT ALES 
Bases de Datos y Sistema de Reconocimiento 
Las pruebas se han realizado sobre la base de datos TI [8] que consta de un gran numero de secuencias de 
dfgitos en ingles pronunciados en ausencia de ruido. La base de datos originalmente muestreada a 20 kHz 
se convirti6 a 8 kHz. Para Jas pruebas se utilizaron solo Ios locutores adultos, siendo estos 112 de entre-
namiento y 113 de test, y Ios dfgitos aislados (one, two, ... , nine, zero, oh), con un total de 2464 secuencias 
para entrenamiento y 2486 para test. 
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El sistema de reconocimiento utilizado cs el HTK v 1.5 [9], el cual esta basado en modelos ocultos de 
Markov de densidad continua. Cada dfgito se caracteriz6 por un modelo de Markov de 10 estados de 
i1quierda a derecha sin saltos. una mczcla por estado con matriz de covarianza diagonal. El silencio se 
caracterin) mcdiante un modelo del mismo tipo. con pero con 5 estados. 
La parametritaci6n utilizada ha sido la LPC-cepstrum. formando un vector con 12 coeficientes cepstrales 
obtenidos a partir de un rnodelo de predicci6n lineal de orden I 0 y la energfa, y otro vector con Ios para-
metros diferencialcs correspondientes. delta-cepstrum y delta-energfa [I]. El entrenamiento de los mode-
l os consta de las siguientes etapas: inicializaci6n mediante el algoritmo Segmental K-means, con segmen-
taci6n manual previa. y una etapa con 5 iteraciones de reestimaci6n mediante el algoritmo Baurn-Welch. 
En la etapa de reconocimiento se utiliz() el algoritmo de Viterbi chisico. 
Resultados de Reconocimiento 
A continuacion se presentan Ios resultados obtenidos en reconocirniento de dfgitos aislados. Tras estudios 
preliminares. se observ6 la poca sensibilidad del sistema a variaciones de la constante K. Dado que Ios 
valores de Ios pesos por defecto son la unidad y que se ha trabajado con dos vectores de inforrnaci6n, se 
ha fijado el valor de K a 2. 
El mimero total de errorcs de reconocimiento obtenido utilizando el sisterna basico, es decir, w;j = I, ha 
sido de 27 sohre I as 24X6 secuencias de test. En la grMica I se puedc apreciar el numero de errores obte-
nido al efectuar un barrido en el exponente m de la restricci6n (4) propucsta. 
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Grcifica I. N1imero de errores allwcer 1111 harrido clef exponentc• m para K =2. 
Tal y como se puede observar. excepto para m = 1.5 que se iguala el sistema basico, se rnejora el reco-
nocimiento para todos Ios valores de m estudiados. obteniendose un mfnimo de 12 errores para m = 2.25, 
con una n:ducci6n del 55.5 %. Para el caso especiaJ de m = 2, correspondientc a la norma euclfdea de I 
vector de pesos de tm estado. se obtiene tarnbien un buen resultado de 14 errores. Se ha cornprobado que 
para valores mayores a Ios presentados de m el numero de errores se encuentra siernpre por debajo del 
sistema b<isico. 
Cabe destacar que. tras la reestimacion. las ponderaciones correspondientes a Ios vectores estaticos estaban 
pr6ximas y por debajo de la unidad, mientras que las correspondientes a Ios dimimicos estaban pr6ximas y 
por encima de la unidad. 
CONCLUSIONES 
La inclusion de Ios pan\metros de ponderacion de las caracteristicas dinamicas de la Sefial de voz frente a 
las estliticas y la estimaci6n de Ios mismos mediante un algoritmo de Maxima verosimilitud proporcionan 
mejoras muy importantes en el reconocimiento de palabras aisladas rnediante modelos ocultos de Markov 
de dcnsidad continua. 
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tricci<.ln. necesaria para garantizar que el algoritmo proporcione una soluci6n finita, consiste en fijar la 
nonna m6dulo m del vector de pesos de cada modelo de cada estado a un valor constante K. Se ha co~J
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exc.·elentes resultados para m = 2 (norma eudfdea) y K = 2 (cl valor que tendrfa esta constante por defec-
to. con pesos unitarios). 
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