The purpose of this paper is to produce an efficient zero-stable numerical method with the same order of accuracy as that of the main starting values predictors for direct solution of fourth-order differential equations without reducing it to a system of first-order equations. The method of collocation of the differential system arising from the approximate solution to the problem is adopted using the power series as a basis function. The method is consistent, symmetric, and of optimal order p 6. The main predictor for the method is also consistent, symmetric, zero-stable, and of optimal order p 6.
Introduction
Many problems leading to fourth-order differential equations of the form 
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The reduction of such problems of type 1.1 to systems of first-order equations, to our knowledge, leads to serious computational burden as well as wastage in computer time. These setbacks had been addressed by some authors 5-7 . In recent times, attempts have been made to formulate numerical algorithms capable of solving problem 1.1 directly using differing methods of derivation with varying degree of accuracy [8] [9] [10] [11] [12] . These attempts are not without their associated limitations, some of which include low stepnumber k, too many function evaluations, and the combination of lower-order predictors with the correctors in the predictorcorrector methods 13, 14 . All these have effects on the accuracy of the methods.
The proposed zero-stable order six methods are designed to have higher step number and reduced function evaluations, in order to address these observed problems. The derived method is capable of handling problems where f is either linear or nonlinear. The numerical results of the method are compared with an existing method 3 .
Description of the method
Let the approximate solution to problem 1.1 be a partial sum of a power series of the form:
Taking the fourth derivative of 2.1 and using this in 1.1 yields
To be able to obtain an open method with three function evaluations, collocation points are taken in 2.2 at all odd grid points x x n i , i 1 2 k. Equation 1.2 is interpolated at all grid points x x n i , i 0 1 k − 1, x ∈ R, where R is the set of real numbers. The choice of number of interpolation points was guided by the intended order of the method as well as the number of collocation points.
The system of equations obtained from the collocation and interpolation above is represented by the matrix equation:
where A, an m by m matrix, X and B are, respectively, given by
. . , y n i y x n i , and T is the usual matrix transpose.
Using the Gaussian method to solve the matrix 2.3 , the values of a j s, j 0, 1, . . . , k 2, for k 5, are obtained as shown in Appendix A. These values of a j s are substituted into 2.1 . By using the transformation x th x n 4 , t ∈ 0, 1 with h being steplength, in the resulting equation after the substitution, an open method with variable coefficients is obtained as
Taking k 5, the coefficients α j x and β j x as well as their first, second, and third derivatives in 2.5 are computed and, respectively, obtained as shown in Appendix B.
The values of t could be taken in the interval I 0, 1 in order to obtain a particular discrete scheme. In this work, we take t 1 in 2.5 to have a zero-stable method and its derivatives as
2.7
y n 5 1 60h 2 119y n 4 − 236y n 3 54y n 2 124y n 1 − 60y n h 4 
8
159f n 5 1526f n 3 203f n 1 ,
2.8
y n 5 1 40h 3 − 23y n 4 132y n 3 − 258y n 2 212y n 1 − 63y n h 4 
12
317f n 5 1364f n 3 275f n 1 ,
respectively. The order of the open method 2.6 and its derivatives 2.7 , 2.8 , 2.9 is the same and is p 6. The error constant of 2.6 is found to be C p 2 ≈ −4.31 × 10 −2 . The method is consistent and zero stable, satisfying the necessary and sufficient conditions for convergence of linear multistep methods 3, 4 . Taking
Derivation of starting values for the method
159f n 4 132f n 3 115f n 2 ,
3.4
y n 5 − 1 10h 3 11y n 4 − 54y n 3 96y n 2 − 74y n 1 21y n h 4 
12
317f n 4 − 124f n 3 359f n 2 ,
3.5
The main predictors 3.2 and its associated derivatives 3. To be able to have sufficient collocation and interpolation points at the grid points that will not produce system of underdetermined equations, the minimum stepnumber k required for the derivation of any method for fourth-order problem is 4. Therefore, Taylor series expansion was adopted to evaluate y n i , y 
Numerical experience
The accuracy of the proposed method 2.6 has been tested, and the results of the following two initial value problems are shown in the tables in Appendix C below.
Test problem 1
,
.
4.1
Test problem 2
4.2
The test problems 1 and 2 were solved with method 2.6 . The steplength h 1/32 is used for the purpose of comparison with the existing method Kayode 3 . The maximum errors obtained are compared with the method in Kayode 3 as shown in Tables 1 and 2 .
Conclusion
A predictor-corrector method whose main predictors 3.2 and 3.6 have the same order of accuracy with the corrector 2.6 was formulated. The method was tested to be consistent and zero stable with order six. It is remarkable to note that the main predictors are of the same order 6 as that of the method with comparable error constants. This, to a large extent, reduces the effects that global error could have on the accuracy of the method.
The method was used to solve both linear and nonlinear problems of fourth-order differential equations without reduction to system of first order equations. The methods 3.2 and 3.6 developed as main predictors are of the same order of accuracy with the corrector 2.6 . The method in Kayode 3 has predictors of lower order of accuracy, this accounts for an improvement of method 2.6 over that of 3 as compared in the maximum errors shown in Tables 1 and 2 . 
