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Riassunto
Il progetto di tesi consiste nella modellizzazione e rimozione di rumore ground roll da dati si-
smici ed e` stato realizzato in collaborazione con l’unita` di acquisizione ed elaborazioni sismiche
dell’azienda Eni S.p.A a Milano.
Il metodo sismico a riflessione assume normalmente che solo le onde riflesse che subiscono
una sola riflessione (detto in gergo Primarie) abbiano raccolto informazione dal sottosuolo. In
realta` il dato registrato contiene anche il cosiddetto rumore ground roll, che corrisponde alla
registrazione di onde che si propagano solo in superficie. In questo lavoro ci siamo interessati
ad un problema specifico dell’elaborazione dei dati sismici terrestri che riguarda la attenuazione
di questo rumore. Abbiamo cercato di verificare un modo innovativo basato su una modellizza-
zione del fenomeno, a differenza dell’approccio classico puramente basato solo su tecniche che
non utilizzano modelli specificamente legati alla natura del segnale elaborato.
Generalmente il segnale utile portatore dell’informazione e` modellizzato come essendo adat-
tativamento perturbato. Il lavoro consiste nel mettere a punto un metodo di elaborazione del
segnale che elimina al meglio possibile il rumore perturbatore, tale che il rapporto segnale ru-
more (SNR) venga significamente migliorato. Ammettiamo che a priori l’utente possa acquisire
o misurare il segnale legato alla sorgente del rumore che e` il rumore osservato, che puo` essere di
tipo scalare o vettoriale. Questo rumore osservato e` in linea di principio scorrelato dal segnale
utile ma e` correlato con il rumore perturbatore. Questo lavoro propone il metodo della sottra-
zione adattativa che si implementa mediante un filtro chiamato filtro adattativo, per il fatto
di adattarsi alle caratteristiche locali dei segnali da elaborare, molto diffuso nell’elaborazione
dei dati sismici basato su una soluzione alla Wiener del criterio del minimo errore quadratico.
Tale metodo consiste nell’identificare, e poi ricostruire, un filtro che e` stato eccitato dal rumore
osservato fornendo una stima del rumore perturbatore. Questo rumore stimato sara` sottratto
al segnale osservato fornendo cos`ı la stima del segnale utile.
Il metodo della sottrazione adattativa trova un’applicazione di interesse pratico nell’elabo-
razione di dati ottenuti da acquisizioni terrestri e marine affette da disturbi additivi di natura
specifica noti in gergo come, rispettivamente, ground roll e multiple, che saranno sottratti utiliz-
zando un modello di rumore che si ha a disposizione. L’efficacia di tale metodo della sottrazione
adattativa e` stata verificata sia sui dati sismici sintetici modellizzati che sui dati sismici reali.
Abbiamo applicato il metodo della sottrazione adattativa in norma 2 e affrontato diversi pro-
blemi che si presentano nell’applicazione di tale metodo tra cui la scelta della lunghezza del
filtro adattativo, la correzione dell’instabilita` del risultato della sottrazione adattativa mediante
la decomposizione dei valori singolari (SVD), ed anche la qualita` della predizione del rumore
ground roll.
Le elaborazioni e le simulazioni svolte nel corso di questo lavoro sono state realizzate me-
diante gli algoritmi scritti su linguaggio di programmazione Matlab. Per alcune elaborazioni
sono state utilizzate anche il software ProMAX e mediante un modello geologico reale abbiamo
anche realizzato alcune simulazioni usando il software OASES. Il progetto e` stato integralmente
scritto su LATEX.
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Introduzione
Il metodo sismico a riflessione assume normalmente che solo le onde riflesse che subi-
scono una sola riflessione (detto in gergo Primarie) abbiano raccolto informazione dal
sottosuolo. In realta` il dato registrato contiene anche il cosiddetto rumore ground roll,
che corrisponde alla registrazione di onde che si propagano solo in superficie. In questo
lavoro ci siamo interessati ad un problema specifico dell’elaborazione dei dati sismici ter-
restri che riguarda la attenuazione di questo rumore. Abbiamo cercato di verificare un
modo innovativo basato su una modellizzazione del fenomeno, a differenza dell’approc-
cio classico puramente basato solo su tecniche che non utilizzano modelli specificamente
legati alla natura del segnale elaborato.
Tra i metodi di elaborazione dell’immagine applicati all’imaging e al processing del
dato sismico, il metodo della sottrazione adattativa occupa una parte molto importante.
Dato un segnale osservato modellizzato come la combinazione di un segnale utile e di
un segnale interferente e data la misura di un secondo segnale correlato all’interferente,
lo scopo della sottrazione adattativa e` quello di ottenere la miglior stima del segnale
utile.
Generalmente il segnale utile portatore dell’informazione e` modellizzato come essen-
do adattativamento perturbato. Il lavoro consiste nel mettere a punto un metodo di
elaborazione del segnale che elimina al meglio possibile il rumore perturbatore, tale che
il rapporto segnale rumore venga significamente migliorato. Ammettiamo che a priori
l’utente possa acquisire o misurare il segnale legato alla sorgente del rumore che e` il ru-
more osservato, che puo` essere di tipo scalare o vettoriale. Questo rumore osservato e` in
linea di principio scorrelato dal segnale utile ma e` correlato con il rumore perturbatore.
La sottrazione adattativa consiste nell’identificare, e poi ricostruire, un filtro che e` stato
eccitato dal rumore osservato fornendo una stima del rumore perturbatore. Questo ru-
more stimato sara` sottratto al segnale osservato fornendo la stima del segnale utile cioe`
il segnale stimato.
Il metodo si implementa mediante un filtro chiamato filtro adattativo, per il fatto di
adattarsi alle caratteristiche locali dei segnali da elaborare, molto diffuso nell’elabora-
zione dei dati sismici basato su una soluzione alla Wiener del criterio del minimo errore
quadratico.
Tale tecnica trova un’applicazione di interesse pratico nell’elaborazione di dati otte-
nuti da acquisizioni terrestri e marine affette da disturbi additivi di natura specifica noti
in gergo come, rispettivamente, ground roll e multiple, che saranno sottratti utilizzando
un modello di rumore che si ha a disposizione.
Questo lavoro e` costituito da 2 capitoli teorici :
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• Capitolo 1 fornisce un inquadratura teorico del metodo della sottrazione adatta-
tiva e del calcolo del filtro adattativo.
• Capitolo 2 mostra come si puo` affrontare il problema della instabilita` che spesso
si incontra nell’applicazione della sottrazione adattativa e propone delle tecniche
per risolvere tale problema usando la decomposizione dei valori singolari (SVD).
3 capitoli applicativi :
• Capitolo 3 modellizza semplicemente un dato sismico sintetico e applica il metodo
della sottrazione adattativa per studiare l’effetto degli errori di modello sul filtro
adattativo, la stima della lunghezza del filtro adattativo e anche come si corregge
in pratica l’instabilita` nel risultato della sottrazione adattativa.
• Capitolo 4 modellizza e applica il metodo della sottrazione adattativa dei dati
sismici sintetici avvicinandosi al caso reale e dove il modello del ground roll predetto
viene determinato mediante filtro f-k e filtro passa basso, ed anche tenendo conto
delle caratteristiche del sottosuolo dove le onde di superficie (ground roll) sono
dispersive.
• Capitolo 5 mostra l’applicazione del metodo della sottrazione adattativa su due
dati sismici terrestri reali.
e 1 appendice :
• applicazione del metodo della sottrazione adattativa sui dati sismici marini reali
forniti gentilmente da Eni.
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In questo capitolo introduciamo il concetto fondamentale alla base di questo lavoro
descrivendo la tecnica utilizzata per stimare il filtro e poi effettuare la sottrazione del
rumore interferente dal segnale osservato. Tale metodo viene applicato sia su dati mono-
dimensionali che bidimensionali. Poi, si affronta il caso in cui il rumore osservato viene
moltiplicato per un fattore di scala per arrivare cos`ı a definire il limite fondamentale della
sottrazione adattativa. Per finire, studiamo i parametri dell’algoritmo usato per stimare
un filtro e si valuta il risultato della sottrazione adattativa mediante uno specifico test
di valutazione. Il lettore potra` trovare riferimenti bibliografici relativi agli argomenti
trattati facendo riferimento a [1, 2, 4, 9, 10, 32].
1.1 Tecnica del filtraggio adattativo
Il principio di un filtro adattativo e` rappresentato nella figura 1.1, dove si assume che i
segnali siano campionati e k = 0, 1, 2, 3, ...,∞, e` l’indice del campione. Il segnale utile
che vogliamo stimare e` sk, che e` perturbato da un rumore additivo xk correlato con il
rumore osservato nk. Il segnale osservato yk e` la somma di questi due termini :
yk = sk + xk (1.1)
dove :
• il rumore additivo e` dato da :
xk =
N∗∑
i=0
hink−i; (1.2)
• {hi}N
∗
i=0 sono i coefficienti del filtro da stimare di lunghezza N
∗ + 1;
• sk ed nk vengono assunti come segnali incorrelati (si analizzera` nel seguito cosa
accade qualora questa ipotesi non sia verificata, introducendo cos`ı il limite della
sottrazione adattativa).
Nell’applicazione pratica non e` possibile misurare direttamente i coefficienti {hi}N
∗
i=0 del
filtro applicato nell’equazione (1.2). Al tempo stesso si vuole ottenere una stima di sk
avendo osservato yk e nk.
La stima sˆk del segnale sk e` calcolata come :
sˆk = yk − zk (1.3)
dove :
• il rumore che verra` sottratto dal segnale osservato e` dato da :
zk =
N∑
i=0
aink−i (1.4)
e rappresenta la stima del rumore additivo xk, tale che :
zk ∼ xk; (1.5)
• {ai}N−1i=0 sono i coefficienti del filtro adattativo di lunghezza N + 1 da stimare a
partire dai dati disponibili.
10
In generale non e` detto che la lunghezza N + 1 del filtro stimato dell’equazione (1.4) sia
uguale alla lunghezza del filtro da stimare N∗+1 dell’equazione (1.2) poiche´ nella pratica
anche la lunghezza N∗+ 1 del filtro da stimare non e` nota. La lunghezza N + 1 del filtro
stimato e` ottenuta rispettando certi parametri che verranno analizzati nel paragrafo 1.7.
Basandoci sull’assunzione che il disturbo nk sia scorrelato dal segnale sk, la soluzione
del problema si ottiene attraverso la minimizzazione della funzione costo data dalla norma
2 del segnale stimato, ovvero :
Φ(ai) =
∑
k
sˆ2k =
∑
k
(
yk −
N∑
i=0
aink−i
)2
(1.6)
da cui la minimizzazione e` equivalente a porre uguali a zero le derivate parziali di Φ
rispetto ad ogni coefficiente del filtro {ai}Ni=0 = {a0, a1, . . . , aj, . . . , aN}. Si ottiene :
min{aj}Φ(ai) =⇒
∂
∂aj
Φ = 0; (1.7)
dove : 0 6 i, j 6 N
Avendo scelto la norma 2 il calcolo dei coefficienti del filtro puo` essere svolto analiti-
camente :
∂
∂aj
Φ =
∂
∂aj
∑
k
(
yk −
N−1∑
i=0
aink−i
)2
=
∑
k
∂
∂aj
(
yk −
N−1∑
i=0
aink−i
)2
=
∑
k
−2
(
yk −
N−1∑
i=0
aink−i
)
nk−j
= −2
(∑
k
yknk−j −
∑
k
(∑
i
aink−i
)
nk−j
)
= −2
(∑
k
yknk−j −
∑
i
ai
∑
k
nk−ink−j
)
(1.8)
Definendo p come il vettore della cross-correlazione tra i segnale osservati y e n che
contiene i seguenti elementi :
pj =
∑
k
yknk−j (1.9)
e denotando con R = E[nnH ] la matrice di autocorrelazione del rumore osservato n,
simmetrica, quadrata e definita positiva, composta dai seguenti elementi :
ri,j =
∑
k
nk−ink−j1 (1.10)
1Riprendiamo la definizione di autocorrelazione : ri,j =
∑
k nk−ink−j .
Se adesso poniamo un generico k = β + j si ha :
ri,j =
∑
β=−j nβ+j−inβ = rβ(j − i) che e` proprio la definizione di autocorrelazione.
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dove :
• nk−i = 0 se k − i < 0 oppure k − i > N ,
• nk−j = 0 se k − j < 0 oppure k − j > N ,
• il vettore nH rappresenta la trasposta hermitiana del vettore n,
• il simbolo “E” indica l’operazione di media.
Combinando le equazioni (1.8), (1.9) e (1.10) si ottiene :
∂
∂ai
Φ = −2
(
pj −
∑
i
airi,j
)
= 0 (1.11)
da cui si ottiene il sistema di equazioni :
N∑
i=0
airi,j = pj per 0 ≤ j ≤ N (1.12)
In forma matriciale il sistema di equazione (1.12) e` rappresentato dalla seguente espres-
sione :
Ra = p (1.13)
dove :
• a e p sono vettori colonna di dimensione (N + 1× 1) con elementi rispettivamente
ai e pj,
• la matrice di autocorrelazione R ha dimensioni (N + 1×N + 1), e per il momento
viene assunta invertibile.
Per ottenere i coefficienti del filtro si deve calcolare l’inversa della matrice R (che si
suppone essere non singolare), ovvero :
a = R−1p (1.14)
dove a definisce il vettore degli N + 1 coefficienti del filtro adattativo (stimato).
L’obiettivo della tecnica del filtraggio adattativo e` di trovare i coefficienti del filtro
stimato a che assomigliano a quelli del filtro desiderato h cos`ı si puo` ottenere il segnale
stimato sˆk sottraendo dal segnale osservato yk il rumore osservato nk eccitato dal filtro
a come viene descritto nell’equazione (1.3).
sk
yk
nk
xk
+
+
sˆkSottrazione Adattativa
Filtro attuale {hi}
Σ
Figura 1.1: Schema della sottrazione adattativa : sk segnale da stimare; yk segnale
osservato; nk rumore osservato; sˆk risultato della stima.
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L’errore di stima e` definito come :
ek = sˆk − sk (1.15)
Dalle equazioni (1.1) a (1.4), l’equazione dell’errore (1.15) diviene :
ek = xk − zk =
N∗∑
i=0
hink−i −
N∑
i=0
aink−i (1.16)
Se il filtro stimato e da stimare hanno la stessa lunghezza (N + 1 = N∗ + 1), come visto
negli esempi dei dati sintetici, la sottrazione adattativa e` efficace quando ai ∼= hi.
Nella pratica esiste sempre anche il rumore additivo dk (schema 1.2) incorrelato con
il segnale utile sk e con il rumore osservato nk.
sk
yk
nk
xk
+
+
sˆkSottrazione Adattativa
Filtro attuale {hi}
Σ +
dk
Figura 1.2: Schema della sottrazione adattativa con rumore additivo : sk segnale da
stimare; yk segnale osservato; nk rumore osservato; sˆk risultato della stima; dk rumore
additivo.
Se invece del modello 1.1 usiamo quello mostrato in figura 1.3, in questo caso il filtro
stimato dovrebbe avere risposta all’impulso di durata infinita (perche` anziche` replicare
l’effetto del filtro adattativo deve compensare l’effetto del filtro effettivo e quindi diven-
tare un vero e proprio filtro inverso), per cui qualunque filtro di sottrazione adattativa
con filtro di lunghezza finita, fornira` risultati subottimi. ll risultato della sottrazione
adattativa dovrebbe migliorare quanto piu` e` lungo il filtro della sottrazione adattativa.
sk
yk
xk
+
nk
+
sˆkSottrazione Adattativa
{hi}
Σ
Figura 1.3: Schema della sottrazione adattativa : sk segnale da stimare; yk segnale os-
servato; sˆk risultato della stima; xk rumore presente nel segnale osservato yk; nk rumore
osservato.
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1.2 Matrice di convoluzione
Nell’algoritmo che implementa l’impianto matematico descritto nell’equazione (1.14) per
la determinazione dei coefficenti del filtro stimato, usando Matlab il problema e` risolto
mediante l’uso delle matrici e vettori per aumentare l’efficienza del calcolo. Percio`,
siano {ai}Ni=0 il filtro stimato di N+1 campioni, {ni}Mi=0 il rumore osservato di M+1
campioni e {yi}Mi=0 il segnale osservato di M+1 campioni, con N < M , arrangiando
i campioni del filtro stimato, del rumore osservato e del segnale osservato in vettori
colonna, rispettivamente, come :
a = [a0, a1, · · · , aN ]T (1.17)
n = [n0, n1, · · · , zM ]T (1.18)
y = [y0, y1, · · · , yM ]T (1.19)
Dai componenti pj dell’equazione (1.9), il vettore p e` :
p =

∑
k yknk∑
k yknk−1∑
k yknk−2
...∑
k yknk−N
 (1.20)
Dalla scomposizione del vettore p nell’equazione (1.20), si puo` scrivere il vettore p in
termini di prodotto matrice per vettore, tale che :
p =

n0 n1 n2 · · · · · · nM
0 n0 n1 · · · · · · nM−1
...
. . .
...
0 · · · · · · n0 · · · nM−N
 ·

y0
y1
y2
...
yM
 = NT y (1.21)
La matrice di correlazione R e` data da :
R =

∑
k n
2
k
∑
k nk−1nk · · ·
∑
k nk−Nnk∑
k nknk−1
∑
k n
2
k−1
. . .
...
...
...
. . . ∑
k nk−Nnk−(N−1)∑
k nknk−N · · ·
∑
k nk−(N−1)nk−N
∑
k n
2
k−N

(1.22)
Dalla scomposizione della matrice R dell’equazione (1.22), si puo` scrivere la matrice R
in termini di prodotto matrice per matrice, tale che :
R =

n0 n1 n2 · · · · · · nM
0 n0 n1 · · · · · · nM−1
...
. . .
...
0 · · · · · · n0 · · · nM−N
 ·

n0 0 · · · 0
n1 n0
...
n2 n1
. . .
...
...
... n0
...
...
...
nM nM−1 · · · nM−N

= NT N (1.23)
14
in cui la matrice N ha tutti gli elementi posti sulle diagonali identici. Questa strut-
tura e` definita matrice di convoluzione2 di dimensione M + 1 × N + 1 dove N + 1 e` la
lunghezza del filtro a e M + 1 del rumore osservato. Essa contiene i campioni del rumore
osservato arrangiati in colonne (ugualmente in righe) e via-via traslati di un campione
in basso (ugualmente a destra) [5].
Combinando le equazioni (1.23) e (1.21), l’equazione (1.14) si calcola in termini della
matrice di convoluzione, tale che :
a =
(
NT N
)−1
NT y (1.24)
Anche qui vale l’assunzione che R = NT N sia non singolare.
1.3 Sottrazione adattativa per finestre
Nei casi di interesse pratico non solo il filtro {hi} (figura 1.1) non e` noto, ma potrebbe
anche essere variabile nel tempo. In tale caso e` evidente che il filtro stimato {ai} deve
cercare di “inseguire” tale variazione e quindi modificarsi nel tempo. Nel caso di elabo-
razioni non in tempo reale un possibile approccio e` quello di dividere il segnale osservato
in finestre temporali dove in ciascuna finestra si applica il metodo della sottrazione adat-
tativa in modo che per ogni finestra si abbia un filtro stimato. Il segnale stimato sˆ si
ottiene quindi ricombinando i segnali stimati per ciascuna finestra.
Le finestre vengono scelte in modo che ciascuna sia parzialmente sovrapposta alla suc-
cessiva, come illustrato nel seguito. In questo modo si evita che si possano avere brusche
variazioni nella stima tra finestre successive che potrebbe altrimenti determinare degli
artefatti nel segnale ricostruito.
1.3.1 Modello della finestra
Nell’esempio 1.3.2 useremo una finestra a coseno rialzato, matematicamente descritta
come una funzione a tratti :
w(t) =

1, |t| ≤ F
2
1
2
[
1 + cos
(
pi
βF
[
|t| − F
2
])]
,
F
2
≤ |t| ≤ F
2
+ βF
0, altrove
(1.25)
La finestra mostrata nella figura e` caratterizzata da una parte centrale piatta e da una
transizione graduale e zero. La forma della finestra e` caratterizzata da due parametri :
• β (0 ≤ β ≤ 1), il fattore di roll-off, controlla la durata della transizione F
2
.
• F , controlla la durata della parte piatta.
Nell’applicazione alla sottrazione adattativa si e` scelto questo specifico tipo di finestra
perche´ e` facile mostrare che la sovrapposizione di finestre a coseno rialzato opportuna-
mente traslate soddisfa la condizione:∑
k
w (t− Tk) = 1 (1.26)
2che e` un caso particolare di matrice Toeplitz [14, 11].
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con :
Tk =
(
F +
βF
2
)
· k (1.27)
come mostrato nella figura 1.5.
1.3.2 Esempio : Impatto della sottrazione adattativa per fine-
stre
In questo esempio, l’applicazione della sottrazione adattativa per finestre viene fatta con-
siderando un segnale utile sk di tipo casuale che sara` combinato con un rumore bianco nk
filtrato in un filtro a 3 coefficienti h = {1; 0.5; 1.2}. I segnali osservati sono di lunghezza
501 campioni che abbiamo suddiviso con 13 finestre di lunghezza di 51 campioni con un
fattore roll-off di 0.5.
Un esempio di finestra a coseno rialzato e` mostrato nella figura 1.4. La figura 1.6 cor-
risponde ai segmenti del segnale osservato. La figura 1.8 corrisponde ai coefficienti del
filtro stimato ottenuto in ciscuna finestra. La Figura 1.5 corrisponde alla sovrapposizione
delle 13 finestre. La figura 1.10 corrisponde al segnale e la somma dei segmenti.
Nella scelta della finestra sono rispettati certi parametri, come descritto nel paragra-
fo 1.7, basati a priori sulla visualizzazione dei segnali osservati al fine di stimare una
finestra non troppo corta nella quale il rumore non sia troppo dominante.
Figura 1.4: Finestra a coseno rialzato.
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Figura 1.5: Sovrapposizione delle finestre a coseno rialzato e loro somma.
Figura 1.6: Segmenti del segnale.
Figura 1.7: Coefficienti del filtro stimato dei segmenti.
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Figura 1.8: Somma delle finestre: segnale utile, segnale stima e l’errore risultante
Figura 1.9: Segmenti di errore (in blu) ottenuto tra il segnale utile e il segnale stimato.
Figura 1.10: Segnale e somma dei segmenti.
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1.4 Applicazione del filtro 1-D sui dati sintetici
Per valutare il metodo della sottrazione adattativa descritto nel paragrafo 1 sono state
effettuate delle prove su dati sintetici monodimensionali e bidimensionali. La potenza
del metodo di sottrazione adattativa e` basata sulla migliore stima dei coefficienti del
filtro stimato tale che questi coefficienti assomiglino a quelli del filtro attuale. Con i
coefficienti stimati si puo` sottrarre la stima del rumore, ottenuto dalla convoluzione del
rumore osservato con il filtro stimato, del segnale osservato, come viene mostrato nell’e-
quazione (1.3). Cos`ı, si puo` ricavare il segnale stimato.
L’impatto di questo metodo viene descritto negli esempi 1.4.1 e 1.4.2.
Come detto prima, nell’applicazione della sottrazione adattativa, un dato 2D puo`
essere elaborato colonna per colonna. In questo caso, su ogni colonna la sottrazione
adattativa agisce come su un segnale 1D stimando un filtro 1D. La sottrazione del ru-
more additivo nel segnale osservato 1D (ovvero nella colonna) viene ottenuta mediante
il modello convolutivo 1D. Come riferimento abbiamo [12, 8, 5].
1.4.1 Esempio 1 : Impatto della sottrazione adattativa sui dati
casuali
L’applicazione della sottrazione adattativa viene fatta riprendendo l’esempio 1.3.2 in cui
abbiamo considerato un segnale utile sk di tipo casuale combinato con un rumore bianco
nk filtrato con un filtro a 3 coefficienti h = {1; 0.5; 1.2}. Nelle figure seguenti, si vede
la somiglianza tra i coefficienti effettivi e quelli stimati (figura 1.11), il confronto tra
i segnali e l’errore risultante (figura 1.13) e i relativi istogrammi (figura 1.14). Nella
figura 1.12 si visualizza la corrispondente somiglianza dell’andamento dei moduli e delle
fasi della risposta in frequenza del filtro effettivo e quello stimato.
Figura 1.11: Valori dei coefficienti del filtro ottenuto con il metodo della sottrazione
adattativa (in verde) e del filtro effettivo (in blu).
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Figura 1.12: Andamento dei moduli (panello soprastante) e delle fasi (panello sotto-
stante) della risposta in frequenza del filtro stimato (in blu) e quello desiderato (in
rosso).
Figura 1.13: Confronto tra il segnale utile (in blu) e stimato (in verde) dal metodo di
sottrazione adattativa e l’errore risultante (in rosso).
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Figura 1.14: Istogrammi del segnale utile (panello superiore a sinistra), stimato (panel-
lo superiore a destra) e l’errore risultante (in centro); nel panello inferiore si vede la
sovrapposizione tra i due segnali.
1.4.2 Esempio 2 : Impatto della sottrazione adattativa sui dati
1-D
La sottrazione adattativa viene applicata ad un segnale sinusoidale di ampiezza unitaria
perturbato da un rumore. Il rumore osservato e` un rumore casuale di media 0 e deviazio-
ne standard 1 filtrato con un filtro a 3 coefficienti h = {2, 1, 0.5}. Le figure 1.15, 1.16, 1.18
e 1.17 mostrano anche in questo caso l’efficacia del filtro adattativo. Nella figura 1.16 si
visualizza la somiglianza dell’andamento dei moduli e delle fasi della risposta in frequen-
za del filtro attuale e quello stimato.
Figura 1.15: Valori dei coefficienti del filtro ottenuto con il metodo della sottrazione
adattativa (in verde) e del filtro attuale (in blu).
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Figura 1.16: Andamento dei moduli (panello soprastante) e delle fasi (panello sotto-
stante) della risposta in frequenza del filtro stimato (in blu) e quello desiderato (in
rosso).
Figura 1.17: Pannello soprastante: segnale stimato, segnale utile e l’errore risultante.
Panello sottostante (da sinistra a destra): il segnale utile, il segnale osservato e il segnale
stimato.
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Figura 1.18: Istogrammi del segnale utile (panello superiore a sinistra), stimato (panel-
lo superiore a destra) e l’errore risultante (in centro); nel panello inferiore si vede la
sovrapposizione tra i due segnali.
1.5 Metodo della sottrazione adattativa 2-D
La sottrazione 2D si applica perche` spesso il modello che assume che un segnale 2D sia
una collezione di segnali 1D filtrati in modo indipendente un dall’altro non e` sempre
rappresentativo della realta` fisica che si sta studiando.
1.5.1 Modello convolutivo 2-D
Normalmente i modelli convolutivi 2-D prendono in considerazione filtri con risposta
all’impulso di estensione finita (e` difficile garantire un’implementazione numerica di ri-
sposta all’impulso infinita che sia parsimoniosa, ovvero ottenuta con filtri ricorsivi, e al
tempo stesso stabile).
La figura 1.19 schematizza la costruzione dell’uscita del filtro usando una maschera di
convoluzione (kernel). Ogni pixel (in rosso) posizionato nell’immagine di uscita (output)
e` calcolato a partire dalla maschera (kernel) e dei pixel vicini al pixel posizionato (in
centro blu) nell’immagine di ingresso (input).
Figura 1.19: Modello convolutivo 2-D (dal River Trail documentation [13])
Definiamo l’immagine di uscita J e l’immagine di ingresso I. Dal modello convolutivo
si ottiene J come una combinazione lineare dei pixel di I in base ai coefficienti della
maschera h, tale che :
J (n,m) = (I ⊗⊗h)n,m =
D1∑
i=−D1
D2∑
j=−D2
I(n− i,m− j)h (i, j) (1.28)
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dove la dimensione del filtro h e` d1 = 2D1+1 e d2 = 2D2+1 (per semplicita` di notazione
si assume che il filtro abbia dimensione dispari lungo i due lati).
La formula precedente va adattata in corrispondenza dei bordi dell’immagine : in
effetti il filtro richiederebbe di disporre anche dei valori di D1 pixel al di la` dei margini
superiore e inferiore dell’immagine di input, e di D2 pixel al di la` dei margini di sinistra
e destra. Per rimuovere questo inconveniente, si possono pensare delle alternative :
prolungare i pixel di bordo supponendo intensita` costante nei pixel non disponibili [6]
oppure assumere i pixel mancati a zero e normalizzare i coefficienti del filtro per il numero
di pixel non nulli.
1.5.2 Tecnica del filtraggio adattativo 2-D
Consideriamo un pixel y (i, j) del dato osservato e un pixel u (i, j) del rumore osservato
di posizioni (i, j) ∈ [M1,M2] dove M1 e M2 sono le dimensioni di entrambe dati. Il pixel
del segnale stimato e` dato da :
sˆ (i, j) = y (i, j)− (u⊗⊗w)i,j (1.29)
dove :
• u (i, j) e` un pixel del rumore osservato;
• w (t, l) sono coefficienti del filtro stimato, con t ed l interi tali che 0 ≤ t ≤ N2 − 1
e 0 ≤ l ≤ N1 − 1;
• N1 e N2 sono le dimensioni del filtro stimato.
Di solito, il segnale 2D e` rappresentato come una matrice. La matrice del filtro
stimato e` dato da W e del rumore osservato da U (i, j), tale che :
W =
 w (0, 0) · · · w (0, N2 − 1)· · · . . . · · ·
w (N2 − 1, 0) · · · w (N1 − 1, N2 − 1)
 (1.30)
e
U (i, j) =
 u (i, j) · · · u (i, j −N2 + 1)· · · . . . · · ·
u (i−N2 + 1, j) · · · u (i−N1 + 1, j −N2 + 1)
 (1.31)
Le matrici del filtro stimato e del rumore osservato possono essere convertiti in vettori
riordinando gli elementi secondo l’ordinamento lessicografico :
w = [w (0, 0)w (0, 1) · · ·w (0, N2 − 1) w (1, 0) · · ·w (N1 − 1, N2 − 1)]T (1.32)
e
u (i, j) = [u (i, j)u (i, j − 1) · · ·u (i, j −N2 + 1) u (i− 1, j) · · ·u (i−N1 + 1, j −N2 + 1)]T
(1.33)
Ambedue vettori u e w hanno come dimensioni (N1N2)× 1.
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Dalle equazioni (1.33) e (1.32) possiamo scrivere :
sˆ (i, j) = y (i, j)− wTu (i, j) (1.34)
Come nel paragrafo 1.1, la risoluzione del problema si ottiene attraverso la minimiz-
zazione della funzione di costo, Φ =
∑
i,j ξ (i, j) =
∑
i,j
(
y (i, j)− wTu (i, j))2, tale che
:
∂Φ
∂w
= −2P + 2Rw (1.35)
dove :
∂Φ
∂w
= { ∂Φ
∂wi
}
(N1−1)(N2−1)
i=0
= { ∂Φ
∂wi=q+pN1
}
{q,p}={[0,N1−1],[0,N2−1]}
(1.36)
e azzerando la minimizzazione della funzione di costo, il vettore del filtro stimato e`
dato da :
w = R−1P (1.37)
dove, R e P sono rispettivamente la matrice di autocorrelazione e il vettore di crosscor-
relazione, definite da :
R := E
[
u (i, j) uT (i, j)
]
(1.38)
P := E [u (i, j) y (i, j)] (1.39)
Con riferimento l’articolo [52, 20].
1.5.3 Esempio : Impatto della sottrazione adattativa sui dati
2-D
In quest’esempio il filtro effettivo e` stato definito con una risposta impulsiva di dimensione
2× 2 :
h =
(
1 1.5
0.5 1
)
Il rumore interferente e` stato quindi ottenuto convolvendo il rumore osservato con il
filtro h. La somma dell’immagine utile, figura 1.21, e del rumore interferente produce
l’immagine osservata, figura 1.22. L’applicazione della sottrazione adattativa 2D produce
la stima dell’immagine utile 1.23. l’accuratezza della stima e` molto buona grazie alla
somiglianza tra i coefficienti del filtro stimato e attuale, figura 1.20.
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Figura 1.20: Confronto tra i coefficienti del filtro stimato e da stimare.
Figura 1.21: Segnale utile.
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Figura 1.22: Segnale osservato.
Figura 1.23: Segnale stimato.
1.6 Limite dell’efficacia della sottrazione adattativa
In questa sezione, la sottrazione adattativa e` applicata assumendo che il rumore osservato
coincida con il rumore interferente a meno di un fattore di scala da determinare. In
questo caso nell’equazione (1.1) l’operazione di convoluzione si riduce all’operatore di
moltiplicazione tra uno scalare a e il rumore osservato nk, tale che :
yk = sk + a · nk (1.40)
dove k e` l’indice del campione e a non e` noto.
Ugualmente nell’equazione (1.3), assumendo noto che si debba stimare solo uno sca-
lare, l’operazione di convoluzione si riduce nell’operatore di moltiplicazione, con un filtro
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stimato che ha un solo campione α, tale che :
sˆk = yk − α · nk (1.41)
La soluzione di questo problema si ottiene dalla minimizzazione della funzione di costo
data dalla norma 2 del segnale utile, ovvero Φ (a) =
∑
k s
2
k da cui :
minαΦ (a)⇒ dΦ
dα
= 0; (1.42)
Avendo scelto la norma 2, il calcolo di α puo` essere svolto analiticamente :
dΦ
dα
= 2
∑
k
nk (yk − αnk) = 0 (1.43)
e quindi :
α =
∑
k nkyk∑
k n
2
k
(1.44)
Usando l’equazione (1.40), si ha :
α =
∑
k nk (sk + a · nk)∑
k n
2
k
=
a
∑
k n
2
k +
∑
k nksk∑
k n
2
k
(1.45)
in modo semplice l’equazione (1.45) diventa :
α = a+ ε (1.46)
dove :
ε =
∑
k nksk∑
k n
2
k
(1.47)
rappresenta l’errore di stima che dipende a numeratore dalla correlazione tra il segnale
utile sk e il rumore osservato nk.
Dall’equazione (1.47) si puo` concludere che :
• se il segnale utile sk e il rumore osservato nk sono scorrelati, l’errore ε e` nullo o
trascurabile, si ha che α approssima molto bene a;
• se invece sk e nk sono correlati, l’errore ε non e` trascurabile e il metodo della
sottrazione adattativa non e` efficace (α  a).
1.6.1 Significato del limite di sottrazione adattativa
Il calcolo del limite della sottrazione adattativa, seppur svolto per un caso ben specifico
e molto semplice, permettte di capire l’importanza dell’assunzione fatta implicitamente
stimando il filtro adattativo a partire della minimizzazione dell’energia del segnale sti-
mato.
L’ipotesi che viene fatta consiste nell’assumere che il rumore interferente sia incorrelato
rispetto al segnale utile (da stimare). Se questa ipotesi non e` soddisfatta nell’appli-
cazione pratica la conseguenza e` necessariamente un errore di stima come dimostrato
dalla (1.45).
Al tempo stesso, questo semplice calcolo e` anche utile per validare ogni particolare imple-
mentazione del filtro adattativo, permettendo di verificare se in un caso semplice l’errore
di stima e` effettivamente dipendente dalla correlazione dei segnali e non da un errore nel
codice di calcolo.
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1.6.2 Esempio 1 : dato sinusoidale con rumore casuale
In questo esempio si calcola il limite della sottrazione adattativa sul dato sinusoidale di
ampiezza unitaria considerando il rumore osservato casuale moltiplicato da uno scalare
unitario. L’errore che dipende a numeratore dalla correlazione tra il segnale utile e il
rumore osservato e` pari a  = −7.05 · 10−17.
Figura 1.24: Pannello soprastante: segnale stimato, segnale utile e l’errore risultante.
Panello sottostante (da sinistra a destra): il segnale utile, il segnale osservato e il segnale
stimato.
Figura 1.25: Lo scalare unitario effettivo e stimato.
1.6.3 Esempio 2 : dato sinusoidale con rumore onda quadra
In questo esempio si calcola il limite della sottrazione adattativa dove il segnale utile e`
un segnale sinusoidale di ampiezza unitaria e il rumore osservato e` un treno di impulsi
rettangolari alternati (onda quadra) di periodo 10, di durata 5, di ampiezza 0.5 e com-
posto di 3 impulsi rettangolari. Il segnale osservato si ottiene dalla somma tra il segnale
utile e il rumore osservato moltiplicato da uno scalare unitario. L’errore che dipende a
numeratore dalla correlazione tra il segnale utile e il rumore osservato e` pari a  = 0.256.
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Figura 1.26: Pannello soprastante: segnale stimato, segnale utile e l’errore risultante.
Panello sottostante (da sinistra a destra): il segnale utile, il rumore osservato, il segnale
osservato e il segnale stimato.
Figura 1.27: Lo scalare unitario effettivo e stimato.
1.7 Scelta della lunghezza del filtro stimato
Oltre al rumore predetto, il risultato del metodo della sottrazione adattativa e` basato
sulla stima del numero dei coefficienti del filtro stimato.
Il numero di campioni del filtro stimato costituisce un parametro molto importante
per il risultato della sottrazione adattativa. Esso determina, inoltre, le dimensioni della
matrice di convoluzione e, quindi, il costo computazionale.
1.7.1 Eccesso del numero di campioni del filtro stimato senza
rumore additivo
In questo esempio si usa il metodo della sottrazione mediante il modello della figura 1.1.
Consideriamo il caso di un segnale aleatorio dove il rumore additivo e` ottenuto mediante
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un filtro effettivo di 3 campioni {0.4, 0.8, 1.2}. Si applica la sottrazione adattativa con
un filtro stimato il cui numero di coefficienti sia in eccesso rispetto al filtro effettivo
che ha prodotto il rumore additivo, come mostrato nelle figure 1.29 e 1.30. Mediante
un’osservazione sperimentale, si nota che un eccesso di β campioni del filtro stimato
rispetto al filtro effettivo (o da stimare) di lunghezza N produce un filtro stimato con
campioni che cercano ad approssimare a quelli del filtro effettivo traslati di un numero
intero positivo (βupslope2) campioni. Per compensare la lunghezza (N+β) del filtro stimato,
un riempimento (da sinistra a destra) dei valori (cerchiati in rosso nell’esempio 1.7.1.1)
viene fatto.
1.7.1.1 Esempio 1
L’eccesso di 1 o 2 campioni, produce un filtro stimato il quale i coefficienti sono scalati
di 1 campione rispetto a quelli del filtro effettivo.
L’eccesso di 3 o 4, da` un shift di 2 campioni.
L’eccesso di 5 o 6, da` un shift di 3 campioni.
Figura 1.28: Campioni del filtro stimato senza eccesso.
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(a)
(b)
Figura 1.29: Shift di un campione nel filtro stimato: (a) eccesso di 1 campione. (b)
eccesso di 2 campioni.
32
(a)
(b)
Figura 1.30: Shift di 2 campioni nel filtro stimato: (a) eccesso di 3 campioni. (b) eccesso
di 4 campioni.
1.7.1.2 Esempio 2
Tanto piu` grande e` il numero di campioni del filtro stimato quanto piu` e` difficile per
il metodo della sottrazione adattativa sottrarre in modo efficace il rumore nei primi e
ultimi campioni del segnale osservato. Illustriamo questo fatto dal segnale aleatorio detto
prima vedendo la figura 1.31.
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(a)
(b)
(c)
Figura 1.31: Pannello soprastante: segnale stimato, segnale utile e l’errore risultante
nel caso di un eccesso di campioni del filtro stimato. Panello sottostante: coefficienti del
filtro stimato (in verde) e del filtro effettivo (in blu). (a) senza eccesso (lunghezza uguale
a quello effettivo) ; (b) eccesso di 5 campioni; (c) eccesso di 25 campioni.
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1.7.2 Eccesso del numero di campioni del filtro stimato con
rumore additivo
In questo esempio si verifica l’effetto dell’eccesso del numero di campioni del filtro stima-
to nella sottrazione adattativa mediante l’uso dello schema della figura 1.2 dove il rumore
additivo e` un rumore casuale di media nulla e rumore osservato e` un segnale casuale di
media nulla e deviazione standard unitaria. Il filtro da stimare e` pari a [0.8, 0.4, 1.2]
1.7.2.1 Esempio :
In questo esempio si considera il rumore additivo casuale di deviazione standard pari a
0.25 rispetto ai segnali osservati che hanno deviazione standard pari a 1.
Figura 1.32: Campioni del filtro stimato senza eccesso. Panello soprastante: segnale
stimato, segnale da stimare e l’errore risultante. Panello sottostante: il filtro stimato.
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(a)
(b)
Figura 1.33: Shift di un campione nel filtro stimato: (a) eccesso di 1 campione. (b)
eccesso di 2 campioni. Uso della figura 1.2. Panello soprastante: segnale stimato, segnale
da stimare e l’errore risultante. Panello sottostante: il filtro stimato.
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(a)
(b)
Figura 1.34: Shift di 2 campioni nel filtro stimato: (a) eccesso di 3 campioni. (b) eccesso
di 4 campioni. Uso della figura 1.2. Panello soprastante: segnale stimato, segnale da
stimare e l’errore risultante. Panello sottostante: il filtro stimato.
1.7.2.2 Commento
L’aggiunto del rumore additivo non cambia il numero di campioni del filtro stimato ma
i valori di ampiezze di tali campioni.
1.7.3 Difetto del numero di campioni del filtro stimato
Come mostrato nella figura 1.36, dove il rumore interferente e` dato da un segnale aleatorio
filtrato con il filtro {0.8, 0.4, 1.2}, si vede che con un filtro stimato piu` corto (in questo
caso di un campione ) rispetto a quello effettivo la sottrazione adattativa e` meno efficace.
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(a)
(b)
Figura 1.35: Pannello soprastante: segnale stimato, segnale utile e l’errore risultante.
Panello sottostante: coefficienti del filtro stimato (in verde) e del filtro effettivo (in blu).
(a) Filtro stimato di stessa lunghezza che il filtro effettivo. (b) Andamento dei moduli
(panello soprastante) e delle fasi (panello sottostante) della risposta in frequenza del filtro
stimato (in blu) e quello desiderato (in rosso) quando non c’e` difetto di campione.
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(c)
(d)
Figura 1.36: Pannello soprastante: segnale stimato, segnale utile e l’errore risultante.
Panello sottostante: coefficienti del filtro stimato (in verde) e del filtro effettivo (in blu).
(a) Difetto di un campione nel filtro stimato. (b) Andamento dei moduli (panello sopra-
stante) e delle fasi (panello sottostante) della risposta in frequenza del filtro stimato (in
blu) e quello desiderato (in rosso) quando c’e` difetto di campione.
1.8 Valutazione del risultato della sottrazione adat-
tativa
Un modo per verificare l’efficacia del metodo della sottrazione consiste nel valutare il
rapporto segnale rumore.
Consideriamo un’immagine sismica ovvero un dato sismico di dimensione [Nx+1, Ny+
1], il rapporto segnale rumore e` dato dalla seguente relazione :
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SNR = 10 · log10

Nx∑
x=0
Ny∑
y=0
[s (x, y)]2
Nx∑
x=0
Ny∑
y=0
[sˆ (x, y)− s (x, y)]2
 (1.48)
dove :
• s e sˆ sono segnali (rispettivamente da stimare e stimato) di dimensioni 2D;
• SNR (Signal to Noise Ratio, in inglese), e` il rapporto segnale rumore, espresso in
decibels (dB), dove il numeratore costituisce il segnale e il denominatore il rumore.
Le applicazioni del SNR verrano dati nei capitoli successivi. [41]. Nel caso ideale di
sottrazione adattativa perfetta il rapporto SNR tende a infinito. In generale maggiore e`
il valore SNR piu` piccolo e` l’errore di stima.
1.9 Conclusione
Questo capitolo ha introdotto il metodo della sottrazione adattativa che si usa nell’ela-
borazione dei dati sismici. Il metodo e` basato sulla stima del filtro effettivo mediante la
minimizzazione dell’energia del segnale stimato. Mediante l’applicazione del filtro stima-
to al rumore osservato abbiamo potuto sottrarre il rumore additivo nel segnale osservato
(combinazione tra segnale utile e disturbo). In questo modo abbiamo potuto stimare
il segnale utile. Questo metodo verra` applicato nei prossimi capitoli sia su dati sismici
sintetici che reali.
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La decomposizione ai valori singolari, SVD (Singular Value Decomposition) e` uno
strumento utile per l’analisi e la risoluzione dei problemi inversi. Nell’applicazione alla
sottrazione adattativa, la SVD ci servira` per aumentare il rapporto segnale rumore e
controllare l’instabilita` nel risultato della sottrazione adattativa. Nei paragrafi successivi
viene discusso l’applicazione della SVD nella sottrazione adattativa facendo riferimento
a [25, 26, 27, 28, 36, 39, 40, 45].
2.1 Diagonalizzazione della matrice di convoluzione
La diagonalizzazione della matrice di convoluzioneN di dimensione (Nn = M + 1, Nf = N + 1)
permette di ottenere i valori singolari. Quindi, la SVD della matrice di convoluzione N ,
introdotta nel paragrafo 1.2, e` una fattorizzazione nel prodotto di due matrici u e v
ortogonali e una matrice pseudo-diagonale λ, tale che :
N = uλ vT =
P∑
k=1
λkukv
T
k (2.1)
Da cui la trasposta di N , NT , e` definita nel seguente modo :
NT = v λT uT = v λ uT =
P∑
k=1
λkvku
T
k (2.2)
dove :
• Nf corrisponde alla lunghezza del filtro stimato che corrisponde al numero dei
valori singolari λk compresi quelli nulli ;
• Nn corrisponde alla lunghezza del rumore osservato;
• P e` il rango della matrice di convoluzione N , rango (N) = min (Nn, Nf ), in
generale uguale al numero dei λk non nulli ;
• gli elementi λk della diagonale della matrice diagonale λ sono i valori singolari
ordinati di solito in ordine decrescente, tale che :
λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λmin(Nn,Nf) (2.3)
Essi sono le radice quadrate degli autovalori ρk di N N
T :
λk =
√
ρk
(
N NT
)
=
√
ρk
(
NT N
)
(2.4)
ed e` possibilie che alcuni valori singolari siano nulli.
• u e` una matrice ortogonale di dimensione Nn × Nn le cui colonne sono vettori di
una base unitaria che ricoprono lo spazio dei dati RNn , tale che :
uuT = I
Nn
(2.5)
dove I
Nn
e` la matrice unita` di ordine Nn.
• le colonne u.,1, u.,2, · · · , u.,Nn−1, u.,Nn di u sono detti autovettori sinistri di N . Essi
sono autovettori di N NT (Infatti: N NT = uλλT uT cioe` uT N NT u = λλT , che
e` diagonale);
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• v e` una matrice ortogonale di dimensione Nf × Nf le cui colonne sono vettori di
una base unitaria che ricoprono lo spazio dei dati RNf , tale che :
v vT = I
Nf
(2.6)
dove I
Nf
e` la matrice unita` di ordine Nf .
• le colonne v.,1, v.,2, · · · , v.,Nn−1, v.,Nn di v sono detti autovettori destri di N . Essi
sono autovettori di N NT (Infatti: N NT = v λ λT vT cioe` vT N NT v = λλT , che e`
diagonale).
2.2 Filtro stimato mediante SVD
La stima del filtro ottenuta nell’equazione (1.24) del paragrafo 1.2 puo` essere ricavata
anche mediante la matrice inversa generalizzata N † della matrice di convoluzione N ,
nota anche come pseudo-inversa di Moore Penrose. In questo modo sara` poi possibile
gestire il caso in cui la matrice da invertire sia singolare o comunque mal condizionato.
Dal filtro stimato gia` calcolato :
a =
(
NT N
)−1
NT y (2.7)
mediante SVD, combinando le equazioni (2.1), (2.2), si ottiene :
a =
v λT uT u︸︷︷︸
I
Nn
λ vT

−1
v λT uT y
=
(
v λT λ vT
)−1
v λT uT y
=
(
v λ2 vT
)−1
v λT uTy
= v λ−2 vT v︸︷︷︸
I
Nf
λT uT y
= v λ−2 λuT y
= v λ−1 uT y
a =
P∑
k=1
1
λk
ukv
T
k y (2.8)
dopo avere espresso il filtro stimato a in termini dei vettori e valori singolari, definiamo :
N † =
P∑
k=1
1
λk
ukv
T
k (2.9)
la matrice inversa generalizzata della matrice di convoluzione e tiene conto soltanto
delle informazioni del rumore osservato perche` essa dipende soltanto dalla matrice di
convoluzione N , tale che :
N † =
(
NT N
)−1
NT (2.10)
Da questa matrice pseudo inversa dipende la stabilita` della sottrazione adattativa
come discusso nel paragrafo successivo.
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2.3 SVD e l’instabilita` del risultato della sottrazione
Dall’equazione (2.8) ottenuta mediante SVD, si puo` facilmente prevedere come piccoli
cambiamenti in y possano indurre grandi cambiamenti sul filtro stimato nel caso in cui
vi siano valori singolari piccoli.
Dalla matrice di convoluzione N , usando la SVD si definisce il numero di con-
dizionamento dato dal rapporto degli estremi dei valori singolari non nulli, tale che
:
C
(
N
)
=
max (λk)
min (λk 6= 0) (2.11)
la matrice di convoluzione N e` detta singolare se il numero di condizionamento tende
all’infinito, e mal condizionata se e` molto grande (a causa dell’inversione del valore sin-
golare piu` piccolo). Altrimenti, la matrice e` detta ben condizionata. [29, 30].
A partire della definizione della matrice pseudo inversa e` molto semplice verificare
come, in presenza di valori singolari molto piccoli il risultato della stima diventa molto
sensibile al rumore presente nei dati. Assumendo infatti che:
y = y˜ + ε (2.12)
dove ε rappresenta il rumore additivo, della (2.13) si ottiene :
a =
P∑
k=1
1
λk
ukv
T
k
(
y˜ + ε
)
=
P∑
k=1
vTk y˜
λk
uk +
P∑
k=1
vTk ε
λk
uk
a = a˜+ α (2.13)
dove :
α =
P∑
k=1
vTk ε
λk
uk (2.14)
Chiaramente in corrispondenza dei valori λk piccoli i termini v
T
k ε vengono amplificati
introducendo errori di stima significativi. L’effetto del rumore puo` essere attenuato intro-
ducendo una opportuna perturbazione nella matrice di convoluzione tale da introdurre
un limite inferiore controllabile a priori sul valore del piu` piccolo valore singolare, oppure
applicando una decomposizione dei valori singolari troncata tale da imporre i piu` piccoli
valori singolari responsabili dell’instabilita`.
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2.4 Metodi di regolarizzazione
Una volta identificato il problema dell’instabilita` nella soluzione della sottrazione adat-
tativa legato ai piu` piccoli valori singolari della matrice di convoluzione, e` necessario
concepire dei metodi per calcolare delle soluzioni eventualmente approssimate ma sop-
pratutto meno instabili (ovvero meno dipendenti da fonti di rumore o di errore non
previste dai modelli considerati).
Questi metodi si chiamano metodi di regolarizzazione perche´ (a scapito della risoluzio-
ne) evitano che vengano introdotte forti componenti oscillatorie nella soluzione calcolata,
sopprimendo alcune delle componenti di rumore non volute rendendo cos`ı i risultati della
sottrazione adattativa piu` stabili. [44].
2.4.1 Regolarizzazione mediante la perturbazione della matrice
di convoluzione
La soluzione regolarizzata si ottiene perturbando la matrice di convoluzione a partire
della sua decomposizione SVD per rendere il risultato della sottrazione adattativa stabi-
le.
In questo modo, la matrice di convoluzione diventa :
Nˆ = N + σu Idiag vT
= uλ vT + σu Idiag vT
=
P∑
k=1
(λk + σ)ukv
T
k
Nˆ =
P∑
k=1
βkukv
T
k (2.15)
dove :
• Idiag e` una matrice diagonale unitaria avente la stessa dimensione della matrice λ ;
• σ > 0 e` la tolleranza1 o parametro di regolarizzazione dei valori singolari piccoli.
• σ2 e` la tolleranza in termini di autovalori2;
• βk = λk + σ sono i valori singolari della matrice Nˆ e β = λ+ σIdiag
Riprendiamo il calcolo del filtro stimato questa volta usando la matrice di convolu-
zione stabile dell’equazione (2.15).
Il filtro stimato stabile e` dato da :
aˆ =
(
Nˆ
T
Nˆ
)−1
Nˆ
T
y (2.16)
1In modo semplice, nelle applicazioni pratiche, utilizzeremo come tolleranza la deviazione standard
del rumore osservato. [43].
2poiche´ un valore singolare e` la radice quadrata di un autovalore. σ e` elevato al quadrato per
specificare la tolleranza in termini degli autovalori e non dei valori singolari.
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Dall’equazione (2.15), possiamo riprendere la dimostrazione dell’equazione (2.13),
considerando la matrice diagonale β, tale che :
aˆ =
v βT uT u︸︷︷︸
I
Nn
β vT

−1
v βT uT y
=
(
v βT β vT
)−1
v βT uT y
=
(
v β2 vT
)−1
v βT uTy
= v β−2 vT v︸︷︷︸
I
Nf
βT uT y
= v β−2 β uT y
= v β−1 uT y
=
P∑
k=1
1
βk
vku
T
k y
aˆ =
P∑
k=1
1
(λk + σ)
vku
T
k y (2.17)
Dall’equazione (2.15) e (2.17) la matrice pseudo-inversa di Moore Penrose dell’equa-
zione (2.9) diventa :
Nˆ
†
=
P∑
k=1
1
(λk + σ)
vku
T
k (2.18)
La scelta del parametro di regolarizzazione σ e` molto importante in quanto controlla
il risultato della sottrazione adattativa. Piu` grande e` il valore di σ, piu` e` piccolo il
numero di condizionamento in modo che il risultato della sottrazione adattativa diventa
meno instabile. [42].
2.4.2 Regolarizzazione mediante SVD troncata, TSVD
Come discusso prima, nell’osservazione delle equazioni (2.13) e (2.14), la presenza dei
valori singolari molto piccoli nella matrice di convoluzione causa mal condizionamento,
ovvero instabilita` del risultato della sottrazione adattativa tale da amplificare il rumo-
re. Per ottenere un risultato stabile, si devono scartare i valori singolari piu` piccoli.
La soluzione regolarizzata viene ottenuta diminuendo il rango massimo della matrice di
convoluzione.
Con la tecnica TSVD si considera una soglia τ e si scartano tutti valori singolari (e
i corrispondenti autovettori) della matrice di convoluzione minori di τ . In questo modo,
la matrice di convoluzione definita nell’equazione (2.1) diventa:
46
N˜ = u λ˜ vT (2.19)
=
P∑
k=1
λ˜kukv
T
k
N˜ =
K˜∑
k=1
λkukv
T
k (2.20)
N˜ = u˜ ˜˜λ v˜T (2.21)
dove :
• K˜ oppure τ sono i parametri di regolarizzazione o di troncamento, tali che :
K˜ = arg{min
k
λk ≤ τ} (2.22)
e dovrebbero essere scelti in modo tale che le parti che sono dominante dal rumore
siano trascurate nel segnale stimato. Questo corrisponde al cercare i valori singolari
che contribuiscono alla soluzione ma non all’amplificazione del rumore. [44].
• le matrici singolari di sinistra u˜ e destra v˜ di N˜ hanno dimensioni rispettivamente(
Nn, K˜
)
e
(
K˜,Nf
)
.
Il filtro stimato stabile e` dato da :
a˜ =
(
N˜
T
N˜
)−1
N˜
T
y (2.23)
Dall’equazione (2.21), possiamo riprendere la dimostrazione dell’equazione (2.13),
considerando la matrice diagonale ˜˜λ e i suoi valori singolari {λ1 > λ2 > λ3 > · · · > λK˜},
tale che :
a˜ =
v ˜˜λT uT u︸︷︷︸
I
˜˜λ vT

−1
v ˜˜λ
T
uT y
=
(
v ˜˜λ
T ˜˜λ vT
)−1
v ˜˜λ
T
uT y
=
(
v ˜˜λ
2
vT
)−1
v ˜˜λ
T
uTy
= v ˜˜λ
−2
vT v︸︷︷︸
I
Nf
˜˜λ
T
uT y
= v ˜˜λ
−2 ˜˜λuT y
= v ˜˜λ
−1
uT y
a˜ =
K˜∑
k=1
1
λk
vku
T
k y (2.24)
47
Dall’equazione (2.21) e (2.24) la matrice pseudo-inversa di Moore Penrose dell’equazio-
ne (2.9) diventa :
N˜
†
=
K˜∑
k=1
1
λk
vku
T
k (2.25)
2.5 Conclusione
In questo capitolo, dalla conoscenza del rumore osservato e quindi della matrice di con-
voluzione, abbiamo studiato i valori singolari per attenuare la potenziale instabilita` nel
risultato della sottrazione adattativa.
Il problema di instabilita` viene risolto mediante due metodi di regolarizzazione:
• utilizzando la matrice inversa generalizzata di Moore-Penrose ovvero la SVD e
aggiungendo un parametro di regolarizzazione ai valori singolari della matrice di
convoluzione;
• applicando la decomposizione SVD troncata.
Le applicazioni dei metodi di regolarizzazione sono presentate nei capitoli successivi.
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Il metodo della sottrazione adattativa descritto nel capitolo precedente viene qui valu-
tato mediante l’applicazione su sismogrammi modellizzati utilizzando un modello estre-
mamente semplice. Iniziamo valutando il limite della sottrazione adattativa e diverse
applicazioni del metodo. Viene proposta una tabella riassuntiva del rapporto segna-
le/rumore ottenuto nei vari casi analizzati. Infine applichiamo le tecniche per corregere
l’instabilita` incontrata applicando la sottrazione adattativa sui dati sintetici modellizzati.
3.1 Modellizzazione dei sismogrammi
Nella figura 3.1 vengono mostrati (da sinistra a destra) le riflessioni, il ground roll ge-
nerato separatamente e quindi il dato sintetico terrestre simulato ottenuto sommando le
riflessioni con il ground roll. I sismogrammi sono composti di 201 tracce di 1001 cam-
pioni, con passi di campionamento temporale e spaziale rispettivamente di 4 ms e 25 m.
L’ondina di Ricker e` stata usata come modello del segnale iniettato nel sottosuolo dalla
sorgente, la sua frequenza centrale e` stata scelta pari a 15 Hz. La modellizzazione e` fatta
generando il ground roll come evento lineare con velocita` di 800 m/s, bassa rispetto a
quella delle riflessioni (modellizzate per velocita` di 2500 m/s) che hanno invece traiet-
torie iperboliche. Tale differenza di velocita` dipende dal fatto che la propagazione del
ground roll nel sottosuolo avviene sempre con velocita` piu` basse rispetto alle riflessioni.
Abbiamo generato quattro eventi per simulare il ground roll, con tempi iniziali diversi
[0 0.25 0.5 0.75] s, e 10 riflessioni. Le riflessioni sono state ottenute per profondita` del
riflettore da 500 a 5000 m con passo di incremento 500 m, e l’offset massimo pari a 2500
m e minimo pari a 25 m.
Da questi dati abbiamo modellizzato un dato sismico con uno stendimento split spread.
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Figura 3.1: Modellizzazione del dato sintetico con sorgente ricker a 15Hz. Da sinistra a
destra: riflessioni, il modello di ground roll e il dato terrestre sintetico.
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3.2 Ondina di Ricker
L’ondina usata per generare i sismogrammi e` la cosiddetta ondina di Ricker1, comune-
mente utilizzata per la simulazione e l’elaborazione di dati sismici. Matematicamente
essa corrisponde alla derivata seconda della funzione gaussiana e viene descritta nel
dominio temporale dalla seguente equazione :
w (t) = (1− 2pi2f 2M t2)e−pi
2f2M t
2
(3.1)
Nel dominio della frequenza lo spettro dell’ondina di Ricker calcolato mediante la
trasformata di fourier e` dato da :
W (f) =
2√
pi
f 2
f 3M
e
−
f 2
f 2M (3.2)
(a)
(b)
Figura 3.2: Rappresentazione dell’ondina di Ricker: (a) Andamento temporale (b)
Spettro di frequenza.
1prende il suo nome da Norman Ricker (1896-1980)
51
dove :
• fM e` la frequenza di picco in Hertz;
• t e` il tempo in secondi;
• TD =
√
6
pifM
;
• TR = TD/
√
3;
3.2.1 Comportamento dell’ondina di Ricker
Nella figura 3.3 vengono confrontate le ondine di Ricker ottenute per i valori differenti
della frequenza di picco.
(a) (b)
(c) (d)
(e) (f)
Figura 3.3: Andamento nel tempo (a sinistra) e spettro di ampiezza in frequenza (a
destra) dell’ondina di Ricker con frequenza di picco: 15 Hz per (a) e (b); 45 Hz per (c)
e (d); 90 Hz per (e) e (f). Ad un aumento (o diminuzione) della frequenza di picco cor-
risponde al restringimento (allargamento) della durata del segnale e ad un allargamento
(restringimento) dello spettro.
Il lettore ha come riferimento dato da [22, 23, 24, 35, 34, 33].
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3.3 Verifica del limite dell’efficacia della sottrazione
adattativa sui dati sintetici
Il dato mostrato in figura 3.1 corrisponde alla somma delle riflessioni e del ground roll. In
altri termini, si puo` dire che il rumore additivo (ground roll) e` stato semplicemente scalato
in ampiezza e poi sommato alle riflessioni per ottenere il dato terrestre sintetico. Per
questo dato, valutiamo il limite di sottrazione adattativa come descritto nel paragrafo 1.6.
3.3.1 Valutazione del limite della sottrazione adattativa nel
caso di sottrazione 1D
In questo esempio assumiamo che il modello di ground roll disponibile coincida esatta-
mente con il ground roll sommato alle riflessioni. Si tratta di un caso pienamente ideale,
che non ha rilevanza pratica, ma serve per valutare il limite dell’efficacia della sottrazione
adattativa legato alla correlazione fra i due segnali. Si considera il caso della sottrazione
adattativa 1D trattando ogni traccia del sismogramma indipendentemente dalle altre.
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Figura 3.4: Da sinistra a destra: il dato terrestre sintetico, il modello di ground roll, il
risultato del limite della sottrazione adattativa nel caso di sottrazione 1D.
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Figura 3.5: Da sinistra a destra: il risultato del limite della sottrazione adattativa nel
caso di sottrazione 1D, il modello delle riflessioni, errore risultante tra il modello delle
riflessioni e il risultato del limite della sottrazione adattativa nel caso di sottrazione 1D.
(a) (b)
(c)
Figura 3.6: Per ogni traccia: (a) filtro da stimare ad un solo campione, noto a = 1; (b)
il filtro stimato, noto α = a +  (c) errore che dipende al numeratore dalla correlazione
tra il segnale da stimare e il rumore osservato, noto  nel capitolo 1. I cerchietti in
rosso in (b) mostrano lo scalare calcolato quando le riflessioni e il ground roll non si
sovrappongono nel dato sismico come visto nel terzo pannello della figura 3.1.
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3.3.2 Valutazione del limite della sottrazione adattativa nel
caso di sottrazione 2D
Si tratta di stimare lo scalare unitario usando la sottrazione adattativa 2D. Si ottiene le
seguenti figure :
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Figura 3.7: Da sinistra a destra: il dato terrestre sintetico, il modello di ground roll, il
risultato del limite della sottrazione adattativa nel caso di sottrazione 2D.
3.3.3 Confronto del SNR tra sottrazione 1D e 2D
Mediante una tabella di rapporto segnale rumore (SNR) si confronta la sottrazione
adattativa nel caso di sottrazione 1D e 2D.
SNR (dB)
Prima della sottrazione Dopo sottrazione 1D Dopo sottrazione 2D
3.98 21.70 83.64
Dall’osservazione della tabella 4.2.1.4, il caso della sottrazione 2D risulta migliore del
caso della sottrazione 1D.
3.3.4 Analisi degli errori tra sottrazione 1D e 2D
Dalla valutazione del limite dell’efficacia della sottrazione adattativa si ottiene :
• nel caso di sottrazione 1D, l’errore tra lo scalare stimato massimo e lo scalare da
stimare (cioe` unitario) e` pari a 0.27 e l’errore tra lo scalare stimato minimo non
nullo e lo scalare da stimare (cioe` unitario) e` pari a 0.28;
• nel caso di sottrazione 2D, l’errore tra lo scalare stimato e da stimare (cioe` unitario)
e` pari a 1.04 · 10−4.
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3.3.5 Commenti
• Dai risultati mostrati nella figura 3.6 si conclude che il segnale utile (riflessioni) e
il disturbo (ground roll) non sono incorrelati e questo comporta, come previsto, un
errore nella sottrazione adattativa.
• Dai risultati ottenuti nella tabella 3.3.3, nel paragrafo 3.3.4, e dall’osservazione
delle figure 3.5 e 3.7, si puo` quindi concludere che la sottrazione 2D e` piu` effica-
ce della sottrazione 1D perche` considerando il segnale sismico come collezione di
segnale bidimensionale invece come collezione di segnali 1D, come spesso si fa con
la sottrazione 1D, porta spesso ad un maggiore incorrelazione tra segnale utile e
modello del disturbo, con conseguente miglioramente della sottrazione 2D pero` gli
algoritmi diventano piu` complicati.
3.4 Sottrazione adattativa applicata per traccia
In questa sezione vengono presentati i risultati di una campagna di test per valutare
l’efficacia della sottrazione applicata traccia per traccia.
3.4.1 Sottrazione adattativa in presenza di errori di modelliz-
zazione del ground roll predetto
Nelle applicazioni reali il ground roll non puo` essere misurato separatamente dal dato
utile, essendo un effetto legato alla propagazione delle stesse onde che, propagandosi e
riverberando in profondita`, producono il segnale utile. Un possibile approccio per cer-
care di rimuovere questo rumore consiste nel simulare numericamente la propagazione a
partire da un modello della parte piu` superficiale del sottosuolo (come discusso in segui-
to) per ottenere una stima del solo disturbo che vogliamo rimuovere. Questa stima sara`
inevitabilmente affetta da errori. In questa sezione usando dei modelli semplici vogliamo
cercare di stimare l’impatto di questi errori sui risultati della sottrazione adattativa.
3.4.1.1 Risultato con errore nel modello di ground roll
Una possibile fonte di errore nella modellizzazione del ground roll e` dato dal fatto che il
segnale iniettato dalla sorgente sismica reale non e` perfettamente noto. Per cercare di
valutare questo effetto, in questo paragrafo assumiamo che il segnale con cui si genera
il ground roll sintetico sia ottenuto usando un’ondina di Ricker con frequenza di picco
differente da quella effettiva.
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3.4.1.1.1 Modellizzazione a frequenze differenti il ground roll predetto
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Figura 3.8: Da sinistra a destra : il ground roll modellizzatto a frequenze di picco di 5 Hz, 10 Hz, 20 Hz e 25 Hz.
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3.4.1.1.2 Risultato della sottrazione adattativa con filtro stimato fissato a 5 campioni
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(f)
Figura 3.9: Da sinistra a destra (e dall’alto in basso): riflessioni da stimare, il risultato della sottrazione con il ground roll predetto di frequenza
5 Hz, 10 Hz, 20 Hz e 25 Hz. Il ground roll effettivo e` stato generato utilizzando un’ondina di Ricker con frequenza di picco di 15 Hz . Il filtro
stimato e` a 5 campioni.
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3.4.1.1.3 Risultato della sottrazione adattativa con filtro stimato fissato a 15 campioni
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Figura 3.10: Da sinistra a destra (e dall’alto in basso): riflessioni da stimare, il risultato della sottrazione con il ground roll predetto di frequenza
5 Hz, 10 Hz, 20 Hz e 25 Hz. Il ground roll effettivo e` generato con ondina di Ricker a 15 Hz. Il filtro stimato e` a 15 campioni.
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3.4.1.1.4 Coefficienti del filtro stimato
In ogni grafico della figura 3.11 l’asse delle ascisse corrisponde al numero di campioni della
risposta del filtro e l’ordinata corrisponde all’ampiezza di ogni campione. Si osserva che
all’aumentare della frequenza di picco dell’ondina di Ricker usata per generare il modello
del ground roll predetto, l’ampiezza dei campioni diminuisce sensibilmente. Le ragioni
di queste forti differenze nel filtro stimato sono dovute dal fatto che la stima del filtro di-
pende dell’inversione della matrice di autocorrelazione del rumore osservato. Le evidenti
differenze nei risultati ottenuti indicano che al variare della scelta dell’ondina utilizzata
per generare il modello del disturbo cambia il condizionamento della matrice da invertire.
Nella figura 3.11 si visualizza i coefficienti del filtro stimato a 5 campioni con ground
roll predetto a frequenze diverse.
(a) (b)
(c) (d)
Figura 3.11: Coefficienti del filtro stimato a 5 campioni con ground roll predetto a 5
Hz (a); 10 Hz (b); 20 Hz (c); 25 Hz (d). Notare che i grafici non hanno la stessa scala
verticale.
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3.4.1.1.5 I valori singolari della matrice di convoluzione
In questo paragrafo vengono calcolati i valori singolari della matrice di convoluzione per
ciascuno degli esempi del paragrafo precedente per discutere l’eventuale instabilita` nel
risultato della sottrazione adatttativa e rimediare a questa instabilita` come discusso nel
capitolo 2.
(a) (b)
(c) (d)
Figura 3.12: Ampiezza dei valori singolari della matrice di convoluzione con il ground
roll effettivo a 15 Hz, il filtro stimato a 5 campioni e il ground roll predetto a 5 Hz (a);
10 Hz (b); 20 Hz (c); 25 Hz (d). Per ciascun grafico ogni curva rappresenta l’andamento
dei valori singolari per una traccia del dato. Il numero totale di curve non corrisponde
al numero totale di tracce perche` lo stesso andamento dei valori singolari si repete per
molte tracce.
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3.4.1.2 Tabella riassuntiva sul rapporto segnale/rumore
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
Frequenza di picco del SNR (dB)
ground roll predetto [Hz] Filtro a 5 campioni Filtro a 15 campioni
5 5.82 -325
10 13.45 -311.97
15 15.91 -204.43
20 16.23 -70.28
25 13.12 14.98
30 9.93 15.90
45 5.99 5.48
55 5.18 4.65
Tabella 3.1: Calcolo del rapporto segnale/rumore con frequenza di picco dell’ondina
che ha generato il modello del ground roll predetto differente. Filtro stimati a [5 e 15]
campioni, ground roll effettivo a 15 Hz.
3.4.1.3 Commenti
Dalla tabella 3.1, e` evidente che al di sotto delle frequenze di picco di 25 Hz la sottrazione
adattativa e` instabile per un filtro a 15 campioni. All’aumentare della frequenza di picco
del ground roll predetto il rapporto segnale su rumore cresce fino a ad un certo picco poi
decresce. Per un filtro stimato a 5 campioni il rapporto SNR e` alto intorno a 20 Hz e per
un filtro stimato a 15 campioni esso e` alto intorno a 30 Hz con il ground roll effettivo di
frequenza di picco di 15 Hz.
3.4.2 Sottrazione adattativa in presenza di modellizzazione del
ground roll effettivo a eventi differenti in frequenza
In questa sezione, applichiamo la sottrazione adattativa nel caso in cui gli eventi del
ground roll effettivo sono stati generati da un’ondina di Ricker a 4 diverse frequenze di
picco [27, 20, 15, 7] [Hz] corrispondente rispettivamente ai tempi di origine [0, 0.25, 0.5,
0.75] [s], mentre il modello di ground roll e` generato con un’unica ondina con frequenza
di picco a 15 Hz. Si ottengono i seguenti risultati:
offset [m]
Te
m
po
 [s
]
−2000 0 2000
0
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1
1.5
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3
3.5
4
7 Hz
20 Hz
15 Hz
27 Hz
Figura 3.13: Da sinistra a destra: il dato terrestre sintetico con ground roll additivo
diverso, i ground roll predetto a 15 Hz, il risultato della sottrazione adattativa. Usando
un filtro stimato di 5 campioni.
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(a) (b)
Figura 3.14: (a) Coefficienti del filtro stimato a 5 campioni con il ground roll additivi
diversi e il ground roll predetto a 15 Hz. (b) Ampiezza dei valori singolari della matrice
di convoluzione con il ground roll predetto a 15 Hz, il ground roll effettivo generato con
ondina a frequenze differenti e il filtro stimato di 5 campioni. All’intorno di ciascun
grafico ogni curva rappresenta l’andamento dei valori singolari per una traccia del dato.
Il numero totale di curve non corrisponde al numero totale di tracce perche` lo stesso
andamento degli autovalori si repete per molte tracce.
3.4.2.1 Commento dei risultati
La sottrazione adattativa e` stata applicata con il ground roll predetto modellizzato con
un’unica ondina di Ricker con frequenza di picco 15 Hz e il ground roll effettivo con
diverse ondine di Ricker con frequenze di picco [27, 20, 15, 7] Hz. Con un filtro stimato
a 5 campioni, il metodo della sottrazione adattativa risulta piu` efficace per gli eventi di
ground roll effettivo modellizzato con frequenze di picco a [27, 20, 15] Hz e meno invece
alla frequenza di picco di 7 Hz.
3.4.3 Sottrazione adattativa al variare della lunghezza del filtro
stimato
Come discusso nel capitolo 2, la lunghezza del filtro stimato e` un parametro molto im-
portante. La lunghezza del filtro stimato, corrisponde al numero degli autovalori della
matrice di convoluzione. All’aumentare della lunghezza del filtro si osserva che l’am-
piezza del piu` piccolo dei valori singolari diventa sempre piu` piccola, e di conseguenza
il problema della stima del filtro adattativo diviene sempre piu` mal condizionato. Co-
me soluzione a questo problema, applicheremo il metodo descritto nel capitolo 2. La
figura 3.15 mostra le ampiezze dei valori singolari per lunghezze del filtro differenti.
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(a) (b)
(c) (d)
Figura 3.15: Ampiezza dei valori singolari della matrice di convoluzione con il ground
roll predetto a 20 Hz, il ground roll effettivo a 15 Hz e il filtro stimato a : (a) 3 campioni;
(b) 11 campioni; (c) 15 campioni; (d) 25 campioni. All’intorno di ciascun grafico ogni
curva rappresenta l’andatamento dei valori singolari per una traccia del dato. Il numero
totale di curve non corrisponde al numero totale di tracce perche` lo stesso andamento dei
valori singolari si repete per molte tracce.
3.4.3.1 Tabella riassuntiva sul rapporto segnale/rumore
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
Lunghezza del filtro stimato in campioni SNR (dB)
3 13.79
11 14.96
15 -10.28
25 -269.94
Tabella 3.2: Calcolo del rapporto segnale/rumore con lunghezza del filtro stimato dif-
ferente quando il ground roll effettivo ha frequenza di picco 15 Hz e quello predetto ha
frequenza di picco 20 Hz.
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3.4.4 Risoluzione dell’instabilita` del risultato della sottrazione
con TSVD
L’instabilita` del risultato della sottrazione adattativa viene visualizzata nella tabella 3.2
dove la lunghezza del filtro stimato e` di 15 o 25 campioni.
In questa sezione, applichiamo la correzione dell’instabilita` quando la lunghezza del fil-
tro stimato e` di 15 campioni mediante la decomposizione troncata dei valori singolari
(TSVD).
3.4.4.1 Correzione dell’instabilita` per il filtro stimato a 15 campioni
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(a) (b) (c)
(d) (e) (f)
Figura 3.16: Coefficienti del filtro stimato a 15 campioni per ogni traccia con il ground roll additivo uguali in frequenza 15 Hz e il ground roll
predetto a 20 Hz. (a): prima della correzione dell’instabilita`; (b): usando la SVD; (c): con TSVD a 14 valori singolari; (d): con TSVD a 10
valori singolari; (e): con TSVD a 5 valori singolari; (f): con TSVD a 3 valori singolari. Notare che i grafici non hanno la stessa scala verticale.
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Figura 3.17: Risultato della sottrazione adattativa con un filtro stimato a 15 campioni. Le riflessioni da stimare (a), il risultato della sottrazione
adattativa senza la correzione dell’instabilita` (b), risultato con TSVD a 14 (c), 10 (d), 5 (e) e 3 (f) valori singolari. Il ground roll effettivo
uguale in frequenza 15 Hz e quello predetto 20 Hz.
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3.4.4.2 Tabella riassuntiva sul rapporto segnale/rumore
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
Tipo di correzione di instabilita` SNR (dB) con filtro a 15 campioni
prima della correzione -70.28
TSVD a 14 valori singolari 14.45
TSVD a 10 valori singolari 14.80
TSVD a 5 valori singolari 15.77
TSVD a 3 valori singolari 9.14
Tabella 3.3: Calcolo del rapporto segnale/rumore.
3.4.4.3 Commento dei risultati
All’aumento della lunghezza del filtro stimato peggiora l’instabilita` del metodo, in quan-
to i valori singolari convergono rapidamento a zero. Applicando la TSVD il risultato
della sottrazione adattativa cambia. Come previsto la TSVD migliora la stabilita` del
problema, anche se aumentando eccessivamente il valore della soglia sui valori singolari
la qualita` del risultato ottenuto degrada sensibilmente, come evidente dalla tabella SNR.
3.4.5 Caso per il ground roll effettivo a frequenza di picco
differenti
In questa sezione, si considera il ground roll predetto e` generato da un’ondina di Ricker
a frequenza di picco di 20 Hz e il ground roll effettivo a frequenze di picco [27, 20, 15, 7]
Hz. Con il filtro stimato a 9 e 15 campioni, si ottengono i seguenti risultati:
Figura 3.18: Il risultato della sottrazione adattativa con il ground roll predetto a 20 Hz
e quello effettivo generato con diverse frequenze di picco usando un filtro stimato a 9
campioni (a sinistra) e 15 campioni (a destra).
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Figura 3.19: Coefficienti del filtro stimato a 9 campioni ( a sinistra) e a 15 campioni (a
destra) con il ground roll predetto a 20 Hz e quello effettivo generato con diverse frequenze
di picco. Notare che i grafici non hanno la stessa scala verticale.
Figura 3.20: Ampiezza dei valori singolari della matrice di convoluzione con il ground
roll predetto a 20 Hz, il ground roll effettivo a 15 Hz e il filtro stimato a 9 campioni (a
sinistra) e a 15 campioni (a destra). All’intorno di ciascun grafico ogni curva rappresenta
l’andatamento dei valori singolari per una traccia del dato. Il numero totale di curve non
corrisponde al numero totale di tracce perche` lo stesso andamento dei valori singolari si
repete per molte tracce.
3.4.5.1 Tabella riassuntiva sul rapporto segnale/rumore
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
Lunghezza del filtro stimato in campioni SNR (dB)
9 5.49
15 -69.80
Tabella 3.4: Calcolo del rapporto segnale/rumore con il ground roll predetto a 20 Hz, il
ground roll effettivo a 15 Hz.
3.4.6 Risoluzione dell’instabilita` del risultato della sottrazione
Nei risultati della sottrazione della figura 3.18, e` evidente l’instabilita`. Vediamo come
possiamo rimuoverla per esempio nel caso del risultato con il filtro stimato a 15 campioni.
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(a) (b) (c)
Figura 3.21: Coefficienti del filtro stimato a 15 campioni per ogni traccia con il ground roll additivo variabile e il ground roll predetto a 20 Hz.
(a): senza correzione; (b): con correzione TSVD a 12 valori singolari; (c): con correzione TSVD a 7 valori singolari.
(a) (b) (c)
Figura 3.22: Risultato della sottrazione adattativa con il ground roll predetto a 20 Hz, il ground roll effettivo variabile e il filtro stimato a 15
campioni. (a): senza correzione; (b): con correzione TSVD a 12 valori singolari; (c): con correzione TSVD a 7 valori singolari.
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3.4.6.1 Tabella riassuntiva sul rapporto segnale/rumore
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
Tipo di correzione di instabilita` SNR (dB) con filtro a 15 campioni
prima della correzione -69.80
TSVD a 12 valori singolari 5.53
TSVD a 7 valori singolari 5.49
TSVD a 3 valori singolari 4.02
Tabella 3.5: Calcolo del rapporto segnale/rumore con filtro a 15 campioni usando la
TSVD.
La frequenza di picco in pratica viene scelta per generare il ground roll che abbia
uno spettro piu` simile possibile a quello osservato nei dati, dopodiche` l’instabilita` della
sottrazione adattativa viene controllata mediante SVD.
3.4.7 Risoluzione dell’instabilita` perturbando la matrice di con-
voluzione
Illustriamo l’applicazione col metodo descritto nella sezione 2.4.1 con uno esempio ac-
cennato nella sezione 3.4.4.1 per correggere l’instabilita` della sottrazione adattativa. In
questo caso si modifica leggermente i valori singolari della matrice di convoluzione.
3.4.7.1 Correzione dell’instabilita` con il filtro a 15 campioni
Mediante SVD, il valore singolare piu` piccolo della matrice di convoluzione e` intorno a
6 · 10−6 e il piu` grande e` intorno a 9.
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(a) (b) (c)
(d) (e) (f)
Figura 3.23: Coefficienti del filtro stimato a 15 campioni per ogni traccia con il ground roll additivo uguale in frequenza 15 Hz e il ground roll
predetto a 20 Hz. (a): risultato prima della correzione dell’instabilita`; risultato con correzione dell’instabilita` usando una tolleranza di 6 · 10−7
(b); 3 · 10−4 (c); 8 · 10−2 (d); 9 (e); (f): tolleranza pari alla varianza del rumore osservato. Notare che i grafici non hanno la stessa scala
verticale.
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(a) (b) (c)
(d) (e) (f)
Figura 3.24: Ampiezza dei valori singolari della matrice di convoluzione con il ground roll predetto a 20 Hz, il ground roll effettivo a 15 Hz e il
filtro stimato a 15 campioni. (a): risultato prima della correzione dell’instabilita`; risultato con correzione dell’instabilita` usando una tolleranza
di 6 · 10−7 (b); 3 · 10−4 (c); 8 · 10−2 (d); 9 (e); (f): tolleranza pari alla varianza del rumore osservato. All’intorno di ciascun grafico ogni curva
rappresenta l’andatamento dei valori singolari per una traccia del dato. Il numero totale di curve non corrisponde al numero totale di tracce
perche` lo stesso andamento dei valori singolari si repete per molte tracce.
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Figura 3.25: Risultati della sottrazione adattativa con il ground roll predetto a 20 Hz, il ground roll effettivo a 15 Hz e il filtro stimato a
15 campioni (da sinistra a destra e dall’alto in basso): modello delle riflessioni; risultato prima della correzione dell’instabilita`; risultato con
correzione dell’instabilita` usando una tolleranza di 6 · 10−7; 3 · 10−4; 8 · 10−2; 9.
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3.4.7.2 Tabella riassuntiva sul rapporto segnale/rumore
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
Tipo di correzione di instabilita` SNR (dB)
Filtro a 15 campioni Filtro a 55 campioni
prima della correzione -70.28 -307.55
con tolleranza di 6 · 10−7 -70.36 -197.97
con tolleranza di 3 · 10−4 14.23 6.15
con tolleranza di 8 · 10−2 14.30 10.88
con tolleranza di 9 14.30 10.88
tolleranza uguale alla varianza2 del rumore osservato 14.30 10.88
Tabella 3.6: Calcolo del rapporto segnale/rumore.
3.4.7.3 Commento dei risultati
Una tolleranza inferiore al minimo dei valori singolari non correge l’instabilita` nel risulta-
to della sottrazione adattativa. All’aumento della tolleranza aumenta anche il rapporto
segnale rumore anche se la tolleranza3 sorpassa il valore singolare massimo.
3.5 Scelta del fattore di correzione d’instabilita` nella
matrice di convoluzione
Applicando TSVD oppure una perturbazione della matrice di convoluzione la scelta del
parametro di regolarizzazione (soglia o tolleranza) risulta molto importante per ottenere
un risultato soddisfacente.
Figura 3.26: Ampiezza dei valori singolari con ground roll predetto a 20 Hz , il ground
roll effettivo a 15 Hz e il filtro stimato a 15 campioni. Ogni curva di colore rappresenta
l’andamento dei valori singolari su ogni traccia, lo stesso andamento puo` ripetersi per
piu` tracce.
3La tolleranza massima corrisponde all’ordinata del valore singolare piu` alta.
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Nella figura 3.26, il segmento in rosso indica il sotto insieme dei valori singolari
responsabili dell’instabilita`. Per stabilizzare il problema e` necessario :
• usando la TSVD, rimuovere i piu` piccoli valori singolari rispetto al valore singolare
selezionato (per esempio, per un totale di 15 valori singolari come nella figura 3.26,
si tengono i primi 7 valori singolari e si rimuovono gli ultimi 8 valori singolari);
• usando la perturbazione della matrice di convoluzione, si puo` usare come tolleranza
la varianza del rumore osservato per corregere l’instabilita`.
3.6 Conclusione
Dai test di sottrazione adattativa applicata ai dati sintetici variando la lunghezza del
filtro stimato e la frequenza di picco dell’ondina che ha generato il ground roll predetto,
si puo` notare che l’efficacia della sottrazione adattativa dipende da:
• l’acquisizione o la predizione del rumore osservato (ground roll);
• la stima del numero di campioni del filtro stimato;
• la frequenza di picco che abbia generato il ground roll del dato e quello predetto;
• i valori singolari della matrice di convoluzione;
La correzione dell’instabilita` permette di migliorare il rapporto segnale rumore.
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In questa capitolo, il metodo della sottrazione adattativa viene applicato simulando
un dato terrestre sintetico con ground roll, generalmente, con bassa frequenza (< 15Hz)
rispetto alle riflessioni, bassa velocita` di propagazione (< 1000m/s) e alte ampiezze dove
ogni evento e` generato con una frequenza diversa. Inizieremo con una prima modellizza-
zione dove il ground roll non e` dispersivo poi affronteremo una seconda modellizzazione
che si avvicina ad un caso realistico dove il ground roll diviene dispersivo e infine una ter-
za modellizzazione ottenuta mediante un modello geologico reale del sottosuolo a partire
dall’applicazione del software OASES. Per valutare al meglio il risultato della sottra-
zione adattativa, lo visualizzeremo anche in dominio f-k. Il lettore potra` trovare una
letteratura degli articoli facendo riferimento [7, 31, 46, 47, 48, 49, 51].
4.1 Prima modellizzazione
In questa sezione si modellizza il dato terrestre sintetico con modello di stratificazione a
strati piani paralleli, dove :
• gli strati hanno spessori [1, 1.5, 1.3] km;
• le riflessioni hanno velocita` [1.5, 2, 2.5] km/s e sono generate usando un’ondina di
Ricker di frequenza di picco FcRicker = 20 Hz;
• gli eventi di ground roll vengono generati con ondine di Ricker di frequenza di picco
FcRicker = [6, 2, 0.6] Hz, velocita` [0.7,0.4,0.0167] km/s e ampiezze [1.5, 2, 2.5].
• i passi di campionamento spaziale e temporale sono rispettivamente 0.05 km e
0.0042 s.
• l’offset massimo e` pari a 5.95 km e il tempo di registrazione massimo e` pari a 5.20
s.
Mediante questo modello si ottiene il seguente pannello di dati :
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Figura 4.1: Dato terrestre sintetico modellizzato.
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4.2 Applicazione con ground roll uguale a quello del
dato
4.2.1 Limite di efficacia della sottrazione adattativa
Come viene discusso nel paragrafo 1.6, in questa sezione si assume che il modello di
ground roll sia perfettamente coincidente con il ground roll sommato alle riflessioni, al
fine di potere valutare l’errore commesso dalla sottrazione adattativa dovuto alla non
totale incorrelazione tra segnale utile e disturbo.
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Figura 4.2: Dato terrestre sintetico modellizzato. (a) Modello delle riflessioni; (b) il mo-
dello del ground roll moltiplicato da uno scalare unitario; (c) Il dato terrestre modellizzato
mediante la somma dei dati delle figure (a) e (b).
4.2.1.1 Scalare stimato nel caso di sottrazione 1D
In questo caso ideale si impone che il filtro adattativo consiste di un unico scalare per
ciascuna traccia. Lo scalare stimato mediante il metodo della sottrazione adattativa
lungo ogni traccia (noto a, nel capitolo 1 del paragrafo 1.6) e` dato dalla seguente figura :
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Figura 4.3: Lo scalare stimato lungo ogni traccia (noto α = a+ , nel capitolo 1).
4.2.1.1.1 Commenti
Mediante il metodo della sottrazione adattativa, nella figura 4.3 si vede che :
• l’errore di stima e` ovviamente nullo dove l’intersezione tra ground roll e riflessioni
e` nullo (vedasi riquadro verde nella figura 4.3)
• i cerchi verdi nel quadrante rosso indicano i punti in cui gli eventi del ground
roll si incrociano con le riflessioni, portando una brusca variazione negli scalari
stimati. Particolarmente, nei cerchi in verde, e` l’incontro tra l’evento (indicato
evento 1 nella figura 4.5) e il modello delle riflessioni che contribuisce a questa alta
variazione nella figura a causa della loro alta correlazione. L’impatto sul risultato
della sottrazione viene mostrato nella figura 4.5, marcato con i cerchi rossi.
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4.2.1.2 Modelli stimati delle riflessioni nel caso di sottrazione 1D e 2D
Mediante il metodo della sottrazione adattativa 1D e 2D si ottiene i seguenti modelli
stimati delle riflessioni :
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Figura 4.4: Risultato della sottrazione adattativa 1D.
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Figura 4.5: Risultato della sottrazione adattativa 2D.
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4.2.1.3 Visualizzazione della sottrazione adattativa in dominio f-k
Figura 4.6: Visualizzazione mediante la trasformata di Fourier bidimensionale (f-k). (a) Il dato terrestre simulato; (b) Risultato della sottrazione
adattativa per tracce (1D); (c) Risultato della sottrazione adattativa 2D. Ogni scala di colore e` in decibel (dB).
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4.2.1.4 Confronto del SNR tra sottrazione 1D e 2D
Nella tabella 4.2.1.4, la sottrazione adattativa nel caso di sottrazione 2D ha un rapporto
segnale rumore molto elevato a quello di sottrazione 1D.
SNR(dB)
Prima della sottrazione Dopo sottrazione 1D Dopo sottrazione 2D
-11.04 34.47 94.89
Tabella 4.1: Calcolo del rapporto segnale rumore (SNR) con uno scalare stimato.
4.2.1.5 Analisi degli errori tra sottrazione 1D e 2D
Dalla valutazione del limite dell’efficacia della sottrazione adattativa si ottiene :
• nel caso di sottrazione 1D, l’errore tra lo scalare stimato massimo e lo scalare da
stimare (cioe` unitario) e` pari a 7.98 · 10−2 e l’errore tra lo scalare stimato minimo
non nullo e lo scalare da stimare (cioe` unitario) e` pari a 4.86 · 10−2;
• nel caso di sottrazione 2D, l’errore tra lo scalare stimato e quello da stimare (cioe`
lo scalare unitario) e` pari a 5.05 · 10−6.
4.2.1.6 Commento
Anche se il caso considerato e` molto semplice (stima di uno scalare), il risultato mette
in evidenza molto bene come l’efficacia della sottrazione adattativa basata sulla norma 2
dipenda dalla correlazione dei segnali : se il segnale utile e il disturbo si “assomigliano”
(sono molto correlati) non c’e` possibilita’ che la sottrazione adattativa fornisca un buon
risultato; considerando i segnali sismici come segnali bidimensionali invece che come
collezione di segnali 1D, porta spesso ad una maggiore incorrelazione tra segnale utile
e modello del disturbo, con conseguente miglioramento dell’efficacia della sottrazione,
gli algoritmi diventano pero` piu` complicati. La sottrazione adattativa 2D e` piu` efficace
rispetto alla versione 1D.
4.2.2 Sottrazione adattativa per tracce con filtro stimato
Si considera lo stesso modello del paragrafo 4.1 e si applica il metodo della sottrazione
adattativa lungo ogni traccia mediante un filtro stimato di 5 campioni quando il modello
del ground roll coincide perfettamente con il ground roll presente nel dato come nel
paragrafo 4.2.1.
4.2.2.1 Risultato della sottrazione adattativa per tracce
Nella figura 4.7, si nota come anche usando un filtro stimato (di 5 campioni) rimane un
errore di stima. La cattiva attenuazione (indicata in rosso) del ground roll dipende dalla
correlazione tra il ground roll e le riflessioni.
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Figura 4.7: Risultato della sottrazione adattativa.
4.2.2.2 Tabella del rapporto segnale rumore
Lunghezza del SNR(dB)
filtro stimato Prima della sottrazione Dopo sottrazione
7 campioni -11.04 -18.94
5 campioni -11.04 14.82
3 campioni -11.04 15.91
2 campioni -11.04 17.71
Tabella 4.2: Calcolo del rapporto segnale rumore (SNR) con differenti lunghezze del filtro
stimato.
Un filtro stimato di lunghezza 7 produce un risultato instabile con SNR=-18.94 dB,
se applichiamo una correzione di tale instabilita` modificando la matrice di convoluzione
con una tolleranza pari a 0.3, si ottiene SNR=13.96 dB.
4.2.3 Sottrazione adattativa per finestre con filtro stimato
Si considera lo stesso modello del dato terrestre e del ground roll predetto definito nel
paragrafo 4.2.2 e si applica il metodo della sottrazione adattativa usando la finestra a
coseno rialzato definito nel capitolo 1. Si considera un caso ideale dove il ground roll
predetto coincide perfettamente con quello presente nel dato.
4.2.3.1 Filtro stimato sulla colonna 11
Su ogni colonna di ciascuna finestra il filtro stimato e` di lunghezza di 3 campioni. La
figura 4.8 mostra un esempio nella traccia 11 del filtro stimato di ciascuna finestra.
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Figura 4.8: Filtro stimato di ciascuna finestra nella traccia 11. Ogni filtro stimato puo`
avere campioni diversi degli altri.
4.2.3.2 Risultato della sottrazione adattativa per finestre
L’uso del metodo della sottrazione adattativa per finestre permette di rimuovere effica-
cemente il ground roll (figura 4.9 ) rispetto a quello per traccia (figura 4.7 ) mediante
una finestra a coseno rialzato di 311 campioni con fattore di roll-off (Lunghezza della
transizione della finestra) pari a 50% tale che ogni traccia viene coperta con 6 finestre.
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Figura 4.9: Risultato del metodo della sottrazione adattativa per finestre.
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4.2.3.3 Tabella del rapporto segnale rumore
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
SNR(dB)
Prima della sottrazione Dopo sottrazione
-11.04 24.13
Tabella 4.3: Calcolo del rapporto segnale rumore (SNR) prima e dopo il metodo.
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4.2.3.4 Visualizzazione della sottrazione adattativa in dominio f-k
Figura 4.10: Visualizzazione mediante la traformata di Fourier bidimensionale (f-k) : (a) il dato terrestre simulato; (b) il Risultato della
sottrazione adattativa per tracce con filtro stimato pari a 5 campioni; (c) il risultato della sottrazione adattativa per finestre. Ogni scala di
colore e` in decibel (dB).
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4.2.4 SNR per differenti fattori roll-off della finestra a coseno
rialzato
Si usa una finestra a coseno rialzato di 311 campioni.
Fattore di roll-off Numero di finestre per tracce SNR(dB)
10% 5 20.87
20% 5 22.15
30% 5 22.59
50% 6 24.13
60% 6 23.21
Tabella 4.4: Calcolo del rapporto segnale rumore (SNR) con fattori roll-off differenti
testato sul dato sintetico mediante una finestra a coseno rialzato.
4.2.5 Commento
I risultati dei test effettuati per differenti valori del fattore di roll-off, riassunti nella
tabella 4.4, portano a concludere che il miglior risultato si ottiene scegliendo un roll-off
pari a 50%.
4.3 Applicazione con ground roll modellizzato dal
filtro passa basso
In questa sezione viene affrontato un caso piu` realistico dove si utilizza un modello di
ground roll ottenuto direttamente dal dato misurato (ovvero della somma riflessioni piu`
ground roll). In particolare verra` sfruttato (come spesso si fa in pratica) la differenza di
frequenze fra ground roll e riflessioni, ottenendo il modello di ground roll applicando un
filtro passa basso ai dati. Inoltre ai dati viene anche sommato un rumore casuale.
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Figura 4.11: (a) il dato terrestre. (b) il modello del ground roll predetto mediante un
filtro passa basso di 450 campioni e di frequenza di taglio pari a 11 Hz.
4.3.1 Risultato della sottrazione adattativa
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Figura 4.12: Risultato del metodo della sottrazione adattativa: (a) per tracce con filtro
stimato a 3 campioni; (b) per finestre con filtro stimato stimato a 3 campioni e una
finestra di 353 campioni dove ogni traccia e` composto di 5 finestre. Le frecce in rosse
indicano degli errori presenti in (a) e assenti in (b).
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4.3.2 Visualizzazione della sottrazione adattativa in dominio f-k
Figura 4.13: Visualizzazione mediante la traformata di Fourier bidimensionale (f-k): (a) il dato terrestre; (b) il risultato della sottrazione
adattativa per tracce; (c) il risultato della sottrazione adattativa per finestre. Ogni scala di colore e` in decibel (dB).
90
4.3.3 Tabella del rapporto segnale rumore
Dalla tabella 4.5, il metodo della sottrazione adattativa per finestre risulta piu` efficace
rispetto a quello per tracce.
SNR(dB)
Prima della sottrazione Dopo sottrazione per tracce Dopo sottrazione per finestre
-11.08 5.77 7.48
Tabella 4.5: Tabella del SNR per il metodo della sottrazione adattativa per tracce e per
finestre.
4.4 Seconda modellizzazione
In questa sezione si modellizza mediante Matlab il dato sismico terrestre sintetico con un
ground roll dispersivo ovvero la cui velocita` di propagazione e` funzione della frequenza.
Questa seconda modellizzazione ha gli stessi parametri di quelli della prima modellizza-
zione (paragrafo 4.1) salvo i parametri del ground roll.
La velocita` di fase e` data dal diagramma nella seguente figura :
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Figura 4.14: Velocita` di fase in funzione della frequenza.
A partire da questo modello si ottiene questo pannello di dati perturbati da un rumore
casuale :
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Figura 4.15: Dato terrestre sintetico con onda diretta, onda rifratta, onde riflessione,
ground roll dispersivo e rumore casuale di deviazione standard pari a 2.5 e media nulla.
4.5 Applicazione con ground roll modellizzato dal
filtro f-k
In questa sezione viene affrontato un altro caso realistico, dove il modello di ground roll
viene ottenuto utilizzando un filtro f-k (tagliando le componenti intorno all’asse delle
frequenze) applicato al dato sintetico simulato della figura 4.15.
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Figura 4.16: Ground roll predetto mediante filtro applicato nel dominio f-k.
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4.5.1 Risultato della sottrazione adattativa per tracce
Il metodo della sottrazione adattativa viene applicato lungo ogni traccia del dato usando
un filtro stimato di 5 campioni. Si ottiene questo risultato :
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Figura 4.17: Risultato della sottrazione adattativa per tracce.
4.5.2 Risultato della sottrazione adattativa per finestre
Il metodo della sottrazione adattativa per finestre viene applicato usando una finestra
di 89 campioni dove ogni traccia e` suddivisa in 19 finestre. Con un filtro stimato di 3
campioni si ottiene questo risultato :
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Figura 4.18: Risultato della sottrazione adattativa per finestre.
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4.5.3 Visualizzazione della sottrazione adattativa in dominio f-k
Figura 4.19: Visualizzazione mediante la trasformata di Fourier bidimensionale (f-k): (a) il dato terrestre; (b) il modello del ground roll; (c) il
risultato della sottrazione adattativa per tracce; (d) il risultato della sottrazione adattativa per finestre. Ogni scala di colore e` in decibel (dB).
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4.5.4 Tabella del rapporto segnale rumore
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
SNR(dB)
Prima del metodo Dopo il metodo (per tracce) Dopo il metodo (per finestre)
-4.39 1.94 1.95
Tabella 4.6: Tabella del SNR per il metodo della sottrazione adattativa per tracce e per
finestre.
4.6 Terza modellizzazione
In questa sezione si usa il software OASES che permette la modellizzazione di un dato
sismico sintetico mediante un modello di stratificazione a strati piani paralleli. Il lettore
potra` trovare una letteratura degli articoli facendo riferimento a [50, 38, 37, 21].
4.6.1 Modello di stratificazione del sottosuolo
Si e` considerato il modello geologico reale fornito ottenuto nella comune di Sansepolcro
in Italia.
Riassumiamo nella seguente tabella il modello di stratificazione del sottosuolo composto
di 4 strati a piani paralleli con densita` e spessori variabili dove ciascuno strato risulta
omogeneo e isotropo al suo interno.
Vp [m/s] Vs [m/s] Densita` [g/cm3] Spessore [m]
1425 206 1800 16
2000 300 1900 42
2100 456 2000 32
2425 980 2 100
Tabella 4.7: Modello del sottosuolo.
dove :
• Vp e` la velocita` delle onde compressionali (P).
• Vs e` la velocita` delle onde di taglio (S).
4.6.2 Analisi del dato e modello del ground roll
Il dato e` ottenuto da una sorgente esplosiva con 301 geofoni. Il passo di campionamento
spaziale, ovvero la distanza tra i geofoni, e` di 1 metro. L’offset minimo, ovvero la distanza
tra la sorgente e il primo geofono, e` di 5 metri e l’offset massimo e` pari a 305 metri. Questi
dati sono stati registrati con un passo di campionamento di 4 millisecondi e una durata
di registrazione di 2044 ms. Con l’uso di un algoritmo scritto su Matlab si e` potuto
ricavare il rumore predetto applicando il filtro f-k.
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Figura 4.20: (a) Il dato terrestre; (b) Il rumore predetto (ground roll + onde d’aria).
4.6.3 Risultato della sottrazione adattativa
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Figura 4.21: (a) Risultato della sottrazione adattativa per tracce; (b) Risultato della
sottrazione adattativa per finestre. Le frecce in rosso indicano gli errori presenti nella
(a) assenti nella (b).
Nella figura 4.21 (a), il risultato del metodo della sottrazione adattativa per tracce e`
stato ottenuto con un filtro stimato per ogni traccia di lunghezza pari a 15 campioni.
Nella figura 4.21 (b), il risultato del metodo della sottrazione adattativa per finestre e`
stato ottenuto mediante un filtro stimato di lunghezza pari a 7 campioni per ogni finestra
con una finestra a coseno rialzato con fattore di roll-off pari a 50% e lunghezza pari a
104 campioni.
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4.6.4 Visualizzazione della sottrazione adattativa in dominio f-k
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Figura 4.22: Visualizzazione mediante la trasformata di Fourier bidimensionale (f-k). (a) Il dato terrestre simulato; (b) Il modello del rumore;
(c) Il risultato della sottrazione adattativa per tracce; (d) Il risultato della sottrazione adattativa per finestre. Le scale di colore sono in decibel
(dB).
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4.7 Conclusione
In questo capitolo il metodo della sottrazione adattativa e` stato applicato a dei casi
sintetici piu` realistici. Nel caso in cui il ground roll predetto corrisponde perfettamente
a quello presente nel dato (caso ideale non realizzabile in pratica) il metodo richiede
pochissimi campioni per il filtro stimato. Poi abbiamo mostrato la differenza nel risul-
tato della sottrazione adattativa usando un modello del ground roll predetto mediante
filtro passa basso e dal filtro f-k. Infine, abbiamo applicato il metodo della sottrazione
adattativa sui dati modellizzati con ground roll dispersivo su Matlab, e con un modello
geologico reale sul software OASES.
L’analisi di tali risultati, ci hanno portato a questa deduzione :
• l’applicazione della sottrazione adattativa tiene conto dell’informazione integrale
del rumore modellizzato.
• l’applicazione della sottrazione adattativa usando un ground roll modellizzato con
filtro passo basso comporta anche l’attenuazione delle riflessioni fino alla frequen-
za di taglio del filtro utilizzato, cosa che non avviene con l’applicazione della
sottrazione adattativa usando un ground roll modellizzato mediante filtro f-k.
• l’applicazione della sottrazione adattativa per finestre risulta molto sensibile al
modello del ground roll predetto e permette di ottenere un rapporto segnale rumore
piu` elevato (con parametri del filtro stimato e della lunghezza della finestra bene
fissati e un buon modello di rumore) rispetto a quello ottenuto con sottrazione per
tracce.
• in sismica spesso si ricava il segnale utile mediante filtro f-k. Osservando in dominio
f-k il dato ottenuto con il software OASES (figura 4.22 (a)), e` difficile ricavare
direttamente il segnale utile invece del rumore, un modo conveniente per ottenere
un buon segnale utile consiste nell’ottenere il rumore e poi applicare la sottrazione
adattativa.
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Capitolo 5
Applicazioni sui dati sismici
terrestri reali
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In questo capitolo il metodo della sottrazione adattativa viene applicato ai dati sismici
reali ottenuti da una acquisizione terrestre. In sismica spesso si ricava il segnale utile
mediante l’applicazione del filtro f-k ma quando risulta piu` facile ottenere il modello
del disturbo rispetto al segnale utile allora e` necessaria l’applicazione della sottrazione
adattativa. Quindi, si cerchera` di ricavare il modello del rumore di superficie a partire
del dato mediante la trasformata bidimensionale di Fourier (f-k). Si comincia dal dato
sismico acquisito a Luni usando due casi di modelli del ground roll nell’applicazione della
sottrazione adattativa, poi finiremo con il dato sismico fornito da Eni dove si confrontano
i risultati della sottrazione adattativa con il modello di riferemento che e` stato fornito.
Per valutare al meglio il risultato della sottrazione adattativa, lo visualizzeremo anche in
domini f-x e f-k. Il lettore potra` trovare riferimenti bibliografici relativi agli argomenti
trattati facendo riferimento a [53].
5.1 Applicazione sul dato terrestre acquisito a Luni
In questa sezione si e` considerato il dato reale ottenuto dalla campagna sismica effettuata
nell’antica citta` romana di Luni nella regione Toscana in Italia.
Lo stendimento e` caratterizzato da una sorgente esplosiva e di 301 geofoni. Il passo di
campionamento spaziale e` di 2 metri. L’offset minima e` di 1 metro. Questi dati sono
stati campionati con un passo di campionamento di 0.5 millisecondi e una durata di
registrazione di 1023.5 ms.
Il dato acquisito mostrato nella figura 5.1(b) e` stato normalizzato traccia per traccia,
usando una sorgente esplosiva il primo geofono e` andato in saturazione e il 22 esimo e
il 42 esimo geofoni non sono stati bene piccati. Quindi questi geofoni non producono
una buona registrazione del segnale e la soluzione migliore per ottenere una buona in-
formazione del sottosuolo e` di rimuovere, prima della sottrazione adattativa, le tracce
corrispondenti a tali geofoni. La zona vuota (indicato con freccia rossa) tra le onde di
volume e il ground roll e` dovuto all’applicazione di un mute sulle onde d’aria.
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Figura 5.1: (a) Il dato terrestre; (b) Il dato terrestre normalizzato traccia per traccia.
5.1.1 ll modello del ground roll ottenuto dal filtro f-k
Con l’uso del software ProMax si e` potuto ottenere il modello ground roll applicando il
filtro f-k. La figura 5.2 mostra il dato sismico e il modello del ground roll.
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Figura 5.2: (a) Il dato terrestre; (b) Il modello del ground roll mediante filtro f-k.
Sopra la linea trattegiata in rosso della figura 5.2 (b) si osservano i residui del segnale
utile (onde di volume). A partire da questo modello di ground roll possiamo applicare il
metodo della sottrazione adattativa.
5.1.1.1 Risultato della sottrazione adattativa
Nella figura 5.3 (a), il risultato del metodo della sottrazione adattativa per tracce e` stato
ottenuto con un filtro stimato per ogni traccia pari a 19 campioni. Nella figura 5.3 (b), il
risultato del metodo della sottrazione adattativa per finestre e` stato ottenuto mediante
un filtro stimato di lunghezza per ogni finestra pari a 7 campioni con una finestra a
coseno rialzato con fattore di roll-off pari a 50% e lunghezza pari a 109 campioni.
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Figura 5.3: (a) Il risultato della sottrazione per tracce; (b) Il risultato della sottrazione
per finestre. I cerchi in rosso mostrano le zone soggette all’instabilita`.
Questi risultati (figura 5.3) ottenuti con la sottrazione adattativa sia per tracce che
per finestre sono molto instabili e tale instabilita` viene evidenziato con cerchi rossi. Nel
paragrafo successivo si applica la correzione di tale instabilita`.
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5.1.1.2 Risultato della sottrazione adattativa corretto
Il risultato della sottrazione adattativa sia per tracce che per finestre, figura 5.3, e` in-
stabile, uno dei modi per correggere tale instabilita` e` di aggiungere un peso ovvero la
tolleranza nella matrice di convoluzione come viene descritto nel paragrafo 2.4.1. In que-
sto caso, nei risultati della sottrazione adattativa per tracce e per finestre viene aggiunto
un peso rispettivamente di 0.3 e di 0.02.
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Figura 5.4: (a) Il risultato corretto della sottrazione adattativa per tracce; (b) Il risultato
corretto della sottrazione adattativa per finestre.
5.1.1.3 Commento
Dalla visualizzazione della figura 5.4, il risultato della sottrazione adattativa per finestre
non risulta megliore rispetto al risultato per tracce. Questo problema viene dal fatto che
l’efficacia del metodo della sottrazione adattativa dipende fortemente dal modello del
ground roll non dal modo in cui l’instabilita` deriva corretta. Il modello del ground roll
ottenuto con filtro applicato in dominio f-k (figura 5.2 (b)) contiene residui del segnale
utile, tali residui influenzano il metodo della sottrazione adattativa per finestre renden-
dolo inefficace. L’influenza di tali residui dipende dal fatto che la lunghezza definita
per la finestra e` troppo corta. Allargare la finestra puo` essere un modo per risolvere
tale problema ma risulta comunque meno efficace rispetto alla sottrazione adattativa per
tracce.
Nel paragrafo successivo si cerca di migliorare il modello del ground roll cos`ı da evitare
l’impatto di tali residui nel risultato della sottrazione adattativa per finestre.
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5.1.1.4 Visualizzazione della sottrazione adattativa in dominio f-x
Figura 5.5: Visualizzazione mediante la trasformata di Fourier monodimensionale (f-x). (a) Il dato terrestre; (d) Il modello del ground roll; (c)
Il risultato corretto della sottrazione adattativa per tracce; (d) Il risultato corretto della sottrazione adattativa per finestre. Le scale di colore
sono in decibel (dB).
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5.1.1.5 Visualizzazione della sottrazione adattativa in dominio f-k
Figura 5.6: Visualizzazione mediante la trasformata di Fourier bidimensionale (f-k). (a) Il dato terrestre; (d) Il modello del ground roll; (c) Il
risultato corretto della sottrazione adattativa per tracce; (d) Il risultato corretto della sottrazione adattativa per finestre. Le scale di colore sono
in decibel (dB).
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5.1.2 ll modello del ground roll ottenuto dal filtro f-k seguito
dal mute
Con il fatto che la sottrazione adattativa e` molto sensibile al modello del ground roll,
si cerca di rimuovere i residui del segnale utile nel modello di ground roll ottenuto dal
filtro applicato in dominio f-k (figura 5.2) applicando un mute per aumentare il rapporto
segnale rumore nel risultato della sottrazione adattativa. In questo modo, tali residui
non hanno l’impatto nel risultato della sottrazione adattativa per finestre e si ottengono
risultati migliori.
La figura 5.7 mostra il dato sismico e il modello del ground roll ottenuto dal dato
sismico mediante il filtro applicato in dominio f-k e poi dall’applicazione di un mute.
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Figura 5.7: (a) Il dato terrestre normalizzato traccia per traccia; (b) Il modello del ground
roll ottenuto dal filtro applicato in f-k e poi da un mute.
5.1.2.1 Risultato della sottrazione adattativa
Mantenendo gli stessi parametri del filtro adattativo descritto nel paragrafo 5.1.1.1, nel-
la figura 5.8 (a) il risultato del metodo della sottrazione adattativa per tracce e` stato
ottenuto con un filtro stimato per ogni traccia pari a 19 campioni e nella figura 5.8 (b) il
risultato del metodo della sottrazione adattativa per finestre e` stato ottenuto mediante
un filtro stimato di lunghezza per ogni finestra pari a 7 campioni con una finestra a
coseno rialzato con fattore di roll-off pari a 50% e lunghezza pari a 109 campioni.
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Figura 5.8: (a) risultato della sottrazione per tracce ; (b) risultato della sottrazione per
finestre.
Nel paragrafo successivo si applica la correzione di tale instabilita`.
5.1.2.2 Risultato della sottrazione adattativa corretto
Portando una rimozione dei residui del segnale utile nel modello di ground roll della
figura 5.2, i risultati ottenuti rimangono instabili. Per correggere tale instabilita`, uno
dei modi come viene descitto nel paragrafo 2.4.1 e` di aggiungere un peso o tolleranza
nella matrice di convoluzione. In questo caso, nella sottrazione adattativa per tracce e`
stata applicata usando una tolleranza pari a 0.3 e quella per finestre una tolleranza pari
a 0.02.
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Figura 5.9: (a) Il risultato corretto della sottrazione adattativa per tracce; (b) Il risultato
corretto della sottrazione adattativa per finestre.
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5.1.2.3 Visualizzazione della sottrazione adattativa in dominio f-x
Figura 5.10: Visualizzazione mediante la trasformata di Fourier monodimensionale (f-x). (a) Il dato terrestre; (b) Il modello del ground roll;
(c) Il risultato corretto della sottrazione adattativa per tracce; (d) Il risultato corretto della sottrazione adattativa per finestre. Le scale di colore
sono in decibel (dB).
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5.1.2.4 Visualizzazione della sottrazione adattativa in dominio f-k
Figura 5.11: Visualizzazione mediante la trasformata di Fourier bidimensionale. (a) Il dato terrestre; (b) Il modello del ground roll; (c) Il
risultato corretto della sottrazione adattativa per tracce; (d) Il risultato corretto della sottrazione adattativa per finestre. Le scale di colore sono
in decibel (dB).
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5.2 Applicazione sul dato terrestre fornito da ENI
S.p.A
In questa sezione, il dato terrestre e il ground roll sono stati forniti gentilmente da ENI.
Il dato e` caratterizzato da una spaziatura irregolare lungo l’asse dell’offset e contiene 148
tracce (ovvero colonne) e dura 6.498 secondi con un passo di campionamento temporale
di 2 millisecondi.
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Figura 5.12: (a) Il dato terrestre: (1) onde dirette, (2) onde rifratte, (2) onde riflesse,
(4) ground roll; (b) Il rumore predetto (ground roll ).
Il modello del ground roll e` stato determinato mediante l’applicazione del filtro f-k e
fornito gentilmente da ENI.
5.2.1 Risultato della sottrazione adattativa
Nella figura 5.13 (a), il risultato del metodo della sottrazione adattativa per tracce e` stato
ottenuto con un filtro stimato per ogni traccia pari a 53 campioni. E, nella figura 5.13 (b),
il risultato del metodo della sottrazione adattativa per finestre e` stato ottenuto mediante
un filtro stimato di lunghezza per ogni finestra pari a 13 campioni con una finestra a
coseno rialzato di fattore di roll-off pari a 50% e di lunghezza pari a 561 campioni (ovvero
una distanza di 1.12 secondi). Per ciascuna traccia ci sono 8 finestre.
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Figura 5.13: (a) Il risultato della sottrazione adattativa per tracce; (b) Il risultato della sottrazione adattativa per finestre; (c) Il risultato fornito
da Eni ottenuto mediante applicazione di filtro f-k. Le frecce in rosso indicano gli errori presenti in (a) assenti in (b) e (c).
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5.2.2 Visualizzazione della sottrazione adattativa in dominio f-x
Figura 5.14: Visualizzazione mediante la trasformata di Fourier monodimensionale (f-x) : (a) il dato terrestre; (b) il ground roll; (c) risultato
della sottrazione adattativa per tracce ; (d) risultato della sottrazione adattativa per finestre; (e) il risultato fornito da Eni mediante applicazione
di filtro f-k. Le scale di colore sono in decibel (dB).
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5.2.3 Visualizzazione della sottrazione adattativa in dominio f-k
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Figura 5.15: Visualizzazione mediante la trasformata di Fourier bidimensionale (f-k) : (a) il dato terrestre; (b) il ground roll; (c) risultato della
sottrazione adattativa per tracce; (d) risultato della sottrazione adattativa per finestre; (e) il risultato fornito da Eni mediante applicazione di
filtro f-k. Le scale di colore sono in decibel (dB).
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5.3 Conclusione
Nell’applicazione del metodo della sottrazione adattativa sui dati sismici ottenuti dall’ac-
quisizione terrestre abbiamo affrontato uno dei problemi maggiori che spesso si incontra
nella sismica quando viene applicato il filtro f-k nei dati con rumore molto aliasato e
dispersivo e/o a spaziatura irregolare.
• Nell’applicazione sul dato acquisito a Luni, la sottrazione adattativa per finestre
risulta molto sensibile al modello del ground roll rispetto alla sottrazione adattativa
per tracce. Questa sensibilita` al modello del ground roll puo` rendere il risultato
della sottrazione adattativa per finestre meno efficace rispetto a quello per tracce
e perfino produrre risultati non buoni. Per esempio, per un modello di ground roll
che contiene i residui del segnale utile, la sottrazione adattativa per tracce e` piu`
conveniente a quella per finestre. Quindi l’efficcacia della sottrazione adattativa
dipende dal modello del disturbo.
• Nell’applicazione sul dato fornito da Eni, i risultati ottenuti dalla sottrazione adat-
tiva somigliano al modello del segnale utile fornito da Eni come riferimento. Dall’os-
servazione della figura 5.14 si puo` notare che la sottrazione adattativa per finestre
risulta migliore dal risultato ottenuto con filtro f-k classicamente utilizzato perche` il
metodo della sottrazione adattativa preserva al meglio il segnale utile anche quando
il dato sismico e` a spaziatura irregolare con rumore molto aliasato e dispersivo.
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Conclusione
Con questo elaborato abbiamo applicato il metodo della sottrazione adattativa in norma
2 all’elaborazione dei dati sismici terrestri. L’efficacia di tale metodo e` stata verificata
sia sui dati sismici sintetici modellizzati che sui dati sismici reali.
Abbiamo affrontato diversi problemi che si presentano nell’applicazione del metodo della
sottrazione adattativa tra cui la scelta della lunghezza del filtro adattativo, l’instabilita`
del risultato della sottrazione adattativa, ed anche la qualita` della predizione del rumore
ground roll.
Mediante diverse applicazioni della sottrazione adattativa, si e` verificato che l’efficacia
di tale metodo dipende da :
• l’acquisizione o la modellizzazione del rumore predetto (per esempio il rumore
ground roll modellizzato);
• la correlazione tra il dato utile e il rumore osservato (il ground roll presente nel da-
to) : se il segnale utile e il disturbo si “assomigliano” (sono molto correlati) non c’e`
possibilita` che la sottrazione adattativa fornisca un buon risultato; considerando
i segnali sismici come segnali bidimensionali invece che come collezione di segnali
1D, porta spesso ad una maggiore incorrelazione tra segnale utile e modello del di-
sturbo, con conseguente miglioramento dell’efficacia della sottrazione, gli algoritmi
diventano pero` piu` complicati.
• la stima della lunghezza del filtro adattativo.
e abbiamo ottenuto le seguenti caratteristiche :
• la sottrazione adattativa per finestra richiede un filtro stimato di lunghezza piu`
corta rispetto alla sottrazione adattativa lungo una traccia.
• se il filtro stimato e` troppo lungo, nel risultato ottenuto c’e` rischio di rimuovere
non soltanto il rumore (ground roll, multiple,...) ma anche delle riflessioni.
• se pero` il filtro stimato e` troppo corto, il metodo della sottrazione adattativa non
sara` abbastanza efficace nella rimozione del rumore.
• se nel modello del ground roll predetto sono presenti anche residui delle riflessioni,
il metodo della sottrazione adattativa rimuovera` anche questi eventi di riflessione.
Infatti, il metodo tiene conto di tutte le informazioni del rumore modellizzato.
• l’instabilita` del risultato della sottrazione adattativa dipende dai piccolissimi valori
singolari della matrice di convoluzione;
• la riduzione del numero dei valori singolari della matrice di convoluzione o l’aggiun-
to di un peso (tolleranza) a tali valori singolari permette di correggere l’instabilita`
ottenuto nel risultato della sottrazione adattativa;
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• l’applicazione della sottrazione adattativa usando un ground roll modellizzato dal
filtro passo basso attenua anche le riflessioni fino alla frequenza di taglio del filtro
utilizzato diversamente se il ground roll viene modellizzato dal filtro f-k.
• l’applicazione della sottrazione adattativa per finestre risulta molto sensibile al
modello del ground roll predetto e consente di ottenere un rapporto segnale rumore
piu` elevato rispetto a quella per tracce (quando il modello del rumore e` bene
simulato e i parametri del filtro stimato e della lunghezza della finestra sono bene
fissati).
• se il modello di disturbo contiene anche i residui del segnale utile, la sottrazione per
tracce risulta migliore a quella per finestra in quanto quella per finestra cerca di
rimuovere tali residui e quindi porta ad una perdita delle informazioni del segnale
utile.
• per un dato sismico dove a partire dal filtro f-k e` piu` facile ricavare il modello del
disturbo invece del segnale utile come spesso si fa in sismica, l’uso del metodo della
sottrazione adattativa e` piu` conveniente per ottenere un buon segnale utile.
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Dopo avere studiato la sottrazione adattativa applicata ai dati sintetici e reali terre-
stri, in questo appendice applichiamo il metodo della sottrazione adattativa ad un dato
reale ottenuto da una acquisizione di sismica marina. Con il metodo sismico a riflessione
si assume che solo le onde riflesse che subiscono una sola riflessione (Primarie) portano
l’informazione del sottosuolo. In realta` il dato registrato contiene anche le cosiddette
riflessioni multiple, ovvero le registrazioni dei fronti d’onda che raggiungono la superficie
dopo aver subito piu` riflessioni. In una acquisizione marina c’e` una classe di riflessioni
multiple particolarmente intense che sono le cosiddette multiple di superficie. Queste
riflessioni multiple si generano allorche` le onde riflesse dal sottosuolo raggiungono la su-
perficie del mare. La superficie del mare si comporta come un riflettore praticamente
perfetto a causa della forte differenza di velocita` e di densita` tra acqua e l’aria sovrastan-
te. Il coefficiente di riflessione e` molto vicino a −1 (il segno negativo dipende dal fatto
che la velocita` di propagazione e` piu` bassa nell’aria rispetto nell’acqua) e quindi tutto il
campo d’onda proveniente dal sottosuolo viene riflesso verso il basso. Questa riflessione
interagisce con il sottosuolo e verra` quindi di nuovo riflessa verso il basso e cos`ı via.
Questo tipo di riflessioni viene trattato come disturbo da rimuovere. Quindi, l’obiettivo
del metodo della sottrazione adattativa sul dato marino e` di sottrare le riflessioni mul-
tiple che contaminano questo dato ed ottenere le sole primarie. In questo caso non e`
possibile misurare sul campo un segnale che sia correlato con il disturbo (multiple [3]).
Per ottenere questo segnale (chiamato nel gergo la predizione delle multiple) si utilizza
un modello fisico della propagazione delle onde che permette di calcolare la predizione
delle multiple a partire dai dati osservati. Proponiamo qui due approcci per sottrarre
adattativamente le multiple predette e confrontiamo l’efficacia di questi approcci:
• stimare i coefficienti del filtro da tutte le tracce dell’intero dato sismico.
• stimare i coefficienti del filtro con la sottrazione adattativa per finestre.
Per tutti questi approcci, l’applicazione e` stata fatta in tre step sui dati sismici marini
dove l’obiettivo e` di rimuovere le multiple:
step 1 : predire un modello delle multiple ovvero il rumore osservato (Questo step non
e` l’argomento della tesi).
step 2 : ottenere i coefficienti del filtro stimato.
step 3 : sottrare le multiple sul dato sismico dai coefficienti ottenuti nello step 2.
A.0.1 Analisi del dato sismico marino
La figura A.1 mostra il dato sismico (fornito da ENI) composto di 2252 campioni, 803
tracce e un passo di campionamento di 4 millisecondi. L’osservazione di questo dato
permette di identificare la prima riflessione corrispondente al fondo mare che viene re-
gistrato ovvero al tempo di 1 secondo e, all’incirca al doppio di questo tempo, cioe` a 2
secondi, iniziano le riflessioni multiple.
La figura A.2 mostra un risultato di stima delle riflessioni primarie (che denominiano
reference) e ottenuto con un programma commerciale.
La figura A.3 e` ottenuta applicando una differenza tra i dati in figura A.1 e quelli del
reference (figura A.2).
La figura A.3 mostra le multiple ottenute sottraendo dal dato sismico le primarie fornite
dal risultato del reference.
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Figura A.1: Dato sismico marino osservato: sono presenti le primarie e le multiple. I
simboli (FM), (P), (M1) e (M2) indicano rispettivamente il fondo mare, la primaria, la
prima multipla e la seconda multipla.
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Figura A.2: Primarie da stimare (reference).
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Figura A.3: Multiple ottenute sottraendo dal dato marino le primarie del reference.
A.0.2 Metodo SRME (surface related multiple elimination)
Il metodo Surface related multiple elimination (SRME) utilizza i dati sismici registrati
per ottenere il modello delle multiple e che vengono poi soppresse mediante sottrazione
adattativa. Il vantaggio del SRME e` che non ha bisogno di nessuna informazione del
sottosuolo per ottenere le multiple che sono completamente predette a partire del dato.
Una letteratura di riferimenti e` data da [15, 16, 19, 18].
Diamo un esempio di come SRME predice una riflessione multipla. Nella figura A.4,
il tempo di propagazione della riflessione multipla1 SO1CiO2R puo` essere visto come una
combinazione di due riflessioni primarie: la riflessione della traccia SO1Ci (in blu) e la
riflessione della traccia CiO2R (in rosso). Se il dato acquisito contiene un evento per la
primaria SO1Ci e un evento per la primaria CiO2R, mediante la convoluzione dei due
segnali si ottiene un evento al tempo somma dei tempi di riflessione delle due primarie,
che costituisce la predizione della riflessione multipla SO1CiO2R. La predizione cos`ı
ottenuta e` in generale affetta da errore perche` non e` detto che le due tracce SO1Ci e
CiO2R siano effettivamente presenti del dataset acquisito, per cui il meglio che si puo`
fare e` ottenerle per interpolazione a partire delle tracce piu` vicine disponibili.
1multipla di tipo free surface perche` la riflessione verso il basso avviene alla superficie libera.
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Figura A.4: Schema della predizione della riflessione multipla (nota “SO1CiO2R”) dalle
riflessioni primarie in blu e in rosso.
Nella figura A.4 la simmetria del problema fa s`ı che la posizione del punto di riflessione
verso il basso sia nota (nel punto medio tra S ed R). In generale questa condizione non si
verifica, ma si puo` dimostrare che matematicamente il modello della riflessione multipla
della traccia sorgente ricevitore mostrato nella figura A.4 puo` essere ottenuto come :
multiple =
n∑
i=1
d (SCi, t) ∗ d (CiR, t) (A.1)
dove:
• i e` l’indice della posizione del punto Ci che sposta lungo tutta la superficie di
acquisizione;
• d (SCi, t) corrisponde alla traccia SO1Ci;
• d (CiR, t) corrisponde alla traccia CiO2R;
• il simbolo “∗” corrisponde alla convoluzione.
A.0.3 Predizione delle riflessioni multiple reali dalle primarie
con SRME
Gli algoritmi di imaging dei dati sismici si basano sull’assunzione che i dati contengono
la registrazione delle sole riflessioni primarie, ovvero quelle riflesse che nel loro percorso
(secondo la schematizzazione data dalla caratterizzazione mediante raggi) abbiano subito
una e una solo riflessione verso l’alto. In questo modo nell’elaborazione del dato marino,
le riflessioni multiple sono normalmente trattate come un disturbo da rimuovere prima
dell’imaging.
Poiche´ il dato marino non contiene solo riflessioni primarie, il metodo della sottrazione
adattativa e` applicato usando un modello di predizione delle riflessioni multiple, ottenuto
mediante l’algoritmo srme (Surface Related Multiple Elimination) [17] visualizzzato nella
figura A.5.
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Figura A.5: La predizione delle riflessioni multiple mediante srme (risultato fornito da
ENI).
A.1 Applicazione del metodo della sottrazione adat-
tativa
In questa sezione, applichiamo la sottrazione adattativa mediante due approcci per ri-
muovere le multiple nel dato sismico marino reale: il primo che consiste nell’applicare la
sottrazione adattativa sull’intera traccia e il secondo che consiste nell’applicare il metodo
ad ogni finestra. Infine, confronteremo entrambe gli approcci in una tabella riportato
nel paragrafo successivo. L’efficacia della sottrazione e` data confrontando il risulta-
to ottenuto con la figura A.2 della riflessione primaria da stimare (che denominiamo
reference).
A.1.1 Approccio con la stima del filtro sull’intera traccia
In questa sezione la sottrazione adattativa viene applicata su ogni traccia del dato si-
smico mediante l’uso del modello delle riflessioni multiple ricavato dall’algoritmo srme.
Il calcolo di questo dato non e` stato argomento di questa tesi il modello delle riflessioni
multiple per il dato in oggetto e` stato fornito da ENI assieme al dato stesso. Ad ogni
traccia corrisponde un filtro stimato di 81 campioni grazie al quale le riflessioni multiple
sono state sottratte.
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Figura A.6: Risultato della sottrazione adattativa: riflessioni primarie stimate.
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A.1.1.1 Risultato della sottrazione adattativa
Il risultato della sottrazione dipende dalla predizione delle multiple ottenuto con srme. Le frecce in rosso nella figura A.7 indicano la presenza
delle multiple da rimuovere applicando il metodo della sottrazione adattativa.
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Figura A.7: Da sinistra a destra: dato marino (fornito da ENI), predizione delle multiple con srme (fornito da ENI), risultato della sottrazione
adattativa.
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A.1.1.2 Confronto tra reference e risultato della sottrazione
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Figura A.8: Da sinistra a destra: primarie da stimare (reference),risultato della sottrazio-
ne (Primarie stimate). In entrambe le immagini si vede che il risultato della sottrazione
somiglia alla reference. Ambedue le immagini sono state visualizzate nella stessa scala
di ampiezza.
A.1.2 Approccio con la stima del filtro per finestre
L’applicazione della sottrazione adattativa per finestre sul dato marino e` effettuata usan-
do la finestra descritta nel paragrafo 1.3.1 lungo ogni traccia del dato. Per ogni traccia
ci sono 6 finestre in ciascuna finestra il filtro stimato ha lunghezza 7 campioni per ogni
finestra. Si ha considerato una finestra di lunghezza 561 campioni con fattore di roll-off
a 50%.
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Figura A.9: Risultato della sottrazione adattativa per finestre: somma segmenti delle
riflessioni primarie. Le frecce in verde indicano la cattiva rimozione delle multiple legato
al modello srme.
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A.1.2.1 Risultato della sottrazione adattativa per finestre
Il risultato della sottrazione per finestre dipende fortemente dalla predizioni delle multiple ottenuto con srme. Le frecce in rosse nella figura A.10
indicano la presenza delle multiple da rimuovere applicando il metodo della sottrazione adattativa per finestre.
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Figura A.10: Da sinistra a destra: dato marino (fornito da ENI), predizione delle multiple con srme (fornito da ENI), risultato della sottrazione
adattativa per finestre.
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A.1.2.2 Confronto tra reference e risultato della sottrazione per finestre
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Figura A.11: Da sinistra a destra: primarie da stimare (reference), risultato della sot-
trazione per finestre (Primarie stimate). In entrambe le immagini si vede che il risultato
della sottrazione somiglia alla reference.
L’utilizzo del metodo di sottrazione adattativa per finestre ci permette di ottenere
una stima delle riflessioni primarie che somigliano alle primarie da stimare o reference
(figura A.2). Il modello delle riflessioni multiple ottenuto con srme (rumore osservato)
non e` un modello perfetto, e gli effetti deboli presenti prima dell’inizio delle riflessioni
multiple con srme (figura A.5) causano nella procedura della sottrazione adattativa per
finestre gli artefatti evidenziati dalle frecce in verde nella figura A.9.
A.2 Confronto tra gli approcci
Il confronto degli approcci viene visualizzando le figure A.8 e A.11.
L’approccio con stima del filtro per finestre e` piu` efficace e ha un elevato costo compu-
tazionale rispetto alla stima del filtro su tutte le tracce. Questa efficacia e` basata sulla
predizione del modello delle multiple. Diventa piu` efficace se il modello e` bene predetto
e meno se invece lo e` di meno. La diminuzione dell’efficacia e` indicata dalle frecce in
verde nella figura A.9.
Ricapitolando, proponiamo la seguente tabella A.1 che confronta gli approcci con
ognuno i suoi vantaggi e svantaggi:
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Tipo dell’approccio Vantaggio Svantaggio
Stima del filtro per finestre buoni risultati; molto effica-
ce.
alto costo computazionale;
sensibile a tutto il modello
predetto [si vede l’errore ri-
sultante (indicato con frecce
in verde) nella figura A.9]
Stima del filtro per tracce buoni risultati; basso costo
computazionale; efficace.
non per forza sensibile a tut-
to il modello predetto [si
vede la figura A.6]
Tabella A.1: Confronto tra gli approcci.
A.2.1 Tabella del SNR
Il rapporto segnale rumore e` stato calcolato usando l’equazione (1.48) del capitolo 1.
SNR(dB)
Prima del metodo Risultato (per tracce) Risultato (per finestre)
-4.46 18.68 17.66
Tabella A.2: Confronto del rapporto segnale rumore.
SNR del risultato per finestre e` basso rispetto a quello per tracce a causa dell’errore
presente nella figura A.9 indicato con frecce in verde.
A.3 Conclusione
In questo appendice abbiamo mostrato l’efficacia del metodo della sottrazione adattativa
sui dati marini reali dove la rimozione delle multiple e` ottenuta combinando la sottrazione
adattativa con l’uso dell’algoritmo srme che predice le riflessioni multiple. I risultati sono
stati ottenuti mediante due approcci confrontati.
128
Bibliografia
[1] Widrow, Glover, et al.. Adaptive noise cancelling: principles and applications,
Proceedings IEEE, December 1975, vol. 63; p. 1692.
[2] J.-F. Guerre-C., D. Baudois. Etude du spectrofiltre adaptatif, multivariable avec
facteur d’oubli, GRETSI, 1991, vol. 8; pp. 145-154.
[3] R. Abma, et al.. Comparisons of adaptive subtraction methods for multiple
attenuation, The Leading EDGE, March 2005, pp. 277-279.
[4] P. S.R. Diniz. Adaptive filtering Algorithms and Practical Implementation, Springer,
2008.
[5] A. Uncini. Algoritmi adattivi per l’elaborazione dei segnali, Esculapio, Febbraio
2015.
[6] M. Bergounioux. Introduction au traitement mathe´matique des images - me´thodes
de´terministes, Springer, Fe´vrier 2015.
[7] C. Yarham, D. Trad, F. J. Herrmann. Curvelet processing and imaging: adaptive
ground roll removal, CSEG National Convention, 2004.
[8] J. Claerbout, S. Fomel. Geophysical image estimation by example, Stanford
University, ISBN 978-1-312-47467-3, 2014.
[9] B. Widrow, S. D. Stearns. Adaptive signal Processing, Pearson, 1985.
[10] L. Kong-Aik, G. Woon-Seng, K. Sen M.. Subband Adaptive Filtering: Theory
and Implementation, Wiley, 2009.
[11] R. M. Gray. Toeplitz and circulant matrices - an overview, Department of
Electrical Engineering, Stanford University, Stanford 94305.
[12] D. G. Manolakis, V. K. Ingle. Applied Digital Signal Processing: Theory and
Practise, Cambridge University Press, 2011.
[13] Bringing Parallelism to the Web with River Trail, [In rete]. indirizzo URL: http:
//intellabs.github.io/RiverTrail/tutorial/ (pagina consultata il 26 marzo
2016).
[14] MathWorks. MATLAB student: 8.3.0.532 (R2014a), indirizzo URL: www.
mathworks.com.
[15] S. Chauhan, I. Djamaludin, et al. Surface multiple attenuation in shallow water,
case study on data from the Bonaparte Basin, Australia, 10th Biennial International
Conference & Exposition, 2013, p. 437.
129
[16] J. Cai, M. Guo, et al. From SRME or wave-equation extrapolation to SRME and
wave- equation extrapolation, SEG Houston, 2009.
[17] J. Wang, S. Wang. Practical implementation of SRME for land multiple
attenuation, GeoConvention, 2013.
[18] A. J. Berkhout, D. J. Verschuur. Estimation of multiple scattering by iterative
inversion, Part I: theoretical consideration: Geophysics, 62, 1586-1595, 1997
[19] W. H. Dragoset, Zˇ. Jericˇevic´, J. H. Justice. Some remarks on surface multiple
attenuation, Geophysics , Vol. 63, No 2 (March-April 1998); p. 772-789, 15 FIGS.
[20] J. L. Shanks, S. Treitel, J. H. Justice. Stability and Synthesis of Two-
Dimensional Recursive Filters, IEEE Transactions on audio and electroacoustics,
Vol. Au-20, No. 2, June 1972.
[21] K. Fuchs. Calculation of synthetic seismograms by the reflectivity method, Bureau of
Mineral Resources: Geology and Geophysics; University of Karlsruhe, West germany;
BMR record 1980/64 c.3.
[22] E.R. Kanasewich. Time Sequence Analysis in Geophysics, The University of
Alberta Press, 1981.
[23] E.A. Robinson, S. Treitel. Digital Imaging and deconvolution: The ABCs of
Seismic Exploration and Processing, Society of Exploration geophysics, 2008.
[24] J. Wang. Frequencies of the Ricker wavelet, Geophysics , Vol. 80, No. 2 (March-
April 2015); p. A31-A37, 3 FIGS. 10.1190/GEO2014-0441.1
[25] G. H. Golub, C. F. Van Loan. Matrix Computations, The Johns Hopkins
University Press, Third Edition 1996.
[26] M. Moonen, B. De Moor. SVD and signal processing III: Algorithms,
Architectures and Applications, Elsevier Science B. V., 1995.
[27] V.C. Klema, A.J. Laub. The Singular Value Decomposition: its Computation and
Some Applications, IEEE. Trans on Auto. Control, 25, No. 2, 1980, pp.164-176.
[28] J. Mars, N. Le Bihan, V. Vrabie. Extensions de la SVD aux donne´es multidi-
mensionelles : Application a` la se´paration de sources, GRETSI, Groupe d’E´tudes du
Traitement du Signal et des Images, 2003.
[29] F. Kwok. Analyse Nume´rique (Universite´ de Gene`ve).
[30] Wikipedia [enciclopedia libera]. Conditionement (analyse nume´rique), https:
// fr. wikipedia. org/ wiki/ Conditionnement_ ( analyse_ num% C3% A9rique) .
(pagina consultata il 21 luglio 2016).
[31] J.-M. Marthelot, B. Maksim. Cours d’imagerie sismique, Universite´ de
Strasbourg, a.a 2013-2014.
[32] A. Mazzotti. Appunti di Sismologia d’esplorazione e log geofisici, Universita` di
Pisa, a.a 2014-2015.
[33] R. Brinks. On the convergence of derivatives of B-splines to derivates of the
gaussian function, Comp. Appl. Math.,27, 1, 2008
130
[34] R. E. Sheriff. Encyclopedic Dictionary of Applied Geophysics, 4th Ed, Society of
Exploration Geophysicists, 2002.
[35] SEG wiki. Dictionary: Ricker wavelet, Encyclopedic Dictionary, Society of
Exploration Geophysicists, wiki.seg.org/wiki/Dictionary:Ricker_wavelet.
[36] N. C.-Gonza´lez, F. M. Dopico, J. M. Molera. Linear Algebra and its
applications, ScienceDirect, 503, 15 August 2016.
[37] B. Kennett. Reflections, Rays and Reverberations, Bulletin of the Seismological
Society of America, vol. 64, pgg. 1685, 1974.
[38] G. Muller. The reflectivity method: a tutorial, J. Geophys., vol. 58, pgg. 153-174,
1985.
[39] C. Guerrini. Metodi di Regolarizzazione, Universita` di Bologna, 2010-11. [dispo-
nibile in rete], Indirizzo URL: http://www.dm.unibo.it/~guerrini/html/an_10_
11/SOFTWARE/regolarizzazione.pdf(pagina consultata il 4 luglio 2016).
[40] M. Brundu, A. Chindris, A. Frau. Tesina di Metodi Iterativi per la Risoluzione
di Sistemi Lineari e Non Lineari: Applicazione della TSVD allo studio di una colonna
di distillazione, Universita` degli studi di Cagliari, Scuola di dottorato in ingegneria
industriale. 24 Giugno 2009.
[41] R. C. Gonzalez, R. E Woods. Digital Image Processing, Third Edition, Prentice
Hall, 2008.
[42] G. Serra, Prof. G. Rodriguez. Tesina: Analisi e confronto tra metodi di rego-
larizzazione diretti per la risoluzione di problei discreti mal-posti, Corso di Calcolo
numerico 1, Facolta` di Ingegneria Elettronica, Universita` degli studi di Cagliari, a.a
2002-2003.
[43] F. Rocca. Appunti di elaborazione numerica dei segnali, Politecnico di Milano,
2010.
[44] R. Guzzi. Introduzioni ai metodi inversi: con applicazioni alla geofisica e al
telerilevamento, Springer, 2012.
[45] J. Mars, J.-L Lacoume, J.-L Mari, F. Glangeaud. Traitement du signal pour
Ge´ologues et Ge´ophysiciens - Techniques avance´es 3, Editions Technip, 2004.
[46] O¨z Yilmaz. Engineering Seismology with Applications to Geotechnical Engineering,
Investigations in Geophysics No. 17, Society of Exploration Geophysics, 2015.
[47] O¨z Yilmaz. Seismic Data Analysis, Society of Exploration Geophysics, 2001.
[48] S. A. Hosseini , et al. Adaptive attenuation of aliased ground roll using the shearlet
transform, Journal of Applied Geophysics, 2014.
[49] R. N. Bracewell. The Fourier transform and its applications, McGraw-Hill Book
Co, 1965.
[50] H. Schmidt,. OASES Software for Modeling Seismo-acoustic Propagation in
Horizontally Stratified Waveguides, Massachusetts Institute of Technology, 2016.
131
[51] A. Mousa Wail, A. Al-Shuhail Abdullatif Processing of Seismic Reflection Data
Using MATLAB, Synthesis Lectures on Signal Processing #10. Morgan & Claypool
Publishers, 2011. DOI 10.2200/S00384ED1V01Y201109SPR010.
[52] M. Shams Esfand Abadi, S. Nikbakht. Image Denoising with Two-Dimensional
Adaptive Filter Algorithms, Iranian Journal of Electrical & Electronic Engineering,
Vol. 7, No. 2, June 2011.
[53] D. Le Meur, N. Benjamin, R. Cole, M. Al Harthy. Adaptive Groundroll
filtering. 70th EAGE Conference & Exhibition — Rome, Italy, 9 - 12 June 2008.
132
