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Abstract
We study the best-arm identification problem in multi-armed bandits with stochas-
tic, potentially private rewards, when the goal is to identify the arm with the highest
quantile at a fixed, prescribed level. First, we propose a (non-private) successive
elimination algorithm for strictly optimal best-arm identification, we show that
our algorithm is δ-PAC and we characterize its sample complexity. Further, we
provide a lower bound on the expected number of pulls, showing that the proposed
algorithm is essentially optimal up to logarithmic factors. Both upper and lower
complexity bounds depend on a special definition of the associated suboptimality
gap, designed in particular for the quantile bandit problem — as we show, when
the gap approaches zero, best-arm identification is impossible. Second, motivated
by applications where the rewards are private, we provide a differentially private
successive elimination algorithm whose sample complexity is finite even for distri-
butions with infinite support-size, and we characterize its sample complexity as
well. Our algorithms do not require prior knowledge of either the suboptimality
gap, or other statistical information related to the bandit problem at hand.
1 Introduction
Multi-armed bandits are an important class of online learning problems with a rich history (see the
book by Lattimore and Czepesvári [2020] for a detailed treatment). In a stochastic K-armed bandit
problem, a learner is presented with a set of K different actions (or arms) {1, 2, . . . ,K} and can
sequentially take actions (pull arms) to receive random rewards. The reward of arm i at time t is
Xit . The learner may have one of a number of common objectives, such as to find the arm with the
maximum µi = E[Xi] to minimize cumulative regret [Madani et al., 2004, Bubeck et al., 2009].
In this paper, we study a different form of bandit problems in which the figure of merit is the left-side
q-quantile of the involved reward distributions, defined, for arm i, as F−1i (q) = inf{x : Fi(x) ≥ q},
where Fi(x) = P[Xi ≤ x] is the corresponding cumulative distribution function (CDF) [Yu and
Nikolova, 2013a, Szörényi et al., 2015]. In particular, we study the problem of best-arm identification,
i.e., that of identifying the arm with the highest or lowest q-quantile, with as few samples as possible.
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The quantile bandit problem arises naturally in the context of risk-aware optimization and learning,
which has expanded considerably during the last decade [Ruszczyn´ski and Shapiro, 2006, Sani et al.,
2012a, Shapiro, 2012, Shapiro et al., 2014, Tamar et al., 2017, Jiang and Powell, 2018, Huang and
Haskell, 2018, Kalogerias and Powell, 2018, Vitt et al., 2019, Kalogerias and Powell, 2019, Kagrecha
et al., 2019, Cardoso and Xu, 2019, Kim et al., 2019, Zhou and Tokekar, 2020]. There are many
application scenarios which fit this quantile-based risk-aware setting.
1. Arms are different feasible asset portfolio allocations [Gaivoronski and Pflug, 2005] and the goal
is to find the portfolio with the minimum potential monetary loss, within a target investment risk q.
If such a (random) loss is denoted by Z, then this goal may be achieved by choosing F−1Z (1−q) as
the corresponding objective (to be minimized). In this context, the (1− q)-quantile is well-known
as the Value-at-Risk at level q, denoted as V@Rq(Z) ≡ F−1Z (1− q).
2. Arms are different servers which can be assigned jobs and the rewards are delays. The goal is to
identify the server with the highest 95th percentile delay because “waiting for the slowest 5% of
the requests to complete is responsible for half of the total 99%-percentile latency” [Dean and
Barroso, 2013].
3. Arms are different strains of an illness (e.g. different lung cancer genotypes) and the rewards are
effectiveness of a proposed treatment on the strain. We wish to find a treatment which guarantees
maximal effectiveness in at least 90% of patients.
From a technical standpoint, the quantile bandit problem differs from the mean (or risk-neutral)
bandit problem in a number of important ways. First, for the mean, the suboptimality gap between
the optimal i∗ and a sub-optimal arm i is simply µi∗ − µi, whereas the absolute difference between
quantiles is less useful. Instead, the gap depends on the levels of the CDF in the neighborhood of the
quantile and prior works have proposed a number of variant definitions [Szörényi et al., 2015, David
and Shimkin, 2016, Howard and Ramdas, 2019]. In our work, we define an improved version of this
gap and show that it exactly characterizes the problem: when our gap is zero the max-quantile arm is
not identifiable.
The advent of wide-scale data analytics has made privacy issues a growing concern. Differential
privacy (DP) Dwork et al. [2006] has become the de-facto gold standard for privacy preserving
data-analysis. For quantile bandit problems involving the data of individuals (e.g. the financial and
medical examples above) it is natural to model the reward information as private or sensitive. We
therefore like to both identify the arm with the best quantile and protect the privacy of individuals. The
goal is to minimize the “cost of privacy”: how many more samples does the private algorithm need
over the non-private algorithm? To understand this, it is necessary to have a non-private baseline to
measure against; our characterization of the sample complexity of the non-private problem establishes
such a baseline. We thus dedicate the first part of this work to showing that our notion of gap fully
characterizes solvable instances.
In this paper we make the following contributions.
• We provide a definition of the gap ∆i at level q that generalizes those proposed in prior work
[Szörényi et al., 2015, David and Shimkin, 2016, Howard and Ramdas, 2019].1 Our gap precisely
captures the difficulty of the problem in the sense that when ∆i = 0 for all suboptimal arms i, no
algorithm can hope to identify the arm with the higher q-quantile (Lemma 5).
• We introduce a new pure-exploration successive elimination algorithm for quantile bandits (Algo-
rithm 1), show that it is δ-PAC (Theorem 6) and provide nearly matching upper (Theorem 7) and
lower (Theorem 8) bounds on the sample complexity that depend on our improved gap definition.
These results complement prior work on ε-optimal quantile bandits [Szörényi et al., 2015, David
and Shimkin, 2016, Howard and Ramdas, 2019], and present a complete picture of the problem.
• Using our modified confidence intervals, we propose the first differentially private best-arm
identification algorithm (Algorithm 2) for quantile bandits, prove that it is private (Theorem 9),
and analyze the trade-off between privacy budget and sample complexity (Theorems 10 and 11).
Interestingly, the sample complexity bound for our private algorithm has no dependency on the
support size of the distribution, which is necessary in the case where one wished to privately
1Shortly prior to submission we were informed that a revised (yet unposted) draft of Howard and Ramdas
[2019] concurrently proposes the same gap (Ramdas, Personal communication, 2020).
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estimate the q-quantile [Beimel et al., 2013a, Feldman and Xiao, 2014, Bun et al., 2015] rather
than identify which arm has highest quantile.
Prior work. The main part of the literature considers the problem of stochastic best-arm iden-
tification for the mean. This setting received renewed attention after the work of Even-Dar et al.
[2002] on the MAB problem in the PAC learning setting. Later work follows by considering exten-
sions/variations of this problem [Kalyanakrishnan et al., 2012, Gabillon et al., 2012, Karnin et al.,
2013, Jamieson et al., 2013, 2014]. Additionally, Mannor and Tsitsiklis [2004b], Anthony and Bartlett
[2009] provide lower bounds on the sample complexity in terms of the mean sub-optimality gap.
Alternative lower bounds based on the KL-divergence of the arms’ distributions are provided by Bur-
netas and Katehakis [1996], Chen and Li [2015], Kaufmann et al. [2016], Garivier and Kaufmann
[2016]. Cappé et al. [2013] present the KL-UCB algorithm that achieves (asymptotically) optimal
sample complexity rates by matching known lower bounds. In parallel, prior works encompass
non-stochastic approaches [Jamieson and Talwalkar, 2016, Li et al., 2016], as well.
Bandit models models with non-stationary [Allesiardo and Féraud, 2017, Allesiardo et al., 2017], or
heavy-tailed [Bubeck et al., 2012, 2013] distributions are most related, since the quantile problem is
often of interest in these settings. Further, Kagrecha et al. [2019] consider the unbounded reward
best-arm identification problem while variants of regret based approaches include minimization
of generalized loss functions [Li et al., 2018, Berthet and Perchet, 2017, Boda et al., 2019, Mail-
lard, 2013]. More recent works also consider risk measures, for instance conditional value-at-risk
(CVaR) [Yu and Nikolova, 2013b, Cardoso and Xu, 2019], mean-variance [Even-Dar et al., 2006,
Sani et al., 2012b, Vakili and Zhao, 2016] or unified approaches [Cassel et al., 2018]. These are
complemented by concentration results on risk measure estimators [Wang and Gao, 2010, Kolla et al.,
2019, Bhat and Prashanth, 2019].
Our results complement prior work on quantile bandit problem for best-arm identification [Yu and
Nikolova, 2013a, Szörényi et al., 2015, David and Shimkin, 2016, Torossian et al., 2019, Howard and
Ramdas, 2019]. Altschuler et al. [2019] specifically study median identification for contaminated
distributions in the robust statistics sense under distributional assumptions on the arms. Of these,
the most highly related works are the beautiful work of Szörényi et al. [2015], the refinement by
David and Shimkin [2016], and the preprint of Howard and Ramdas [2019]. These works study
-approximate best-arm identification: the algorithm returns an arm which is within  of optimal,
for some  > 0. Szörényi et al. [2015] and David and Shimkin [2016] use a gap which depends on
this . Howard and Ramdas [2019] have a gap without  but study -approximate algorithms. By
contrast, our algorithm returns the optimal arm, and we show that when our gap is 0 then a suboptimal
distribution (with small q-quantile) is actually indistinguishable from a distribution with a larger
q-quantile (see Section 3.2). Like [Szörényi et al., 2015], our algorithm uses successive elimination
(and not the UCB method of Howard and Ramdas [2019]). Both David and Shimkin [2016] and
Howard and Ramdas [2019] tighten the upper bounds to a double-logarithmic factor, which we can
do as well using a standard epoch modification.
The field of differentially private machine learning is, by now, too large to summarize here, as the
following (non-exhaustive) list of works discussing learning quantiles/threshold-functions attests [Nis-
sim et al., 2007, Chaudhuri and Hsu, 2011, Beimel et al., 2013a,b, Feldman and Xiao, 2014, Bun
et al., 2015, Alon et al., 2019, Kaplan et al., 2020]. For differentially private multi-armed bandit
problems for the mean, Mishra and Thakurta [2015] were the first to analyze a differentially private
(DP) algorithm for multi-armed bandit, building a private variant of the UCB-algorithm [Auer et al.,
2002] using the tree-based algorithm [Chan et al., 2010, Dwork et al., 2010]. Shariff and Sheffet
[2018] have proven that any DP-algorithm for the (mean) multi-armed bandit problem must pull each
suboptimal arm i at least Ω (log(T )/(µi∗ − µi)) many times (with i∗ denoting the optimal arm, of
largest mean-reward µi∗ = maxi∈A µi) which doesn’t quite meet the DP-UCB algorithm’s upper
bound. Most recently Sajed and Sheffet [2019] gave a DP version of successive elimination whose
regret matches the lower bound of Shariff and Sheffet [2018].
2 Problem Statement
We consider a K-armed unstructured stochastic bandit ν = (νi : ci ∈ A), where A , {1, 2, . . . ,K}
is the set of arms and νi are probability measures. For the i-th arm, let Xi be a random variable with
distribution νi. We will describe distributions by their cumulative distribution functions (CDFs).
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Definition 1. Let Fi(·) be the CDF of Xi for arm i. The q-quantile F−1i (q) is defined as
F−1i (q) , inf{ξ : P[Xi ≤ ξ] ≥ q} (1)
and best arm is defined as
i∗ , arg max
i∈A
F−1i (q). (2)
For simplicity, we assume that the best arm is unique in the set A. We denote the set of sub-
optimal arms as A−i∗ , {1, 2, . . . ,K} \ {i∗}. Given n samples the estimated CDF of Xi is
Fˆn,i(x) , 1n
∑n
`=1 I{Xi` ≤ x}. We denote the set of samples from arm k as {Xki }, while for the jth
order statistic of {Xki } we use the standard notation Xk(j).
An algorithm for our quantile bandit chooses at each time n an arm in ∈ A and obtains a reward
Xinn ∼ νin . The algorithm terminates by stopping sampling and declaring an arm kˆ as the arm with the
highest q-quantile, and succeeds if actually kˆ = i∗. We call an algorithm δ-PAC if P(kˆ = i∗) ≥ 1− δ.
To derive our results on differential privacy, we think of the rewards from each of the arms at each
time t as coming from different individuals. This means that to protect an individual we are interested
in event-level privacy [Dwork et al., 2010], defined as follows.
Definition 2. Two sequences of rewards S and S′ are called neighboring if there exists a single t on
which they differ and for any other t′ 6= t the rewards are equal. A randomized algorithm A is said
to be -differentially private (-DP) under continuous observation if for any two neighboring input
streams S and S′ and for any set C ⊂ AT of sequences of arm-pulls we have that P[A(S) ∈ C] ≤
eP[A(S′) ∈ C].
It is important to note that much like the input sequence S which is revealed one reward at a time
based on the algorithm’s decision, the output A(S) is also revealed one pull at a time, and our
requirement holds for all time-steps throughout the execution of the algorithm.
We comment on some differential privacy properties (see also Dwork and Roth [2014]) and we
will use them later in the construction of the DP-algorithm: Basic composition: if A1 and A2 are
1- and 2-DP algorithms resp., then for any S releasing the pair 〈A1(S), A2(S)〉 is (1 + 2)-DP
(provided both algorithms use independent coin tosses). Parallel composition: if A is an -DP
algorithm, then for any input S and any partition of S into S1, S2, outputting 〈A(S1), A(S2)〉 is -DP
(again, provided both instantiations are done using independent coin tosses). Laplace noise: if Q
is a query where GS(Q) = maxS,S′neighbors |Q(S)−Q(S′)| ≤ 1, then outputting Q(S) + Z with
Z ∼ Lap(1/) preserves -DP, where Lap(1/) is the Laplace distribution with density e−|x|/2.
3 Non-Private Best-Arm Identification
3.1 A Successive Elimination Algorithm
We choose to study successive elimination (SE) rather than a variant of UCB [Auer et al., 2002]
(adopted by Howard and Ramdas [2019] for quantiles) for a number of reasons. Firstly, SE methods
are in a sense more natural than UCB since the goal is to identify the best arm. Secondly, we prove
matching upper and lower bounds on the sample complexity, showing our algorithm is essentially
optimal (up to logarithmic terms). Lastly, because we are interested in developing differentially
private algorithms, the SE algorithm is more “privacy friendly” because the sampling strategy is
independent of the data and it uses confidence bounds in terms of the order statistics. Finally, there is
no private analog to UCB when the distributions have infinite support.
Our Successive Elimination algorithm for Quantiles (SEQ) Algorithm is shown in Algorithm 1. To
explain SEQ (Algorithm 1), we define the sequence D = D(n) ,
√
log(4Kn2/δ)/2n and we use
the concentration bound on the quantile (Lemma 14, supplementary material, Section A)
P
(
F−1i (q) ∈
[
Xi(bn(q−D)c), X
i
(dn(q+D)e)
])
> 1− δ
2Kn2
. (3)
The latter yields the elimination condition in line 13 of Algorithm 1. Specifically, when the inequality
Xj(bn(q−D)c) ≥ Xi(dn(q+D)e) holds then F−1i (q) ≤ F−1j (q) with probability at least 1− δ. Thus to
identify the arm with the maximum quantile if Xj(bn(q−D)c) ≥ Xi(dn(q+D)e) we remove i from A.
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Algorithm 1 Successive Elimination for Quantiles (SEQ)
Require: δ, q
1: A ← {1, . . . ,K}
2: D←
√
log(4Kn2/δ)
2n
3: Find the smallest n∗ ∈ N \ {1} such that D ≤ q
4: n← n∗
5: Pull n times each arm k ∈ A, obtain new samples Xk1 , . . . , Xkn for all k ∈ K
6: while |A| > 1 do
7: Increment n← n+ 1
8: Set D←
√
log(4Kn2/δ)
2n
9: Pull each arm in A, obtain samples Xkn for all k ∈ A
10: Update the order statistics Xk(bn(q−D)c) and X
k
(dn(q+D)e) for all k ∈ A
11: for each (j ∈ A) do
12: for each (i ∈ A where i 6= j) do
13: if Xj(bn(q−D)c) ≥ Xi(dn(q+D)e) then remove i from A
14: return A
We can also consider variants of the algorithm. For example, to identify the arm with the minimum
quantile, we modify line 13 of the algorithm as follows: if Xj(bn(q−D)c) ≥ Xi(dn(q+D)e) then remove
j from A. A second variant would be to take samples in epochs of increasing size. We take this
approach in the development of the differentially private version of Algorithm 1, which reduces
to a non-private epoch-based variant of Algorithm 1 (Section 4, Algorithm 2). This epoch-based
algorithm improves the bound of Theorem 7 from log( 1∆i ) to log log(
1
∆i
) and matches asymptotically
the bound of Howard and Ramdas [2019] (see the discussion at the end of Section 4).
3.2 Sub-optimality gap
We first define the suboptimality gap between the best arm i∗ and any sub-optimal arm.
Definition 3. The suboptimality gap between the optimal arm i∗ and any suboptimal arm i at level
q ∈ (0, 1) is
∆i , ∆(Fi, Fi∗) = sup{η ≥ 0 : F−1i (q + η) ≤ F−1i∗ (q − η)}. (4)
How can we interpret this gap? Roughly speaking, it is the amount of probability mass needed
to swap the order of the quantiles. To get further insight into the definition (4), notice that D is
decreasing with respect to n, and the elimination occurs at the first time (maximum value of D)
that gives Xj(bn(q−D)c) ≥ Xi(dn(q+D)e). As consequence, the value ∆i in (4) acts as a threshold
on the quantity D. Our definition applies on continuous, discrete, and mixture distributions. For a
graphical representation of the suboptimality gap for different values of the level q see Section D in
the supplement, Figure 2.
For discrete distributions, we show that the difference between the quantile can become arbitrarily
small while the definition of the gap and the sample complexity of Algorithm 1 remain insensitive
(Section D, Figure 1, supplement). While the difference between the quantile values is not the correct
defintion to use for the gap, the two quantities are related in certain cases (see Section B, supplement).
Proposition 4. Suppose F and G are two distributions with L-Lipschitz continuous and strictly
increasing CDFs. Then the gap ∆(F,G) ≤ L2 |F−1(q)−G−1(q)|.
We provide a discussion to explain differences between the proposed gap in (4) and other definitions
in prior work, see Section D. Most importantly, the key point in this definition of the quantile
suboptimality-gap is that it fully characterizes the pairs of distributions for which we can discern
that one has a higher q-quantile than another from i.i.d. samples. Formally, for a pair of distributions
(Fl, Fh) where the former has a suboptimal q-quantile than the latter, namely — F−1l (q) ≤ F−1h (q),
we define the notion of distance to quantile-flip at q as
dflip(Fl, Fh) = inf
(Gh,Gl):G
−1
h (q)>G
−1
l (q)
max{dTV(Fl, Gh), dTV(Fh, Gl)}. (5)
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In Section B of the supplement, we prove the following lemma.
Lemma 5. For any 0 < q < 1 and any two distributions Fi and Fi∗ such that F−1i (q) ≤ F−1i∗ (q) it
holds that dflip(Fi, Fi∗) = ∆(Fi, Fi∗) provided that ∆(Fi, Fi∗) < min{q, 1− q}.
This lemma shows that if ∆i = 0 then no algorithm can distinguish which arm has the higher
q-quantile, regardless of its sample-size: every batch of samples can be generated by a quantile flip
(Gh, Gl) with the same probability Conversely, when ∆i > 0 we devise an algorithm that discerns
which arm has the higher q-quantile using O˜(∆−2i ) many examples from each arm and argue that
this bound is optimal in the sense that there exists a collection of K distributions requiring O˜(∆−2i )
many examples from each distribution (Section 3.3).
3.3 Analysis
Our first result guarantees that the Algorithm 1 eliminates the sub-optimal arms while the unique
best arm remains in the set A with high probability until the algorithm terminates. For the rest of the
paper we assume that ∆i > 0 for all i ∈ {1, 2 . . . ,K} \ i∗.
Theorem 6. Algorithm 1 is δ-PAC.
Theorem 7. Fix δ ∈ (0, 1). There exists a constant C > 0 such that the number of samples τ (and
total number of pulls) of Algorithm 1 satisfies, with probability at least 1− δ,
τ ≤ C
∑
i∈A−i∗
log Kδ + log(
1
∆i
)
∆2i
. (6)
From the proof of Theorem 7, it also follows that the number of pulls for each suboptimal arm
i ∈ A−i∗ is at most O (log(K/δ∆i)/∆2i ) . The upper bound indicates that the number of pulls (with
high probability) is proportional to the quantity 1/∆2i up to a logarithmic factor for each suboptimal
arm i. In fact, experimental results on SEQ (Algorithm 1) show that the explicit bound in (6) matches
the average number of pulls in the experiment. We provide the proofs of Theorem 6 and Theorem 7
in the supplementary material, Sections B.3 and B.4 respectively. For the simulation results we refer
the reader to the supplementary material, Section D, Figure 3.
We next provide a lower bound on the expected number of pulls (proof in Section B.5). Szörényi
et al. [2015] use the results of Mannor and Tsitsiklis [2004a] to obtain a bound that depends on ε ∨∆
(for ε > 0). We use the approach suggested in Lattimore and Czepesvári [2020] on a different class
of distributions and get a bound that depends on ∆.
Theorem 8. Fix δ ∈ (0, 1) and ∆ ∈ (0, 1/4). There exists a quantile bandit with K-arms and
worst-case gap mini6=i∗ ∆i = ∆, such that
inf
δ−PAC policy pi
Epi[τ ] ≥ C2K − 1
15∆2
log
(
1
4δ
)
. (7)
From Theorem 8, it follows that, up to logarithmic factors depending on δ (Theorem 8), and also K,
∆i, i ∈ A−i∗ (Theorem 7), Algorithm 1 is (almost) optimal relative to the expected number of pulls
achieved, and its performance is necessarily inversely proportional to the square of our suboptimality
gap. Also note that Theorem 8 is consistent with other results in the literature proved for the usual,
risk-neutral bandit setting (see, e.g., Cappé et al. [2013]). More interestingly, our lower bound shows
that as ∆→ 0 the sample complexity goes to∞ and indeed as Lemma 5 shows, ∆ = 0 implies that
the best-quantile arm identification problem is impossible.
4 A Private Algorithm for Best-Quantile-Arm Identification
4.1 Differential Privacy Preliminaries
Releasing a differentially private estimation of the q-quantile of a given distribution is considered to
be a hard task. In particular its accuracy is dependent on the (tight bound for -differential privacy
were given by Beimel et al. [2013a], Feldman and Xiao [2014]). This makes the problem infeasible
in the case the distribution’s support contains the entire real interval [0, 1]. We get around this by
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never publishing an approximation for q-quantile; instead we output an arm kˆ that should have a
higher q-quantile than any other arm i. We do this by eliminating an arm based on a query that counts
the number of pairs of draws attesting for an arm’s suboptimal q-quantile. This counting query has
the key property that its sensitivity is always 1 regardless of the size of the support of the reward
distribution of arm i. This reformulation is what allows us to obtain a sample complexity bound
that is independent of the support size of any arm’s distribution and in particular works even for
distributions over the reals (of unbounded support). Further details follow.
On the difficulties with a private UCB quantile algorithm. Differentially private UCB algorithms
for the mean using tree-based algorithms [Chan et al., 2010, Dwork et al., 2010] do not extend
straightforwardly to the quantile case, but a carefully designed counting query2 renders the usage of
tree-based algorithms feasible to our problem. However, Algorithm 2 is superior to this approach
in two respects, both related to the horizon T . First, (as observed by Sajed and Sheffet [2019]) the
tree based algorithm’s utility bound has a poly(log(T )) dependence whereas our algorithm’s is only
log log(T ).3 Secondly, the tree-based algorithms require knowing T in advance; this is nontrivial
because doubling tricks require either rebudgeting  (incurring increased sample complexity) or
discarding all samples when the next epoch begins, which incurs O˜(∆−2i ) pulls per suboptimal arm in
every epoch because the UCB algorithm never eliminates any arms. Our gap definition and algorithm
avoids having any such prior knowledge of T or the value of the gap.
Notation. Throughout this section we deal with pure -DP and use δ to represent the failure probability
of our algorithm. The reader is advised to not be confused with the notion of (, δ)-DP.4 Because of
the many indices needed, in this section we index arms by a and b rather than i and j.
4.2 Differentially Private Successive Elimination for the Highest Quantile Arm
The differentially private algorithm is shown in Algorithm 2. Much like the algorithm in Sajed and
Sheffet [2019], our algorithm is also epoch based. In epoch e our goal is to eliminate all arms i with
suboptimality quantile-gap (Equation (4)) ∆i ≥ Γe = 2−e. As we argue, the number of arm pulls in
each epoch from each existing arm is ne ≥ Γ−2e . The key point is that due to the geometric nature of
Γe it follows that each ne is proportional to the sum of pulls thus far
∑
1≤e′<e ne′ , and so we may as
well split the stream into different chunks, starting each epoch anew (discarding all examples drawn
in all previous epochs). Because we eliminate arms, this still doesn’t cost us a lot in the number of
overall pulls, yet allows us to avoid splitting the privacy budget  due to parallel composition.
Algorithm 2 Differentially Private Successive Elimination for Quantiles (DP-SEQ)
Input: Number of arms K, quantile level q ∈ (0, 1), privacy parameter  > 0, failure probability
δ ∈ (0, 1/2).
1: Initialize A ← {1, . . . ,K}, epoch e← 0.
2: while |A| > 1 do
3: increment e← e+ 1
4: Set Γe ← 2−e and γ ← Γe4 . Set ne ← max
{
16
Γ2e
, 64(|A|−1)Γe·
}
· log( 6|A|e2δ ).
5: for each (i ∈ A) do pull arm i for ne times to obtain Xi1, Xi2, ..., Xine .
6: Set i← bne(q − 2γ)c and j ← dne(q + 2γ)e.
7: for each (a ∈ A) do
8: for each (b ∈ A where b 6= a) do
9: Draw Za,b ∼ Lap( 2(|A|−1) )
10: `∗ ← max{` ≤ min{i, ne − j} : ∀`′ ≤ ` we have that Xb(j+`′) ≤ Xa(i−`′)}
11: if (max{`∗, 0}+ Za,b ≥ 4(|A|−1) · log(6|A|2e2/δ) ) then
12: remove b from A
We still need a way to privately eliminate arms at the end of each epoch. In the case of the
means, Sajed and Sheffet [2019] eliminate arms by computing -DP approximations of the means and
2Count the number of examples required to make the quantile-UCB of this arm the max.
3Both utility guarantees also have a log(1/δ)-factor.
4We could have used the notion of (, δ)-DP and reduce our bounds by a factor of
√
K by relaying on the
advanced composition theorem. As a matter of style, we opted for pure-DP.
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comparing those, leveraging the post-processing invariance of DP. Unfortunately, we cannot find -DP
approximations for q-quantiles that do not depend on the cardinality of the support (and in particular,
it is infeasible with infinite support). Instead, we resort to the more naive approach of pairwise
comparisons between all K(K − 1)/2 = Θ(K2) pairs of arms. This requires partitioning the  of
our privacy budget into /2(K − 1) as each arm participates in at most 2(K − 1) many comparisons.
However, using pairwise comparisons we are able to convert the higher-quantile question into a
counting query: how many consecutive examples satisfy that Xa(LCB−i) ≥ Xb(UCB+i)? We prove
that under event-level privacy, this query has sensitivity of at most 1, allowing us to eliminate the
suboptimal arm b via the standard Laplace-mechanism.
Our first result is a privacy guarantee for Algorithm 2. The proof for this and all results that follow
may be found in the Section C of the supplement.
Theorem 9. Algorithm 2 is -differentially private.
We continue by providing a high probability guarantee on the first epoch for which the private SEQ
(Algorithm 2) terminates.
Theorem 10. For Algorithm 2, the following events occur with probability at least 1− δ: (a) it keeps
at least one optimal arm inA and (b) it removes each sub-optimal arm a by epoch e = dlog2(1/∆a)e.
Lastly, we characterize the sample complexity of DP-SEQ (Algorithm 2), the number of pulls for
each suboptimal arm and the total number of pulls at termination.
Theorem 11. With probability at least 1− δ, Algorithm 2, pulls each suboptimal arm a at most
O
((
1
∆2a
+
K
∆a
)
log
(
K
δ
log
(
1
∆a
)))
(8)
many times.
By taking  → ∞, Theorem 11 provides the utility of the standard (non-private) epoch-based
successive elimination variant of Algorithm 1. Indeed, by introducing epochs the concentration bound
in (3) becomes
P
(
F−1i (q) ∈
[
Xi(bne(q−De)c), X
i
(dne(q+De)e)
])
> 1− δ
2Ke2
, (9)
where e denotes the epoch, De = 2−e and ne = D−2e log(4Ke
2/δ)/2. This yields a bound on the
total number of pulls for the epoch-based algorithm of the order of
O
( ∑
i∈A−i∗
1
∆2i
log
(
K
δ
log
(
1
∆i
)))
, (10)
matching the (ε-optimal) bounds of Howard and Ramdas [2019]. As a consequence of the epoch-
based approach, the dependence log(K/(δ∆i)) in (6) becomes log(Kδ−1 log(∆−1i )) for i ∈ A\{i∗}.
However, this comes at the expense of much larger constants.
5 Discussion and Future Directions
In this paper we characterized the sample complexity of the quantile multi-armed bandit problem
when the goal is to exactly identify the arm with the highest q-quantile in terms of a new measure
of suboptimality (gap) between the distributions of each pair of arms. The problem of the lowest
q-quantile is a simple modification of our method. Motivated by scenarios where the arm rewards are
private or carry sensitive information, we also provided the first differentially private algorithm for
the quantile bandit problem. These privacy considerations lead to an interesting open problem which
we discuss next.
Open Problem for Privacy. Algorithm 2 pulls each suboptimal arm i roughly K/∆i times more than
Algorithm 1. Because we cannot publish approximations of the q-quantiles, the factor of K comes
because of the need to make private pairwise comparisons. An open question remains: can we avoid
this factor of K or is there a converse showing it is necessary? This factor does not appear when
looking at the difference between private and non-private best mean arm identification. We would
like to know if a different elimination procedure would have the same property but for the quantiles.
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The bandit literature is vast, with many variations, and for some of these the quantile bandit setting
might provide an interesting twist as a form of risk-aware learning. Bandit optimization with
risk control is a particularly interesting direction to which this work can apply. For the case of
contaminated quantiles Altschuler et al. [2019] our results imply that≤ ∆i/2 fraction of contaminated
examples could be handled for general q-quantiles. There are still open fundamental questions
one may ask, in particular related to the hardness of best-arm-identification for functionals of the
distribution beyond the mean and variance [Cassel et al., 2018] in the private and nonprivate case.
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Supplementary material for “Best-Arm Identification for Quantile Bandits
with Privacy”
A Quantile properties
We start by providing two inequalities for the quantile that we will use later.
Proposition 12. Fix q ∈ (0, 1). Let F−1X (q) be the q-quantile of a random variable X defined in (1)
of Definition 1. Then
P
[
X < F−1X (q)
] ≤ q (11)
and
P[X > F−1X (q)] ≤ 1− q. (12)
Proof. Let xn be a monotonically increasing sequence such that limn→∞ xn = F−1X (q), then
P[X < F−1X (q)] = limn→∞P[X ≤ xn] = limn→∞F (xn).
Consider xn = F−1X (q)−2−n and assume for sake of contradiction that P[X < F−1X (q)] = q+ > q
for some  > 0. It follows that for some n it holds that F (xn) > q+/2. Assuming ξ = xn < F−1X (q)
in the set {ξ : P[X ≤ ξ] ≥ q} contradicts the definition of F−1X (q).
It is true that P[X > F−1X (q)] = 1 − P[X ≤ F−1X (q)]. The second part of the claim follows from
P[X ≤ F−1X (q)] ≥ q, the definition of the quantile F−1X (q) and the fact that the CDF FX(·) is right
continuous.
The next lemma gives a concentration bound for the quantile function. All works require such bounds
for their sequential estimation/elimination strategies [Szörényi et al., 2015, Altschuler et al., 2019,
Howard and Ramdas, 2019]. Ours differ only in how we set the constants in the inequalities. A
detailed proof is given here for the convenience of the reviewer.
Lemma 13 (Concentration Bound). Choose a level q ∈ (0, 1). Fix δ ∈ (0, 1). For any n ∈ N if√
log(2/δ)
2n
≤ ∆ ≤ q (13)
then
P
(
F−1X (q) /∈
[
X(bn(q−∆)c), X(dn(q+∆)e)
]) ≤ δ. (14)
Proof. Hoeffding’s inequality gives
P
[
1
n
n∑
i=1
1Xi<F−1X (q)
< P[X < F−1X (q)] +
√
log(2/δ)
2n
]
> 1− δ/2 (15)
and we have
1− δ
2
< P
[
1
n
n∑
i=1
1Xi<F−1X (q)
< P[X < F−1X (q)] +
√
log(2/δ)
2n
]
≤ P
[
1
n
n∑
i=1
1Xi<F−1X (q)
< q +
√
log(2/δ)
2n
]
(16)
= P
[
n∑
i=1
1Xi<F−1X (q)
< n
(
q +
√
log(2/δ)
2n
)]
≤ P
[
n∑
i=1
1Xi<F−1X (q)
< n
⌈
q +
√
log(2/δ)
2n
⌉]
≤ P
[
n∑
i=1
1Xi<F−1X (q)
< ndq + ∆e
]
, for any ∆ ≥
√
log(2/δ)
2n
, (17)
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(16) comes from Proposition 12. The latter implies that
P
[
1
n
n∑
i=1
1Xi<F−1X (q)
≥ ndq + ∆e
]
≤ δ/2, ∀∆ ≥
√
log(2/δ)
2n
. (18)
The following statement holds
X(dn(q+∆)e) < F
−1
X (q) ⇐⇒
n∑
i=1
1Xi<F−1X (q)
≥ dn(q + ∆)e, (19)
together with (18) gives
P
[
X(dn(q+∆)e) < F
−1
X (q)
] ≤ δ/2, for any ∆ ≥√ log(2/δ)
2n
. (20)
Similarly,
1− δ
2
≤ P
[
n∑
i=1
1Xi>F−1(q)] < n− nbq −∆c
]
, ∀∆ ∈
[√
log(2/δ)
2n
, q
]
, (21)
and
X(bn(q−∆)c) > F
−1
X (q) ⇐⇒
n∑
i=1
1Xi>F−1(q) ≥ n− bn(q −∆)c, (22)
Then (21) gives
P
[
X(bn(q−∆)c) > F
−1
X (q)
] ≤ δ/2, ∀∆ ∈ [√ log(2/δ)
2n
, q
]
. (23)
Finally, (20), (23) and the union bound give the statement of the theorem.
Recall that n∗ is the smallest integer that satisfies the inequality ∆(n∗) ≤ q. Next we prove that the
event E defined as
E ,
K⋂
k=1
∞⋂
n=n∗
{
F−1k (q) ∈
[
Xk(bn(q−D(n))c), X
k
(dn(q+D(n))e)
]}
(24)
occurs with probability at least 1− δ.
Lemma 14. Choose a level q ∈ (0, 1). Fix δ ∈ (0, 1). Define D(n) ,
√
log(4Kn2/δ)
2n and let n
∗ be
the smallest integer that satisfies the inequality D(n∗) ≤ q. Then the following holds
P (Ec) = P
(
K⋃
k=1
∞⋃
n=n∗
{
F−1k (q) /∈
[
Xk(bn(q−D(n))c), X
k
(dn(q+D(n))e)
]})
≤ δ. (25)
Proof. Hoeffding’s inequality gives
P
[
1
n
n∑
i=1
1Xi<F−1X (q)
< P[X < F−1X (q)] + 
]
> 1− e−2n2 (26)
and
P
[
1
n
n∑
i=1
1Xi>F−1(q) < P[X > F
−1
X (q)] + 
]
> 1− e−2n2 (27)
for any n ∈ N and  > 0 independent of n. For a fixed δ ∈ (0, 1) we can choose
 =
√
log(4Kn2/δ)
2n
, (28)
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then (26) and (27) give
P
[
1
n
n∑
i=1
1Xi<F−1X (q)
< P[X < F−1X (q)] +
√
log(2Kn2/δ)
2n
]
> 1− δ
4Kn2
, (29)
and
P
[
1
n
n∑
i=1
1Xi>F−1X (q)
< P[X > F−1X (q)] +
√
log(2Kn2/δ)
2n
]
> 1− δ
4Kn2
. (30)
Define
D(n) ,
√
log(4Kn2/δ)
2n
≤ q, (31)
then Lemma 13 gives
P
({
F−1k (q) /∈
[
Xk(bn(q−D(n))c), X
k
(dn(q+D(n))e)
]})
≤ δ
2Kn2
(32)
k ∈ {1, 2, . . . ,K}. We conclude that
P
(
K⋃
k=1
∞⋃
n=n∗
{
F−1k (q) /∈
[
Xk(bn(q−D(n))c), X
k
(dn(q+D(n))e)
]})
≤
K∑
k=1
∞∑
n=n∗
P
({
F−1k (q) /∈
[
Xk(bn(q−D(n))c), X
k
(dn(q+D(n))e)
]})
≤
K∑
k=1
∞∑
n=n∗
δ
2Kn2
=
∞∑
n=n∗
δ
2n2
≤ δ
∞∑
n=1
1
2n2
= δ. (33)
This proves the result stated in the lemma.
B Proofs for the quantile bandit problem
We collect here the proofs of Proposition 4, Lemma 5, Theorems 6, 7, and 8.
B.1 Proof of Proposition 4
Proposition 15 (Proposition 4 restated). Suppose F and G are two distributions with L-Lipschitz
continuous and strictly increasing CDFs. Then the gap ∆(F,G) ≤ L2 |F−1(q)−G−1(q)|.
Proof of Proposition 4. By definition, we have
η =
∣∣F (F−1(q + η))− F (F−1(q))∣∣ ≤ L ∣∣F−1(q + η)− F−1(q)∣∣ = L (F−1(q + η)− F−1(q))
η =
∣∣G (G−1(q))−G (G−1(q − η))∣∣ ≤ L ∣∣G−1(q)−G−1(q − η)∣∣ = L (G−1(q)−G−1(q − η))
So
2η + L
(
G−1(q − η)− F−1(q + η)) ≤ L (G−1(q)− F−1(q))
From the definition of the gap, taking the supremum over η gives
∆(F,G) ≤ L
2
∣∣F−1(q)−G−1(q)∣∣ .
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B.2 Proof of Lemma 5
Proposition 16. Let F and F ′ be two distributions such that dTV(F, F ′) = η. Then for any
q ∈ (η, 1− η) it holds that F−1(q − η) ≤ (F ′)−1(q) ≤ F−1(q + η).
Proof. By definition, for any x ∈ R it holds that |F (x) − F ′(x)| ≤ η. Define the set S(F, q) =
{ξ : F (ξ) ≥ q} where F−1(q) = inf S(F, q). It follows that any ξ ∈ S(F ′, q) also satisfies that
F (ξ) ≥ F ′(ξ)− η ≥ q − η which means ξ ∈ S(F, q − η), and so F−1(q − η) = inf S(F, q − η) ≤
(F ′)−1(q) = inf S(F ′, q). Similarly, any ξ ∈ S(F, q + η) also belongs to the set S(F ′, q) proving
that (F ′)−1(q) ≤ F−1(q + η).
Lemma 17 (Lemma 5 restated). For any 0 < q < 1 and any two distributions Fi and Fi∗ such
that F−1i (q) ≤ F−1i∗ (q) it holds that dflip(Fi, Fi∗) = ∆(Fi, Fi∗) provided that ∆(Fi, Fi∗) <
min{q, 1− q}.
Proof. First, recall the definitions of the distance to flip (Equation (5))
dflip(Fl, Fh) = inf
(Gh,Gl):(Gh)−1(q)>G−1l (q)
max{dTV(Fl, Gh), dTV(Fh, Gl)}
and the gap (Equation (4))
∆(Fl, Fh) = sup{η ≥ 0 : F−1l (q + η) ≤ F−1h (q − η)}.
Now, given η < min{q, 1 − q} and a distribution F we define two specific shifts. The first is
referred to as η-push of F and denoted F→η — we subtract η probability mass from the interval
(−∞, F−1(q)) and add η probability mass to any point or interval in (F−1(q + 2η),∞). It is now
clear that the q-quantile of F→η is in fact F−1(q + η) and that dTV(F, F→η) = η The second shift
is equivalent and is an η-pull, denoted F←η — we subtract η-probability mass from the interval
(F−1(q),∞) and move it to the interval (−∞, F−1(q − 2η)). One can check that the q-quantile of
F←η is in fact F−1(q − η) and that dTV(F, F←η) = η.
We now prove the first part of the lemma. Denote that ∆(Fl, Fh) = ∆. Namely, for every η > 0 it
holds that F−1l (q + ∆ + η) > F
−1
h (q −∆− η). For any η > 0, consider the (∆ + η)-push of Fl so
that (F→(∆+η)l )
−1(q) = F−1l (q + ∆ + η) and the (∆ + η)-pull of Fh so that (F
←(∆+η)
h )
−1(q) =
F−1h (q−∆−η). Putting these inequalities together shows that (F→(∆+η)l )−1(q) > (F←(∆+η)h )−1(q).
Applying the definition of the distance to quantile flip, this shows that dflip(Fl, Fh) < ∆ + η for any
positive η. Thus, dflip(Fl, Fh) ≤ ∆. Specifically, in the case where ∆(Fl, Fh) = ∆ = 0 we have
that dflip(Fl, Fh) = 0.
We now show the contrapositive. Assume that ∆(Fl, Fh) > 0. We thus have that for any 0 < η <
∆(Fl, Fh) it holds that F−1l (q + η) ≤ F−1h (q − η). Fix any G˜ and H˜ such that dTV(Fl, G˜) ≤ η and
dTV(Fh, H˜) ≤ η. It follows from Proposition 16 and the definition of the gap that
G˜−1(q) ≤ F−1l (q + η) ≤ F−1h (q − η) ≤ H−1(q).
This shows that any pair of distributions with max TV-distance of η to Fl and Fh is such that that
the q-quantile has not flipped and it still holds that G˜−1(q) ≤ H˜−1(q). Thus the distance to quantile
flip of the pair (Fl, Fh) has to be at least η. Since this holds for any η < ∆(Fl, Fh) it follows that
dflip(Fl, Fh) ≥ ∆(Fl, Fh).
Note that our proof actually shows that the distance to a flip of a pair of distributions is proportional
(up to a constant) to the quantile suboptimality-gap.
B.3 Proof of Theorem 6
Proof of Theorem 6. Recall that D(n) =
√
log(4Kn2/δ)/2n and n∗ is the smallest integer that
satisfies the inequality D(n∗) ≤ q. Consider the event
E ,
K⋂
k=1
∞⋂
n=n∗
{
F−1k (q) ∈
[
Xk(bn(q−D(n))c), X
k
(dn(q+D(n))e)
]}
. (34)
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Lemma 14 (see Section A of the supplement) gives P(E) > 1− δ. Under the event E the following
inequalities hold
F−1j (q) ≥ Xj(bn(q−D(n))c) and F−1i (q) ≤ Xi(dn(q+D(n))e). (35)
Further every time that the stopping condition Xj(bn(q−D(n))c) ≥ Xi(dn(q+D(n))e) occurs we eliminate
the arm i and the arm j remains in A. The stopping condition and the inequalities in (35) guarantee
that
F−1j (q) ≥ F−1i (q). (36)
As a consequence the optimal arm i∗ is not eliminated and the Algorithm stops when A = {i∗}.
B.4 Proof of Theorem 7
Proof of Theorem 7. Under the event E (see definition (34)), we will find a bound on the smallest
value of n that satisfies the inequality Xi
∗
(bn(q−D(n))c) ≥ Xi(dn(q+D(n))e). With probability at least
1− δ it is true that
Xi
∗
(bn(q−D(n))c) ≥ Xi
∗
(dn(q−D(n))−1e) = X
i∗
(dn(q−D(n)−1/n)e)
(A)
≥ F−1i∗ (q − 2D(n)− 1/n), (37)
F−1i (q + 2D(n) + 1/n)
(B)
≥ Xi(bn(q+D(n)+1/n)c) ≥ Xi(dn(q+D(n))e) (38)
and (A), (B) come from Lemma 13 (see Section A). From the definition of the sub-optimality gap
follows that F−1i∗ (q −∆i∗) ≥ F−1i (q + ∆i). The latter together with (37) and (38) give that it is
sufficient to find the smallest value of n that satisfies the inequalities
F−1i∗ (q − 2D(n)− 1/n) ≥ F−1i∗ (q −∆i) and F−1i (q + ∆i) ≥ F−1i (q + 2D(n) + 1/n). (39)
The monotonicity of Fi∗(·), Fi(·) and (39) give
∆i ≥ 2D(n) + 1
n
=⇒ ∆i ≥ 2
√
log(4Kn2/δ)
2n
+ 1/n, (40)
and the values of n that satisfy the inequality above are bounded by
τi = O
(
log Kδ∆i
∆2i
)
. (41)
To conclude, the total number of samples τ is
∑
i∈A−i∗ τi with probability at least 1− δ.
B.5 Proofs for the lower bound on the sample complexity
Define the following class of distributions:
gw(x) = wδ(x) + (1− w) x ∈ [0, 1] (42)
the mixture of a mass (Dirac delta) at 0 and a uniform distribution on [0, 1]. Let Gw be the cumulative
distribution function of gw. Then the mean of gw is 1−w2 and the q-quantile is 0 for q ≤ w and q−w1−w
for q > w. The variance of gw is∫ 1
x=0
(1− w)x2dx− (1− w)
2
4
= (1− w)1
3
− (1− w)
2
4
= (1− w)
(
1
12
+
1
4
w
)
(43)
The KL-divergence between two such distributions is
DKL(g
w‖gw′) = w log w
w′
+ (1− w) log 1− w
1− w′ , (44)
which is the same as the divergence between two Bernoulli random variables. The gap between gw
and gw+γ for q > w + γ and small γ < 12 (q − w) is Θ(γ). To see this, let ν = gw and ν′ = gw+γ ,
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so ν has the higher q-quantile. We can calculate the (q − η)-quantile of ν and the (q + η)-quantile of
ν′:
x =
q − η − w
1− w (45)
x′ =
q + η − (w + γ)
1− (w + γ) . (46)
We need to find the inf over all η such that x′ < x. Taking the case of equality:
q − η − w
1− w =
q + η − (w + γ)
1− (w + γ) (47)
(q − η − w)(1− w − γ) = (q + η − w − γ)(1− w) (48)
(q − w)(1− w)− γ(q − w)− η(1− w − γ) = (q − w)(1− w)− γ(1− w) + η(1− w) (49)
γ(1− q) = η(2− 2w − γ) (50)
η =
1− q
2− 2w − γ γ (51)
So for small γ this is Θ(γ).
We adapt a strategy for the mean-bandit problem appearing in Lattimore and Czepesvári [2020,
Section 33.2] to the quantile bandit setting. Let E denote a class of environments for the bandit
problem and ν ∈ E be a particular environment (i.e. setting of the arm distributions). Let i∗(ν) be
the optimal arm5 which we will denote by i∗ when ν is clear from context.
Proof of Theorem 8. Let ν(1) be defined by the arm CDFs
ν
(1)
i =
{
G1/3−γ i = 1
G1/3 i 6= 1 (52)
The gap between ν(1)1 and ν
(1)
i is Θ(γ). For each j define ν
(j)
ν
(j)
i =

G1/3−γ i = 1
G1/3−2γ i = j
G1/3 i 6= 1, j
. (53)
Let pi be a δ-PAC policy. Then we have Pν(1)pi(kˆ 6= 1) ≤ δ and Pν(j)pi(kˆ 6= 1) ≤ δ. Since ν(1) and
ν(j) differ in only a single arm distribution, we have [Lattimore and Czepesvári, 2020, Lemma 15.1]
DKL(Pν(1)‖Pν(j)) =
K∑
i=1
Eν(1) [Ti(n)]DKL(Pν(1)i ‖Pν(j)i ) (54)
= Eν(1) [Tj(τ)]DKL(G1/3‖G1/3−2γ) (55)
and
DKL(G
1/3‖G1/3−2γ) = 1
3
log
1/3
1/3− 2γ +
2
3
log
2/3
1/3 + 2γ
(56)
=
1
3
log
1
1− 6γ +
2
3
1
1 + 3γ
(57)
≤ 1
3
(
6γ + 18γ2 + 54γ3
)
+
2
3
(
3γ +
9
2
γ2
)
(58)
= 9γ2 + 18γ3 (59)
where we used the inequalities log 11−x ≤ x+ x
2
2 +
x3
3 and− log(1+x) ≤ −x+ x
2
2 − x
3
4 ≤ −x+ x
2
2
for x ∈ [0, 0.42]. So for γ < 14 ,
DKL(Pν(1)‖Pν(j)) ≤ 15γ2Eν(1) [Tj(τ)]. (60)
5For the example in Theorem 8 there is a unique optimal arm.
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Now define the events
A =
{
τ <∞} ∩ {kˆ 6= j}
}
(61)
Ac =
{
τ =∞} ∪ {kˆ = j}
}
. (62)
Then since {kˆ 6= 1} ⊆ Ac and pi is δ-PAC policy we have Pν(1)(Ac) + Pν(j)(A) ≤ 2δ.
Now, by the Bretagnolle-Huber Inequality [Lattimore and Czepesvári, 2020, Theorem 14.2],
2δ ≥ 1
2
exp (−DKL(Pν(1)‖Pν(j))) (63)
≥ 1
2
exp
(−15γ2Eν(1) [Tj(τ)]) . (64)
Rearranging,
Eν(1) [Tj(τ)] ≥
1
15γ2
log
(
1
4δ
)
. (65)
Repeating the argument for each j ∈ {2, 3, . . .K} and using the fact that ∆ = mink ∆k ≥ Cγ we
get
Eν(1) [τ ] =
K∑
j=1
E[Tj(τ)] ≥ C2K − 1
15∆2
log
(
1
4δ
)
. (66)
C Proofs for the private algorithm
In the results for the private algorithm, because of the many indices needed, we index arms by a and
b rather than i and j.
C.1 Proof of Theorem 9
Proof of Theorem 9. Fix two input streams S and S′. Since they differ on a single reward-entry, we
denote the arm this reward was drawn for as a and e as the epoch on which this different reward is
drawn (fix the randomness of previous epochs so that in epoch e the initial set A of available arms is
fixed at the beginning of the epoch).
Now, in epoch e, under the stream S, for any arm b 6= a we consider the intervals [i − `∗, i] and
[j, j + `∗] which holds samples such that:
Xb(j) ≤ Xb(j+1) ≤ ... ≤ Xb(j+`∗) ≤ Xa(i−`∗) ≤ Xa(i−`∗+1) ≤ ... ≤ Xa(i) ≤ Xa(i+1) (67)
and moreover, due to the maximality of `∗ we have that Xb(j+`∗+1) > X
a
(i−`∗−1) implying that
Xb(j+`∗+2) ≥ Xb(j+`∗+1) > Xa(i−`∗−1) ≥ Xa(i−`∗−2)
The query on the data that we are approximating with differential privacy is qa,b(S) = max{` ≤
min{i, n− j} : Xb(j+`) ≤ Xa(i−`)}. We claim this query has global sensitivity of 1.
Consider a neighboring stream S′ where arm a differs from S on one reward (whereas arm b has the
exact same reward sequence). That is, under S′ we may add or subtract a sample to the sequence of
samples that fall in positions [i− `∗ − 1, i], but the remaining shifted rewards will still satisfy (67).
Thus, it must still hold that all samples in positions [i− `∗ + 1, i] and [j, j + `∗ − 1] satisfy the chain
of inequalities. Moreover, even if under stream S′ the reward Xa(i−`∗−1) is replaced by a different
one (or if it shifts one position up or down) we still have that Xb(j+`∗+2) > X
a
(i−`∗−2) and so the
sequence of examples in positions above j of arm b that are smaller than the sequence of examples
of arm a that are in positions below i must be contained in the shifted intervals [i− `∗ − 1, i] and
[j, j + `∗ + 1] respectively. Thus in S′ the position of `∗ may shift by no more than 1. This shows
that the query has global sensitivity 1, as desired.
It follows then that the differentially private approximation qa,b(S) + Lap(2(|A| − 1)/) preserves
/2(|A| − 1)-DP. Since arm a participates in at most 2(|A| − 1) many such queries in epoch e, we
have by direct composition that our algorithm is -DP.
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C.2 Proofs of Theorem 10 and Theorem 11
We continue by providing the proof of Theorem 10.
C.2.1 Proof of Theorem 10
Fix an epoch e. We denote the following events:
E1 : There exists an arm a s.t. Xa(i) > F
−1
a
(
i/ne +
Γe
4
)
or Xa
(bi−ne Γe4 c)
< F−1a
(
i/ne − Γe
2
)
E2 : There exists an arm a s.t. Xa(j) < F
−1
a
(
j/ne − Γe
4
)
or Xa
(dj+ne Γe4 e)
> F−1a
(
j/ne +
Γe
2
)
E3 : There exists a pair of distinct arms a, b s.t. |Za,b| > 2(|A| − 1)

· log(6|A|2e2/δ)
By Lemma 13 it holds that for a given arm a and any specific index k, it holds that
P
[
Xa(k) < F
−1
a
(
k/n− Γe
4
)]
≤ δ
12e2|A|
since ne ≥ 8 log(12e2|A|/δ)/Γ2e, and similarly that
P
[
Xa(k) > F
−1
a
(
k/n+
Γe
4
)]
≤ δ
12e2|A| . (68)
Applying the union bound over the 2|A| choices for an arm and the two particular indices k = i
and k = bi − ne Γe4 c, we have that P[E1] ≤ δ/6e2. Similarly, the same line of reasoning gives
that P[E2] ≤ δ/6e2. Lastly, due to the properties of the Laplace distribution (or the exponential
distribution which dictates the magnitude of |Za,b| we have that P[E3] ≤ |A|2δ/6e2|A|2 = δ/6e2.
We apply the union bound again (twice) to infer that P[E1 ∪ E2 ∪ E3] ≤ δ/2e2, and thus, the
probability that
P [∃e where either E1, E2 or E3 hold] ≤
∑
e≥0
δ/2e2 ≤ δ. (69)
We continue under the assumption that in all epochs all three bad events never occur. Also by our
choice of ne it is true that 8(|A|−1)−1 log(6|A|2e2/δ) ≤ 16(|A|−1)−1 log(6|A|e2/δ) ≤ neΓe/4.
It is now fairly straightforward to argue that when comparing a suboptimal arm a and an optimal arm
b we never remove b: this follows from the fact that in this case we have
Xb(j) ≥ F−1b
(
j
ne
− Γe
4
)
≥ F−1b (q) > F−1a (q) ≥ F−1a
(
i
ne
+
Γe
4
)
≥ Xa(i)
and so for such a pair `∗ = 0, making `∗+Za,b ≤ 2(|A|−1) log(6|A|2e2/δ)/ under the complement
of E3. Thus, we can only eliminate an optimal arm when comparing it to another optimal arm, and
so A must always contain at least one optimal arm. Secondly, when comparing an optimal arm a to a
suboptimal arm b where the optimality gap is at least 2−e we have that at epoch e it holds that for
` = 6(|A| − 1) log(6|A|2e2/δ) we have
Xb(j) ≤ Xb(j+1) ≤ ... ≤ Xb(j+`) ≤Xb(dj+ne Γe4 )e ≤ F
−1
b (q + Γe)
≤ F−1a (q − Γe) ≤ Xa(bi−ne ∆4 c) ≤ X
a
(i−`) ≤ ... ≤ Xa(i). (70)
It follows that for such a pair `∗ ≥ 6(|A|−1) log(6|A|2e2/δ)/, so underE3 we have that `∗+Za,b ≥
6(|A| − 1) log(4|A|2e2/δ)/ so we eliminate arm b. The latter and (70) completes the proof. 
C.2.2 Proof of Theorem 11
Fix any suboptimal arm a. Denote e∗ as the first integer e for which 2−e ≤ ∆a. Thus ∆e∗ = 2−e∗ ≤
∆a < 2∆e∗ making 2e
∗ ≤ 2/∆a. According to Theorem 10 we have that w.p. at least 1 − δ by
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Figure 1: Left: Distributions Fi∗(·), Fi(·) of the optimal and suboptimal arm. Note that 0 =
F−1i (q) < F
−1
i∗ (q) = , for some  ∈ (0, 1]. However, the gap is ∆i = min{l3 − q, q − l1},
independent of . Right: Experimental evaluation of the average number of samples at termination of
Algorithm 1 for  = 1 and  = 10−5.
epoch e∗ arm a is eliminated. Since in any epoch we have that |A| ≤ K, we have that the total
number of pulls of arm a is∑
0≤e≤e∗
ne ≤
∑
0≤e≤e∗
(
16
Γ2e
+
64(K − 1)
Γe · 
)
· log
(
6Ke2
δ
)
≤ 16 log
(
6K(e∗)2
δ
) ∑
0≤e≤e∗
22e +
64K log
(
6K(e∗)2
δ
)

∑
0≤e≤e∗
2e
≤ 32 log
(
6K(e∗)2
δ
)
22e
∗
+
128K log
(
6K(e∗)2
δ
)

2e
∗
≤
128 log
(
6K(e∗)2
δ
)
∆2a
+
256K log
(
6K(e∗)2
δ
)
∆a
≤
(
1
∆2a
+
K
∆a
)
· 512 log
(
6K
δ
· log
(
1
∆a
))
.
To conclude, the total number of samples (and pulls) is
O
 ∑
a∈A−i∗
(
1
∆2a
+
K
∆a
)
· log
(
K
δ
log
(
1
∆a
)) (71)
with probability at least 1− δ. 
D Numerical Illustrations and Further Discussion of the Results
In this section, we provide indicative numerical simulations exploring and confirming various
properties related to the proposed elimination algorithms (private and non-private), as well as the
proposed definition of the associated suboptimality gap. Because the focus of the paper is primarily
theoretical, we do not present empirical comparisons against existing ε-optimal algorithms for quantile
best-arm identification [Szörényi et al., 2015, David and Shimkin, 2016, Howard and Ramdas, 2019].
Nevertheless, we would like to emphasize that our work essentially complements existing literature,
and provides a comprehensive treatment to the best-arm problem for quantile bandits, by providing
strictly optimal and fully data-driven algorithms.
The difference in quantile values is not informative. As is well-known, for mean bandits the gap
is simply the difference in means. However, for quantile bandits the gap between the quantile values
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Figure 2: Illustration of the suboptimality gap for two example distributions. Up: Gaussian with
µi∗ = µi = 0, σi = 2 and different values of σi∗ , Down: Exponential with λi = 1.
is not informative, as shown by Szörényi et al. [2015]. In fact, in Figure 1 we provide a case for
which the difference between the quantile values can be any value  ∈ (0, 1], however the sample
complexity of SEQ remains the same. This is reasonable because the suboptimality gap depends on
the levels of the CDF (see Figure 1) and not on the difference  between the quantiles. However, for
Lipschitz CDFs the two are related as shown in Proposition 4.
In the following example, we consider two cases (Gaussian and Log-normal distributions), for which
the differences between the quantile values are different but the gap is identical for any q ∈ (0, 1).
The latter can be verified by our Definition 4. As a consequence we expect to find the same average
number of pulls for Gaussian and Log-normal quantile bandits in our experiment. We can see this
by comparing the performance (average termination time averaged over 500 runs) for a normal
distribution and a log-normal distribution for large values of q, see Figure 4 (left). We take K = 2.
The suboptimal distribution (normal or log-normal) has mean 0 and parameter σ = 2. We vary the
best arm by changing σ. In our definition of gap, the gap between two normal distributions with
parameters σi and σi∗ is the same as the gap between two log-normal distributions with parameters
σi and σi∗ . Each curve shows that the sample complexity when comparing normal and log-normal
distributions is the same. In the case of the log-normal distributions the difference in the q-quantiles
may be quite large. However, the sample complexity of the algorithm depends on the gap.
Difference between the proposed gap and prior work. Although the suboptimality gap we
propose (Definition 3) may look similar to those proposed in prior works [Szörényi et al., 2015,
David and Shimkin, 2016, Howard and Ramdas, 2019], there are several important differences.
The proposals in Szörényi et al. [2015] and David and Shimkin [2016] explicitly incorporate the
approximation parameter, whereas our definition depends only on the arm distributions. The definition
in Howard and Ramdas [2019] looks like a “one-sided” version of Definition 3 but it turns out that
the values can be arbirtarily different. Indeed, a comparison of our suboptimality gap ∆i (Definition
3) with the definition of suboptimality gap ∆HRi by Howard and Ramdas [2019] shows that ∆i can be
arbitrarily small while ∆HRi is large. For example, in Figure 1 (Left) fix `3 − q and consider the case
q − `1 = ′such that 0 < ′  `3 − q, then ∆i = min{l3 − q, q − l1} = ′ but ∆HRi = l3 − q. As a
consequence ∆i  ∆HRi . Experimental results also support our theory and verify that the Definition
3 of gap ∆i is the appropriate see Figure 3 by matching the theoretical and experimental number of
pulls. On the other hand, the quantity ∆HRi fails to capture the correct number of pulls in examples
like the one that we consider here (and more). To conclude, we also proved a lower bound based on
the gap ∆i (Theorem 8), the latter shows that our upper bound is optimal up to logarithmic factors.
The value of the gap for different distribtions. What does the value of the gap (4) look like?
Figure 2 shows the gap as a function of the level q of the quantile for two continuous distributions, the
Gaussian and the exponential. We vary the optimal distribution by altering the parameter (variance or
rate). For the Gaussian example (left) we look at the gap between a (suboptimal)N (0, 2) distribution
and Gaussians of higher variance. As expected, when looking at the median the gap is 0 since they are
both symmetric distributions. More interestingly, the best-arm identification problem becomes easiest
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Figure 3: Left: Gaussian data, µi∗ = µi = 0, σi∗ = 1 and σi = 0.5, illustration of the average
number of samples (and pulls) as the level of q increases. Right: Discrete data, q = 0.4, illustration
of the average number of samples (and pulls) as the suboptimality gap ∆i increases. In both cases we
use 100 in total independent runs.
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Figure 4: Left: Sample complexity of Algorithm 1 for Gaussian and Log-normal data, K = 2. For
both cases µ = 0 for all the arms, σi = 2. Right: Comparison of the private (Algorithm 2) and
non-private SEQ (Algorithm 1). We consider Log-normal distributions with K = 10 arms and
parameters µi∗ = µi = 0, σi ∈ [0.1, 0.2, . . . , 0.9] and σi∗ = 2. We compare the estimated number
of samples (averaging over 10 iterations) for different values of the privacy parameter  ∈ [0.05, 1]
and for quantile levels q = 0.85 and q = 0.9.
when looking at some quantile q∗ (or 1 − q∗) that lies between 1/2 and 1. The problem becomes
hard again when looking at the tails of the distribution. For the exponential distribution we compare
to a rate λi = 1 for smaller values of the rate. As the difference in rates grows, the problem becomes
easier, as expected. Here too we see an optimal q∗ between 1/2 and 1 for which the top quantile is
easiest to identify. Analytical expressions for these optimal points could possibly be derived through
analyzing the corresponding densities. However, we defer this for future work.
Empirical verification of the tightness of the bounds. To empirically validate our theoretical
results on the sample complexity, we show in Figure 2 the average number of samples to identify
the best arm for a Gaussian (left) and discrete (right) problem setting. For both settings the average
number of pulls is evaluated through 100 independent runs. These curves show that there exists
a constant C such that the sample complexity of the algorithm matches our analysis, specifically
C = 3/2 for the left and right figure. For the Gaussian distribution, µi∗ = µi = 0, σi = 2 while σi∗
varies. The discrete distribution is provided in Figure 1 on the left, q = 0.4 while the levels `1, `3
vary (see Figure 1, left).
The cost of privacy for Algorithm 1. Figure 4 (right) shows the performance of Algorithm 1 as a
function of the privacy risk . As expected, as  increases the sample complexity decreases. The plots
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show that as the quantile decreases the gap in expected pulls between the private and non-private
algorthms decreases. The high cost of privacy in this example shows that there is potential for
improvement in the private algorithm: in order to get the sample complexity scaling we chose to
double epoch sizes (a standard technique) but empirically we may choose a less aggressive approach.
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