Let A be a bipartite graph between two sets D and T. Then A defines by Hamming distance, metrics on both T and D. The question is studied which pairs of metric spaces can arise this way. If both spaces are trivial the matrix A comes from a Hadamard matrix or is a BIBD. The second question studied is in what ways A can be used to transfer (classification) information from one of the two sets to the other. These problems find their origin in mathematical taxonomy.
Introduction.
A great deal of the literature in mathematical taxonomy focusses on clustering; i.e. summarizing the the information present in a metric or dissimilarity on a set X by means of a classification tree or something similar.
Here we focus directly on the situation that one finds in the taxonomic problems of scientific disciplines. Often the data are in the form of a collection of documents and a collection of key words and key phrases that is supposed to be sufficienty rich to descibe (up to a point) the scientific field in question. Here I am not concerned with how such a control list or thesaurus is generated.
The data are thus in the form of a bipartite graph A (or, equivalently, a relation) between two sets, a set D (of documents) and a set T (of terms). The bipartite graph A tells us which terms occur in which documents.
These data can be used to define a metric space structure on both T and D by means of Hamming distance -the distance between two terms is the number of documents in which one term occurs and the other not. A first question that arises is what pairs of discrete metric spaces can arise this way. For trivial metric space structures on both T and D it turns out that A must be very regular (a Hadamard matrix, a Hadamard matrix minus one row or column, or a symmetric BIBD). Section 2 below is devoted to some results in this direction.
It arises frequently in practice that on one of the spaces T or D there is available metric information coming from other sources. For instance, in the case of a body of scientific literature, co-citation analysis can be used to define 'research clusters' or 'research fronts' of strongly linked clusters of documents. The question then arises how to transfer such information from one of the sets, in this case D, to the other by means of the bipartite graph between them. This matter is discussed in section three.
Finally, section 4 summarizes some recent ideas and results concerning metrics on the space of all metrics on a given finite set. These things are fundamental for adressing the question of finding, for instance, the best approximative ultrametric to a given metric or dissimilarity.
The tree-tree problem.
2.1. Definiton of the problem.
As indicated above we shall take as the basic available data a bipartite graph A between terms and documents. Or, equivalently, A is a 0-1 matrix with the set or terms as column indices and the set of documents as row indices. A 1 at spot (i,j) means that the term j occurs in the doment i. These data define two metric spaces as follows:
-the column space of A, cs A T A ( ) ( ) = . As a set this is the set of terms. In this paper I concentrate on the last question. Trees and classification schemes (which are special kinds of trees) are ubiquitous in (mathematical taxonomy). Thus it is important and natural to start with the question when both the column and row spaces of a 0-1 matrix are trees or related to trees.
Definitions.
A tree is a unoriented connected graph such that there is a unique path between each two given vertices. A leaf of a tree is a vertex with just one edge incident with it. An edge weighted tree is a tree with each edge labelled with a real number > 0. An example is shown below. The distance between two vertices of an edge weighted tree is the sum of the weights of the edges of the unique path between those vertices. This defines a metric on the set of vertices (and on any subset, particularly the set of leafs). A rooted tree is a tree with a special selected vertex called the root. For a rooted tree and a vertex a in it define the set of leaves of a as consisting of those leafs for which the unique path to the root passes through the vertex a. A hierarchical tree is a rooted edge weighted tree such that for each vertex that is not a leaf all its leaves have the same distance to that vertex. A hierarchical tree defines an ultrametric on its set of leaves. And inversely, [5, 10] , every finite ultrametric space arises that way. By inserting, if necessary, extra vertices of valency two (as was done in figure 3 ), each ultrametric space arises as the space of leafs of some 'hierarchically organized' tree like the one in figure 3 for which for each vertex all the edges pointing towards the leafs have the same weight.
It is rather easy to see that each edge weighted tree with integer weights can be realized as a T A ( ) (or a D A ( )). Things are rather different if it is required that both T A ( ) and D A ( ) are required to be trees. This appears to be quite difficult to realize. In particular it seems difficult to realize a pair of spaces that are not (nearly) isomorphic. This is, roughly, what I like to call the tree-tree problem. To make the problem more precise let us define: 2.1.2. Definition. A finite metric space ( , ) X m is tree like if it is isometric to a subspace of the vertex metric space defined by an edge weighted tree.
2.1.3. Tree-tree problem. Which pairs of tree-like spaces can be realized by a 0-1 matrix. I view these 0-1 matrices as some sort of generalized hierarchical block designs. The reason for that is theorem 2.2.5 below.
To the tree-tree problem as stated there can be added the problem of finding a good characterization of those matrices for which both the column metric space and the row metric space are tree like.
Of course the tree like metric spaces are characterized by the socalled four point condition: 2. = .
It follows that also H H I
T n = (and that n is even, n k = 2 ). It is immediate from these two properties that for each two rows there are precisely k entries that are equal and k entries that are unequal. And similarly for the columns. Let A be the matrix obtained from H by replacing each −1with 0. Then both the column and the row space of A are the trival metric space of n k = 2 points with distance k.
2.2.3. Example. Hadamard matrices with one row or column deleted. Now let H be a Hadamard matrix for which one row or column consists entirely of +1's or entirely of -1's. Delete that row or column. Again replace -1 with 0 everywhere. The result is an 0-1 matrix with trivial column and trivial row space of sizes n and n − 1 and distance n / 2 .
Not every Hadamard matrix has such a column or row. However if D is diagonal with each diagonal element equal to 1 or -1, and if H is an Hadamard matrix, then so are HD and DH. So it is easy to modify a Hadamard matrix so as to obtain one with such a column or row.
2.2.4. Example. Symmetric BIBD's. A balanced incomplete block design (BIBD) is a zero-one matrix A such that each row has the same number , r, of 1's, each column has the same number, s, of 1's, and further, for each pair of column indices i j ≠ there are precisely λ rows which have a 1 at both locations i and j. This last condition is the same as saying that each two different columns have λ common 1's.
A BIBD is symmetric if A is square. It then follows that r s = and that each two distinct rows also have λ common 1's.
It follows immediately that the row space and the column space of a symmetric BIBD are trivial metric spaces with n points and distance 2( ) r − λ . 2.2.5. Theorem. Let A be an m n × zero-one matrix such that both the column space and the row space are trivial. Then A is one of the examples 2.2.2 -2.2.4. I.e. A 'is' an Hadamard matrix, a Hadamard matrix with one constant row or column deleted, or it is a symmetric BIBD.
Let B be the matrix obtained from A by replacing each -1 with 0. Then the trivial column and row space condition on A translates for B in the statement that the rows of B form a system of m length n vectors all of whom make the same angle with one another and the columns form a system of n vectors of length m that also all make the same angle with one another.
2.2.6. Proof of theorem 2.2.5. Let B be the m n × matrix obtained from A by replacing each -1 with 0. Let d be the distance between each two distinct rows of B (or A) and e the distance between each two distinct columns. Then
Interchanging rows and columns if necessary we can assume that m n ≥ . By the lemma below, 
More Examples.
Using the various symmetric BIBD's as main building blocks a variety of examples of tree-tree matrices can be constructed. Here is a small selection. In the pictures below (and above) the black nodes in a tree make up the tree like space that is being realized. Let E n denote the n n × matrix with every entry equal to 1, and let I n denote the n n × unit matrix, and let 0 stand for whaever size matrix of zeros is appropriate. Remark. Call a rooted tree for which the number of edges towards any of its leaf is equal to a, a tree of a levels. Using similar techniques as in the proof of theorem 2.2.5, there is a great deal one can say abour the zero-one matrices that produce tree-like spaces of level ≤ 2 for their row and column spaces. I intend to return to that in a future paper.
Tree-like spaces of unbounded height.
There is a systematic iterative construction that yields trees and tree like spaces of any number of levels. In this case consider the k k × block matrices
, where E is the m n × matrix consisting completely of ones. checked similarly and it follows indeed that A k 1 stisfies the conditions for the zero construction. Thus, provided a starting A can be found, the two constructions can be applied alternately to yield tree-like spaces with an arbitrary number of levels.
There are many possible starting matrices. E.g. the unit matrix of size 3 or more satisfies the conditions for the one construction; the matrix E I n n − , n ≥ 3 satisfies the conditions for the zero construction, and the incidence matrix M of the projective space P F 
Complete trees.
Let T k be the following k k × matrix
L L and let E stand for matrices consisting eniirely of 1's of the approrpiate sizes. Consider the block zero-one matrix
The column and row spaces of A are both complete trees with just one node of valency >2, as depicted in figure 16 on the right. It consists of one central node of valency m, from which issue m branches with k i nodes,
L . These are the only kind of examples I know for which both the row and column space are complete trees. Modifying the example a bit the edges can be given arbitrary positive integer weights.
Transfer of metrics.
As noted before in the introduction a bipartite graph connecting terms and documents should also permit the transfer of information on one of the two sets to the other. This section is devoted to aspects of that problem. This sort of situation frequently arises in practice. In the case of the taxonomy of a scientific field for instance, the technique of co-citation analysis, cf e.g. [4, 16, 18] , gives clustering type information on the set D of documents, and the question arises how to transfer this information optimally to classification information on the set of terms.
The canonical embedding in function space.
To discuss various aspects of the transfer problem we first need to descrie a canonical embedding of a (discrete) metric space into the space of functions on it.
3.2.1. Definition. Let ( , ) X m be a (discrete) metric space. Let F X ( ) be the space of all real valued functions on X. Give F X ( ) the max (or sup) norm metric:
The canonical embedding of X into F X ( ) is given by
The proof of this lemma is a straightforward application of the triangle inequality. 3.4. Five transfer procedures. Now let's return to the basic situation where we have a bipartite graph beetween two sets D and T and we want to transfer a given metric on D to one on T (or vice versa). In this subsection I describe five potential methods for doing this. They have different background philosophies and which one (if any of these five) is appropriate in a given situation will likely depend on the particular circumstances. All need further investigation.
3.4.1. Hausdorff transfer. 3.4.6. Averaging transfer.
The central idea here is that given two terms t t , ' it is unkown which of the documents in D t and D t' realy represent t and t' . This leads to the idea that the dissimilarity of t and t' should be measured by the average distance of documents in D t and D t' , i.e. 
