A most interesting such relationship is class co-evolution: because of implicit design dependencies clusters of classes change in "parallel" ways and recognizing such co-evolution is crucial in effectively extending and maintaining the system. In this paper, we propose a data-mining method for recovering "hidden" co-evolutions of system classes. This method relies on our UML-aware structural differencing algorithm, UMLDiff, which, given a sequence of UML class models of an object-oriented software system, produces a sequence of "change records" that describe the designlevel changes over its life span. The change records are analyzed from the perspective of each individual system class to extract "class change profiles". Each phase of a class change profile is then discretized and classified into one of two general change types: function extension or refactoring. Finally, the Apriori association-rule mining algorithm is applied to the database of categorical class change profiles, to elicit co-evolution patterns among two or more classes, which may be as yet undocumented and unknown. The recovered knowledge facilitates the overall understanding of system evolution and the planning of future maintaining activities. We report on one real world case study evaluating our approach.
Introduction
The objective of software reverse-engineering activities is to enable software developers to gain a sufficient high-level understanding of their software assets so that they can effectively maintain and extend them [22] . Understanding the design of a system and the rationale behind the system's design evolution is especially important for consistently evolving the system without compromising the integrity of its original architecture and the stability of its design.
Object-oriented systems are designed around classes that model abstractions of realworld entities, and today, most such systems are developed through evolutionary process models. As a result, at the time of their deployment the system class design has already undergone substantial evolution from its original conception and first development. Comprehending the design of the object-oriented system, as it has evolved through structural transformations -such as the ones resulting from refactorings [2] , for exampleis crucial for the system's developers, whose goals are to maintain the software, fix faults, and extend its functionalities.
In an evolving system maintained over a long time, there exist many non-trivial relationships among system classes, which are frequently unintended and therefore undocumented and usually are not easily perceivable in the source code. A particularly interesting such relation is class co-evolution, i.e. classes exhibiting parallel evolution history. This phenomenon may indicate an implicit interdependence which, when understood, can be valuable in guiding the subsequent evolution of the system in question. First, the system maintainers may decide to restructure the system in order to eliminate this interdependence, thus evolving it into a more modular and less coupled design. Alternatively, they may document the interdependence as a predictor of maintenance activities, so that, when some of the co-evolving classes have to be modified, the rest of the cluster is also examined and retested.
Recovering and making explicit such "hidden knowledge" is fundamentally a datamining task [3, 4] and is one of the major objectives of current reverse-engineering research.
Shirabad [5] recently investigated the application of inductive-learning algorithms to address the problem of detecting the co-updating of two code modules. Based on a record of the system maintenance history, including change requests and code-update records, he explored the supervised inductive-learning method for recognizing co-updated modules and examined how well this relation could predict whether updating a source file would necessitate a change in another file. An important shortcoming of this work is its onerous knowledge requirements: it presupposes the existence of a detailed and consistently used change-tracking system, in which all change requests are recorded. Then these requests can be correlated with the code updates committed in response to "closing" the requests. These correlated requests and updates become the "positive coevolution examples" input to the learning algorithm. Unfortunately, however, such consistently kept change-tracking systems are, more frequently than not, unavailable. Furthermore, the update records describe only the general modifications to a group of related modules. They usually do not provide any details of what design-level changes have occurred. For example, questions like "how many methods in class B had their signatures changed to include one more parameter of class A, when class A was introduced into the system" cannot be answered by this method. Therefore, the coevolution detected by this process has limited explanatory power on why the co-evolving classes are inter-dependent and cannot guide precisely the future development of the system.
In our work on detecting class co-evolution, we have adopted reverse-engineered UML class models [6] of subsequent system versions as the primary input of our method.
The reverse-engineered software versions may be official releases or simply system snapshots checked-out from the version-management repository in regular time intervals. These class models are easily obtainable, as long as the system source code resides in a version-management repository and a software-modeling tool [7, 8] or fact extractor [9] with the reverse-engineering capabilities is available. Furthermore, reverse-engineered class models are, by their very nature, rather accurate representations of the design implemented by the source code [10] .
The fundamental intuition underlying our class co-evolution detection method is that by comparing a sequence of snapshots of system class models, one can extract a history of the evolution of each individual class in terms of the "additions", "removals", "moves", "renamings" and "signature-changes" of its super-and sub-classes, interfaces, and their fields and methods, changes to their attributes, and changes of dependencies among these classes.
Given the quantitative numbers of structural changes reported by the class-model comparison, the descriptive statistics, quantiles and means, are calculated to discretize their continuous values. Next, based on the combination of different types of changes and their relative "intensity", the overall change activities of each individual system class from one snapshot to another is categorized into two distinct categories: functionextension and refactoring. Finally, Apriori [11] , an association-rule mining algorithm is used to detect common change co-occurrences among these discrete class evolution histories, thus uncovering co-evolving classes. In addition to its simpler knowledge assumptions, our approach exhibits an additional advantage over Shirabad's method, i.e., it is unsupervised. Unlike Shirabad's method that requires a set of co-evolution examples in the form of sets of modules that were updated for the same change request, our method does not require labeled training examples.
The remainder of this paper is organized as follows. Section 2 places this work in the context of related research. Section 3 presents the overall methodology and rationale of our approach. A case study illustrating our approach is discussed in section 4. Section 5 discusses how detecting co-evolution could provide the basis for design mentoring. Finally, Section 6 concludes with a summary of the lessons we have learned to date and our plans for future work.
Related Work
Our class co-evolution detection work spans over two related-research themes: first, the general area of the applications of artificial-intelligence methods to program understanding, and second, the area of source-code and design differencing methods.
Artificial-intelligence methods for design understanding
We have already discussed the work most similar to ours in terms of research objectives and types of algorithms employed. Shirabad et al. [5] applied inductive-learning methods to elicit co-updated file pairs of a subject system. Their chosen inductive-learning methods require pre-labeled positive examples of co-updating. Therefore, a lot of effort is required to select and extract characteristic features and label training examples, which may significantly affect the quality of the learned models. Even more restrictive to the method's applicability is the requirement of high-quality change reports as the primary source of data for extracting the input to the learning process. Wills [12] developed the Recognizer that automatically finds all occurrences of a given set of clichés, i.e., commonly used programming structures, in a program and builds a hierarchical description based on the found clichés. The Recognizer, building on the Programmer's Apprentice programming system, "translates" programs into a high-level intermediate representation in order to simplify the cliché-recognition process. Devanbu et al. [13] built a knowledge-based software information system for representing and inferring relationships among components of software system. Their LaSSIE system integrates domain model, architectural, and code views of a large software system into a knowledge base represented in a formal knowledge-representation language, KANDOR [14] , which provides a semantic-reasoning mechanism for developers to explore the structure of the system. Although some code-level relationships can be automatically extracted by parsing the source code guided by the implementationlanguage syntax, such knowledge-based systems [13, 15, 16] generally require domain experts to manually build the conceptual level representation of the knowledge base, in the case of LaSSIE in terms of the hierarchies of actions, objects, doers [13] . A substantial effort is necessary to maintain and evolve the knowledge base as the system evolves. Furthermore, the reasoning engines of these systems are either computationally demanding if based on full first order logic or with limited expressiveness if based on a description logic [17] .
In our previous work [18] , we applied the association rule mining algorithm [11] to detect the co-evolution of system classes in terms of their general modifications. The generated class co-evolution rules are Boolean association rules (change vs. no-change) directly derived by the existence or not of each type of change. To help discern the fine-grained class co-evolution patterns, in this paper, the quantitative values of structural changes reported by comparing subsequent versions of class model of the subject object-oriented software system are first discretized and each version of class evolution profile is consequently classified into one of two general categories, function-extension vs. refactoring, depending on the types of modifications it contains and their relative "intensity". This discretization technique was introduced in our previous work [19] to help understand the distinct evolution phases and styles of the object-oriented software systems. There is no fundamental difference between the class-evolution profile and the system-evolution one, except for the different granularity of analysis (class-vs. system-level). Essentially, the discrete class evolution profiles are specified in terms of categorical attributes, which are then data-mined to produce three types of co-evolution rules: parallel function-extension, parallel refactoring, and parallel function-extension and refactoring.
Source-code and design "differencing"
Probably the most frequently used algorithm for code differencing is GNU diff [20] , which considers a software system as a set of files containing lines of text and reports changes at the lexical code-line level, completely unaware of the high-level logical-structure changes of the software system. As more data and documents are stored in structured formats, some sophisticated version-control systems include algorithms for detecting differences between structured data. The general tree-to-tree correction problem has been extensively studied [21] , and has been applied to show differences between structured data, such as XML documents [22] for example. However, such general tree-differencing algorithms report changes as "XML element modifications" ignoring the domain-specific semantics of the XML document and its underlying schema, such as XML Metadata Interchange (XMI) representation of UML models. There has been some work at analyzing object-oriented software changes at the UML level. Egyed [23] has investigated a suite of rule-based, constraint-based and transformational comparative methods for checking the consistency of the evolving UML diagrams of a software system. Selonen et al. [24] have also developed a method for UML transformations, including differencing. However, neither of these projects has explored the product of their analyses in service of software evolution understanding. Gall et al. [25, 26] developed an approach for populating a release-history database that combine CVS (Concurrent Version System) data (including CVS deltas produced by GNU diff) and bug reports maintained in Bugzilla. SQL queries can then be issued to obtain multiple views, including module coupling, that show the evolution of a software project. However, since the release history database is still built on CVS history data and developers' documentation, this approach too suffers the limitation of requiring frequently unavailable data. Furthermore, Gall [26] also pointed out the need for investigating high-level structural changes to enable more accurate information in their release history database than using GNU diff. Finally, visualization of low-level data, such as CVS-like deltas and code metrics, may help to capture the higher-level connections between design elements. Zimmermann et al. [27] have demonstrated that visualizations of historical data stored in a CVS archive can help developers recognize the coupling between fine-grained program entities like methods and fields. Visualization approaches are limited in their applicability, however, due to two important reasons: first, they assume a substantial interpretation effort on behalf of their users and second, they do not scale well: they become unreadable for large systems with numerous components.
Java Design-Evolution Analysis Methodology
The long-term objective of our design-evolution analysis work is to develop a suite of methods for recovering a detailed and precise model of the design-level structural changes that have occurred in a long-lived evolving object-oriented software system. To that end, we have developed JDEvAn, a "Java Design Evolution and Analysis" tool, developed as an Eclipse [28] plugin to implement and evaluate our methodology. JDEvAn analyzes the design structure of software artifacts and automatically produces reports of interesting design properties they may exhibit or events and trends that they may have suffered during their evolution, such as refactorings and class co-evolution. The results of the JDEvAn provide an informative overview of the system's history that can be valuable to developers who, based on it, may reach informed decisions on future evolution and maintenance activities [29] .
In the reminder of this section, we first briefly discuss the meta-model assumed by JDEvAn and its structure-differencing algorithm, UMLDiff, that we developed to detect design-level structural changes when an object-oriented software system evolves. Then, we describe how to discretize the changes of continuous value reported by UMLDiff and produce the discrete class evolution profile for each individual system class. Finally, we present an overview of the Apriori association rule mining algorithm [11] we applied to elicit the sets of co-evolving classes.
The meta-model
JDEvAn focuses on the logical design of object-oriented Java systems as the first design artifact to analyze. Its primary input is the system's source code, residing in a versioning system. JDEvAn's fact extractor (built on Eclipse Java DOM/AST model) recovers a data model of the subject system's class design. Essentially, the meta-data model is the UML static structure model [6] , which is formally a graph,
contains design entities of the types supported by the programming language; the edge set, E D , contains tuples of the form (relation, v 1 , v 2 ), where v 1 and v 2 are nodes and relation is a UML dependency between them. For Java systems [30] , the supported entity types are package, (anonymous) class, interface, field and method (including constructor and initializer), and parameter. Each extracted entity is associated with its corresponding set of attributes, such as name, visibility and non-access modifiers, location in the source file, whether it belongs in the system source code or in a library, and the version of the system in which it belongs. The extracted ground UML relationships [6] [31] or RTA (Rapid Type Analysis) [32] . It thus cannot handle dynamic loading and polymorphism when resolving such relationships as method call, data type,
Understanding the evolution and co-evolution of classes in object-oriented systems 7 etc. As future work, the more accurate control-flow or calling-context-sensitive [33, 34] approaches could be integrated. The ground model facts are stored in a relational database. Based on these ground facts, a variety of derived facts are inferred, such as toplevel type or member type, methods declared in a class or an interface, inheritable and inherited fields/methods, and so on. In most cases, derived facts are defined as database views; however, in order to improve JDEvAn's performance, some frequently-used derived relations, such as method implementations and overrides, and class usage, are computed and stored into the database tables at the end of fact-extraction process. To address the lack of recursive computation capability of the database, which is essential to computing the transitive closure of various relations among entities, Simon's transitive closure algorithm [35] has been implemented as a database server-side extension to precompute, at the end of the fact-extraction process, the transitive closure of containment hierarchy, inheritance hierarchy, field access/method call, and class-usage relations.
UMLDiff: Detecting design-level structural modification
At the core of JDEvAn lies UMLDiff that compares the UML class models of two system versions to identify the structural changes of the software design between two compared versions. UMLDiff is a domain-specific structural-differencing algorithm, aware of the UML semantics. It establishes that two entities of the same UML type in two subsequent versions represent the "same" conceptual entity, based on the two heuristics below. 1. Name similarity: Similarity of names can serve as a "safe" indicator for matching two entities of the same type. Of course, a developer can remove a class, and then add a new class with the same name and different functionality. However, this case should rather be a rare exception. 2. Relationship similarity: When an entity is renamed or moved, its relationships to other entities, such as the members it contains, fields it reads/writes, methods it calls or is called by, etc., tend to remain the same for the most part. Therefore, by comparing the before and after relationships between an entity in the earlier version and an entity in the subsequent version, renamings or moves may be inferred.
UMLDiff is parameterized with a user-defined threshold value for the percentage of the relationships that have to match for two entities to be considered as the "same" conceptual entity renamed or moved. If, for a given entity in the "before" version, there are several potential matches above the user-specified threshold in the "after" version, the one with the highest similarity score is chosen. UMLDiff assumes that software changes are frequently saved back to the versioning system. If many changes are made without saving the intermediate versions back to the repository, the accuracy of UMLDiff will most likely suffer.
UMLDiff traverses the containment spanning trees of the class models of two versions of a software system and identifies corresponding entities based on the above heuristics. The comparison result is represented as a change tree, i.e. tree of structural changes, summarizing the elementary modifications (additions, removals, moves and renames/signature-changes) of the various design entities (the graph nodes) and their dependencies (graph edges). There are two types of change trees: inheritance (see Fig. 1 ) and containment (see Fig. 2 ), which are essentially the same but follow the inheritanceand containment-spanning tree of software model respectively. The different icons to the left of each node represent the different design entities: package, class, interface, method, and field. The top-right adornments show the modifiers of the object, for example, abstract, static, etc. The bottom-left adornments represent the UMLDiff result of a particular object. It can be plus sign for add, minus sign for remove, 01 for signaturechange (including rename), arrow with minus sign for move out from source, arrow with plug sign for move into target. Fig. 1 shows that a new abstract class, Statement, was created with three newly created abstract methods, eachRentalString, footerString, and headerString. The value methods of its two subclasses, HTMLStatement and PlainStatement, were pulled up into the new class Statement. This change tree corresponds to the differences between version 27 and 28 of the extended refactoring sample from Fowler's book [2] . It represents the modifications to the class model after a "Form template method" refactoring [2] . We have defined queries [36] to retrieve such structural change patterns based on the combination of elementary structural changes produced by UMLDiff. Fig. 2 shows the JDEvAn's perspective within Eclipse platform, which displays a partial change tree (involving class CategoryPlot) between version 0.9.5 and 0.9.4 from our JFreeChart case study. The details will be discussed in next section.
UMLDiff builds a detailed and accurate picture of the evolving software system and its components' design evolution without requiring consistent change logs, which is crucial to the detection of fine-grained class co-evolution that will be discussed in section 3.4.
Classifying structural modification
Overall, there are five types of structural changes identified by UMLDiff: 1. Additions of new packages, classes, interfaces, methods, and/or fields; 2. Removals of packages, classes, interfaces, methods, and/or fields; 3. Movements of methods and/or fields from one class to another, or movement of classes and/or interfaces from one package to another; 4. Renamings of packages, classes, interfaces, methods and/or fields; 5. Signature modifications, such as visibility, non-access modifiers, data type, and parameter list, of classes, interface, methods and fields, and modifications of class inheritance and interface implementation. For an evolving software system with N successive versions, UMLDiff can be applied N times to generate the differences between the (I+1) th and I th versions, where 0≤ I <N (supposing there is a virtual version 0 with no entities), and consequently produces N change trees that record the design-level structural changes when software system evolves over time. These change trees are then analyzed to produce a set of classevolution profiles of length N (at most), corresponding to each system class. The classevolution profile is essentially the complete history of changes that the class in question has suffered throughout its lifecycle, i.e., in which version it was introduced, with how many fields and methods, which of its elements were added, removed, moved, renamed, or signature-changed in a particular version, and, possibly, in which version it was removed. Table 1 shows the evolution profile of class CategoryPlot from the JFreeChart case study, described in detail in section 4. Note that this class was originally named BarPlot. UMLDiff correctly identified the renaming to CategoryPlot at version 0.8.0. As can be seen from the Table 1 , between any two versions of the system evolution, the types and amounts of structural modifications may vary greatly. Clearly, with this level of detail it is difficult to discern patterns, such as any implicit evolution interdependencies among sets of classes. Therefore, a discretization step follows UMLDiff's reporting of structural changes and the construction of quantitative class evolution profiles.
The discretization process is based on two descriptive statistics of the various changetypes amounts: quantiles and means. The quantile is the specific value of a variable that divides the distribution into two parts, those values greater than the quantile value and those values that are less. That is, p percent of the values are less than the p quantile. JDevAn calculates a% and b% quantiles (a < b) for changes of type "Addition" and "Removal". A continuous value is discretized as "Low" if it is below a% quantile, and "High" if it is above b% quantile. The values that fall in between are marked as "Medium".
Since there are generally (at least according to our experience) about 70%-80% or even higher class-versions with no "Addition" members, JDEvAn does not count those class-versions with zero "Addition" when computing the "Addition" quantiles. Furthermore, among the rest class-versions with non-zero "Addition", those with only one "Addition" account for about 25%-40%. To alleviate this substantial imbalance in the input data, JDEvAn ignores these class-versions as well. For the remaining class-versions that have two or more "Addition", JDEvAn computes the 25% (75%) "Addition" quantiles, and rounds down (up) to get the corresponding integer low a% (high b%) "Addition" quantiles, which generally fall into the range of 15%-25% quantile or 75%-85% quantile respectively. "Removal" is treated similarly to "Addition.
Because moves and signature-changes (including renamings) appear much less frequently than additions and removals, the range of values for moves and signaturechanges is much narrower than the range of values for the latter two types of changes. This is why JDEvAn computes the means of the "Movement" and "Signature-change" modification values and discretizes their values into two ranges, instead using two quantiles and three ranges. The values of these two types are marked as "High" if they are above the mean and "Low" otherwise. Again, the class-versions with zero or one "Movement" or "Signature-change" are ignored. Furthermore, if a class is moved or renamed in a particular version, its corresponding qualitative value of "Movement" or "Signature-change" will be marked as "High", irrespective of changes made to its fields and/or methods.
These qualitative labels are logically combined to define a taxonomy of five significant types of change, for classifying how the design of a software system evolves from one version to the other. The possible combinations are shown in Table 2 . The characters a, r, m, and o represent Addition, Removal, Movement, and Signature-change (including renaming) respectively. The subscript H, M, and L represent High, Medium, and Low respectively.
A period, defined by a "before" and an "after" version of an evolving software system, is considered to be of Active when a High number of entities are newly created or removed in the "after' version, and there is also a High number of moved methods/fields and/or renamings and signature-changes. Type-A periods are very Active from a designevolution perspective. The high number of moves and signature-changes probably implies that many perfective maintenance activities are happening during this period. At the same time, the high number of newly created and/or removed entities is very likely the result of such maintenance activities, such as adding new fields for the restructured class interface, removing deprecated methods, etc. It may also be the result of functionality extension.
Type-C periods correspond to restructuring periods. They contain many maintenance changes that result in a High number of moves and renamings and signature-changes, while their numbers of newly created and/or removed entities remain Medium or Low.
Type-B periods do not include many perfective maintenance changes, while their number of newly created and/or removed entities remains High. The software system develops rapidly during such periods. The difference between the type-B and type-D is that the number of addition and/or removal changes in type-D period is Medium or Low. Thus, it is called slowly developing. These two types of periods correspond to functionality extension phases with different levels of intensity.
Type-E periods are steady-going periods of system evolution, where the number of maintenance changes remains Low and the number of other types of changes is also Low. The system changes little during this time.
These five classifications characterize the volatility of system classes over their lifecycle. The discrete evolution profile (composed of a sequence of discrete change activities) of the CategoryPlot class is shown in the last column of Table 1 . Compared with the continuous value history of CategoryPlot, the discrete view of the profile exhibits clearly the phases of the CategoryPlot evolution, which can then be easily mined.
The discrete evolution profile of the CategoryPlot class started with a rapidly developing phase: it was introduced into the system with 19 members in version 0.5.6. It then was under active development until version 0.6.0, which was followed by five versions with few (or no) changes (note that version 0.7.1 is not in the table, since CategoryPlot was not changed at all in that version). This steady-going phase ended at version 0.8.0, in which the class interface was refactored, and was then followed by an active phase until version 0.9.0. After that, the class underwent minor changes until version 0.9.5. From version 0.9.5 onwards, the class entered its most active period over its lifespan. This continuous active development resulted in the two refactoring phases in version 0.9.12 and 0.9.13. CategoryPlot then went into a slowly developing phase, followed by a steady-going phase, followed by an active phase again in version 0.9.19, and finally went stable.
Let's take a closer look at how CategoryPlot was changed in version 0.9.5. The partial change tree between version 0.9.5 and 0.9.4 is visualized in Fig. 2 . First, before version 0.9.5, all JFreeChart core plot, axis, and renderer classes/interfaces were packed in one single package com.jrefinery.chart, whose size increased gradually over 110 classes/interfaces. In version 0.9.5, the plot, axis, and render classes were split into the corresponding newly created sub-packages. The CategoryPlot was one of the plot classes that were moved from com.jrefinery.chart to new package com.jrefinery.chart.plot. Secondly, 13 fields named label??? and their corresponding get/set methods were renamed to valueLabel??? in order to allude more clearly to the functions of these design elements. 11 fields changed their visibility to private resulting from an information-hiding restructuring whose goal is to restrict their access scope. Thirdly, field parent and methods getParent() and setParent(CategoryPlot) were pulled up into Plot, the superclass of CategoryPlot's; their declared data type or parameter type changed correspondingly to superclass Plot (see the status bar). Similar pull-ups were made to XYPlot, the other subclass of Plot's (not visible in this figure) . Finally, features related to drawing gaps among items in the plot were removed; features that control drawing colors and strokes of gridline and crosshair in the plot were added; and the CategoryPlot class started supporting a secondary axis and render since version 0.9.5.
Detecting co-evolving classes
At their simplest, class co-evolution rules are one-dimensional, Boolean association rules. We discussed such general co-modification rules in our previous work [18] , such as for example, "the modification of class A often implies the need of modifying class B", which concerns associations between the change or no-change of system classes. Such co-update rules are similar to the information generated by other techniques, such as Shirabad's classification method [5] , Gall's sequence matching [25] , and Zimmermann's visualization approach [27] . The primary input for all of these other methods is the history data recorded in the version management system, such as modification requests and change logs. Due to the inconsistencies and vagueness of such documentation, it is hard for these methods to identify more fine details of co-evolution relations, such as the following: "when adding members to class A, class B also gets additional members too"; or "when adding members to class A, it is often needed to restructure class B's interface". These fine-grained co-evolution rules concern associations between different types of changes. As discussed in sections 3.2 and 3.3, UMLDiff recovers a detailed and accurate evolution history of the system classes, in terms of a taxonomy of changes to the classes and their dependencies, which are then analyzed and discretized to produce the discrete class-evolution profiles that characterize the change volatility of the system classes over time. These discrete class-evolution profiles are used to populate a transaction database, which is subsequently data-mined using the Apriori algorithm for association-rule mining [11] to elicit fine-grained class co-evolution rules. For a software system with N versions, a database with N entries is generated from the discrete class evolution profiles. Each entry T corresponds to a system version and is assigned a unique identifier, the version ID (VID); it contains a set of classes that changed in that version. The modifications of classes in each entry are represented in terms of their volatility classification in the corresponding system version: active, rapidly-developing, restructuring, slowly-developing, and steady-going. JDEvAn uses the implementation of Apriori association-rule mining algorithm [11] in the Weka [37] toolkit. Our initial intention was to integrate the Weka Apriori implementation within the JDEvAn tool. But this implementation is in-memory and does not scale well for medium or large software systems, such as the ones in our case studies that involve several dozens of system versions, with thousands of classes, with each class-version belonging in one of five types of volatility. This data set can easily use up the Java virtual-machine memory.
To address this scalability issue, we used a data-reduction technique [38] by abstracting our original categorical attributes to a higher conceptual level. More specifically, based on the nature of the different types of discrete change activities, when constructing the transaction database for class co-evolution analysis, JDEvAn considers the rapidly and slowly developing (Type-B and Type-D) periods as instances of a general "function extension" category; at the same time, it considers active and restructuring (Type-A and Type-C) periods as instances of a "refactoring" category. Since a steady-going period indicates that there are few changes, it is ignored (considered as "no-change") when building the class co-evolution database for mining co-evolution patterns. Therefore, the modifications of classes in each database entry fall into three categories: function extension (D), refactoring (T), and no-change (?). The reduced representation of the data resulting from this classification-abstraction step is smaller in volume while still reflecting the nature of the original data. It reduces the memory cost of the Weka's implementation of Apriori association rule mining without substantially compromising the effectiveness of the analysis. Nevertheless, the risk of running out of memory still exists for large software systems or at low mining thresholds. Furthermore, the co-evolution rules that hold at higher conceptual level may not hold at lower levels of abstraction. Finally, a post-processing may be necessary to infer more details about the discovered rules. To address these issues, we are now exploiting the use of OLAP (On-line Analytical Processing) [39] and much more robust data-mining tools, such as DBMiner [40] , to enable mining multi-level class co-evolution rules on large software system. But it still remains an active research area for us to date. We briefly discuss the Apriori association rule-mining algorithm here. Readers are referred to the original paper [11] for details. Given a transaction database, the Apriori algorithm generates all association rules with at least some user-specified minimum support and confidence. The algorithm involves two sub-problems. First, it generates all sets of items (itemsets) that have transaction support above minimum support. The support for an itemset is the number of entries that contain the itemset. Itemsets with minimum support are called large itemsets and all others are small itemsets. Next, the large itemsets are used to generate the desired rules. The general idea is that, if ABCD and AB are large itemsets, then the rule AB ⇒ CD holds if its confidence, i.e., the ratio support(ABCD)/support(AB) is greater than the user-specified minimum confidence. Note that the rule will surely have minimum support because ABCD is large. The Weka toolkit also supports a significance test on the generated confidence-based rules. The confidence-based rules, so-called strong rules, may not be interesting to the user, since the antecedent and consequent may be negatively associated, which means that the occurrence of one of them may decrease the likelihood of the occurrence of the other. The lift [38] metric can be used to measure the statistical dependence (correlation) between the occurrences of itemsets. If the lift value of significant test on a strong rule is less than one, then the occurrence of the antecedent of the strong rule is negatively correlated with (or discourages) the occurrence of the consequent. If the lift value is greater than one, then it means the occurrence of the antecedent implies the occurrence of the consequent. If the lift value is equal to one, then the antecedent and consequent are independent and there is no correlation between them. Because the JDEvAn's transaction database for class co-evolution analysis is built on the recovered design-level structural changes reported by UMLDiff, which are classified into the "function extension" or "refactoring" categories, mining this database with Apriori produces the following types of class co-evolution rules:
• class function-extension(s) => class function-extension(s)
• class function-extension(s) => class refactoring(s) • class refactoring(s) => class function-extension(s) • class refactoring(s) => class refactoring(s) Let us consider a system with 17 versions, whose final version contains 9 classes, C1 through C9. Table 3 shows the transactional database for this example system in the form of a pivot table. For this transactional data, if the minimum support is set to 20% and the minimum confidence to 50%, the following co-evolution rules are discovered (with lift value of significant test greater than one).
1) C1=D (3) => C6=D (3) [confidence=1] 2) C6=D (3) => C1=D (3) [confidence=1]
The number in bracket following the antecedent and consequent of the rule is the support value of large itemset. These two rules state that, in three different versions, both classes C1 and C6 were similarly modified, with new feature additions and/or old feature removals. This is essentially evidence that the two classes have parallel functionextension phases throughout their lifecycle. Additional concrete examples are discussed in the case study section.
The Case Study
In this section, we discuss a case study that we conducted to evaluate the effectiveness of our method with systems of realistic size and evolution history. JFreeChart [41] is an opensource Java class library for generating various types of charts. It has been developed for more than 4 years, and there are 31 major releases at the time we conducted this case study. The first version 0.5.6 was released on Dec 1, 2000, and the last version 1.0.0 was released on Nov 29, 2004 . Tables 4 and 5 report the numbers of ground program entities and relation facts extracted by JDEvAn's fact extractor at the 6 major releases of the system. Table 6 reports the summary of most interesting elementary structural changes identified by the UMLDiff algorithm. Based on this data, it is clear that JFreeChart is a class library of a realistic size that has been under active development for a long time. During this time, it has suffered a substantial amount of design-level structural changes. This is why we chose it as an appropriate test bed for evaluating our methodology.
31 UML class models were reverse-engineered from their corresponding major releases and then UMLDiff was applied to surface the structural modifications between subsequent versions. Over the life span of JFreeChart, 1122 classes and interfaces (including inner classes and interfaces but not anonymous classes) appeared in the system. Their evolution profiles with quantitative values were produced and were thereafter discretized, and each version was consequently classified into one of two possible change activity categories, function-extension (D) or refactoring (T). Finally, the discrete class-evolution profiles were generated to populate a transaction database that was data-mined by Apriori to discover the co-evolving interdependencies among sets of classes. All the analysis results have been stored in the JDEvAn relational database, which can be queried for further inspection.
JDEvAn's database (PostgreSQL 7.4.5) runs on a linux workstation (the VMWare guest operating system), and its front-end (an Eclipse plugin) runs on Windows XP Professional (the host operating system). The machine is an Intel Centrino 1.6GHZ with 768M physical memory. The fact extraction process of JFreeChart's 31 major releases took about 2.5 hours. Computing the transitive closure on the containment hierarchy, inheritance hierarchy, field access/method call, and class usage took in total about 25 minutes. Tables 7, 8 and 9 summarize the total numbers of extracted ground entity and relation facts and generated transitive closure facts. Table 10 summarizes the time cost of applying UMLDiff to subsequent system versions. The average time required for UMLDiffing two subsequent versions of JFreeChart system is about 10-12 minutes. For those releases that have major changes, such as version 0.9.5, 0.9.9, 0.9.19, UMLDiff requires about 30-50 minutes, most of which are used to detect moves and renamings. As can be seen in Tables 7, 8 and 9 , UMLDiff deals with a very large information database. Therefore, if major changes were made between two compared versions, to determine potential moves and renamings, UMLDiff has to query the database for retrieving their corresponding relationships and previously established matched pairs of entities, which is a time-consuming process.
By applying association-rule mining, we discovered an interesting cluster of coevolving classes that consists of the (a) CategoryPlot, HorizontalCategoryPlot and VerticalCategoryPlot and their subclasses, (b) BarRenderer, VerticalBarRenderer and HorizontalBarRenderer and their subclasses, and (c) CategoryAxis, DateAxis, NumberAxis, SymbolicAxis and their corresponding horizontal and vertical axis subclasses. We also discovered some less remarkable sets of co-evolving classes, such as for example Plot and Axis. They exhibit three types of co-evolution:
• Function-extension => function-extension • Refactoring => refactoring • Function-extension => refactoring We discuss concrete examples for different types of co-evolution in the following subsections. The data-mining algorithm also produced some co-evolution rules of type refactoring => function-extension. However, after closely inspecting the participants of these co-evolution relationships, we believe that they are most likely accidental.
Parallel function extension
The system we used in section 3.3 to illustrate the co-evolution detection process is actually a snippet of the evolution profiles of the BarRenderer class and its subclasses. Among them, C1 is VerticalBarRenderer, and C6 is HorizontalBarRenderer, which are responsible for the drawing of bars in horizontal and vertical category plot respectively. They are both direct subclasses of the BarRenderer class. Table 11 shows their evolution profiles side by side. The column (from left to right) represents the number of changes, i.e., addition, removal, renaming/signature-change (including class renaming) and movement (including class move) respectively. As we can see, these two classes exhibit almost the exact same types and amount of changes in each version.
Furthermore, the association-rule mining algorithm produces the following rules with high value of support and confidence:
These rules indicate that when adding and/or removing features from class VerticalBarRenderer, the developer always (the confidence of these rules is equal to one) performed similar modifications to the HorizontalBarRenderer class, and vice versa. For example, both of them were introduced into the system in version 0.6.0, and they are both removed in version 0.9.9. In version 0.9.4, constructors that take as input parameters of type CategoryURLGenerator and CategoryToolTipGenerator were added to both classes. In version 0.9.9, the methods barWidthsPerCategory(), hasItemGaps(), and drawRangeMarker() were removed from both of them. Clearly, these two sibling classes exhibit the type of function-extension => function-extension co-evolution.
Parallel refactoring
Let us look at another type of co-evolution. VerticalBarRenderer, VerticalBarRenderer3D and StackedVerticalBarRenderer3D. VerticalBarRenderer3D extends VerticalBarRenderer and is responsible for drawing vertical bars with 3D effect. StackedVerticalBarRenderer3D extends in turn VerticalBarRenderer3D. Table 14 lists their structural changes. They have a very similar change behavior, and Apriori mining discovers the following association rules based on their evolution profiles:
These association rules imply that in three out of four times that the interface of class VerticalBarRenderer3D was modified, the interface of its subclass StackedVerticalBarRenderer3D was also refactored. In addition, in three out of four times that the class VerticalBarRenderer was refactored, the interface of its subclasses, VerticalBarRenderer3D and StackedVerticalBarRenderer3D (indirectly extends) were also modified.
In particular, in version 0.8.0, VerticalBarRenderer started extending the BarRenderer class and implementing the CategoryItemRenderer interface. However, in its previous version, it extends and implements nothing (that is, extends java.lang.Object). In the same version, its method drawBar() was renamed to drawCategoryItem(). The drawBar() method of VerticalBarRenderer3D and StakcedVerticalBarRenderer3D were also renamed to drawCategoryItem(). Furthermore, since the class-hierarchy transitive closure was computed at the end of the fact-extraction process, UMLDiff is able to report that these two subclasses also started implementing the CategoryItemRenderer interface in this version. In addition, all these renderer-related classes were moved in a newly created package com.jrefinery.chart.renderer in version 0.9.5. Finally, in version 0.9.7, the signature of the drawItem() method of all these three classes was modified to take as input a parameter of type KeyedVAlues2DDataset, instead of its earlier parameter of type CategoryDataset. Moreover, VerticalBarRenderer started to implement interface java.io.Serializable in version 0.9.7, which affects the interface of its subclass VerticalBarRenderer3D. Two new methods, readObject() and writeObject(), were added to VerticalBarRenderer3D, and in addition, its field wallPaint was declared to be transient in this version.
This set of changes indicates the strong refactoring => refactoring co-evolution relation between a superclass and its subclasses.
Parallel function extension and refactoring
Apriori also identified interesting co-evolutions of classes in different parts of the inheritance hierarchy. The classes in this example are unlike the previous two examples, in that they have substantially different identifiers that make their "accidental" discovery even more unlikely. For example:
These are the root abstract classes of the plot and axis hierarchies respectively. All plot objects implement, directly or indirectly, the methods of the Plot class. Plot objects control the drawing of Axis objects. They hold the instances of Axis objects and the attributes, such as location, space, offset, of axis, and delegate the actual drawing to Axis objects. Therefore, the changes made to the Plot class frequently affect the interface of the Axis class. For example, in release 0.9.10, two methods that take as input a parameter of type AxisLocation were removed from the Plot class and corresponding methods that take as input a RectangleEdge parameter were added. Consequently, several methods in Axis class, draw(), getLabelEnclosure(), drawLabel(), reserverSpace(), and refreshTicks() had their signatures changed to use the parameter of RectangleEdge instead of AxisLocation. This is an example of the function extension in one part of system class model resulting in the refactoring in some other part of hierarchy.
Such function-extension => refactoring rules indicates an intentional interdependency between classes, which requires certain classes to be modified in this particular way. In this sense, the detection of fine-grained class co-evolution can serve as a design-recovery tool that elicits the implicit (possibly not well-documented or even lost) interdependency between classes. For example, this particular rule suggests that the developers should consider refactoring first the Axis class if they encounter the similar situation, and then ripple to Axis's subclasses.
Discussion on the within-the-hierarchy co-evolution
The elegance of the data-mining method is that it can quickly bring to surface the interesting patterns, which can focus the developers' attention directly to a potentially problematic area.
The parallel refactoring class co-evolution exhibited in the section 4.2 may be necessary, since the developer is trying to change the class interface, which probably should ripple up to the superclass and down to the subclasses in order not to break the collaboration with other classes. The function-extension co-evolution between sibling classes may indicate a potentially intentional co-evolution. The developers should be advised that if they add and/or remove some features from one of such sibling classes, they probably should also look at the other one in order to keep the interface consistent.
However, if refactoring the interface or extending the features of some classes often means that the developers have to perform similar changes in some of its sibling classes, such as those we discussed in the above sections (please note that the similar cases exist also for the plot and axis hierarchy. See Tables 12 and 13 for the examples), this is most likely a good indicator that there is something wrong with the design of the involved classes, or even the overall relevant hierarchy. Such co-evolution means that sibling classes do similar things in a similar or even exactly the same manner. This would introduce a lot of code duplication into the system, which is among the most common "bad smells" in software systems. As the system evolves, it may cause more and more maintenance efforts, since when a change is necessary, all of them have to change in a similar manner. Even worse, such hidden relations are easily lost due to the team-member turnover and they are hard to impart to the new members.
The existence of such large amount of co-evolution within the Plot, Axis, and Renderer hierarchy strongly suggests that there may exist multiple parallel inheritance hierarchies in the JFreeChart system, which is validated by the major design changes made for the release 0.9.9. In version 0.9.9, the JFreeChart developers made some important changes to the system design, one of which is to redevelop the Plot, Axis, and Renderer hierarchies, which are captured by UMLDiff:
• The classes HorizontalCategoryPlot and VerticalCategoryPlot were removed and became "die-hard" 38 classes, i.e., some of their members, such as render(), handleClick(), were pulled up into the superclass CategoryPlot. Some methods of the CategoryPlot class had their parameter list extended with one more parameter of PlotOrientation type, which was just added in this release.
• OverlaidVerticalCategoryPlot (there is no OverlaidHorizontalCategoryPlot) was renamed into
OverlaidCategoryPlot to keep the naming convention consistent.
• The classes HorizontalCategoryAxis and VerticalCategoryAxis were removed and they too became die-hard 38 classes. Some of their members were merged into the superclass • Class HorizontalBarRenderer and VerticalBarRenderer were removed and their subclasses, Horizontal/VerticalInternalBarRenderer, Horzontal/VerticalStatisticsBarRenderer, StackedVertical/HorizontalBarRenderer were merged into IntervalBarRenderer, StatisticalBarRenderer, StackedBarRenderer respectively, which extend BarRenderer directly in this release. For example, the VerticalIntervalBarRenderer class was renamed to IntervalBarRenderer, and HorizontalIntervalBarRenderer was removed. All these recovered design changes indicate that the JFreeChart developers became at some point aware of the existence of separate horizontal and vertical hierarchies, and in release 0.9.9, they made a great effort to reorganize the Plot, Axis, Renderer hierarchies and to eliminate the parallel inheritance and to reduce duplicate code. These design changes constitute evidence of suggestions that JDEvAn could have provided, based on its discovery of design smells, which could have been quite helpful.
Understanding Co-evolution in the Context of Software Maintenance
In this section, we discuss how the class co-evolution patterns detected by JDEvAn might assist software engineers in their task of planning future maintaining activities. Note that they still remain areas of active research for us.
Intentional co-evolution vs. evolution smells
As illustrated by our case study, JDEvAn's class co-evolution analysis can serve as a means for design recovery. Some instances of co-evolution (examples discussed in section 4.2 and 4.3) may be intentional, while others (examples discussed in section 4.1 and 4.4) may be evidence of "evolution smells".
Detecting co-evolving classes enables software developers to recognize high-level relations among classes, which increases their overall understanding of the system. Furthermore, such co-evolution relations can be used as the basis for deciding on appropriate maintenance activities. For example, Fowler [2] frequently advises specific refactorings in response to detecting various "smells". Some of these smells are types of "evolution smells" detected as evolution-profile patterns by JDEvAn. For example, "Shotgun Surgery" and "Parallel Inheritance" are not easy to perceive in a single version of system but can easily be identified by analyzing changes made to system classes over time. The most observable symptom of these smells is co-evolution of classes.
Design evolution mentoring
The class co-evolution analysis presented in this paper recognizes the concrete designevolution patterns among sets of classes. We believe that the very process of recognizing and reflecting upon specific interesting designs and design evolution examples may help developers acquire valuable design experiences. For example, a query to the co-evolution analysis facts may identify two classes that have been modified together between versions i and j. Further queries to the change-tree facts -as produced by the UMLDiff algorithm (see Fig. 1 and Fig. 2 ) -return the change sub-trees that contain the two classes during the specified version period. By checking the sub-trees, one may recognize that methods with same or similar names were added to the classes in almost each version during the co-evolution period. This evidence is, in fact, an indication for when to use the "Form Template Method" refactoring, mentioned in Fowler's refactorings catalog [2] . This particular query essentially focuses the developer's attention to specific examples where the refactoring should be applicable, according to the design-patterns theory. However, the developer may want to examine what's the standard practice of this particular development team when it comes to using this specific refactoring. This can be discovered through a query to the JDEvAn fact base for earlier instances of the "Form Template Method" refactoring and a subsequent examination of the evolution profiles of their participants. By comparing the evolution history of the classes currently under investigation and those of the earlier refactoring participants, the developer obtains contextual evidence that, indeed, using the "Form Template Method" refactoring is the right decision. In addition, he may learn that, in some cases, the "Extract Method" refactoring is first applied to separate the commonalities before the template method is formulated in the superclass.
System instability
In addition to enabling maintenance advice and providing evidence of "smells" necessitating particular refactorings, class co-evolution may also be used as an indicator of general "system instability".
Bianchi et al. [42] and Hassan et al. [43] claim that the entropy of a software system is a good indicator of the degree of disorder of its structure. The term "entropy" refers to the amount of uncertainty related to information in a distribution. Intuitively, in the context of software evolution, if a software system is being modified across all its modules, it will have highest entropy, and the software maintainers will have a hard time keeping track of all the changes. Both researches rely on maintenance documentation to determine the relations among system components. In a similar vein, Bevan [44] defines software instability as a set of related artifact elements that have often changed together. She uses a static dependence graph to visually identify such related software artifacts. We believe that the co-evolving classes detected by applying association rule mining could provide a good primary input for system instability analysis. We plan to evaluate the overall development process by analyzing the knowledge revealed by co-evolving classes. We expect to be able to identify abnormal phases of software evolution due to class co-evolution.
Conclusion and Future Work
In this paper, we discuss our data-mining method for detecting clusters of co-evolving classes in an object-oriented software system. The method advances the state of the art in the following dimensions.
• By virtue of the fact that the process is implemented inside the Eclipse IDE, its application is transparent to the developer, as a natural part of the development process.
• It relies on readily available data. It does not require consistently documented software project change requests. Instead, it takes as input a set of class-evolution transactions, produced by the discretization and abstraction of the changes in the classes of subsequent system versions.
• It provides a scheme for capturing and understanding the nature of class changes from one system version to another. First, UMLDiff recognizes the detailed changes between two system versions. Then, the UMLDiff results are organized around individual classes as quantitative class-evolution profiles. Next, the class-evolution profiles are discretized and the collective changes that a class has suffered between two versions are abstracted at a level intuitive to software development.
• Finally, the recovered class-evolution histories are mined, using Apriori, to extract association rules indicating class co-evolutions. These co-evolution patterns, in addition to the members of the co-evolving clusters, report the nature of the interdependency between the co-evolving classes. We have discussed the potential application of class co-evolution discovery in the context of software maintenance: advice regarding the scope of future maintenance activities, guidance for particular refactorings and, potentially, recognition of system instabilities.
In our JFreeChart case study, we discovered several class co-evolution instances and we also found evidence that the project developer acted according to the advice that our theory would have generated, had it been in place during the system's development.
Our long-term goal is a software design-evolution mentor that could advise developers on the desired course of action given a modification request or his own assessment of the current system design, based on learned experiences from past evolution activities, whether mistakes or successes, especially at the design-level. The challenge is to formulate an interesting collection of design mentoring rules and to specify queries to the JDEvAn fact base for recognizing where these rules are applicable. V13 T  T  T  T  T  T  T  T  T   V14 ?  ?  ?  ?  ?  ?  ?  ?  ?   V15 ?  T  T  T  ?  ?  T  T  T   V16 ?  ?  ?  ?  ?  ?  ?  ?  ?   V17 D  T  T  T  T  D  D  D  T Total 1451499 Table 9 . The summary of generated JFreeChart's transitive closure facts
Containment hierarchy 645639
Inheritance hierarchy 40202
Field/method usage 4946191
Class usage 1356550
Total 6988582 
