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Chapter 1
Introduction
This is a revised and updated version of our lectures notes [60] from the Sum-
mer School on Combinatorial Geometry and Optimisation 2004 “Giuseppe
Tallini” which took place at the Catholic University of Brescia, Italy.
In these notes we aim at bringing together design theory and projective
geometry over a ring. Both disciplines are well established, but the results
on the interaction between them seem to be rare and scattered over the
literature. Thus our main goal is to present the basics from either side, to
develop, or at least sketch, the principal connections between them, and to
make recommendations for further reading. There is no attempt to provide
encyclopedic coverage with expansive notes and references.
In Chapter 2 we start from the scratch with divisible designs. Loosely speak-
ing, a divisible design is a finite set of points which is endowed with an equiv-
alence relation and a family of distinguished subsets, called blocks, such that
no two distinct points of a block are equivalent. Furthermore, there have to
be several constants, called the parameters of the divisible design, as they
govern the basic combinatorial properties of such a structure. Our exposition
includes a lot of simple examples. Also, we collect some facts about group
actions. This leads us to a general construction principle for divisible designs,
due to Spera. This will be our main tool in the subsequent chapters.
Next, in Chapter 3 we take a big step by looking at the classical Laguerre
geometry over the reals. This part of the text is intended mainly as a moti-
vation and an invitation for further reading. Then we introduce our essential
geometric concept, the projective line over a ring. Although we shall be in-
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terested in finite rings only, we do not exclude the infinite case. In fact, a
restriction to finite rings would hardly simplify our exposition. From a ring
containing a field, as a subring, we obtain a chain geometry. Again, we take
a very short look at some classical examples, like Mo¨bius geometries. Up to
this point the connections with divisible designs may seem vague. However,
if we restrict ourselves to finite local rings then all the prerequisites needed
for constructing a divisible design are suddenly available, due to the presence
of a unique maximal ideal in a local ring.
Chapter 4 is entirely devoted to the construction of a divisible design from the
projective line over a finite local ring. The particular case of a local algebra is
discussed in detail, but little seems to be known about the case of an arbitrary
finite local ring, even though such rings are ubiquitous. It is worth noting
that the isomorphisms between certain divisible design can be described in
terms of Jordan isomorphisms of rings and projectivities; strictly speaking
this applies to divisible designs which stem from chain geometries over local
algebras with sufficiently large ground fields. Geometric mappings arising
from Jordan homomorphisms are rather involved, and the related proofs
have the tendency to be very technical; we therefore present this material
without giving a proof.
Chapter 5 can be considered as an outlook combined with an invitation for
further research. We sketch how one can obtain an equivalence relation on the
projective line over any ring via the Jacobson radical of the ring. Recall that
such an equivalence relation is one of the ingredients for a divisible design.
The maximal ideal of a local ring is its Jacobson radical, so that we can gen-
eralise some of our results from a local to an arbitrary ring. It remains open,
however, if this equivalence relation could be used to construct successfully
a divisible design even when the ring is not local. Finally, we collect some
facts about finite chain geometries. Their combinatorial properties are—in a
certain sense—almost those of divisible designs, but no systematic treatment
seems to be known.
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Chapter 2
Divisible Designs
2.1 Basic concepts and first examples
2.1.1. Suppose that a tournament is to take place with v participants coming
from various teams, each team having the same number of members, say s.
In order to avoid trivialities, we assume v > 0 and s > 0. So there are v/s
teams. The tournament consists of a number of games. In any game k ≥ 2
participants from different teams play against each other. Of course, there
should be at least two teams, i. e., 2 ≤ v/s.
The problem is to organise this tournament in such a way that all participants
are “treated equally”. Strictly speaking, the objective is as follows:
The number of games in which any two members from different teams play
against each other has to be a constant value, say λ2.
In this way it is impossible that one participant would have the advantage of
playing over and over again against a small number of members from other
teams, whereas others would face many different counterparts during the
games.
In the terminology to be introduced below, this problem amounts to con-
structing a 2-(s, k, λ2)-divisible design with v elements. The points of the
divisible design are the participants, the point classes are the teams, and the
blocks correspond to the games. Many of our examples will give solutions to
this problem for certain values of s, k, λ2, and v.
2.1.2. Throughout this chapter we adopt the following assumptions: X is a
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finite set with an equivalence relation R ⊂ X × X . We denote by [x] the
R-equivalence class of x ∈ X and define
S := {[x] | x ∈ X}. (2.1)
A subset Y of X is called R-transversal if #(Y ∩ [x]) ≤ 1 for all x ∈ X .
Observe that here the word “transversal” appears in a rather unusual context,
since it is not demanded that Y meets all equivalence classes in precisely one
element. Cf., however, the definition of a transversal divisible design in 2.1.5.
Definition 2.1.3. A triple D = (X,B,S) is called a t-(s, k, λt)-divisible
design if there exist positive integers t, s, k, λt such that the following axioms
hold:
(A) B is a set of R-transversal subsets of X with #B = k for all B ∈ B.
(B) #[x] = s for all x ∈ X .
(C) For each R-transversal t-subset Y ⊂ X there exist exactly λt elements
of B containing Y .
(D) t ≤ v
s
, where v := #X .
The elements of X are called points , those of B blocks , and the elements of
S point classes .
We shall frequently use the shorthand “DD” for “divisible design”. Some-
times we shall speak of a t-DD without explicitly mentioning the remaining
parameters s, k, and λt. According to our definition, a block is merely a sub-
set of X . Hence the DDs which we are going to discuss are simple, i. e., we
do not take into account the possibility of “repeated blocks”. Cf. [14, p. 2]
for that concept.
Since S is determined by R and vice versa, we shall sometimes also write a
divisible design in the form (X,B,R) rather than (X,B,S).
2.1.4. Let us write down some basic properties of a t-(s, k, λt)-DD. Since
s, t ≥ 1, axiom (D) implies that
#X = v ≥ st ≥ 1 (2.2)
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or, said differently, that X 6= ∅. From this and (B) we infer that
#S =
v
s
≥ 1. (2.3)
Hence, by (D) and (B), there exists at least one R-transversal t-subset of X ,
say Y0. By virtue of (C), this Y0 is contained in λt ≥ 1 blocks so that
#B =: b ≥ 1. (2.4)
So, since B 6= ∅, we can derive from axiom (A) and (2.3) the inequality
#B = k ≤
v
s
for all B ∈ B. (2.5)
2.1.5. A divisible design is called transversal if each block meets all point
classes, otherwise it is called regular . Hence a t-(s, k, λt)-DD is transversal if,
and only if equality holds in (2.5).
During the last decades there has been a change of terminology. Originally,
the point classes of a DD were called point groups and DDs carried the name
group-divisible designs . In order to avoid confusion with the algebraic term
“group”, in [13] this name was changed to read groop-divisible designs . We
shall not use any of these phrases.
2.1.6. Let us add in passing that some authors use slightly different axioms
for a DD in order to exclude certain cases that do not deserve interest.
For example, according to our definition s = v is allowed, but this forces
t = k = 1.
On the other hand, our axiom (D) is essential in order to rule out trivial
cases which would cause a lot of trouble. If we would allow t > v
s
then
there would not be any R-transversal t-subset of X , and (C) would hold in
a trivial manner. Such a value for t would therefore have no meaning at all
for a structure D = (X,B,S).
Examples 2.1.7. We present some examples of DDs.
(a) We consider the Pappos configuration in the real projective plane which
is formed by 9 points and 9 lines according to Figure 2.1. We obtain a
2-(3, 3, 1)-DD, say D, as follows: Let
X := {p1, p2, p3, q1, q2, q3, r1, r2, r3},
7
p1
q1
r1
p2
q2
r2
p3 q3 r3
Figure 2.1: Pappos configuration
i. e., v = 9. The blocks are, by definition, the 3-subsets of collinear
points in X , so that k = 3. We define three point classes, namely
{p1, p2, p3}, {q1, q2, q3}, and {r1, r2, r3}, each with s = 3 elements. Then
for any two points from distinct point classes are is a unique block
containing them. So t = 2 and λ2 = 1. This DD is transversal.
(b) Let us take a regular octahedron in the Euclidean 3-space (Figure 2.2),
and let us turn it into a DD as follows: Denote by X the set of all
Figure 2.2: Octahedron
v = 6 vertices of the octahedron. For all p, q ∈ X we put p R q if,
and only if, p and q are opposite vertices. Hence s = 2. The blocks are
defined as the triangular faces, whence k = 3. So we get a transversal
3-(2, 3, 1)-divisible design.
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(c) Our next example is the projective plane of order three which is depicted
on the left hand side of Figure 2.3. It is a 2-(1, 4, 1)-DD with v = 13
points. There are 13 blocks; they are given by those subsets of the
point set which consist of k = 4 points on a common curve. (Some of
these curves are segments, others are not.) There are 13 point classes,
because s = 1 means that all point classes are singletons.
We shall not need the definition of a finite projective plane and refer to
[14, p. 6]. Let us add, however, that in the theory of projective planes
one speaks of lines rather than blocks. The order of a projective plane
is defined to be k − 1 if there are k points on one (or, equivalently, on
every) line.
Let us remove one point from the point set of this projective plane. Also,
let us redefine the point classes as the four truncated lines (illustrated
by thick segments and a thick circular arc), the other nine lines remain
as blocks. This yields a 2-(3, 4, 1)-DD.
If we delete one line and all its points from the projective plane of order
three then we obtain the affine plane of order three. Each of the twelve
remaining lines gives rise to a block with three points, the point classes
are defined as singletons. As before, one speaks of (affine) lines rather
than blocks in the context of affine planes. Observe that the order of
an affine plane is just the number of points on one (or, equivalently, on
every) line. See [14, p. 8] for further details.
This affine plane is a 2-(1, 3, 1)-DD with v = 9 points and, as before,
all point classes are singletons. See the third picture in Figure 2.3. Two
lines of an affine plane are called parallel if they are identical or if they
have no point in common.
Finally, we change the set of lines and the set of point classes of this
affine plane as follows: We exclude three mutually parallel lines from
the line set, turn them into point classes, and disregard the one-element
point classes of the underlying affine plane. The remaining nine lines
are considered as blocks. In this way a 2-(3, 3, 1)-DD with v = 9 points
is obtained. On the right hand side of Figure 2.3 the bold vertical
segments represent the point classes.
(d) We proceed as in the previous example, but starting with the projective
plane of order two which is a 2-(1, 3, 1)-DD with v = 7 points. In this
9
Figure 2.3: DDs from the projective plane of order 3
way we obtain a 2-(2, 3, 1)-DD with v = 6 points, a 2-(1, 2, 1)-DD with
v = 4 points (the affine plane of order 2), and a 2-(2, 2, 1)-DD with
v = 4 points. See Figure 2.4.
Figure 2.4: DDs from the projective plane of order 2
It is easy to check that the 3-DD from Example (b) is also a 2-DD; likewise all
our 2-DDs are at the same time 1-DDs. Thus the previous examples illustrate
the following result:
Theorem 2.1.8. Let D be a t-(s, k, λt)-DD with t ≥ 2 and let i be an integer
such that 1 ≤ i ≤ t. Then D is also an i-(s, k, λi)-DD with
λi = λt
(
vs−1 − i
t− i
)
st−i(
k − i
t− i
) . (2.6)
Proof. We fix one transversal i-subset I. The proof will be accomplished by
counting in two ways the number of pairs (Y,B), where Y is a (t−i)-subset of
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X such that I∪Y is a transversal t-subset, and where B is a block containing
I ∪ Y .
On the one hand, let us single out one of the λi blocks containing I. Then
there are (
k − i
t− i
)
possibilities to choose a Y within that particular block.
On the other hand, to select an arbitrary Y amounts to the following: First
choose t − i point classes out of the vs−1 − i point classes that are disjoint
from I
(
cf. (2.3)
)
, and then choose in each of these point classes a single
point (out of s). Hence there are precisely(
vs−1 − i
t− i
)
st−i
ways to find such a Y . For every Y there are λt pairs (Y,B) with the required
property.
Altogether we obtain
λi
(
k − i
t− i
)
= λt
(
vs−1 − i
t− i
)
st−i (2.7)
which completes the proof.
2.1.9. Theorem 2.1.8 enables us to calculate several other parameters of a
t-(s, k, λt)-DD. Letting i = 0 in formula (2.6) provides the number of blocks,
i. e.
b := #B = λt
(
vs−1
t
)
st(
k
t
) . (2.8)
Likewise, for i = 1 we obtain the number
r := λ1 (2.9)
of blocks through a point which is therefore a constant. Provided that i = t−1
formula (2.6) reads
λt−1 = λt
v − st+ s
k − t+ 1
. (2.10)
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By Theorem 2.1.8, formula (2.10) remains valid if t is replaced with an integer
t′, subject to the condition 1 ≤ t′ ≤ t. Hence we infer the equation
bk = rv (2.11)
by letting t′ = 1. For t ≥ 2 we may let t′ = 2 which gives
r(k − 1) = λ2(v − s). (2.12)
The last two equations are just particular cases of formula (2.7).
2.1.10. A divisible design with s = 1 is called a design; we refer to [48],
[80], [89], or the two volumes [14] and [15]. In design theory the parameter s
is not taken into account, and a t-(1, k, λt)-DD with v points is often called
a t-(v, k, λt)-design. Of course, this is a different notation and we urge the
reader not to draw the erroneous conclusion “v = s” when comparing these
lecture notes with a book on design theory.
We have already met examples of designs in Examples 2.1.7 (c) and (d),
namely the projective and affine planes of orders three and two. However,
designs are not the topic of this course. Instead, we shall focus our attention
on the case when s > 1.
2.1.11. If D = (X,B,S) is a t-(s, k, λt)-DD and D
′ = (X ′,B′,S ′) is a t′-
(s′, k′, λ′t′)-DD then an isomorphism is a bijection
ϕ : X → X ′ : p 7→ pϕ
such that
B ∈ B ⇔ Bϕ ∈ B′ (2.13)
S ∈ S ⇔ Sϕ ∈ S ′. (2.14)
Clearly, the inverse mapping of an isomorphism is again an isomorphism.
If the product of two isomorphisms is defined (as a mapping) then it is an
isomorphism. The set of all isomorphisms of a DD onto itself, i. e. the set of
all automorphisms , is a group under composition of mappings.
2.1.12. Suppose that there exists an isomorphism of a t-(s, k, λt)-DD D onto
a t′-(s′, k′, λ′t′)-DD D
′. Such DDs are said to be isomorphic. Then
v = v′, s = s′, and k = k′.
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However, in view of Theorem 2.1.8 we may have t 6= t′. Thus we impose the
extra condition that the parameters t and t′ are maximal, i. e., D is a t-DD
but not a (t+ 1)-DD, and likewise for D′. Then, clearly,
t = t′ and λt = λ
′
t′ .
2.1.13. Condition (2.14) in the definition of an isomorphism can be replaced
with the seemingly weaker but nevertheless equivalent condition
S ∈ S ⇒ Sϕ ∈ S ′: (2.15)
Suppose that we are given a bijection ϕ : X → X ′ satisfying (2.15). If Sϕ ∈ S ′
for some subset S of X then there is an x ∈ S. Hence xϕ ∈ Sϕ ∩ [x]ϕ with
[x]ϕ ∈ S ′ by (2.15). Since two equivalence classes with a common element
are identical, we get Sϕ = [x]ϕ and, finally, S = [x] ∈ S. In sharp contrast
to this result, the equivalence sign in (2.13) is essential. Cf. Example 2.1.14
below.
We may even drop condition (2.14) in the following particular situation: Let
ϕ : X → X ′ be a bijection of a 2-DD D onto a 2-DD D′ such that (2.13)
holds. Then, for all x, y ∈ X with x 6= y we have x R y if, and only if, there
exists a block containing x and y. The same kind of characterisation applies
to D′. Hence x R y is equivalent to xϕ R′ yϕ for all x, y ∈ X .
Example 2.1.14. Let us consider once more a regular octahedron in the
Euclidean 3-space. We turn the set of its vertices into a 2-DD with 6 points
in two different ways (Figure 2.5): For both DDs the point classes are the
2-sets of opposite vertices. However, the blocks are different. Firstly, we take
all 8 triangular faces as blocks (left image). This gives a 2-(2, 3, 2)-DD which
is also a 3-DD. Cf. Example 2.1.7 (b). Secondly, only 4 triangular faces (given
by the shaded triangles in the right image) are considered as blocks, so that
a 2-(2, 3, 1)-DD is obtained.
Observe that the identity mapping idX maps every block of the second design
onto a block of the first design, but not vice versa. Hence a bijection between
the point sets of DDs which preserves point classes in both directions and
blocks in one direction only, need not be an isomorphism.
Exercise 2.1.15. Which of the DDs from Examples 2.1.7 and 2.1.14 are
isomorphic?
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Figure 2.5: Two non-isomorphic 2-DDs from an octahedron
2.2 Group actions
2.2.1. Let us recall that all bijections (or permutations) of a finite set1 X
form the symmetric group SX . If G is any group then a homomorphism
α : G→ SX : g 7→ g
α
is called a permutation representation of G. In this case the group G is also
said to operate or act on X via α. In fact, each g ∈ G yields the bijection
gα : X → X : x 7→ x(g
α).
Whenever α is clear from the context, then we shall write xg for the image
of x under the permutation gα. Thus, if the composition in G is written
multiplicatively, we obtain
x(gh) = (xg)h for all x ∈ X and all g, h ∈ G.
Provided that α is injective the representation is called faithful . So for a
faithful representation we have kerα = {1G} as is kernel, and we can identify
G with its image Gα. However, in most of our examples the representation
will not be faithful, i. e., there will be distinct elements of G which yield the
same permutation on X .
2.2.2. For the remaining part of this section we suppose that G acts on X
(via α).
1Most of the results from this section remain true for an infinite set X .
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For each x ∈ X we write xG := {xg | g ∈ G} for the orbit of x under G. The
set of all such orbits is a partition of X . If X itself is an orbit then G is said
to operate transitively on X . This means that for any two elements x, y ∈ X
there is at least one g ∈ G with xg = y. If, moreover, this g is always uniquely
determined then the action of G is called regular or sharply transitive. If G
operates regularly on X then the representation is necessarily faithful, since
every g ∈ kerα has the property xg = x for all x ∈ X , whence g = 1G.
The given group G acts also in a natural way on certain other sets which are
associated with X . E.g., for every non-negative integer t, the group G acts
on the t-fold product X t by
(x1, x2, . . . , xt)
g := (xg1, x
g
2, . . . , x
g
t ).
If this is a transitive action on the subset of t-tuples with distinct entries
from X then one says that G acts t-transitively on X .
Moreover, for t ≤ #X , the group G acts on the (non empty) set
(
X
t
)
of all
t-subsets of X by
{x1, x2, . . . , xt}
g := {xg1, x
g
2, . . . , x
g
t }.
In case that this is a transitive action, the group G is said to act t-
homogeneously on X .
Similarly, G acts on the power set of X .
Later, we shall be concerned with t-homogeneous and t-transitive group ac-
tions. Thus the following result, due to Donald Livingstone and Ascher
Wagner [90], deserves our interest, even though we are not going to use it.
Theorem 2.2.3. Suppose that the action of a group G on a finite set X is
t-homogeneous, where 4 ≤ 2t ≤ #X. Then G acts (t− 1)-transitively on X.
If, moreover, t > 4 then G even acts t-transitively on X.
See also [128] for a short proof, [50, p. 92], and [91, § 16].
2.2.4. An equivalence relation R on X is called G-invariant if
x R y ⇒ xg R yg for all x, y ∈ X and all g ∈ G. (2.16)
Then
x R y ⇔ xg R yg for all x, y ∈ X and all g ∈ G (2.17)
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follows immediately, by applying (2.16) to xg R yg and g−1. The finest and
the coarsest equivalence relation on X , i. e. the diagonal diag(X × X) =
{(x, x) | x ∈ X} and X ×X , obviously are G-invariant equivalence relations
on X .
Suppose now that G acts transitively on X . If diag(X ×X) and X ×X are
the only G-invariant equivalence relations on X then the action of G is said
to be primitive; otherwise the action of G is called imprimitive.
Suppose that G acts imprimitively on X . A subset S ⊂ X is called a block of
imprimitivity if it is an equivalence class of a G-invariant equivalence relation,
say R, which is neither diag(X×X) norX×X . Thus a block of imprimitivity
is a subset S of X such that #S > 1, S 6= X , and for all g ∈ G we have
either Sg = S or Sg ∩ S = ∅.
2.2.5. Given a subset Y ⊂ X the setwise stabiliser of Y in G is the set GY ,
say, of all g ∈ G satisfying Y g = Y . This stabiliser is a subgroup of G. The
pointwise stabiliser of Y ⊂ X in G is the set of all g ∈ G such that yg = y
for all y ∈ Y . This pointwise stabiliser is also a subgroup of G and, clearly,
it is a normal subgroup of the setwise stabiliser GY .
If y ∈ X then we simply write Gy instead of G{y}. With this convention, the
mapping yg 7→ Gyg is a bijection of the orbit y
G onto the set of right cosets
of Gy in G, whence we obtain the fundamental formula
#yG =
#G
#Gy
. (2.18)
It links cardinality of the orbit yG with the index of the stabiliser Gy in G,
i. e. the number of right (or left) cosets of Gy in G.
We refer to [82, pp. 71–79] for a more systematic account on group actions.
2.3 A theorem of Spera
2.3.1. One possibility to construct divisible designs is given by the following
Theorem which is due to Antonino Giorgio Spera [118, Proposition 3.2].
A similar construction for designs can be found in [14, Proposition 4.6].
The ingredients for this construction are a finite set X with an equivalence
relation R on its elements, a finite group G acting on X , and a so-called base
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block (or starter block) B0, say. Its orbit under the action of G will then be
our set of blocks. More precisely, we can show the following:
Theorem 2.3.2. Let X be a finite set which is endowed with an equivalence
relation R; the corresponding partition is denoted by S. Suppose, moreover,
that G is a group acting on X, and assume that the following properties hold:
(a) The equivalence relation R is G-invariant.
(b) All equivalence classes of R have the same cardinality, say s.
(c) The group G acts transitively on the set of R-transversal t-subsets of
X for some positive integer t ≤ #S.
Finally, let B0 be an R-transversal k-subset of X with t ≤ k. Then
(X,B,S) with B := BG0 = {B
g
0 | g ∈ G}
is a t-(s, k, λt)-divisible design, where
λt :=
#G
#GB0
(
k
t
)
(
vs−1
t
)
st
, (2.19)
and where GB0 ⊂ G denotes the setwise stabiliser of B0.
Proof. Firstly, let #X =: v. Since B0 is R-transversal, we have 0 < t ≤ k =
#B0 ≤ #S =
v
s
so that axiom (D) in the definition of a DD is satisfied. Also,
we obtain s, k > 0.
As B0 is an R-transversal k-set, so is every element of B
G
0 by (2.17). This
verifies axiom (A), whereas axiom (B) is trivially true due to assumption (b).
Next, to show axiom (C), we consider the base block B0 and a t-subset
Y ⊂ B0 which exists due to our assumption t ≤ k. Let λt > 0 be the number
of blocks containing Y . Given an arbitrary R-transversal t-subset Y ′ ⊂ X
there is a g ∈ G with Y ′ = Y g, since Y ⊂ B0 is R-transversal. This g takes
the λt distinct blocks through Y to λt distinct blocks through Y
′. Similarly,
the action of g−1 shows that there cannot be more than λt blocks containing
Y ′.
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Altogether, we have verified the axioms of a divisible design. Yet, it remains
to calculate the parameter λt. By definition, the group G acts transitively on
the set B of blocks. By equation (2.18), the number of blocks is
b =
#G
#GB0
,
whence, by (2.8), we get
λt = b
(
k
t
)
(
vs−1
t
)
st
=
#G
#GB0
(
k
t
)
(
vs−1
t
)
st
which proves (2.19).
Note that in [118] our condition (b) is missing. On the other hand it is very
easy to show that (b) cannot be dropped without effecting the assertion of
the theorem:
Example 2.3.3. Let X = {1, 2, 3}, S = {{1}, {2, 3}}, and let G be that
subgroup of the symmetric group S3 which is formed by the identity idX and
the transposition that interchanges 2 with 3. Then, apart from (b), all other
assumptions of Theorem 2.3.2 are satisfied if we define t := 2 and B0 :=
{1, 2}. However, no 2-DD is obtained, since there are two blocks containing
1, but there exists only one block through the point 2.
2.3.4. In the subsequent chapters we shall mainly apply a slightly modified
version of Theorem 2.3.2 which is based on the following concept. A t-tuple
(x1, x2, . . . , xt) ∈ X
t is called R-transversal if its entries belong to t distinct
point classes.
Corollary 2.3.5. Theorem 2.3.2 remains true, mutatis mutandis, if assump-
tion (b) is dropped and assumption (c) is replaced with
(c1) The group G acts transitively on the set of R-transversal t-tuples of X
for some positive integer t ≤ #S.
Proof. We observe that eachR-transversal t-subset Y gives rise to t! mutually
distinct R-transversal t-tuples with entries from Y . As 0 < t ≤ #S, it is
obvious from (c1) that G acts transitively on the set of R-transversal t-
subsets of X , i. e., condition (c) from Theorem 2.3.2 is satisfied.
In order to show that all equivalence classes ofR are of the same size, we prove
that G acts transitively on S. Since assumption (a) remained unchanged,
formula (2.17) can be shown as before. This implies that, for all S ∈ S and
all g ∈ G, the image Sg is an equivalence class; hence G acts on S. For this
action to be transitive it suffices to establish that G operates transitively on
X . So let x1 and x
′
1 be arbitrary elements of X . We infer from 0 < t ≤ #S
that there exist R-transversal t-tuples (x1, x2, . . . , xt) and (x
′
1, x
′
2, . . . , x
′
t). By
(c1), there is at least one g ∈ G which takes the first to the second t-tuple.
Therefore xg1 = x
′
1.
2.3.6. Suppose that a divisible design D is defined according to Theorem
2.3.2 or Corollary 2.3.5. Then the action of G on S is t-homogeneous or
t-transitive, respectively. In both cases the group G acts on X as an auto-
morphism group of D which, by the definition of B, operates transitively on
the set of blocks.
2.3.7. Clearly, Theorem 2.3.2 remains valid if we replace assumption (b)
with the following:
(b1) G acts transitively on S.
Another possibility to alter the conditions in Theorem 2.3.2 is as follows [111,
Remark 2.1]: Suppose that condition (b) is dropped and that (c) is replaced
with
(c2) The group G acts transitively on the set of R-transversal t-subsets of
X for some positive integer t < #S..
In this case, let y1, y2, . . . , yw, where w = #S, be a system of representatives
for the equivalence classes of R such that #[y1] ≤ #[y2] ≤ · · · ≤ #[yw]. We
claim that (c2) implies
#[y1] = #[y2] = · · · = #[yw]
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which in turn is equivalent to (b). By (c2), we have 0 < t < w so that
Y := {y1, y2, . . . , yt} and Y
′ := {y2, y3, . . . , yt, yw}
are R-transversal t-subsets of X . By the action of G on S, the t-tuple(
#[y2],#[y3], . . . ,#[yt],#[yw]
)
arises from (
#[y1],#[y2], . . . ,#[yt]
)
by re-arranging its entries. Therefore we obtain #[y1] = #[yw], as required.
Finally, we may even just drop assumption (b) if the integer t admits the
application of Theorem 2.2.3 which in turn will ensure thatG acts transitively
on S.
2.4 Divisible designs and constant weight
codes
2.4.1. There is a close relationship between DDs and certain codes which
will be sketched in this section.
First, we collect some basic notions from coding theory. See, among others,
the book [75] for an introduction to this subject. Let us write2
Zm := {0, 1, . . . , m} ⊂ Z, where m ≥ 1.
Also let n be a positive integer. The Hamming distance of x = (x1, x2, . . . , xn)
and y = (y1, y2, . . . , yn) ∈ Z
n
m is defined as the number of indices i ∈
{1, 2, . . . , n} such that xi 6= yi. It turns Z
n
m into a metric space. The Ham-
ming weight of an element x ∈ Znm is its Hamming distance from (0, 0, . . . , 0)
or, said differently, the number of its non-zero entries. This terminology is in
honour of Richard Wesley Hamming (1915–1998), whose fundamental
paper on error-detecting and error-correcting codes appeared in 1950.
For our purposes it will be adequate to define an automorphism of Znm as a
product of any two mappings of the following form: First we apply a bijection
Z
n
m → Z
n
m : (x1, x2, . . . , xn) 7→ (x
α1
1 , x
α2
2 , . . . , x
αn
n ),
2In Chapter 3 we shall use this symbol to denote the ring of integers modulo m.
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where each αi is a permutation of Zm, and then a bijection
Z
n
m → Z
n
m : (x1, x2, . . . , xn) 7→ (x1α , x2α, . . . , xnα),
where α is a permutation of {1, 2, . . . , n}. All such automorphisms form
a group under composition of mappings. Every automorphism preserves
the Hamming distance. The Hamming weight is preserved if, and only if,
(0, 0, . . . , 0) remains fixed.
An m-ary code of length n is just a given subset C ⊂ Znm. Its elements are
called codewords . The set Zm is called the underlying alphabet of the code
C. A code is called a constant weight code if all codewords have the same
(constant) Hamming weight.
Let C1,C2 ⊂ Z
n
m be codes. An isomorphism is an automorphism of Z
n
m
taking C1 to C2. An automorphism of a code is defined similarly.
2.4.2. We now present the essential construction: Suppose that D =
(X,B,S) is a t-(s, k, λt)-DD with n :=
v
s
point classes. Also let m := s + 1.
We augment n ideal points to X , thus obtaining a set X˜ with
#X˜ = v + n = mn.
To each point class we add precisely one ideal point in such a way that distinct
point classes are extended by distinct ideal points. Given a point class S ∈ S
we write S˜ for the corresponding extended point class . Any block B ∈ B
has k ≤ s points. We turn it into an extended block , say B˜, by adding to B
the n − k ideal points of those extended point classes S˜ which have empty
intersection with B. Hence B˜ meets every extended point class at precisely
one point.
By the above, there exists a bijection
ψ : X˜ → {1, 2, . . . , n} × Zm
such that for each point class S ∈ S there is an index i ∈ {1, 2, . . . , n} with
Sψ = {i} × (Zm \ {0}) and S˜
ψ = {i} × Zm.
This means that under ψ the set X˜ \X of ideal points goes over to
{
(i, 0) |
i ∈ {1, 2, . . . , n}
}
. Furthermore, two points of X˜ are in the same extended
point class if, and only if, the first entries of their ψ-images coincide.
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We are now in a position to define the code of D (with respect to ψ) as the
subset of Znm given by
C(D) := {(j1, j2, . . . , jn) | ∃B ∈ B : B˜
ψ = {(1, j1), (2, j2), . . . , (n, jn)}}.
According to our construction, all codewords have weight k, whence C(D) is
in fact a constant weight code.
In general, ψ can be chosen in different ways. However, this will yield iso-
morphic codes. So the actual choice of ψ turns out to be immaterial. In [113]
the codes arising in this way are characterised. Also, it is shown that the
entire construction can be reversed, i. e., one can go back from certain codes
to divisible designs.
2.4.3. A neat connection exists between the automorphism group of a DD
and the automorphism group of its constant weight code. Up to the excep-
tional case when t = 2 and v = 2k, the two groups are isomorphic [113,
Theorem 3.1]. Also, if the automorphism group of D is “large” then its cor-
responding code is well understood. See [51], [109], and [113] for a detailed
discussion.
2.5 Notes and further references
2.5.1. There is a widespread literature on divisible designs, and some par-
ticular classes of DDs have been thoroughly investigated and characterised.
Among them are translation divisible designs , i. e. 2-DDs with a group T of
automorphisms which acts sharply transitive on X (see 2.2.2) such that the
following holds: For all blocks B ∈ B and all g ∈ T there is either Bg = B
or Bg ∩ B = ∅. The name of these structures is due to the fact the same
properties hold, mutatis mutandis, for the action of the group of translations
on the set of points and lines of the Euclidean plane. We refer to [16], [74],
[83], [103], [104], [105], [106], [107], [108], [115], [116], and the references given
there.
The more general class of “(s, k, λ1, λ2)-translation DDs” is considered in
[110] and [117].
Another construction of these more general DDs uses a Singer group with a
relative difference set [84]. As a general theme, each of the preceding con-
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structions is based upon a group which acts as a group of automorphisms of
the DD.
2.5.2. While Theorem 2.3.2 and Corollary 2.3.5 pave the way to constructing
DDs, the actual choice of X , R, G, and a base block B0 is a subtler question.
We collect here some results:
In [118] the following case is considered: X is the projective line over a finite
local K-algebra R, and G is the general linear group GL2(R) in two variables
over R. All this is part of our exposition in Chapters 3 and 4. In this way
one obtains 3-divisible designs.
A higher-dimensional analogue, based upon the projective space over a finite
local algebra can be found in [119]; here, in general, only 2-DDs are obtained.
Another approach uses as the set X the set of (affine) lines of a finite trans-
lation plane, R is chosen to be the usual parallelism of lines, and G is a
group of affine collineations which acts 2-transitively on the line at infinity
and contains all translations. Apart from the finite Desarguesian planes this
leads to Lu¨neburg planes and Suzuki groups; see [112] and [121]. A more
general setting, where G acts 2-transitively on a subset of the line at infinity
can be found in the papers [43], [46], and [111].
A class of DDs, where G is an orthogonal group or a unitary group, is de-
termined in [45]. It was pointed out in [55] that one particular case of this
construction is—up to isomorphism—a Laguerre geometry (see 3.5.13) which,
by a completely different approach, appears already in [118].
In [44] the group G is chosen to be the classical group GL3(q) (the general
linear group in 3 variables over the field with q elements) in order to obtain
divisible designs.
Also, we refer to [120] for a discussion of transitive extensions of imprimitive
groups. A generalisation of Spera’s construction was exhibited in [54] and
[56]. It was put into a more general context in [38] as follows: Let a group G
acting on some set X and a starter t-DD in X be given. Then, under certain
technical conditions, a new t-DD can be obtained via the action of G on X .
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Chapter 3
Laguerre Geometry
3.1 Real Laguerre geometry
3.1.1. The classical Laguerre geometry is the geometry of spears and cycles
in the Euclidean plane. A spear is an oriented line and a cycle is either an
oriented circle or a point (a “circle with radius zero”). There is a tangency
relation between spears and cycles; see the first two images in Figure 3.1.
Furthermore, there exists a parallelism (written as ‖) on the set of spears
which is depicted in the third image. We shall not give formal definitions of
these relations.
For our purposes it is more appropriate to identify a cycle with the set of
all its tangent spears. Then it is intuitively obvious that any cycle contains
precisely one spear from every parallel class, i. e., it is a “‖-transversal set”.
Also, given any three non-parallel spears there is a unique cycle containing
them. All this reminds us of a divisible design, even though the set of spears
is infinite.
This geometry is named after the French mathematician Edmond Nico-
las Laguerre (1834–1886) who used it to solve a famous problem due to
Apollonius of Perga (262?–190? BC): Find all circles that touch three
given circles (without orientation). See, for example, [96] and [97].
3.1.2. It was in the year of 1910 that Wilhelm Blaschke (1885–1962)
showed that the set of spears is in one-one correspondence with the points
of a circular cylinder of the Euclidean 3-space [17], now called the Blaschke
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Figure 3.1: Two cycles with tangent spears, and a family of parallel spears
cylinder 1. Under this mapping the cycles correspond to the ellipses on the
cylinder and two spears are parallel if, and only if, their images are on a com-
mon generator of the cylinder. Blaschke also showed that the real Laguerre
geometry can be represented in terms of dual numbers x+yε, where x, y ∈ R,
ε /∈ R, and ε2 = 0; see Example 3.5.4 (b) for a concise definition.
3.1.3. There is a wealth of literature on the classical Laguerre geometry. We
refer to [5, Chapter 1,§ 2], [6, Chapter 4], [53, Chapter 15 A], [99], [129],
[130], as well as the survey articles [67] and [102]. Note that in [129] the term
inversive Galileian plane—named after Galileo Galilei (1564–1642)—is
used instead.
3.1.4. Our construction of divisible designs in Chapter 4 can be seen as a
generalisation of the classical Laguerre geometry, where a finite local ring
takes over the role of the ring of dual numbers over the reals. See [7] for a
different generalisation of Laguerre geometry.
3.2 The affine and the projective line over a
ring
All our rings are associative with a unit element (usually denoted by 1), which
is inherited by subrings and acts unitally on modules. The trivial case 1 = 0
is excluded.
1From the point of view of projective geometry this is a quadratic cone without its
vertex, whence it is also called the Blaschke cone.
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3.2.1. Let R be a ring. Given an element s ∈ R there are various possibilities:
If there is an l ∈ R with ls = 1 then s is called left invertible . Such an
element l is said to be a left inverse of s. Right invertible elements and right
inverses are defined analogously.
If s has both a left inverse l and a right inverse r then
l = l1 = l(sr) = (ls)r = 1r = r. (3.1)
In this case, the element s is said to be invertible. Moreover, by the above,
all left (right) inverses of s are equal to r (l) so that it is unambiguous to
call l = r =: s−1 the inverse of s. The (multiplicative) group of invertible
elements (units) of a ring R will be denoted by R∗. Clearly, 0 is neither left
nor right invertible.
If s 6= 0 then s is called a left zero divisor if there exists a non-zero element
r ∈ R such that sr = 0. Such an s has no left inverse, since ls = 1 would
imply r = (ls)r = l(sr) = 0. However, an element without a left inverse is in
general not a left zero divisor. Right zero divisors are defined similarly.
Of course the distinction between “left” and “right” is superfluous if R is a
commutative ring.
3.2.2. Suppose that we are given elements a, b ∈ R with ab = 1. Hence
y = y1 = (ya)b for all y ∈ R. This implies that the right translation ρb : R→
R : x 7→ xb is surjective. Moreover, (ba − 1)b = b1 − b = 0. Thus, whenever
we are able to show that ρb is injective we obtain ba − 1 = 0, i. e., ba = 1.
This conclusion can be applied, for example, if R is a finite ring or a subring
of the endomorphism ring of a finite-dimensional vector space.
Rings with the property that, for all a, b ∈ R, ab = 1 implies ba = 1 are called
Dedekind-finite (see e.g. [86]). In fact, in most of our examples this condition
will be satisfied. It carries the name of Richard Dedekind (1831–1916).
Exercise 3.2.3. Show that the endomorphism ring of an infinite dimensional
vector space is not Dedekind-finite.
3.2.4. Let R be a ring. Then it is fairly obvious how to define the affine
line over R. It is simply the set R, but—as in real or complex analysis—we
adopt a geometric point of view by using the term point for the elements of
R. We shall meet again this affine line as a subset of the projective line over
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R. However, to define something like a “projective line” over a ring R is a
subtle task. As a matter of fact, various definitions have been used in the
literature during the last decades. Some of those definitions are equivalent,
some are equivalent only for certain classes of rings. A short survey on this
topic is included in [88].
3.2.5. Of course, a definition of a projective line over a ring has to include,
as a particular case, the projective line over a field F . Observe that we use
the term “field” for what other authors call a skew field or a division ring .
Thus multiplication in a field need not be commutative.
A particular case is well known from complex analysis: The complex projective
line can be introduced as C ∪ {∞}, where ∞ is an arbitrary new element.
Intuitively, we think of∞ as being a
0
, where a ∈ C is non-zero. For all a ∈ C,
we have a
1
= xa
x
, x 6= 0. Thus every fraction a
b
other than “0
0
” determines an
element of C ∪ {∞}.
It is immediate to carry this over to an arbitrary field F . However, one has
to be careful when using fractions in case that F is non-commutative, since
a
b
could mean ab−1 or b−1a. We avoid ambiguity by representing the elements
of the projective line over an arbitrary field F via
a ↔ F (a, 1) = {x(a, 1) | x ∈ F} for all a ∈ F,
∞ ↔ F (1, 0).
(3.2)
More formally, the projective line over F appears as the set of one-
dimensional subspaces of the left vector space F 2. Every non-zero vector
in F 2 is a representative of a point. In terms of the projective line the zero
vector (0, 0) ∈ F 2 has no meaning. Of course, we could also consider F 2 as
a right vector space in order to describe this projective line. The choice of
“left” or “right” is just a matter of taste.
3.2.6. Now let us turn to an arbitrary ring R. We consider a (unitary) left
module M over R. A family (b1, b2, . . . , bn) of vectors in M is called a basis
provided that the mapping
Rn →M : (x1, x2, . . . , xn) 7→
n∑
i=1
xibi (3.3)
is a bijection. In this case M is called free of rank n. It is important to
notice that this rank n is in general not uniquely determined by M . See, for
example, [87, Example 1.4]
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In order to define the projective line over a ring R we start with a module
M over R which is free of rank 2. By virtue of the bijection given in (3.3),
we replace M with R2. Of course, the left R-module R2 is free of rank 2; this
is immediate by considering the standard basis
(
(1, 0), (0, 1)
)
of R2.
It is tempting to define the projective line over a ring just in same way as we
did for a field in (3.2). However, this would not give “enough points”, since we
would not get any “point” of the form R(1, s), where s 6= 0 has no left inverse.
Nevertheless, R(s, 1) would be a point, i. e., we would not have symmetry
with respect to the order of coordinates. At the other extreme one could say,
as in the case of a field, that every pair (a, b) ∈ R2, (a, b) 6= (0, 0) should be
a representative of some point. This point of view is adopted, for example,
in [42, p. 1128], where a distinction between “points” and “free points” is
made, and in [52]. Yet, also here a problem arises: By following this approach
we would get, in general, “far too much points” for our purposes.
It turned out that a “good” definition of the projective line over a ring R is
as follows: A submodule R(a, b) ⊂ R2 is a point if (a, b) is an element of a
basis with two elements. As in the case of a vector space, the general linear
group GL2(R) of invertible 2× 2-matrices with entries in R acts regularly on
the set of those ordered bases of R2 which consist of two vectors. Therefore,
starting at the canonical basis we are lead to the following strict definition:
Definition 3.2.7. The projective line over R is the orbit
P(R) :=
(
R(1, 0)
)GL2(R)
of R(1, 0) under the natural action of GL2(R) on the subsets of R
2. Its ele-
ments are called points .
We refer to [40, 1.3] and [67, Definition 1.2.1] for an equivalent definition
which avoids using coordinates. Cf. also [34] for the dual of a projective line.
3.2.8. Let us describe P(R) in different words: A pair (a, b) ∈ R2 is called
admissible (over R) if there exist c, d ∈ R such that
(
a b
c d
)
∈ GL2(R). So we
have
P(R) = {R(a, b) ⊂ R2 | (a, b) admissible}. (3.4)
Thus our definition of the projective line relies on admissible pairs. However,
there may also be non-admissible pairs (a, b) ∈ R2 such that R(a, b) ∈ P(R).
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Strictly speaking, this phenomenon occurs precisely when R is not Dedekind-
finite (see 3.2.2). We refer to [31], Propositions 2.1 and 2.2, for further details.
We therefore adopt the following convention:
Points of P(R) are represented by admissible pairs only.
This brings us in a natural way to the next result:
Theorem 3.2.9. Let (a, b) ∈ R2 and (a′, b′) be admissible pairs. Then
R(a, b) = R(a′, b′) if, and only if, there exists an element u ∈ R∗ with
(a′, b′) = u(a, b).
Proof. Let R(a, b) = R(a′, b′). By our assumption, there is a matrix γ ∈
GL2(R) with first row (a, b). Thus
(a, b) · γ−1 = (1, 0), (a′, b′) · γ−1 =: (u, v), and R(1, 0) = R(u, v).
As (a′, b′) is admissible, so is (u, v). Now (u, v) ∈ R(1, 0) implies x(1, 0) =
(u, v) for some x ∈ R, whence v = 0. Similarly, we obtain y(u, v) = (yu, 0) =
(1, 0) for some y ∈ R. This means that y is a left inverse of u. By the above,
(u, v) = (u, 0) is admissible. Hence there exists an invertible matrix δ, say,
with first row (u, 0). Then(
1 0
0 1
)
=
(
u 0
∗ ∗
)
︸ ︷︷ ︸
δ
·
(
z ∗
∗ ∗
)
︸ ︷︷ ︸
δ−1
=
(
uz ∗
∗ ∗
)
shows that z, i. e. the north-west entry of δ−1, is a right inverse of u. Therefore
(a′, b′) = u
(
(1, 0) · γ
)
= u(a, b) with u ∈ R∗,
as required.
Conversely, if u is a unit with (a′, b′) = u(a, b) then R = Ru, whence R(a, b) =
R(ua, ub) = R(a′, b′).
3.2.10. We note that, for all x ∈ R,(
x 1
1 0
)
=
(
0 1
1 −x
)−1
∈ GL2(R),
(
1 x
0 1
)
=
(
1 −x
0 1
)−1
∈ GL2(R).
(3.5)
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Hence the projective line over R contains all points R(x, 1) with x ∈ R. If
x, y ∈ R are different then R(x, 1) 6= R(y, 1). Analogous results hold for
R(1, x) ∈ P(R) for all x ∈ R. However, if x ∈ R∗ then R(1, x) = R(x−1, 1),
i. e., this point is taken into account for a second time. This shows that we
can restrict ourselves to points R(1, x) with x ∈ R \ R∗, and it establishes
the estimate
#P(R) ≥ #R +#(R \R∗). (3.6)
We shall see below that for certain rings the projective line contains even
more points. Cf. however Theorem 3.5.5 and Corollary 3.5.6.
Example 3.2.11. Let Z/(6Z) =: Z6 be the (commutative) ring of integers
modulo 6. We have Z∗6 = {1, 5}, where 5 ≡ −1 (mod 6); the ideals of Z6 are
{0}, 2Z6 = 4Z6, 3Z6, and Z6. Cf. [82, 2.6] for further details.
As x varies in Z6, we obtain from the first matrix in (3.5) six points
Z6(0, 1), Z6(1, 1), . . . ,Z6(5, 1),
and, for x ∈ Z6 \ Z
∗
6 from the second part of (3.5) four more points
Z6(1, 0), Z6(1, 2),Z6(1, 3), Z6(1, 4).
In this way we reach all points Z6(a, b) where a or b is a unit. Therefore it
remains to find out if there exist elements a, b ∈ Z6 \ Z
∗
6 and c, d ∈ Z6 such
that (
a b
c d
)
∈ GL2(Z6)
which in turn is equivalent to
det
(
a b
c d
)
= ad− bc ∈ Z∗6.
This means that the ideal generated by a and b has to be the entire ring Z6.
Consequently,
(a, b) ∈ {(2, 3), (4, 3), (3, 2), (3, 4)}.
Thus the only remaining points in the projective line over Z6 are
Z6(2, 3), Z6(3, 2).
Therefore #P(Z6) = 12. Altogether, we see that among the 36 elements of
Z26 there are 24 admissible and 12 non-admissible pairs.
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3.2.12. A pair (a, b) ∈ R2 is called unimodular (over R) if there exist x, y ∈ R
with
ax+ by = 1.
This is equivalent to saying that the right ideal generated by a and b is the
entire ring R.
Let (a, b) be the first row of a matrix γ ∈ GL2(R) and suppose that the first
column of γ−1 reads (x, y)T. We read off from γγ−1 = 1, where 1 denotes
the identity matrix in GL2(R), that every admissible pair is unimodular. We
remark that
(a, b) ∈ R2 unimodular over R⇒ (a, b) admissible over R (3.7)
is satisfied, in particular, for all commutative rings, since ax+ by = 1 can be
interpreted as the determinant of an invertible matrix with first row (a, b)
and second row (−y, x).Walter Benz in his famous book [5] considers only
commutative rings and defines the projective line using unimodular pairs.
In fact (3.7) holds also for certain non-commutative rings [67, Proposi-
tion 1.4.2], namely for rings of stable rank 2, but we shall not give a definition
of this concept here. It was the late Dutch geometer Ferdinand D. Veld-
kamp (1931–1999) who first pointed out the significance for geometry of the
stable rank of a ring. We refer to [123, § 2] and [125] for excellent surveys on
this topic. Let us remark, however, that all finite rings are of stable rank 2.
An example of a ring R, where (3.7) is not true, can be found in [33, Re-
mark 5.1].
3.2.13. As the concept of an admissible pair depends on the invertibility of
square matrices over a ring R, one may ask for a criterion which allows to
decide whether or not such a square matrix is invertible. In the general case,
something like this does not seem to exist. Nevertheless, there are particular
cases where we can not only decide invertibility but also explicitly describe
the inverse, as we already did in 3.2.10. Some of the subsequent examples
come from the elementary subgroup of GL2(R), i. e. the subgroup generated
by elementary matrices; see [47] for the algebraic background, and [33] for
the geometry behind.
Examples 3.2.14. Let γ be a 2× 2 matrix over R.
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(a) If all entries of γ commute with each other then we can calculate the
determinant det γ in the usual way. The given matrix is invertible if,
and only if, det γ ∈ R∗. In this case γ−1 can be described in terms of
det γ and the cofactor matrix of γ as in the case of a commutative field.
(b) A diagonal matrix γ = diag(a, b) is invertible if, and only if a and b are
units.
(c) If we are given a lower triangular 2× 2 matrix γ then
γ =:
(
a 0
c d
)
=
(
a 0
0 1
)(
1 0
c 1
)
︸ ︷︷ ︸
∈GL2(R)
(
1 0
0 d
)
. (3.8)
We know from (3.5) that the second matrix on the right hand side is
invertible.
Suppose now that a or d is a unit. By (b) and (3.8), γ is invertible if,
and only if, a and d are units. In this case
γ−1 =
(
a−1 0
−d−1ca−1 d−1
)
. (3.9)
Of course, there is a similar formula for the inverse of an upper trian-
gular matrix with invertible entries in the main diagonal.
(d) Suppose that a ∈ R is right invertible so that ab = 1 for some b ∈ R.
A straightforward verification shows that
γ :=
(
a 0
1− ba b
)
∈ GL2(R), with γ
−1 =
(
b 1− ba
0 a
)
.
This means that for rings which are not Dedekind-finite there are in-
vertible lower triangular matrices with both diagonal entries not in R∗.
Also, somewhat surprisingly, the inverse of such a matrix is upper tri-
angular.
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3.3 The distant relation
3.3.1. The point set P(R) is endowed with a relation distant (△) which is
defined via the action of GL2(R) on the set of pairs of points by
△ :=
(
R(1, 0), R(0, 1)
)GL2(R)
.
Letting p = R(a, b) and q = R(c, d) and taking into account Theorem 3.2.9
gives then
p △ q ⇔
(
a b
c d
)
∈ GL2(R). (3.10)
The distant relation is symmetric, since exchanging two rows in an invertible
matrix does not influence its invertibility. In addition, △ is anti-reflexive,
because R(1, 0) 6= R(0, 1) implies that distant points are distinct2. However,
in general distinct points need not be distant. Cf. Theorem 3.3.7 below.
Non-distant points ( 6△) are also called neighbouring or parallel ; see, for exam-
ple, [5], [67], [125]. However, in these lectures we shall use the term “paral-
lel” in a different meaning which will be explained in 5.1.1. The two notions
“parallel” and “neighbouring” coincide precisely when R is a local ring. See
Theorem 5.1.4 and our preliminary definition in 3.5.8.
A crucial property of the distant relation is stated in the following result on
the action of GL2(R) on the projective line.
Theorem 3.3.2. The group GL2(R) acts 3-△-transitively on P(R), i. e.,
transitively on the set of triples of mutually distant points.
Proof. (a) We consider the points R(1, 0), R(0, 1), and R(1, 1). They are
mutually distant by (3.5). Also, let R(a, b) be a point which is distant to
R(1, 0) and R(0, 1). Consequently,(
1 0
a b
)
∈ GL2(R) and
(
a b
0 1
)
∈ GL2(R).
2This is one of the rare occasions, where we need that 0 6= 1 in R. Over the zero ring
R = {0} (which is excluded from our exposition) we have 0 = 1. Therefore, by defining the
projective line as above, we obtain R(0, 0) = R(1, 0) = R(0, 1). This means that R(0, 0) is
the only point of this projective line, and that R(0, 0) is distant to itself.
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Hence a, b ∈ R∗ by Example 3.2.14 (c). But this means that the matrix
diag(a, b) ∈ GL2(R) takes R(1, 1) to R(a, b), whereas R(1, 0) and R(0, 1)
remain unchanged.
(b) Given three mutually distant points p, q, r ∈ P(R) there is, by the def-
inition of the distant relation, a matrix γ ∈ GL2(R) which takes the pair
of points (p, q) to
(
R(1, 0), R(0, 1)
)
. Then, according to (a), there is also an
invertible matrix which takes rγ to R(1, 1), while R(1, 0) and R(0, 1) remain
invariant. Since this property holds for every triple of mutually distant points,
the assertion follows.
3.3.3. Let us determine the pointwise stabiliser Ω, say, of
{R(1, 0), R(0, 1), R(1, 1)} under the action of GL2(R) on the projec-
tive line P(R). If γ is in this stabiliser then γ = diag(a, b), because each of
R(1, 0) and R(0, 1) has to coincide with its image. By Example 3.2.14 (b), a
and b are units in R. Moreover, we infer from R(1, 1)γ = R(a, b) = R(1, 1)
that a = b. These two conditions are also sufficient. Therefore
Ω = {diag(a, a) | a ∈ R∗}. (3.11)
Now we ask for the kernel of the action of GL2(R) on the projective line P(R)
which clearly is contained in Ω. If γ = diag(a, a) ∈ Ω is in this kernel then
R(1, x)γ = R(a, xa) = R(1, a−1xa) for all x ∈ R.
Recall that
Z(R) := {a ∈ R | ax = xa for all x ∈ R}
is the centre of R; it is a subring of R. Therefore a has to be unit in the
centre of R. Conversely, every matrix diag(a, a) with a ∈ Z(R)∗ fixes P(R)
pointwise. It is easy to show (as in elementary linear algebra) that the kernel
of our group action is equal to the centre of GL2(R), viz.
Z
(
GL2(R)
)
= {β ∈ GL2(R) | βξ = ξβ for all ξ ∈ GL2(R)}
= {diag(a, a) | a ∈ Z(R)∗}. (3.12)
As usual, the factor group GL2(R)/Z
(
GL2(R)
)
=: PGL2(R) is called a pro-
jective linear group; it elements are called projectivities and can be considered
as permutations of P(R).
Theorem 3.3.4. The following statements are equivalent.
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(a) PGL2(R) acts sharply transitive the set of triples of mutually distant
points.
(b) The group R∗ of units in R is contained in the centre Z(R).
Proof. The result is an immediate consequence of (3.11) and (3.12).
The interested reader should also compare this result with the characterisa-
tions given in [67, Proposition 1.3.4].
3.3.5. Given a point p ∈ P(R) let
△(p) := {x ∈ P(R) | x △ p}.
If we consider P(R) as the set of vertices of the distant graph, i. e. the un-
ordered graph of the symmetric relation △, then △(p) is just the neighbour-
hood of p in this graph. Once a point p has been chosen, the points of P(R)
fall into two classes: The points of △(p) are called proper (with respect to p),
the remaining points are called improper (with respect to p).
As GL2(R) acts transitively on P(R) it suffices to describe the neighbourhood
of R(1, 0), a point which is also denoted by the symbol∞. By Example 3.2.14
(c), a pointR(a, b) is in △(∞) precisely when b ∈ R∗. But then we may assume
w.l.o.g. that b = 1, because R(a, b) = R(b−1a, 1). The embedding
R→ P(R) : a 7→ R(a, 1) (3.13)
maps the affine line over R injectively onto the subset △(∞) of the projective
line over R. We already met this embedding in 3.2.10. It shows that the
neighbourhood of any point has #R elements.
By virtue of (3.13), we may even identify the affine line over the ring R with
the subset △(∞). From(
1 −1
0 1
)
︸ ︷︷ ︸
∈GL2(R)
(
a 1
b 1
)
=
(
a− b 0
b 1
)
follows that—in affine terms—two points a, b ∈ R are distant, precisely when
a− b is a unit.
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(1, 0) (1, 4) (1, 2) (3, 2)
(1, 3)
(1, 1) (5, 1) (3, 1)
(2, 3) (4, 1) (2, 1) (0, 1)
Figure 3.2: The distant relation on P(Z6)
Example 3.3.6. We continue the investigation of the projective line P(Z6);
see Example 3.2.11. In Figure 3.2 each point of P(Z6) is labelled by one of its
admissible pairs. The distant relation on P(Z6) is illustrated in the following
way: Two distinct points are distant if they are not on a common line. The
six points inside the ellipse comprise the neighbourhood of ∞ = Z6(1, 0) in
the distant graph.
As a general theme, one aims at characterising algebraic properties of a ring
R in terms of the distant relation on the associated projective line. Here is a
first result in this direction.
Theorem 3.3.7. A ring R is a field if, and only if, any two distinct points
of the projective line P(R) are distant.
Proof. (a) Let R be a field. Given distinct points p = R(a, b) and q = R(c, d)
of P(R) we obtain (0, 0) 6= (a, b) /∈ R(c, d) and (0, 0) 6= (c, d) /∈ R(a, b), since
a one-dimensional vector space is spanned by each of its non-zero vectors.
This means that (a, b) and (c, d) are linearly independent vectors of the left
vector space R2, whence p △ q follows from (3.10).
(b) Conversely, the point R(1, 0) is distinct from each point R(1, x), where
x varies in R \ {0}. By Example 3.2.14 (c), we obtain that every non-zero
element of R is invertible or, said differently, that R is a field.
36
3.4 Chain geometries
3.4.1. The only structure on the projective line over a ring we have encoun-
tered so far is the distant relation. Suppose now that a field K is contained
in R, as a subring. Thus 1 ∈ K is the identity element of R, and R can
be considered as a left or a right vector space over K. The ring R is, by
definition, a K-algebra precisely when the field K belongs to the centre of R.
Lemma 3.4.2. The mapping
P(K)→ P(R) : K(k, l) 7→ R(k, l) (3.14)
is well defined. It takes distinct points of P(K) to distant points of P(R).
Proof. The assertions are immediate from GL2(K) ⊂ GL2(R).
The following definition is taken from a paper by Claudio Bartolone [2].
For a systematic account see [30], and for the particular case when R is an
algebra over K the reader should compare with [5], [40], and [67].
Definition 3.4.3. Let R be a ring containing a field K, as a subring. Also,
let C0 be the image of the projective line P(K) under the embedding (3.14). A
subset of P(R) is called a K-chain (or shortly a chain, K being understood)
if it belongs to set
C(K,R) := C
GL2(R)
0 .
The chain geometry over (K,R) is the structure
Σ(K,R) :=
(
P(R), C(K,R)
)
.
By definition, all chains arise from the standard chain C0 under the action
of the group GL2(R). Observe that we refrain from excluding the trivial case
when R = K.
3.4.4. If Σ(K,R) and Σ(K ′, R′) are chain geometries then an isomorphism
is a bijection ϕ : P(R) → P(R′) preserving chains in both directions. By
definition, the group PGL2(R) is a group of automorphisms of Σ(K,R).
Our first observation is a characterisation of the distant relation △ of P(R) in
terms of a chain geometry Σ(K,R) (see [67, 2.4.2] for the case of algebras):
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Theorem 3.4.5. Let p, q ∈ P(R) be distinct points of Σ(K,R). Then p △ q
holds if, and only if, there is a chain D ∈ C(K,R) joining p and q.
Proof. By the definition of the distant relation in 3.3.1, we know that p △ q
implies p = R(1, 0)γ, q = R(0, 1)γ for some γ ∈ GL2(R). Hence in this case
p, q ∈ Cγ0 ∈ C(K,R).
Conversely, if p, q ∈ Cγ0 ∈ C(K,R), with γ ∈ GL2(R), then p
γ−1 and qγ
−1
are
distinct points of the standard chain C0 = P(K). By Lemma 3.4.2, we have
pγ
−1
△ qγ
−1
. Since γ preserves △, this proves the assertion.
Given three mutually distant points we now want to determine the chains
through them. Note that, by Theorem 3.4.5, any two distinct points on a
chain are distant.
Theorem 3.4.6. Let the points p, q, r ∈ P(R) be mutually distant. Then
there is at least one chain D ∈ C(K,R) containing p, q, and r.
Proof. As the group GL2(R) acts 3-△-transitively on P(R) by Theorem 3.3.2,
there exists a γ ∈ GL2(R) with p = R(1, 0)
γ, q = R(0, 1)γ, and r = R(1, 1)γ.
Obviously, D := Cγ0 is a chain through p, q, and r.
The essential result on the group action of GL2(R) on Σ(K,R) is as follows:
Theorem 3.4.7. Let D,D′ ∈ C(K,R) be chains. Suppose, furthermore, that
p, q, r ∈ D and p′, q′, r′ ∈ D′ are, respectively, three mutually distinct points.
Then there exists a matrix γ ∈ GL2(R) such that p
γ = p′, qγ = q′, rγ = r′,
and Dγ = D′.
Proof. There exists a matrix γ1 ∈ GL2(R) mapping D to the standard chain
C0. Put p1 := p
γ1 , q1 := q
γ1, r1 := r
γ1 . The group GL2(K) ⊂ GL2(R) leaves
C0 invariant and acts 3-fold transitively on C0. Hence there is a γ2 ∈ GL2(K)
with pγ21 = R(1, 0), q
γ2
1 = R(0, 1), r
γ2
1 = R(1, 1). Then, we also have C
γ2
0 = C0.
Define γ′1 and γ
′
2 accordingly. Then γ = γ1γ2γ
′−1
2 γ
′−1
1 has the required prop-
erties.
Now it is easy to determine the number of chains containing three mutually
distant points:
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Theorem 3.4.8. Let
N := {n ∈ R∗ | n−1K∗n = K∗}
be the normaliser of K∗ in R∗. Then the following assertions hold:
(a) The set of chains through any three mutually distant points of Σ(K,R)
is in 1-1-correspondence with the set
{Nr | r ∈ R∗}
of right cosets of N in the multiplicative group R∗.
(b) In Σ(K,R) there exists exactly one chain through any three mutually
distant points if, and only if, K∗ is a normal subgroup of R∗.
Proof. We recall from (3.11) that the subgroup
Ω = {diag(a, a) | a ∈ R∗} ∼= R∗
of GL2(R) is the pointwise stabiliser of the set {R(1, 0), R(0, 1), R(1, 1)}. So,
by Theorem 3.4.7, the chains through R(1, 0), R(0, 1), R(1, 1) are precisely
the images Cω0 , where ω ranges in Ω. Since
R(1, x)Ω = {R(1, a−1xa) | a ∈ R∗}
holds, in particular, for all x ∈ K∗, the stabiliser of the standard chain C0 in
Ω is
ΩC0 = {diag(n, n) | n ∈ N}
∼= N.
So, by (2.18), assertion (a) follows for the three given points and, by Theorem
3.4.7, for any three pairwise distant points.
Of course, the condition in (b) just means that R∗ = N .
Examples 3.4.9. In each of the following examples there is a unique chain
through any three distinct points of Σ(K,R):
(a) Suppose that K belongs to the centre of R, i. e., R is a K-algebra.
Then, since K∗ is in the centre of R∗, its normaliser N coincides with
R∗. Most of the examples which we shall encounter later on will be of
this kind.
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(b) Let R be a commutative ring. Then the assumptions of Example (a)
are satisfied without imposing a condition on K.
(c) Suppose that K∗ = R∗. Then N = R∗ = K∗ is trivially true. Observe
that K∗ = R∗ does not mean that K = R; take, for example, a poly-
nomial ring K[T ] over a commutative field K in an indeterminate T ;
see also [30, Example 2.5 (a)].
(d) Let Z2 = GF(2) be the field with two elements. Also let R = Z
2×2
2 be
the ring of 2× 2 matrices over Z2. There are six invertible elements in
this ring, namely(
1 0
0 1
)
,
(
1 0
1 1
)
,
(
0 1
1 0
)
,
(
0 1
1 1
)
,
(
1 1
1 0
)
,
(
1 1
0 1
)
.
The centre of R is given by Z(R) = {diag(x, x) | x ∈ Z2}. We put
K :=
{(
x y
y x+ y
) ∣∣∣∣ x, y ∈ Z2
}
.
It is easily seen that K is a subring of R which is isomorphic to GF(4),
i. e. the field with 4 elements. Of course, K∗ 6⊂ Z(R). Since #R∗ = 6,
the multiplicative group K∗ has index 2 in R∗ and therefore is normal.
We now determine the intersection of all chains through three mutually dis-
tant points of a chain geometry Σ(K,R). To this end we introduce the field
F :=
⋂
a∈R∗
a−1Ka
which is a subring of R. Consequently, we can embed the projective line
P(F ) in P(R) and define a chain geometry Σ(F,R) as above. Its chains will
be called F -chains in order to distinguish them from the chains which arise
from Σ(K,R).
Theorem 3.4.10. Let p, q, r ∈ P(R) be mutually distant points. Then the
intersection of all chains of Σ(K,R) through p, q, r is an F -chain.
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Proof. We consider w.l.o.g. the points R(1, 0),R(0, 1), andR(1, 1). According
to Theorem 3.4.7 the chains joining them are exactly the images Cω0 , with
ω ∈ Ω; compare (3.11). Given a matrix diag(a, a) ∈ Ω we compute
Cω0 = {R(a, 0)} ∪ {R(ka, a) | k ∈ K} = {R(1, 0)} ∪ {R(a
−1ka, 1) | k ∈ K}.
Therefore ⋂
ω∈Ω
Cω0 = {R(1, 0)} ∪
⋂
a∈R∗
{R(a−1ka, 1) | k ∈ K}
= {R(1, 0)} ∪ {R(f, 1) | f ∈ F},
which equals P(F ), considered as a subset of P(R).
3.5 Local rings, local algebras, and Laguerre
algebras
3.5.1. Let R be a ring. The Jacobson radical of a ring R, named after
Nathan Jacobson (1910–1999) and denoted by radR, is the intersection
of all maximal left (or right) ideals of R. It is a two sided ideal of R and its
elements can be characterised as follows:
b ∈ rad R ⇔ 1− ab ∈ R∗ for all a ∈ R ⇔ 1− ba ∈ R∗ for all a ∈ R;
see [86, pp. 53–54].
Suppose that R is left artinian—after Emil Artin (1898–1962)—i. e., there
does not exist an infinite strictly descending chain of left ideals of R. then
radR is the largest nilpotent left ideal, and it is also the largest nilpotent
right ideal; this means that (radR)n = 0 for some positive integer n [86,
Theorem 4.12]. Consequently, radR is actually a nilpotent ideal. All this
holds, in particular, if R is a finite ring. See [85] for further references on
nilpotent rings.
3.5.2. A ring R is called a local ring if R \ R∗ is an ideal3 of R. There are
several equivalent definitions of a local ring and the interested reader should
3By an “ideal” we always mean a two-sided ideal. The term “local ring” comes from
algebraic geometry: At any point p of an algebraic variety, the rational functions which
are “locally” regular (i. e. regular in some neighbourhood of p) form a local ring. The
non-units in this ring are those functions which vanish at p. Compare [114, p. 72].
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compare with [86, Theorem 19.1]. We just mention that a ring R is local if,
and only if, it has an ideal J 6= R containing all ideals other than R. This is
equivalent to saying that R has a unique maximal ideal.
Let R be a local ring. Since R \ R∗ is the only maximal left ideal of R, we
obtain
radR = R \R∗,
Since radR is an ideal, we can construct the factor ring R := R/ radR based
upon the canonical epimorphism R → R : a 7→ a. If a 6= 0 then a ∈ R∗,
whence a is a unit in R. This means that R is a field, and we have the
property
a ∈ R∗ ⇔ a ∈ R
∗
. (3.15)
Given a matrix γ = (γij) with entries in R we put γ := (γij). Then one can
show as above that
γ ∈ GLm(R) ⇔ γ ∈ GLm(R) (3.16)
holds for all natural numbers m ≥ 1.
3.5.3. A K-algebra R is said to be local if R is a local ring. Clearly, K and
radR are subspaces of the vector space R (over K), and they meet at 0 only.
If, moreover, the group (R,+) is the direct sum of its subgroups K and radR
then R is called a Laguerre algebra over K. Here it is important to emphasise
the ground field. Each Laguerre algebra R over K is a local algebra over any
proper subfield F of K. On the other hand, it is not a Laguerre algebra over
F , because F ⊕ radR (direct sum of additive groups) is a proper subgroup
of (R,+).
Examples 3.5.4. Here are some examples of local rings and local algebras:
(a) A trivial example of a local ring is a field.
(b) As has been noted before, the classical example of a local ring is the
ring of dual numbers over the reals. There are several ways to define
it. For example, we may start with the polynomial ring R[T ] in the
indeterminate T , consider the ideal (T 2) which is generated by T 2, and
define the real dual numbers as the quotient ring R[T ]/(T 2). Letting
ε := T + (T 2) leads to the usual notation of a dual number in the form
a + bε with a, b ∈ R, where ε /∈ R, and ε2 = 0.
This example allows several generalisations which are discussed below.
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(c) In Example (b) we may replace R with any commutative field K thus
obtaining the ring of dual numbers over K. Such a ring of dual numbers
will be denoted by K[ε]. It is a two-dimensional Laguerre algebra over
K with radK[ε] = Kε.
We may even allow K to be a (non-commutative) field if we require T
to be a central indeterminate. This means that in the polynomial ring
K[T ] the indeterminate T commutes with every element of K. Even
though this ring of dual numbers is of the form K ⊕Kε, it is not an
algebra over K, unless K is commutative.
(d) Let R = K[ε] be a ring of dual numbers as in (c) and let σ ∈ Aut(K)
be an automorphism of K other than the identity. We keep addition
unaltered, but introduce a new multiplication (denoted by ∗) in K[ε]
as follows:
(a+ bε) ∗ (c + dε) := ac+ (ad+ bcσ)ε for all a, b, c, d ∈ K.
This gives a ring K[ε; σ] of twisted dual numbers over K. It is a local
ring with Kε the ideal of all non-invertible elements. It cannot be an
algebra over K, even if K is commutative, because K is not in the
centre of K[ε; σ].
(e) An immediate generalisation of (c) is to consider the factor ring
K[T ]/(T h) for some natural number h ≥ 1. As before, we put ε :=
T + (T h), whence this ring is of the form
K[ε] := K ⊕Kε⊕Kε2 ⊕ . . .⊕Kεh−1︸ ︷︷ ︸
=radK[ε]
.
(f) Let V be an n-dimensional vector space over a commutative field K.
Then the exterior algebra∧
V =
∧0
V︸ ︷︷ ︸
=K
⊕
∧1
V︸ ︷︷ ︸
=V
⊕ · · · ⊕
∧n
V (3.17)
is a Laguerre algebra over K with dimension 2n; see, for example, [82,
7.2]. Multiplication in this algebra is usually denoted by the wedge sign
(∧). If (b1, b2, . . . , bn) is a basis of V then the family of vectors
bi1 ∧ bi2 ∧ . . . ∧ bik ,
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where 1 ≤ i1 < i2 < · · · < ik ≤ n and k ∈ {0, 1, . . . , n} is a basis of∧
V . Of course, when k = 0 the corresponding empty product is defined
to be 1 ∈
∧
V . The product of vectors is alternating and therefore
skew symmetric. Thus we have v ∧ v = 0 and v ∧w = −w ∧ v for all
v,w ∈ V .
In particular, for V = K the exterior algebra
∧
K is just the ring of
dual numbers over K. Here some care has to be taken, since according
to (3.17) we get two copies of K in
∧
K, namely
∧0K (a copy of the
field K) and
∧1K (a copy of the vector space K), and they must not
be identified.
(g) Let Z be the ring of integers and let 1 < q = ph ∈ Z be a power of a
prime p. Then Z/(qZ) =: Zq is a local ring. The ideal radZq comprises
the residue classes (modulo q) of all integers kp, where k ∈ Z, so it is
the zero ideal precisely when h = 1. The quotient field Zq/ radR is the
Galois field Zp = GF(p) which carries the name of Evariste Galois
(1811–1832).
If h > 1 then Zq is not an algebra over any field, because the smallest
positive integer n satisfying
∑n
i=1 1 ≡ 0 (mod q) is n = q. However,
the characteristic of a finite field is a prime, and an infinite field cannot
be a subset of Zq.
While for an arbitrary ring it is difficult (or maybe even hopeless) to describe
explicitly the associated projective line, for a local ring this is an easy task:
Theorem 3.5.5. Let R be a local ring. Then
P(R) = {R(x, 1) | x ∈ R} ∪ {R(1, x) | x ∈ R \R∗}. (3.18)
Proof. By 3.2.10, the elements of the sets on the right hand side of (3.18) are
points of P(R). We infer from (3.16) that the mapping
P(R)→ P(R) : R(a, b) 7→ R(a, b) (3.19)
is well-defined; moreover, it takes distant points of P(R) to distinct points
of the projective line over the field R. Cf. Theorem 3.3.7. So let R(a, b) be
a point of P(R). By (3.19), R(a, b) is a point of P(R). Thus either b 6= 0,
whence b ∈ R∗ and R(a, b) = R(b−1a, 1); or b = 0, whence a 6= 0, b ∈ R \R∗,
a ∈ R∗, and R(a, b) = R(1, a−1b).
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Corollary 3.5.6. The projective line over a local ring R has cardinality
#P(R) = #R +#radR. (3.20)
This improves formula (3.6) for local rings. The following characterisation is
essential:
Theorem 3.5.7. A ring R is a local ring if, and only if, the relation “non-
distant” ( 6△) on the projective line P(R) is an equivalence relation.
Proof. (a) Over any ring R, the relation 6△ on P(R) is reflexive and symmetric,
since △ is anti-reflexive and symmetric according to 3.3.1.
(b) Suppose that R is local. By the action of GL2(R), it suffices to show that
p 6△R(1, 0) and R(1, 0) 6△ q implies p 6△ q for all p, q ∈ P(R). With p = R(a, b)
and q = R(c, d) we obtain(
1 0
a b
)
/∈ GL2(R) and
(
1 0
c d
)
/∈ GL2(R).
Thus, by Example 3.2.14 (c), b and d are in R \ R∗ = radR. But then
xb+ yd ∈ radR for all x, y ∈ R, whence(
∗ ∗
x y
)(
a b
c d
)
6=
(
∗ ∗
∗ 1
)
for all x, y ∈ R.
This implies p 6△ q.
(c) Conversely, let 6△ be an equivalence relation. We have to show that J :=
R \ R∗ 6= ∅ is an ideal. Given a, b ∈ J we infer from 3.3.5 that R(1, a) 6△
R(1, 0) 6△ R(1, b). So, transitivity of 6△ yields(
1 a
1 b
)
/∈ GL2(R).
From (
1 a
1 b
)
=
(
1 0
1 a− b
)(
1 a
0 −1
)
︸ ︷︷ ︸
∈GL2(R)
/∈ GL2(R)
we read off that the first matrix on the right hand side is not invertible,
whence a− b ∈ J . Thus J is an additive subgroup of R.
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Next, we show that ab = u, where a, b ∈ R and u ∈ R∗, implies that a and
b are units. It suffices to treat the case u = 1: By Example 3.2.14 (d), the
matrix (
a 0
1− ba b
)
has an inverse. Hence R(a, 0) and R(1− ba, b) are points such that
R(1, 0) 6△ R(a, 0) △R(1− ba, b).
As R(a, 0) and R(1− ba, b) are in distinct equivalence classes, so are R(1, 0)
and R(1− ba, b). Therefore(
1 0
1− ba b
)
∈ GL2(R).
We deduce from Example 3.2.14 (c) that b is a unit. Thus, finally, a = b−1 is
a unit, too.
By the above, a product of two ring elements, with one factor in J , cannot
be a unit. Altogether, this means that J is an ideal.
3.5.8. If R is a local ring then two points p, q ∈ P(R) are said to be parallel ,
in symbols p ‖ q, if they are non-distant. By the above this is an equivalence
relation and the equivalence classes of P(R) are also called parallel classes. A
definition of parallel points on the projective line over an arbitrary ring will
be given in 5.1.1.
The following result is immediate from the proof of Theorem 3.5.7:
Corollary 3.5.9. Let P(R) be the projective line over a local ring R. Then
every parallel class of P(R) has #radR elements.
The relations “‖” and “=” coincide precisely when R is a field; see Theorem
3.3.7. In this case we get the finest equivalence relation on P(R), i. e., parallel
classes are singletons.
Our proof of Theorem 3.5.7 could be shortened by using the following char-
acterisation of local rings (see [86, Theorem 19.1]): A ring R is local if, and
only if, R \R∗ is a group under addition.
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3.5.10. Suppose that L is a field and that K ⊂ L is a proper subfield
contained in the centre of L. Then the chain geometry Σ(K,L) is called a
Mo¨bius geometry in honour of August Ferdinand Mo¨bius (1790–1868).
Two points of Σ(K,L) are distant precisely when they are distinct, since L
is a local ring and radR = {0}. Hence there is a unique chain through any
three distinct points.
Observe that the terminology in the literature is varying. We follow [67] by
assuming that K is in the centre of L. Some authors drop this condition and
speak of a Mo¨bius geometry Σ(K,L) even if K is just a proper subfield of
L. Also the term geometry of a field extension for such a chain geometry
Σ(K,L) is being used. However, because of our emphasis on the finite case,
this more general point of view is irrelevant for our purposes. Cf. Theorem
3.5.12.
Examples 3.5.11. Here are some examples of Mo¨bius geometries and their
generalisations. The reader should consult [5] and [40] for further details.
(a) The classical example of a Mo¨bius geometry is based on the fields R
and C = R⊕Ri of real and complex numbers. In fact, Σ(R,C) can be
seen as an algebraic model of the geometry of circles on a Euclidean
2-sphere. There is a unique chain (circle) through any three distinct
points.
(b) Let H = R⊕Ri⊕Rj ⊕Rk denote the real quaternions. Then Σ(R,H)
is a Mo¨bius geometry which is isomorphic to the geometry of circles on
the Euclidean 4-sphere. There is a unique chain (circle) through any
three distinct points.
(c) Another interesting classical example is Σ(C,H), where C is identified
with R⊕ Ri. It is an algebraic model for the geometry of 2-spheres on
a Euclidean 4-sphere. Here there is more than one chain through three
distinct points. It is not a Mo¨bius geometry according to our definition,
because the centre of the real quaternions is R.
Now we turn to the finite case. Finite fields are commutative by a famous
theorem due to Joseph Henry Mclagan-Wedderburn (1882–1948) for
which Ernst Witt (1911–1991) has given an elegant short proof; cf. [1].
Since finite commutative fields are precisely the well known Galois fields, the
finite Mo¨bius geometries are easily described.
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Theorem 3.5.12.
(a) Each finite Mo¨bius geometry is of the form Σ
(
GF(q),GF(qh)
)
, where
q ≥ 2 is a power of a prime and h ≥ 2 is an integer.
(b) Let q ≥ 2 be a power of a prime and let h ≥ 1 be an integer. Then
the chain geometry Σ
(
GF(q),GF(qh)
)
is a 3-design if its chains are
considered as “blocks”. The parameters of this design are
v = qh + 1, k = q + 1, and λ3 = 1.
Proof. (a) If K is a proper subfield of a finite field L then K = GF(q), where
q ≥ 2 is a power of a prime, L = GF(qh), and h ≥ 2 equals the dimension of
L over K, as a vector space4.
(b) We have #P
(
GF(qh)
)
= qh + 1 according to (3.18). By their definition,
all chains have #P
(
GF(q)
)
= q + 1 elements. Since L is commutative, every
multiplicative subgroup of L∗ is normal. Thus, by Theorem 3.4.8 (b) applied
to K∗ and L∗, there is a unique chain through any three distinct points.
In part (b) of the preceding Theorem we did not exclude the trivial case
h = 1, even though it does not deserve our attention.
3.5.13. Suppose that R is Laguerre algebra over K. Then Σ(K,R) is called a
Laguerre geometry . If, moreover, R is finite then the chain geometry Σ(K,R)
gives rise to a transversal divisible 3-design; it will be discussed in detail in
Section 4.2.
3.6 Notes and further references
3.6.1. There are several books and surveys on chain geometries and related
concepts. The publications [4], [5], [8], [9], [10], [40], [61], and [67] together
with the references given there, cover these topics from the very beginning up
to the year 2006. Below we restrict our attention to some recent publications.
4It is worth noting here that L = GF(qh) contains a unique subfield with q elements.
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3.6.2. Various approaches have been made to axiomatise chain geometries,
certain classes of chain geometries, or structures sharing some properties with
a specific type of chain geometry.
This has lead to concepts like Benz planes (see [49, Section 5]), weak chain
spaces , chain spaces , contact spaces (cf. [67, Section 3], [94]), and circle planes
[27]. However, in general those structures are much more general than chain
geometries. Nevertheless they can sometimes be described algebraically in
terms of a ring containing a subfield if some extra assumptions are made.
See [22], [26], [70], [71], and [73].
The investigation of topological circle planes is part of the book [98]. It con-
tains a wealth of bibliographical data. Characterisations of projective groups
PGL2(R), where R is a ring, are given in [23], [28] and [69]. See also [40,
Chapter 6]. Properties of projective lines over “small” rings are reviewed in
[100] and [101].
3.6.3. On the other hand, it is possible to consider structures being more
general than associative algebras (e.g. alternative algebras or Jordan systems)
in order to obtain a kind of “chain geometry”. We refer to [11], [12], [18],
[19], [20], [21], [28], [40, Chapter 3], [41], and [68].
3.6.4. Other papers related with certain chain geometries are [25], [29], [57],
[58], [59], [62], [65], and [66]. Every chain geometry gives rise to partial affine
spaces . Such spaces are investigated in [72], [93], and [95].
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Chapter 4
Divisible Designs via
GL2-Actions
4.1 How to choose a base block
4.1.1. Let R be a finite local ring. As before, we write radR := R\R∗ for its
Jacobson radical. According to Theorem 3.5.7 and by the definition in 3.5.8,
the relation “parallel” (‖) is an equivalence relation on the projective line
P(R). Also, GL2(R) is a group acting on P(R). In fact, we are in a position
to apply Theorem 2.3.2:
Theorem 4.1.2. Let R be a finite local ring, and let B0 be a ‖-transversal
subset of the projective line P(R) with k ≥ 3 points. Then(
P(R),B, ‖
)
with B := B
GL2(R)
0
is a 3-(s, k, λ3)-divisible design with v = #R + #radR points, and s =
#radR.
Proof. By Corollary 3.5.6, the projective line over R has finite cardinality
#R + #radR. It was shown in Corollary 3.5.9 that all parallel-classes have
#radR elements. According to its definition, the relation △ is a GL2(R)-
invariant notion. Recall that, by the definition in 3.5.8, the relations ‖ and 6△
coincide for a local ring. Therefore, also the equivalence relation ‖ is GL2(R)-
invariant. Hence the assertion follows from Theorem 2.3.2.
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4.1.3. While Theorem 4.1.2 shows that we can construct a wealth of DDs
from the projective line over a finite local ring, one essential problem remains
open:
What is the number of blocks containing a ‖-transversal 3-set?
Or, said differently:
What is the value of the parameter λ3?
We read off from (2.19) that to answer this question amounts to finding two
non-negative integers: Firstly, #GL2(R) and, secondly, the cardinality of the
setwise stabiliser of the base block B0 under the action of the general linear
group GL2(R). It is easy to determine the order of the group GL2(R); see the
exercise below. However, it seems impossible to state any result about the
size of setwise stabiliser of B0 without any further information concerning
B0.
Exercise 4.1.4. Show that
#GL2
(
GF(q)
)
= (q2 − 1)(q2 − q). (4.1)
Given a finite local ring R with R/ radR ∼= GF(q) verify that
#GL2(R) = (# radR)
4(q2 − 1)(q2 − q). (4.2)
4.1.5. If R is a finite local ring, but not a local algebra (e.g. R = Z4), then
the divisible designs which arise from P(R) seem to be unknown. We therefore
have to exclude them from our discussion in the next section.
It would be interesting learn more about the DDs which are based upon the
projective line over such a ring, for example the projective line over a Galois
ring [127]. However, it seems to the author as if there would not exist a
“natural” choice for a base block.
4.2 Transversal divisible designs from La-
guerre algebras
4.2.1. In applying Theorem 4.1.2, we start with the easiest case, viz. the
3-divisible designs defined by Laguerre geometries. Recall that for a field K
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which is contained in a ring R, as a subring, we write C(K,R) for the set of
K-chains of the projective line P(R).
Theorem 4.2.2. Let R be an h-dimensional Laguerre algebra over GF(q),
1 ≤ h <∞. Then (
P(R), C(GF(q), R), ‖
)
is a transversal 3-(s, k, 1)-divisible design with v = qh+qh−1 points, s = qh−1,
and k = q + 1.
Proof. The assertions on v and s follow immediately from Theorem 4.1.2,
#R = qh, and # radR = qh−1. Also, we have k = #P
(
GF(q)
)
= q + 1 = v
s
.
Finally, since GF(q) is in the centre of R, we obtain λ3 = 1 by Example 3.4.9
(a).
As an immediate consequence we can show that there exist a lot of mutually
non-isomorphic transversal divisible designs:
Theorem 4.2.3. Let q ≥ 2 be a power of a prime and let h ≥ 1 be a
natural number. Then there is at least one h-dimensional Laguerre algebra
over GF(q). Therefore at least one transversal 3-(s, k, 1)-DD with parameters
as in Theorem 4.2.2 exists.
Proof. The assertion follows from Example 3.5.4 (e), by letting K := GF(q).
Exercise 4.2.4. Determine the parameters λ2, λ1, and λ0 (the number of
chains) of the DDs from Theorem 4.2.2.
4.3 Divisible designs from local algebras
4.3.1. We shall frequently make use of the following result from algebra. It
is known as the Wedderburn principal theorem:
Theorem 4.3.2. Let R be a finite local algebra over K = GF(q). Then there
is a GF(q)-subalgebra L of R which is isomorphic to the field R/ radR such
that R = radR ⊕ L.
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We refer to [92, Theorem VIII.28] for a proof.
4.3.3. Given a finite-dimensional local algebra R over K = GF(q) we have
the associated field R/ radR = R. The canonical epimorphism R→ R takes
K to an isomorphic field which is a subring of R. So we obtain that
R ∼= GF(qm) for some natural number m ≥ 1.
This implies
dimK R = m+ dimK(radR).
By the above and Theorem 4.3.2, there is a field L which is isomorphic to
R ∼= GF(qm) such that K ⊂ L ⊂ R, whence R is a left vector space over L.
We let
h := dimLR ≥ 1.
Hence
dimK R = (dimLR)(dimK L) = hm (4.3)
and
dimK(radR) = (h− 1)m. (4.4)
The next theorem is taken from [118, Example 2.5]. It is a generalisation of
Theorem 4.2.2 which, of course, is included as a particular case for m = 1.
Theorem 4.3.4. Let R be an finite-dimensional local algebra over K =
GF(q), with R/ radR ∼= GF(qm), whence dimK R = hm for some positive
integer h. Then (
P(R), C(GF(q), R), ‖
)
is a 3-(s, k, 1)-divisible design with v = qhm+ q(h−1)m points, s = q(h−1)m and
k = q + 1.
Proof. It suffices to repeat the proof of Theorem 4.2.2, taking into account
that now # radR = q(h−1)m by virtue of (4.4).
Next, we apply this result to construct DDs:
Theorem 4.3.5. Let q ≥ 2 be a power of a prime. Also, let h and m be
a positive integers. Then there is at least one hm-dimensional local algebra
R over GF(q) with R/ radR ∼= GF(qm). Therefore at least one 3-(s, k, 1)-
divisible design with parameters as in Theorem 4.3.4 exists.
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Proof. We infer from Theorem 4.2.3 that there is an h-dimensional Laguerre
algebra R over GF(qm). Therefore R/ radR is isomorphic to GF(qm). This
R is an hm-dimensional local algebra over GF(q) ⊂ GF(qm).
Observe that for h > 1 non-transversal DDs are obtained in this way.
4.3.6. By the definition of an (arbitrary) chain geometry Σ(K,R), the group
GL2(R) acts on P(R) as a group of automorphisms of Σ(K,R) or, said dif-
ferently, of the corresponding divisible design. Recall that PGL2(R) denotes
the transformation group on P(R) which is induced by GL2(R). However, in
general this group is only a subgroup of the full automorphism group.
We shall describe below the full automorphism group of certain chain ge-
ometries and hence of the corresponding DDs. In order to do so we need
the following concept carrying the name of the German physicist Pascual
Jordan (1902–1980), who should not be confused with the French mathe-
matician Camille Jordan (1839–1922).
4.3.7. Let R and R′ be rings. A mapping σ : R → R′ is called Jordan
homomorphism if
(a+ b)σ = aσ + bσ, 1σ = 1 (∈ R′), (aba)σ = aσbσaσ for all a, b ∈ R. (4.5)
See, among others, [81, p. 2] or [67, p. 832]. For such a mapping σ and any
element a ∈ R∗ the equation
1σ = (aa−2a)σ = aσ(a−2)σaσ (4.6)
shows that aσ has a left and a right inverse, whence aσ is a unit in R′. Also,
aσ = (aa−1a)σ = aσ(a−1)σaσ (4.7)
implies
(a−1)σ = (aσ)−1 for all a ∈ R∗. (4.8)
As usual, a bijective Jordan homomorphism is called a Jordan isomorphism;
its inverse mapping is also a Jordan isomorphism.
4.3.8. Let σ : R → R′ be a mapping. If σ is a homomorphism of rings then
it is also a Jordan homomorphism. This remains true if σ : R → R′ is an
antihomomorphism; this means that σ is a homomorphism of the additive
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groups, sends 1 ∈ R to 1 ∈ R′, whereas (ab)σ = bσaσ for all a, b ∈ R. Of
course, this antihomomorphism σ is at the same time a homomorphism if Rσ
is a commutative subring of R′.
Let σ : R → R′ be a Jordan homomorphism of rings. If R and R′ are com-
mutative and if 1 + 1 ∈ R∗ then σ is a homomorphism. If R′ has no left or
right zero divisors then σ is a homomorphism or an antihomomorphism. See,
among others, [3], [63], and [82, p. 114]. Thus under certain circumstances
there will be no proper Jordan homomorphisms for two given rings, i. e.
Jordan homomorphisms that are neither a homomorphism nor an antihomo-
morphism.
Examples 4.3.9. We present some Jordan homomorphisms other than ho-
momorphisms.
(a) A well known example of an antiautomorphism (a bijective antihomo-
morphism of a ring onto itself) is as follows: Let R commutative ring
(or even a commutative field) and let Rm×m be the ring of m×m ma-
trices with entries from R with m ≥ 2. The transposition of matrices
is an antiautomorphism Rm×m → Rm×m.
(b) Suppose that R =
∏
j∈J Rj is the direct product of rings Rj. Similarly,
let R′ =
∏
j∈J R
′
j. Assume, furthermore, that σj : Rj → R
′
j is a family of
mappings, where each σj is a homomorphism or an antihomomorphism.
Then
σ :=
∏
j∈J
σj : R→ R
′ : (xj)j∈J 7→
(
x
σj
j
)
j∈J
is Jordan homomorphism.
If among the mappings σj there is a homomorphism, other than an an-
tihomomorphism, and an antihomomorphism, other than a homomor-
phism, then σ will be a proper Jordan homomorphism. Thus proper
Jordan homomorphisms can easily be found.
(c) Let V be a two-dimensional vector space over a commutative field K
and let b1, b2 be a basis. Then (1, b1, b2, b1∧b2) is a basis of the exterior
algebra
∧
V ; see [82, Section 7.2]. Hence there exists a unique K-linear
bijection σ :
∧
V →
∧
V with the following properties: σ interchanges
b2 with b1 ∧ b2 and fixes the remaining basis elements 1 and b1. In
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order to show that σ is a Jordan isomorphism, it suffices to verify the
last condition in (4.5) for the elements of the given basis. As a matter
of fact, that condition is satisfied in a trivial way: Clearly, it is true
if a = 1 or b = 1, otherwise it follows from v1 ∧ v2 ∧ v3 = 0 for all
v1, v2, v3 ∈ V . Because of
(b1 ∧ b2)
σ = b2 6= 0, and b
σ
1 ∧ b
σ
2 = b1 ∧ b1 ∧ b2 = 0,
the Jordan isomorphism σ is proper.
4.3.10. If a Jordan homomorphism of K-algebras is at the same time a
K-linear mapping then it is called a K-Jordan homomorphism. The impor-
tance of K-Jordan isomorphisms is illustrated by the following result, due to
Armin Herzer, which is presented without proof. See [67, Theorem 9.2.1],
[2], [35], and [40, Chapter 4] for generalisations. Compare also with Proposi-
tion 2.3 and Proposition 3.6 in [64].
Theorem 4.3.11. Let R and R′ be a local algebras over K. Then the fol-
lowing assertions hold:
(a) If σ : R→ R′ is a K-Jordan isomorphism then the mapping
P(R)→ P(R′) :
{
R(1, a) 7→ R′(1σ, aσ),
R(a, 1) 7→ R′(aσ, 1σ),
is a well defined isomorphism of chain geometries.
(b) If, moreover, #K ≥ 3 then every isomorphism of Σ(K,R) onto
Σ(K,R′) is the product of a mapping as in (a) and a projectivity of
P(R′).
4.3.12. By the above, we know not only all automorphisms of the DDs from
Theorem 4.3.4, but also all isomorphisms between such DDs, provided that
#K ≥ 3. Of course, “to know” means that the problem is reduced to finding
all K-Jordan isomorphisms between the underlying K-algebras.
According to [64, Remark 4.3.2], there exist non-isomorphic Laguerre alge-
bras which give rise to isomorphic chain geometries and therefore, by Theo-
rem 4.2.2, to isomorphic divisible designs. However, those Laguerre algebras
are Jordan isomorphic.
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4.4 Other kinds of blocks
4.4.1. The construction of a DD from a chain geometry over a finite local
algebra, as described in Theorem 4.3.4, can be generalised by modifying the
set of blocks as follows.
Theorem 4.4.2. Let R be an finite-dimensional local algebra over K =
GF(q), with R/ radR ∼= GF(qm), whence dimK R = hm for some positive
integer h. Furthermore, let C0 be the standard chain of the chain geometry
Σ(K,R), and suppose the base block B0 to be chosen as follows:
(a) B0 := C0 \ {R(1, 0)}, for q > 2.
(b) B0 := C0 \ {R(1, 0), R(0, 1)}, for q > 3.
(c) B0 := C0 \ {R(1, 0), R(0, 1), R(1, 1)}, for q > 4.
This gives, according to Theorem 4.1.2, a 3-(s, k, λ3)-divisible design with
v = qhm + q(h−1)m and s = q(h−1)m.
The remaining parameters k and λ3 are
k = q, λ3 = q − 2, in case (a),
k = q − 1, λ3 =
1
2
(q − 2)(q − 3), in case (b),
k = q − 2, λ3 =
1
6
(q − 2)(q − 3)(q − 4), in case (c).
Proof. Firstly, we observe that #C0 = q + 1 and that C0 is a ‖-transversal
subset. So the assumptions on the cardinality of q guarantee that B0 has at
least three points.
Next, since GL2(R) acts 3-△-transitively on P(R), it suffices to determine
the number of blocks through M := {R(1, 0), R(0, 1), R(1, 1)}. By Theorem
4.2.2, the standard chain C0 is the only chain containing M . Henceforth any
block containing M has to be a subset of C0. There are
(
q − 2
j
)
possibilities
to choose a j-set W in C0 \M , where j ∈ {1, 2, 3}. We infer from Theorem
3.4.7 that each such C0 \W is a chain. This proves the assertions on λ3. The
rest is clear from Theorem 4.3.4.
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4.4.3. The previous theorem is taken from [55]. It suggests to remove four
or even more points from the standard chain in order to obtain a base block
for a 3-DD. It is possible to treat the case for four points by considering the
number of cross ratios that arise if those points are written in any order. In
general, four distinct points determine six cross ratios, but for a harmonic,
equianharmonic, or superharmonic tetrad there are less than six values; cf.
[77, Section 6.1]. Thus several cases have to be treated separately. We refer
to [55], and note that the results from there carry over immediately to our
slightly more general setting of a local algebra. Also, the “complementary”
setting where a 4-subset of the standard chain is chosen to be the base block
is described in [55]. As before, cross ratios are the key to calculating the
parameter λ3.
4.4.4. Yet another “natural choice” of a base block is the projective line over
such a field L ⊂ R which meets the requirements of the Wedderburn principle
theorem (see 4.3.2). A general treatment of these DDs seems to be missing
in the literature. We present here the following example which is based on
[92, Exercise XIX.1]. See also [39] for a generalisation.
Example 4.4.5. Let L := GF(4) = {0, 1, τ, τ 2} be the field with four
elements. Its multiplicative group is cyclic of order three. Addition in L
is subject to x + x = 0 for all x ∈ L, and 1 + τ = τ 2. The mapping
σ : L→ L : x 7→ x2 is easily seen to be an automorphism of order two.
We consider the local ring R := GF(4)[ε; σ] of twisted dual numbers over L.
Thus
ε2 = 0 and εx = xσε = x2ε for all x ∈ L;
cf. Example 3.5.4 (d). R is a local algebra over K := GF(2) ⊂ L, but not an
algebra over L, because τ is not in the centre of R. The radical of R is radR =
Lε = εL. An isomorphism R/ radR → L is given by (x + yε) + radR 7→ x
for all x, y ∈ L.
Following Theorem 3.4.8 we determine the normaliser of L∗ in R∗. The units
in R∗ have the form
n = x+ yε with x ∈ L∗ and y ∈ L.
Given such an n we clearly have n−11n = 1. By n−1τ 2n = (n−1τn)2, it
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remains to calculate n−1τn. We obtain
n−1τn = (x+ yε)−1τ(x+ yε)
= (x−1 − yε)τ(x+ yε)
= τ + x−1τyε− yετx− yετyε
= τ + x−1τyε− x2yτ 2ε− y3τ 2ε2
= τ(1 + x2y(1− τ)ε).
As x2y can assume all values in L, there are four possibilities, viz.
x2y = 0 : n−1τn = τ ∈ L∗,
x2y = 1 : n−1τn = τ + ε /∈ L∗,
x2y = τ : n−1τn = τ + τε /∈ L∗,
x2y = τ 2 : n−1τn = τ + τ 2ε /∈ L∗.
We infer that n = x + yε is in the normaliser of L∗ in R∗ if, and only if,
y = 0. Consequently, this normaliser coincides with L∗. By #L∗ = 3 and
#R∗ = 16−4 = 12, there are four chains through any three mutually distant
points. Summing up, we have shown that(
P
(
GF(4)[ε; σ]
)
, C
(
GF(4),GF(4)[ε; σ]
)
, ‖
)
is a transversal 3-(4, 5, 4)-DD with v = 20 points and b = 256 blocks. As a
matter of fact, we actually have a 4-(4, 5, 1)-DD: Given any R-transversal
4-set, say {p0, p1, p2, p3}, precisely one of the four blocks through p0, p1, p2
will contain p3.
4.5 Notes and further references
4.5.1. All finite chain geometries (not only Laguerre geometries) have nice
point models in finite projective spaces, and models in terms of finite Grass-
mannians. See the many references in [31], [32], [40, Chapter 11], and [67,
p. 812]. Thus, many DDs from this chapter allow—up to isomorphism—other
descriptions from which their connection with finite local algebras may not
be immediate.
For example, the DD which belongs to the algebra of dual numbers over
GF(q) arises also as follows:
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(a) The points of the DD are the points of a quadratic cone without its
vertex in the three-dimensional projective space over GF(q). The blocks
are the non-degenerate conic sections of this cone. The point classes are
the generators of this cone, the vertex being removed from them. This
is the finite analogue of the Blaschke cone.
(b) The points of the DD are the lines of a parabolic linear congruence with-
out its axis in the three-dimensional projective space over GF(q). The
blocks are the reguli which are entirely contained in this congruence.
The point classes are the pencils of lines which are entirely contained
in this congruence, the axis being removed from them.
The Klein mapping—carrying the name of Felix Klein (1849–1925)—is
a one-one correspondence between the set of lines of the three-dimensional
projective space over a commutative field K and the set of points of a certain
quadric in a five-dimensional projective space over K; it is called the Klein
quadric. A reader who is familiar with this mapping will notice immediately
that the Klein image of the model in (b) is just the model described in (a).
However, the ambient space of the cone now is a three-dimensional tangent
space of the Klein quadric. Cf. [76, 15.4].
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Chapter 5
An Outlook: Finite Chain
Geometries
5.1 A parallelism based upon the Jacobson
radical
5.1.1. Now we turn our attention to the projective line over an arbitrary
ring R, as we present the announced definition of parallel points in the gen-
eral case. It is taken from [36], where the term “radical parallelism” is used
instead: A point p ∈ P(R) is called parallel to a point q ∈ P(R) if
x △ p ⇒ x △ q
holds for all x ∈ P(R). In this case we write p ‖ q. By definition, the distant
relation on P(R) is a GL2(R)-invariant notion. Hence
p ‖ q ⇔ pγ ‖ qγ (5.1)
holds for all p, q ∈ P(R) and all γ ∈ GL2(R).
Clearly, the relation ‖ is reflexive and transitive. We shall see below that ‖
is in fact an equivalence relation; also it will become clear that our previ-
ous definition of parallel points (R a local ring) is a particular case of the
definition from the above.
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5.1.2. The connection between the parallelism on P(R) and the Jacobson
radical of R (cf. 3.5.1) is as follows: We consider the factor ring R/ radR =: R
and the canonical epimorphism R→ R : a 7→ a+radR =: a. It has the crucial
property
a ∈ R∗ ⇔ a ∈ R ∗ (5.2)
for all a ∈ R; cf. [86, Proposition 4.8]. The Jacobson radical of the factor
ring R/ radR is zero [86, Proposition 4.6].
In geometric terms we obtain a mapping
P(R)→ P(R) : p = R(a, b) 7→ R(a, b) =: p (5.3)
which is well defined and surjective [31, Proposition 3.5]. Furthermore, as a
geometric counterpart of (5.2) we have
p △ q ⇔ p △ q (5.4)
for all p, q ∈ P(R), where we use the same symbol to denote the distant
relations on P(R) and on P(R), respectively. See Propositions 3.1 and 3.2 in
[31]. Of course, all this is a generalisation of the mapping given in (3.19),
where R was supposed to be local.
The following is taken from Theorem 2.2 and Corollary 2.3 in [36]:
Theorem 5.1.3. The mapping given by (5.3) has the property
p ‖ q ⇔ p = q (5.5)
for all p, q ∈ P(R). Consequently, the parallelism (‖) on the projective line
over a ring is an equivalence relation.
Let us write [p] for the parallel class of p ∈ P(R). It can be derived from
(5.5) that
#[p] = # radR (5.6)
for all p ∈ P(R). Thus the cardinality of radR can be recovered from the
P(R) as the cardinality of an arbitrarily chosen class of parallel points. In
particular, ‖ is the equality relation if, and only if, radR = {0}.
An easy consequence of (5.4) and Theorem 5.1.3 is
p ‖ q ⇔ p = q ⇒ p 6△ q ⇔ p 6△ q (5.7)
for all p, q ∈ P(R). In general, however, the converse of (5.7) is not true:
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Theorem 5.1.4. Let R be an arbitrary ring. The relations “parallel” (‖) and
“non-distant” ( 6△) on P(R) coincide if, and only if, R is a local ring.
For a proof we refer to [36, Theorem 2.5]. By the above, our two definitions
of parallel points in 3.5.8 and 5.1.1 coincide in case of a local ring.
5.2 Counting the point set
5.2.1. Let R be a finite ring. The problem to determine the number of
points of the projective line over R is intricate. Our approach follows [124,
Section 10] and it uses the following famous theorem on the structure of
semisimple rings due to Joseph Henry Maclagan-Wedderburn and
Emil Artin; cf. [86, Theorem 3.5]. We state it only for the particular case
of a finite ring:
Theorem 5.2.2. Let R be a finite ring such that radR is zero. Then R is
isomorphic to a direct product R1 × R2 × · · · × Rn, where each Ri is a full
matrix ring GF(qi)
mi×mi. The number n is uniquely determined, as are the
pairs (mi, qi) for i ∈ {1, 2, . . . , n}.
5.2.3. It is possible to count the number of points of the projective line over
the ring of m ×m matrices with entries from GF(q), because there exists a
bijection from this projective line onto the set ofm-dimensional subspaces of a
2m-dimensional vector space over the same field. This result is due toXavier
Hubaut [79, p. 500], who proved it for an arbitrary commutative field K
instead of GF(q). This powerful tool was generalised by Andrea Blunck
[24, Theorem 2.1] to the ring of endomorphisms of a vector space, without any
restriction on its dimension or the ground field. We add in passing that the
projective line over a matrix ring is essentially nothing else but a particular
example of a projective space of matrices as considered in [126, p. 124]; see
also [37] and [78].
By virtue of this bijection and by a result of Joseph Adolphe Thas [122,
3.3], we obtain
#
(
P(GF(q)m×m)
)
=
m−1∏
i=0
q2m−i − 1
qm−i − 1
. (5.8)
See also [77, Theorem 3.1].
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Next, it is easy to see that the projective line over a direct product of rings,
say
R1 ×R2 × · · · × Rn,
is in one-one correspondence with the cartesian product1
P(R1)× P(R2)× · · · × P(Rn).
Hence the Wedderburn-Artin Theorem 5.2.2 and formula (5.8) provide the
number of points on the projective line over a direct product of matrix rings.
Finally, given any finite ring R we infer from (5.6) that
#P(R) =
(
#radR
)(
#P(R)
)
, (5.9)
where R = R/ radR. Since radR = 0, we can apply our result from the
above to count the number of points on P(R), thus obtaining a formula for
the number of points of the projective line P(R).
5.3 Divisible designs vs. finite chain geome-
tries
5.3.1. To end this series of lectures, let us compare the definition of a divisible
design from 2.1.3 with properties of a chain geometry Σ(K,R), where R is a
finite ring. Given Σ(K,R) we can associate with it the positive integers
v := #P(R), t := 3, s1 := # radR, s2 := v −#R, k := #K + 1, and λt,
(5.10)
where λt is the constant number of blocks through any t = 3 mutually distant
points. As we saw, λt depends on “how” the field K is embedded in R, whence
we cannot not state a precise value. We remark that v ≥ #R+#radR implies
the inequality
s2 ≥ #R +#radR −#R = #radR.
5.3.2. Given a finite chain geometry the following assertions hold, where we
use the constants introduced in (5.10):
1The case Z6 ∼= GF(2)×GF(3) is illustrated in Figure 3.2.
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(A1) #[x] = s1 for all x ∈ P(R).
(A2) #{y ∈ P(R) | y 6△ x} = s2 for all x ∈ P(R).
(B1) C(K,R) is a set of subsets of P(R) with #C = k for all chains C ∈
C(K,R). The points of any chain are mutually distant.
(C1) For each t-subset Y ⊂ P(R) of mutually distant points there exist a
exactly λt chains of C(K,R) containing Y .
(D1) t ≤
v
s1
.
Thus any finite chain geometry is “almost” a 3-divisible design. However,
unless R is a local ring, a ‖-transversal 3-subset of P(R) need not be a subset
of any chain, and the parameter s1 need not coincide with s2.
On the other hand, the preceding conditions (A1)–(D1) could serve as a
starting point for the investigation of “divisible design-like structures” in the
future.
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Index
admissible pair, 28
affine line over a ring, 26
affine plane, 9
order of an, 9
algebra, 36
alternative, 49
exterior, 43
local, 42
alphabet, 21
antihomomorphism of rings, 54
automorphism
of Zn
m
, 20
of a code, 21
of a DD, 12
base block, 17
basis, 27
standard, 28
Benz plane, 48
Blaschke cone, 25, 60
Blaschke cylinder, 25
block, 6
extended, 21
of imprimitivity, 16
starter, 17
central indeterminate, 42
centre
of a group, 34
of a ring, 34
chain, 37
standard, 37
chain geometries
isomorphism of, 37
chain geometry, 37
chain space, 48
weak, 48
circle plane, 48
topological, 48
code
m-ary, 21
automorphism of, 21
code of a DD, 21
codeword, 21
complex projective line, 27
constant weight code, 21
contact space, 48
cross ratio, 58
cycle, 24
DD, 6
automorphism of a, 12
code of a, 21
parameters of a, 6, 11
regular, 7
simple, 6
transversal, 7
DDs
isomorphism of, 12
Dedekind-finite ring, 26
design, 12
divisible, 6
groop-divisible, 7
group-divisible, 7
difference set
relative, 22
△-transitive group action, 33
distant graph, 35
distant points, 32
division ring, 27
dual numbers, 25, 42
dual of a projective line, 28
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element
invertible, 26
left invertible, 26
right invertible, 26
elementary subgroup, 31
embedding, 35
equianharmonic tetrad, 58
extended block, 21
extended point class, 21
exterior algebra, 43
faithful representation, 14
field, 27
skew, 27
field extension
geometry of a, 46
free of rank n, 27
Galileian plane
inversive, 25
Galois field, 44
Galois ring, 51
general linear group, 28
geometry of a field extension, 46
groop-divisible design, 7
group
centre of a, 34
general linear, 28
projective linear, 34
symmetric, 14
group action, 14
△-transitive, 33
imprimitive, 16
primitive, 16
regular, 15
sharply transitive, 15
t-homogeneous, 15
t-transitive, 15
transitive, 15
group operation, 14
group-divisible design, 7
Hamming distance, 20
Hamming weight, 20
harmonic tetrad, 58
ideal
nilpotent left (right), 41
ideal point, 21
imprimitive group action, 16
imprimitivity
block of, 16
improper point, 35
indeterminate
central, 42
inverse, 26
left, 26
right, 26
inversive Galileian plane, 25
invertible element, 26
isomorphism
of chain geometries, 37
of codes, 21
of DDs, 12
Jacobson radical, 41
Jordan homomorphism, 54
proper, 55
Jordan isomorphism of rings, 54
Jordan system, 49
K-algebra, 36
K-chain, 37
K-Jordan homomorphism, 56
Klein mapping, 60
Klein quadric, 60
Laguerre geometry, 24, 48
left artinian ring, 41
left inverse, 26
left invertible, 26
left invertible element, 26
left zero divisor, 26
length, 21
line, 9
affine, over a ring, 26
complex projective, 27
dual of a projective, 28
projective, over a field, 27
projective, over a ring, 28
lines
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parallel, 9
local algebra, 42
local ring, 41
m-ary code, 21
module
free of rank n, 27
Mo¨bius geometry, 46
neighbourhood, 35
neighbouring points, 33
nilpotent left (right) ideal, 41
normaliser, 38
numbers
dual, 25, 42
twisted dual, 43, 58
octahedron
regular, 8, 13
orbit, 15
order
of a projective plane, 9
of an affine plane, 9
pair
admissible, 28
unimodular, 31
Pappos configuration, 7
parallel class, 62
parallel lines, 9
parallel points, 33, 46, 61
parallel spears, 24
parallelism, 24
parameters of a DD, 6, 11
partial affine space, 49
permutation, 14
permutation representation, 14
plane
affine, 9
projective, 8
point, 6, 26, 28
ideal, 21
improper, 35
proper, 35
point class, 6
extended, 21
point group, 7
points
distant, 32
neighbouring, 33
parallel, 33, 46, 61
pointwise stabiliser, 16
primitive group action, 16
projective line
complex, 27
dual of a, 28
over a field, 27
over a ring, 28
projective linear group, 34
projective plane, 8
order of a, 9
projective space of matrices, 63
projectivity, 34
proper Jordan homomorphism, 55
proper point, 35
R-transversal subset, 6
R-transversal t-tuple, 18
regular DD, 7
regular group action, 15
regular octahedron, 8, 13
relative difference set, 22
representation, 14
faithful, 14
right inverse, 26
right invertible, 26
right invertible element, 26
right translation, 26
right zero divisor, 26
ring
centre of a, 34
Dedekind-finite, 26
left artinian, 41
local, 41
stable rank of a, 31
rings
antihomomorhism of, 54
Jordan homomorphism of, 54
Jordan isomorphism of, 54
setwise stabiliser, 16
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sharply transitive group action, 15
simple DD, 6
Singer group, 22
skew field, 27
space
partial affine, 49
spear, 24
spears
parallel, 24
stabilizer
pointwise, 16
setwise, 16
stable rank of a ring, 31
standard basis, 28
standard chain, 37
starter block, 17
starter DD, 23
subgroup
elementary, 31
subset
R-transversal, 6
superharmonic tetrad, 58
symmetric group, 14
t-homogeneous group action, 15
t-transitive group action, 15
t-tuple
R-transversal, 18
tangency relation, 24
tetrad
equianharmonic, 58
harmonic, 58
superharmonic, 58
theorem
of Spera, 16
of Wedderburn (on finite fields), 47
Wedderburn principal, 52
Wedderburn-Artin, 63
topological circle plane, 48
transitive group action, 15
translation
right, 26
translation DD, 22
transversal DD, 7
twisted dual numbers, 43, 58
unimodular pair, 31
unit, 26
vector, 27
weak chain space, 48
Wedderburn principal theorem, 52
Wedderburn theorem (on finite fields), 47
Wedderburn-Artin theorem, 63
zero divisor
left, 26
right, 26
79
