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COMPRESSIBLE EULER EQUATION WITH DAMPING ON
TORUS IN ARBITRARY DIMENSIONS
NAN LU
LEHIGH UNIVERSITY
Abstract. We study the exponential stability of constant steady state
of isentropic compressible Euler equation with damping on Tn. The local
existence of solutions is based on semigroup theory and some commuta-
tor estimates. We propose a new method instead of energy estimates to
study the stability, which works equally well for any spatial dimensions.
1. Introduction
We consider the compressible Euler equation with frictional damping in
a periodic box [0, 1]n, which takes the form
(1.1)


ρt +∇ · (ρU) = 0,
(ρU)t +∇ · (ρU ⊗ U) +∇P = −αρU,
(ρ, U)(x, 0) = (ρ0, U0)(x),
(ρ, U)(t, · · · , xi, · · · ) = (ρ, U)(t, · · · , xi + 1, · · · ) ∈ Rn+1 , t ≥ 0,∫
[0,1]n
ρ0 dx = ρ > 0.
Our goal is show the exponential stability of the steady state (ρ, 0).
Such a system occurs in the mathematical modeling of compressible flow
through a porous medium. Here the unknowns ρ, U and P denote the den-
sity, velocity and pressure, respectively. The constant α > 0 models friction.
We assume the flow is a polytropic perfect gas, then P (ρ) = P0ρ
γ , where
γ > 1 is the adiabatic gas exponent. To keep our exposition clean (but not
loss of generality), we will take P0 =
1
γ
, α = 1 and ρ = 1 starting from
section 2.
There exist extensive literatures in past decades about compressible Euler
equation subject to various initial and initial-boundary conditions. Both
classical and weak solutions are constructed and their long time behavior
are investigated. For the Cauchy problem, we refer the readers to [8, 19,
21, 22] and references therein for the existence of small smooth solutions; to
[3, 5, 20] for L∞ solutions. For large time behavior of solutions, we refer to
[12, 14, 23] for small smooth solutions and [6, 24] and references therein for
weak solutions. In the direction of initial-boundary value problems, we refer
to [9, 10, 13] for small solutions and [17] for L∞ solutions. For non-isentropic
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flows, see [15, 16] and references therein. It is also worth to mention some
recent work [1, 2, 11] for hyperbolic systems with partial dissipations in
several spatial dimensions.
With the notation introduced in section 2, our main result is the following:
Main Theorem. Let s > n2 . There exists ǫ⋆ > 0 and δ > 0 such that if‖ρ0 − ρ‖s+1 + ‖U0‖s+1 < ǫ⋆, there exists a unique solution with initial value
(ρ0, U0) such that
(ρ, U) ∈ C0([0,∞),Xs+1) ∩ C1([0,∞),Xs),
which also satisfies
‖ρ(t, ·) − ρ‖s+1 + ‖U(t, ·)‖s+1 ≤ C(‖ρ0 − ρ‖s+1 + ‖U0‖s+1)e−δt.
The result in this paper is not new (especially in low dimensions) for
researchers working on compressible Euler equations. However, the method
we use is new in the literature. Moreover, the proof is simpler and shorter
compared to earlier works and applies to any spatial dimensions equally well.
Energy estimates is the standard approach for analyzing global existence
and asymptotic behavior of partial differential equations. However, such
method gets a little tediously long when the spatial dimension increases,
because the function spaces needs to more regular in order to make the
equation well-posed. The main contribution of this paper is contained in
subsection 3.3, where we propose a new method to obtain the decay property
of small solutions. Our strategy is to make a change of coordinate so that the
solution lives on a subspace under such coordinate system. Unlike the usual
coordinate system using a fixed frame, we define ours by using a moving
frame which depends on the solution itself. Under such moving frame, we
can decompose the solution into two parts and discover the decay property.
The rest of this paper is organized as follows. In Section 2, we introduce
some notations and rewrite (1.1) in a dynamical system form. In Section 3,
we present the proof of the Main Theorem.
2. Set Up
Throughout this paper, we use Hs to denote Sobolev space of periodic
functions equipped with norm ‖ · ‖s, i.e.,
‖f‖s , (
∑
|α|≤s
‖Dαf‖2L2)
1
2 ,
where α is a multi-index.
For any vector valued function F = (f1, · · · , fm) : [0, 1]n −→ Rm,
‖F‖s ,
n∑
i=1
‖fi‖s.
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For any s ∈ Z, we define Banach spaces
Xs , {(f, g)
∣∣f ∈ Hs, g ∈ ⊕nHs} , X˜s , {(f, g) ∈ Xs∣∣
∫
[0,1]n
f(x) dx = 0},
which are equipped with norms
‖(f, g)‖s , ‖f‖s + ‖g‖s.
From now on, we will assume P0 =
1
γ
, α = 1 and ρ = 1. Let θ = γ−12 and
σ = ρ
θ−1
θ
. Then the system (1.1) can be written as
(2.1)


(
σ
U
)
t
=
(
0 −∇·
−∇ −1
)(
σ
U
)
−
(
U · ∇ θσ∇·
θσ∇ U · ∇
)(
σ
U
)
,
(σ,U)(x, 0) = (σ0, U0)(x),∫
[0,1]n
σ0 dx = σ.
It is clear that classical solutions of (1.1) and (2.1) are equivalent through
the transformation σ = ρ
θ−1
θ
. Let
A ,
(
0 −∇·
−∇ −1
)
, Bσ,U , −
(
U · ∇ θσ∇·
θσ∇ U · ∇
)
and (2.1) can be written abstractly as
(2.2) (σ,U)t = (A+Bσ,U )(σ,U).
For any bounded linear operator T ∈ L(X,Y ), we use |T |L(X,Y ) to denote
the operator norm. We will drop the subscript if the context causes no
confusion. For any Banach space Z, we use Bδ(Z) to the denote the ball
centered at the origin of radius δ in Z.
3. Proof
In this section, we give the proof of the Main Theorem. We split this
section into three subsections. In subsection 3.1, we show that A gener-
ates a semigroup T (t) and A + Bσ,U generates an evolutionary operator
Mσ,U for suitably chosen (σ,U), respectively. To make our presentation
self-contained, we prove local well-posedness in subsection 3.2. In subsec-
tion 3.3, we analyze the asymptotic behavior of local solutions.
3.1. Semigroup and Evolutionary Operator. In this subsection, we
provide estimates on the semigroup and the evolutionary operator gener-
ated by A and A+Bσ,U on Xs. We begin with some properties of A.
Lemma 3.1. The linear operator A generates a strongly continuous semi-
group T (t) on Xs for every s. Moreover, there exists K ≥ 1 such that for
t ≥ 0,
(3.1) |T (t)|L(Xs ,Xs) ≤ K , |T (t)|L(X˜s ,X˜s) ≤ Ke−
1
2
t.
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Proof. Since A is a closed, densely defined linear operator and is the sum of
an anti-selfadjoint and a bounded linear operator, the standard semigroup
theory implies A generates a C0-semigroup T (t) on Xs. Let Aˆ(ξ) be the
symbol of A, namely,
Aˆ(ξ) =
(
0 −iξT
−iξ −I
)
, ξ ∈ Zn.
The above matrix has eigenvalues −1 with multiplicity n − 1 and λ1 =
−12 + 12
√
1− 4|ξ|2, λ2 = −12 − 12
√
1− 4|ξ|2. For ξ ∈ Zn/{0}, we choose an
orthonormal basis as follows
V1 =
1√
|ξ|2 + |λ2|2
(−iλ2
ξ
)
, V2 =
(
h0
h1
)
=


i|ξ|2
λ2
√
|ξ|4
|λ2|
2+|ξ|
2
ξ√
|ξ|4
|λ2|
2+|ξ|
2

 ,
Vi =
(
0
ηi
)
, ηi ∈ {Cξ}⊥ , 1 ≤ i ≤ n− 1.
Let R(ξ) = (V1, · · · , Vn+1) and we have R(ξ) is unitary, namely, R−1(ξ) =
R⋆(ξ) = Rt(ξ). Consequently,
R−1(ξ)Aˆ(ξ)R(ξ)
=


h0 ht1
iλ2√
|ξ|2+|λ2|2
ξt√
|ξ|2+|λ2|2
0 ηt1
...
...
0 ηn−1


(
0 −iξt
−iξ −1
)
h0 −
iλ2√
|ξ|2+|λ2|2
0 · · · 0
h1
ξ√
|ξ|2+|λ2|2
η1 · · · ηn−1


=


−iht1 · ξh0 − ih0ξt · h1 − 1|h1|2 −h
t
1·ξλ2−ih0|ξ|
2−1ht1·ξ√
|ξ|2+|λ2|2
−i|ξ|2h0+(λ2−1)ξt·h1√
|ξ|2+|λ2|2
(λ2−λ2−1)
|ξ|2+|λ2|2
0
0 −In−1


=

λ2 0−1 λ1 0
0 −In−1

 , B(ξ).
It follows that
etB(ξ) =

 e
λ2t 0
− eλ2t−eλ1t
λ2−λ1
eλ1t
e−tIn−1

 .
We note that for ξ ∈ Zn/{0}, there exists K ≥ 1 independent of ξ such that
|e
λ2t − eλ1t
λ2 − λ1 | ≤ Ke
− 1
2
t,
COMPRESSIBLE EULER WITH DAMPING ON TORUS 5
which implies
|etAˆ(ξ)|L(Cn+1,Cn+1) = |etR
−1(ξ)B(ξ)R(ξ)| = |R−1(ξ)etB(ξ)R(ξ)| ≤ Ke− 12 t.
For ξ = 0, we have Aˆ(0) =
(
0 0
0 −1
)
. Therefore, for t ≥ 0,
(3.2) |T (t)|L(Xs ,Xs) ≤ K , |T (t)|L(X˜s ,X˜s) ≤ Ke−
1
2
t.

Proposition 3.2. Let s > n2 and ǫ⋆ > 0 be a sufficiently small constant.
For any (σ,U) such that ‖(σ,U)‖C0([0,T ],Xs+1) < ǫ⋆, A + Bσ,U generates an
evolutionary system Mσ,U (t, τ) on Xs, which satisfies
(3.3) |Mσ,U (t, τ)|L(Xs ,Xs) ≤ e(Cǫ⋆+1)(t−τ) for 0 ≤ τ ≤ t ≤ T,
where C only depends on s and n.
Proof. For any (σ1, U1) ∈ Xs+1, we have
< Bσ,U
(
σ1
U1
)
,
(
σ1
U1
)
>Hs
=−
∑
|α|≤s
∫
[0,1]n
Dα
(
U · ∇σ1 + θσ∇ · U1
θσ∇σ1 + U · ∇U1
)
·Dα
(
σ1
U1
)
dx
=−
∫
[0,1]n
(U ·Ds∇σ1 + θσDs∇ · U1)Dsσ1 + (θσDs∇σ1 + U ·Ds∇U1) ·DsU1 dx+ l.o.t
=
∫
[0,1]n
∇ · U(1
2
(Dsσ1)
2) +∇(θσ) · (Dsσ1DsU1) +∇ · U(1
2
U1 · U1) dx+ l.o.t
≤C‖D(σ,U)‖L∞‖(σ1, U1)‖2s ≤ Cǫ⋆‖(σ1, U1)‖2s,
where C only depends on s and n. This means Bρ,U − Cǫ⋆ is dissipative.
Let A˜ =
(
0 −∇·
−∇ 0
)
, i.e., A˜ = A +
(
0 0
0 In×n
)
. Since A˜ is anti-
selfadjoint, it generates a unitary group U(t) for t ∈ R. Note that
‖(Bρ,U − Cǫ⋆)(σ1, U1)‖s
≤‖U · ∇σ1 + θσ∇ · U1‖s + ‖θσ∇σ1 + U · ∇U1‖s +Cǫ⋆‖(σ1, U1)‖s
≤C(‖(σ,U)‖L∞ + ‖D(σ,U)‖L∞ )(‖∇σ1‖s + ‖∇ · U1‖s) + Cǫ⋆‖(σ1, U1)‖s
≤Cǫ⋆‖A(σ1, U1)‖s + Cǫ⋆‖(σ1, U1)‖s.
Therefore, by Corollary 3.3.3 in [18], A˜ + Bρ,U − Cǫ⋆ generates a family of
contractions on Xs for small ǫ⋆. Since
(
0 0
0 −In×n
)
is bounded with norm
equal to 1. Consequently, A+Bρ,U−Cǫ⋆ generates an evolutionary operator
Mσ,U with satisfies (3.3). 
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3.2. Local existence. In this subsection, we prove the local existence of
small initial data though a contraction mapping argument. Recall that we
obtain the evolutionary system Mσ,U (t, τ) ∈ L(Xs,Xs) for small (σ,U) ∈
Xs+1. Therefore, we need to show such operator also maps Xs+1 to Xs+1.
This fact can be proved by the following commutator estimate. The main
idea is developed by Kato in [7], which has wide applications in studying
local well-posedness of quasi-linear equations. Let
Sf(x) ,
∑
ξ∈Zn
e2πix·ξ(1 + |ξ|2) 12 fˆ(ξ),
which is an isomorphism between Xs+1 and Xs such that |S| = |S−1| = 1.
Lemma 3.3. Let s > n2 and (σ,U) ∈ Xs+1, then
S(A+Bσ,U )S
−1 − (A+Bσ,U ) ∈ L(Xs,Xs).
Proof. It is clear that A commutes with S. Thus, we only need to show
SBσ,US
−1 − Bσ,U ∈ L(Xs,Xs). The Fourier transform of the difference
operator has kernel
( ̂SBσ,US−1 − Bˆσ,U )(ξ, η)
=
(
(1 + |ξ|2) 12 − (1 + |η|2) 12 )
(
Uˆ(ξ − η) · (iη) θσˆ(ξ − η)(iηT )
θσˆ(ξ − η)(iη) Uˆ(ξ − η) · (iη)
)
(1 + |η|2)− 12 .
Note that |η|√
1+|η|2
≤ 1 and
∣∣(1 + |ξ|2) 12 − (1 + |η|2) 12 ∣∣ =∣∣
∫ 1
0
d
dp
(1 + |pξ + (1− p)η|2) 12 dp∣∣
≤|ξ − η|
∫ 1
0
|pξ + (1− p)η|
(1 + |pξ + (1− p)η|2) 12
dp ≤ |ξ − η|.
Therefore, we have
(3.4)
| ̂SBσ,US−1 − Bˆσ,U | ≤ C
∑
η
|ξ − η|(|Uˆ (ξ − η)|+ |σˆ(ξ − η)|)
≤ C‖(σ,U)‖s+1,
which completes the proof. 
Consequently, for any y ∈ Xs+1, let x = Sy and we have
‖Mσ,U (t, τ)y‖s+1 = ‖S−1SMσ,US−1x‖s+1 ≤ |SMσ,U (t, τ)S−1|L(Xs,Xs)‖y‖s+1.
Therefore, if ‖(σ,U)‖C0([0,T ],Xs+1) < ǫ⋆, by (3.4), we have
(3.5) |Mσ,U (t, τ)|L(Xs+1,Xs+1) ≤ e(2Cǫ⋆+1)(t−τ),
where C depends only on s and n.
Define the following space
ZT , {(σ,U) ∈ C([0, T ],Xs)
∣∣∣(σ(0), U(0)) = (σ0, U0), ‖(σ,U)‖C0([0,T ],Xs+1) ≤ ǫ⋆},
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equipped with the norm ‖(σ,U)‖Z , ‖(σ,U)‖C0([0,T ],Xs). For any (σ0, U0) ∈
Xs+1 and (σ,U) ∈ Z, we let
F(σ,U, σ0, U0)(t) = Mσ,U (t, 0)(σ0, U0).
Proposition 3.4. Let s > n2 and ǫ⋆ > 0 such that (3.3) holds. Then for any‖(σ0, U0)‖s+1 ≤ ǫ⋆2e , the mapping F(·, ·, ρ0, U0) has a unique fixed point in
ZT for some T > 0. Consequently, for small initial data, (2.1) has a unique
solution
(3.6) (σ,U) ∈ C([0, T ],Xs+1) ∩C1([0, T ],Xs).
Proof. Let T = 12Cǫ⋆+1 < 1, where C depends on s and n appearing in
Proposition 3.2. For ‖(ρ, U)‖C0([0,T ],Xs+1) ≤ ǫ⋆, by (3.3) and (3.5), we have
(3.7)
‖F(σ,U, σ0, U0)‖Z ≤‖F(σ,U, σ0, U0)‖C0([0,T ],Xs+1)
≤e(2Cǫ⋆+1)T ǫ⋆
2e
< ǫ⋆,
which means F(·, ·, σ0, U0) mapsBǫ⋆(C0([0, T ],Xs+1)) andBǫ⋆(Z) into them-
selves, respectively.
For any (σ1, U1) and (σ2, U2) in Z, we have
‖F(σ1, U1, σ0, U0)−F(σ2, U2, σ0, U0)‖Z
= sup
t∈[0,T ]
‖
∫ t
0
Mσ1,U1(t, τ)(Bσ1,U1(τ)−Bσ2,U2(τ))Mσ2,U2(τ, 0)(ρ0, U0) dτ‖s
≤ sup
t∈[0,T ]
∫ t
0
e(cǫ⋆+1)(t−τ)‖(σ1 − σ2, U1 − U2)(τ)‖se(2cǫ⋆+1)τ‖(σ0, U0)‖s+1 dτ
≤e(2Cǫ⋆+1)T ‖(σ0, U0)‖s+1‖(σ1 − σ2, U1 − U2)‖Z ≤ 1
2
‖(σ1 − σ2, U1 − U2)‖Z ,
which implies F is a contraction on Bǫ⋆(Z). Therefore, F has a unique fixed
point in Z. To prove the fixed point is in Xs+1, we note that all iterations
(σn, Un) , F(σn−1, Un−1, σ0, U0) are bounded in Xs+1 due to (3.7). Conse-
quently, there exists a subsequence nj such that (σnj , Unj ) converges weakly
in Xs+1 and thus strongly in Xs. The limit of such subsequence is exactly
the fixed point of F . Therefore, the local solution of (2.1) is also in Xs+1
and (3.6) holds for T = 12Cǫ⋆+1 and all ‖(ρ0, U0)‖s+1 ≤ ǫ⋆2e . 
3.3. Asymptotic Behavior. In this subsection, we introduce a newmethod
to study the asymptotic behavior of local solutions obtained in the pre-
vious subsection. The method is motivated by the following observation.
From Lemma 3.1, we see that the phase space Xs can be decomposed into
two subspaces X˜s and its orthogonal complement generated by the vector
(σ,U) = (1, 0), which are invariant under the semigroup S(t). Moreover,
the semigroup has exponential decay on X˜s. Intuitively, for small (σ,U),
the linear operator Bσ,U is a small perturbation relative to A and thus we
expect a similar dynamical picture for Mσ,U . It turns out given any local
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solution (σ(t), U(t)), we can define a codimension one linear subspace E2(t)
for each t, which is isomorphic and close to X˜s, such that
(3.8) Xs = E1 ⊕ E2(t),
for 0 ≤ τ ≤ t ≤ T . Here E1 = {(σ,U) = (c, 0), c ∈ R}. By conjugating the
flow from E2(τ) onto X˜s and showing that the solution projected along E1
direction can be slaved by the projection along E2(t) direction , we discover
the exponential decay property of the solution.
We begin with the construction of E2(t) in the following Lemma. We will
use Pf to denote the average of f over [0, 1]n, i.e., Pf =
∫
[0,1]n f dx.
Lemma 3.5. Let s > n2 . There exists δ > 0 such that for all ‖(σ,U)‖s <
δ, there exist operators (L1, L2) : Bδ(Xs) −→ L(Xs,R) such that for all
(σ1, U1) ∈ Xˆs+1,
(3.9) (A+Bσ,U )
(
L1σ1 + L2U1 + σ1
U1
)
=
(
L1σ˜1 + L2U˜1 + σ˜1
U˜1
)
,
where
σ˜1 = (I − P )(U · ∇(L1σ1 + L2U1 + σ1) + (1 + θσ)∇ · U1),
U˜1 = (1 + θσ)∇(L1σ1 + L2U1 + σ1) + U1 + U · ∇U1.
Proof. We note (3.9) is equivalent to
(3.10)
0 =G(L1, L2;σ,U)(σ1, U1)
,P (U · ∇(L1σ1 + L2U1 + σ1) + (1 + θσ)∇ · U1)
− L1
(
(I − P )U · ∇(L1σ1 + L2U1 + σ1) + (1 + θσ)∇ · U1
)
− L2
(
(1 + θσ)∇(L1σ1 + L2U1 + σ1) + U1 + U · ∇U1
)
=P (U · ∇σ1 + θσ∇ · U1)− L1
(
(I − P )U · ∇σ1
+ (1 + θσ)∇ · U1
)− L2((1 + θσ)∇σ1 + U1 + U · ∇U1).
Consider G as a mapping from X˜−s × Xs to X˜−(s+1). It is obvious that
G(0, 0; 0, 0) = 0 and
DL1,L2G(0, 0; 0, 0)(L˜1 , L˜2) = (L˜1, L˜2)
(
0 −∇·
−∇ −I
)
.
Since
(
0 −∇·
−∇ −I
)
is an isomorphism between X˜r and X˜r−1 for any r,
the implicit function theorem implies there exists δ > 0 such that for any
‖(ρ, U)‖s < δ, there exists a unique pair of operators (L1, L2) ∈ L(Xˆs,R)
such that (3.9) (or equivalently (3.10)) holds. Moreover, (L1, L2) are smooth
in (σ,U) and
(3.11) L1(0, 0) = 0 , L2(0, 0) = 0 , |D(L1, L2)|C0(Bδ(X˜s),L(X˜s,X˜−s)) ≤ C1δ,
where C1 is independent of (σ,U). 
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We extend L1 to a linear functional on H
s (still denoted by L1) by setting
(3.12) L1f = L1(I − P )f , f ∈ Hs.
Consequently, we have
(3.13) L21 = 0 , L1L2 = 0 , (I + L1)
−1 = I − L1,
and
(3.14)
(
I + L1 L2
0 I
)−1
=
(
I − L1 −L2
0 I
)
.
Let (σ(t), U(t)) be a local solution of (2.1) and we define
E2(t) = {
(
I + L1(σ(t), U(t)) L2(σ(t), U(t))
0 I
)(
σ1
U1
) ∣∣∣(σ1, U1) ∈ X˜s}.
Recall that E1 = {(σ,U) = (c, 0), c ∈ R}. It is clear that
Xs = E1 ⊕ E2(t).
We then decompose (σ(t), U(t)) dynamically as
(3.15)
(
σ(t)
U(t)
)
=
(
c(t)
0
)
+
(
I + L1 L2
0 I
)(
(I − P )σ(t)
U(t)
)
.
Plugging such decomposition into (2.1), we have(
c
0
)
t
+
(
I + L1 L2
0 I
)
t
(
(I − P )σ
U
)
+
(
I + L1 L2
0 I
)(
(I − P )σ
U
)
t
=(A+Bσ,U )
(
I + L1 L2
0 I
)(
(I − P )σ
U
)
.
We note that(
I + L1 L2
0 I
)
t
(
(I − P )σ
U
)
=
(
∂tL1 ∂tL2
0 0
)(
(I − P )σ
U
)
∈ E1.
By the fact E1 ∩ E2(t) = {0} and (3.9), we obtain
(3.16) ct(t) = −∂tL1(I − P )σ − ∂tL2U,
and
(3.17)
(
I + L1 L2
0 I
)(
(I − P )σ
U
)
t
=(A+Bσ,U )
(
I + L1 L2
0 I
)(
(I − P )σ
U
)
.
Next we conjugate flows from E2(t) onto X˜s. Let(
σ1
U1
)
=
(
(I − P )σ
U
)
=
(
I − L1 −L2
0 I
)(
σ − c
U
)
∈ X˜s+1.
A straightforward computation shows (3.17) is equivalent to
(3.18)
(
σ1
U1
)
t
= (A+Bc+(I+L1)σ1+L2U1,U1 + B˜σ1,U1)
(
σ1
U1
)
,
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where B˜σ1,U1 = (B˜i,j) for i, j = 1, 2 and
B˜1,1 =L1U1 · ∇+ L2(1 + θ(c+ (I + L1)σ1 + L2U1))∇,
B˜1,2 =L1θ(c+ (I + L1)σ1 + L2U1)∇ ·+L1∇ ·+L2(I + U1 · ∇),
B˜2,1 =0 , B˜2,2 = 0.
Since we already have a local solution (σ,U), the linear operator on the
right hand side of (3.18) generates an evolutionary system M˜σ1,U1(t, τ) on
X˜s, which also maps X˜s+1 to X˜s+1.
Lemma 3.6. Under the hypothesis in Proposition 3.2, there exists K˜ > 0
such that the evolutionary system M˜(t, τ) satisfies
(3.19) |M˜ (t, τ)|
L(Xˆs+1,Xˆs+1)
≤ K˜e− 14 (t−τ) for 0 ≤ τ ≤ t ≤ T.
Proof. From the second estimate in (3.1), we can deduce for small ǫ⋆ and
any λ > −14 ,
‖(λ− (A+Bc+(I+L1)σ1+L2U1,U1 + B˜σ1,U1))−1‖L(X˜s,X˜s)
≤‖(I + (Bc+(I+L1)σ1+L2U1,U1 + B˜σ1,U1)(λ−A)−1)−1‖‖(λ −A)−1‖L(X˜s ,X˜s)
≤2 K
λ+ 12
≤ 4K.
By Theorem V.1.11 in [4], there exists K˜ > 0 such that (3.19) holds. The
proof is completed. 
The above lemma implies (σ1, U1) decays as long as (c, σ1, U1) are small.
Thus, if we can bound c in terms of (σ1, U1), the local solution can be
extended to a global one, which also satisfies the decay estimate. To con-
firm this fact, we first note that if ρ satisfies (1.1), then ρ − 1 satisfies the
Poincare's inequality, namely,
‖ρ− 1‖L2 ≤ C‖∇ρ‖L2 .
According to the definition of σ = ρ
θ−1
θ
, we also have
(3.20) ‖σ‖L2 ≤ C‖∇σ‖L2 .
From (3.16), we can write the solution c(t) = c(σ1, U1)(t), where we recall
(σ1, U1) = ((I − P )σ,U). By the standard ODE theory, c(·, ·) is smooth in
(σ1, U1). We claim that c(0, 0) = 0. If it is not true, by (3.16),
ct = 0 =⇒ c(t) = c,
which contradicts to (3.20). Consequently, there exists C independent of
(σ1, U1) such that
|c(σ1, U1)(t)| ≤ C(‖σ1(t)‖s+1 + ‖U1(t)‖s+1).
Using such estimate and Lemma 3.6, we conclude ‖σ1‖s+1+‖U1‖s+1 decays
exponentially. Therefore, the Hs+1 norm of (σ,U) also decay exponentially.
The proof of the Main Theorem is completed.
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