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DEFORMATIONS OF KUPERSHMIDT OPERATORS ON LEIBNIZ ALGEBRAS
AND LEIBNIZ BIALGEBRAS
YUNHE SHENG AND RONG TANG
Abstract. In this paper, we study (proto-, quasi-)twilled Leibniz algebras and the associated L∞-
algebras and differential graded Lie algebras. As applications, first we study the twilled Leibniz
algebra corresponding to the semidirect product of a Leibniz algebra and its representation. We
show that Kupershmidt operators on this Leibniz algebra can be characterized as Maurer-Cartan
elements of the associated gLa. Furthermore, a Kupershmidt operator will give rise to a dgLa that
can control its deformations. Then we introduce the notion of a Leibniz bialgebra and show that
matched pairs of Leibniz algebras, quadratic twilled Leibniz algebras and Leibniz bialgebras are
equivalent. We further define classical Leibniz-Yang-Baxter equation, classical Leibniz r-matrix
and triangular Leibniz bialgebra using the associated gLa and the twisting theory of twilled Leib-
niz algebras. We introduce the notion of a Leibniz-dendriform algebra as the algebraic structure
underlying a Kupershmidt operator, by which we can construct solutions of the classical Leibniz-
Yang-Baxter equation.
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1. Introduction
The paper is motivated by the following problems:
• Develop the deformation theory of Kupershmidt operators on Leibniz algebras. That
is, finding a dgLa whose Maurer-Cartan elements characterize deformations of Kuper-
shmidt operators and a cohomology theory such that the infinitesimal deformation of an
Kupershmidt operator can be identified with a cohomology class;
• Establish the bialgebra theory for Leibniz algebras. In particular, define what is a Leibniz
bialgebra, what is a classical Leibniz-Yang-Baxter equation and what is a classical Leibniz
r-matrix.
We solve these problems using the theory of twilled Leibniz algebras and their twisting.
The deformation of algebraic structures began with the seminal work of Gerstenhaber [22, 23]
for associative algebras. Then it was generalized to Lie algebras by Nijenhuis and Richard-
son [37, 38]. In general, deformation theory was developed for binary quadratic operads by Bal-
avoine [7]. In the deformation theory of an algebraic structure, on the one hand, there should be a
dgLa whose Maurer-Cartan elements characterize deformations of this object. On the other hand,
there should be a suitable cohomology so that the infinitesimal deformation can be identified
with a cohomology class. The cohomology groups for the deformation theories of associative
algebras and Lie algebras are the Hochschild cohomology groups and the Chevalley-Eilenberg
cohomology groups respectively.
The notion of a Leibniz algebra was introduced by Loday [33, 34] with the motivation in the
study of the periodicity in algebraic K-theory. Recently Leibniz algebras were studied from dif-
ferent aspects due to applications in both mathematics and physics [11, 15, 16, 17, 25, 27]. In
particular, as a model for “Leibniz algebras that satisfy Jacobi identity up to all higher homo-
topies”, the notion of a strongly homotopy Leibniz algebra, or a Lod∞-algebra was given in [30]
by Livernet, which was further studied by Ammar and Poncin in [1]. Uchino constructed such
kind of structures using higher derived bracket in [43]. See [28, 44] for more details of derived
brackets. Recently, Chen, Stie´non and Xu found that the algebraic structures underlying Atiyah
classes are exactly Lod∞-algebras [12].
A Rota-Baxter operator of weight zero on a Lie algebra was introduced in the 1980s as the
operator form of the classical Yang-Baxter equation, named after the physicists C. N. Yang and
R. Baxter [9, 46]. The classical Yang-Baxter equation plays important roles in many fields in
mathematics and mathematical physics such as integrable systems and quantum groups [14, 39].
See [26] for more details on Rota-Baxter operators. To better understand the classical Yang-
Baxter equation and the related integrable systems, the more general notion of an O-operator on
a Lie algebra was introduced by Kupershmidt [29], which can be traced back to Bordemann [10].
An O-operator gives rise to a skew-symmetric r-matrix in a larger Lie algebra [4]. In the context
of associative algebras, O-operators give rise to dendriform algebras [35], play important role in
the bialgebra theory [5] and lead to the splitting of operads [6].
In this paper, we introduce the notion of a Kupershmidt operator on a Leibniz algebra g with
respect to a representation (V; ρL, ρR). If the Leibniz algebra g is a Lie algebra and ρR = −ρL, we
recover the notion of an O-operator introduced by Kupershmidt in [29]. This is the reason why
we use the terminology of Kupershmidt operators. The first purpose of this paper is to study the
deformation theory of Kupershmidt operators on Leibniz algebras and the underlying algebraic
structures. Another purpose of this paper is to study the bialgebra theory for Leibniz algebras with
the motivation from the great importance of Lie bialgebras, e.g. a Lie bialgebra is the algebraic
structure corresponding to a Poisson-Lie group and the classical structure of a quantized universal
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enveloping algebra [14, 18]. This is a very hard problem due to that the representation theory of
Leibniz algebras is not good, e.g. there is no tensor product in the module category of Leibniz
algebras.
We develop the theory of (proto-, quasi-)twilled Leibniz algebras and their twisting to solve
above problems. See [42] for more details of twilled associative algebras and their applications.
In Section 3, we introduce the notions of (proto-, quasi-)twilled Leibniz algebras. In particular,
a twilled Leibniz algebra is equivalent to a matched pair of Leibniz algebras. Using the derived
bracket, we show that there are L∞-algebras and differential graded Lie algebras associated to
quasi-twilled Leibniz algebras and twilled Leibniz algebras respectively. This is the foundation
of the whole paper.
In Section 4, we study twisting of proto-twilled Leibniz algebras. In particular, Maurer-Cartan
elements of the aforementioned L∞-algebras and differential graded Lie algebras give rise to
special twisting of quasi-twilled Leibniz algebras and twilled Leibniz algebras respectively. This
part plays essential role in our later study of the bialgebra theory for Leibniz algebras.
In Section 5, we study the algebraic structure underlying a Kupershmidt operator and deforma-
tions and cohomologies of a Kupershmidt operator on a Leibniz algebra with respect to a repre-
sentation. First we introduce the notion of a Leibniz-dendriform algebra, which is the algebraic
structure underlying a Kupershmidt operator. Similar to the connection from pre-Lie algebras
to Lie algebras and from dendriform algebras to associative algebras, we show that a Leibniz-
dendriform algebra gives rise to a Leibniz algebra together with a representation on itself. The
importance of such a structure is due to that it gives rise to a solution of the classical Leibniz
Yang-Baxter equation introduced in latter sections. Then we consider the semidirect product
Leibniz algebra corresponding to a representation of a Leibniz algebra. It is a twilled Leibniz
algebra naturally and we show that Maurer-Cartan elements of the associated gLa obtained in
Section 3 are exactly Kupershmidt operators. Thus, a Kupershmidt operator gives rise to a dgLa
that can control its deformations. We also use the twisting approach to define the cohomologies
of a Kupershmidt operator.
In Section 6, we introduce the notions of a quadratic twilled Leibniz algebra and a Leib-
niz bialgebra. A quadratic twilled Leibniz algebra is equivalent to a Manin triple for Leib-
niz algebras. We prove the equivalence between matched pairs of Leibniz algebras, quadratic
twilled Leibniz algebras and Leibniz bialgebras. The main innovation is that we use skew-
symmetric bilinear form instead of symmetric bilinear form, and use the invariant condition
ω(x, [y, z]g) = ω([x, z]g + [z, x]g, y) instead of B([x, y]g, z) = B(x, [y, z]g), in the definition of a
quadratic twilled Leibniz algebra. Another ingredient is that the dual representation of a repre-
sentation (V; ρL, ρR) should be (V∗; (ρL)∗,−(ρL)∗− (ρR)∗), rather than (V∗; (ρL)∗, (ρR)∗) under some
conditions. See Remark 6.11 for more explanation. Therefore, our approach is totally different
from the one in [8], where the authors have to use symmetric Leibniz algebras. It is observed by
Chapoton in [13] using the operad theory that one should use the aforementioned skew-symmetric
invariant bilinear form on a Leibniz algebra. Thus, Leibniz algebras should be considered as an
independent algebraic structure from Lie algebras, not viewed as a simple noncommutative gen-
eralization of Lie algebras.
In Section 7, we study triangular Leibniz bialgebras. The traditional coboundary approach
for Lie bialgebras does not work for Leibniz bialgebras because there is no tensor product for
two representations of a Leibniz algebra. Thus, one need to use new ideas and new methods to
solve this problem. We define the classical Leibniz-Yang-Baxter equation and a classical Leibniz
r-matrix using the gLa associated to the twilled Leibniz algebra (g ⋉L∗,−L∗−R∗ g
∗, g, g∗) given in
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Section 3, and then define a triangular Leibniz bialgebra successfully using the twisting theory
of a twilled Leibniz algebra given in Section 4. We also give the dual description of a classical
Leibniz r-matrix. Finally, we use Leibniz-dendriform algebras introduced in Section 5 to give
solutions of the classical Leibniz-Yang-Baxter equations in some larger Leibniz algebras. We
also generalize a Semonov-Tian-Shansky’s result about the relation between the operator form
and the tensor form of a classical r-matrix in [39] to the context of Leibniz algebras. Even though
we obtain some nice results totally parallel to the context of Lie bialgebras, we need to emphasize
that our bialgebra theory are not generalization of Lie bialgebras, namely the restriction of our
theory on Lie algebras is independent of Lie bialgebras.
Due to limited space, we do not give detailed study of infinitesimal deformations and formal
deformations of Kupershmidt operators using the new cohomologies in Section 5. We leave them
to readers. Quantization of Lie bialgebras and deformation quantization of Leibniz algebras was
studied in [17, 19]. It is natural to study quasi-triangular Leibniz bialgebras and their quantization.
On the other hand, classical r-matrices play important role in the study of integrable systems. It
is natural to investigate whether classical Leibniz r-matrices can be applied to some integrable
systems. It is also natural to investigate the global objects corresponding to Leibniz bialgebras.
We will study these questions in the future.
In this paper, we work over an algebraically closed field K of characteristic 0 and all the vector
spaces are over K and finite-dimensional.
Acknowledgements. This research is supported by NSFC (11471139) and NSF of Jilin Province
(20170101050JC). We give warmest thanks to Xiaomeng Xu for helpful comments.
2. Preliminaries
2.1. Cohomology of Leibniz algebras and the Balavoine bracket.
Definition 2.1. A Leibniz algebra is a vector space g together with a bilinear operation [·, ·]g :
g ⊗ g → g such that
[x, [y, z]g]g = [[x, y]g, z]g + [y, [x, z]g]g, ∀x, y, z ∈ g.
A representation of a Leibniz algebra (g, [·, ·]g) is a triple (V; ρ
L, ρR), where V is a vector space,
ρL, ρR : g → gl(V) are linear maps such that the following equalities hold for all x, y ∈ g,
ρL([x, y]g) = [ρ
L(x), ρL(y)],(1)
ρR([x, y]g) = [ρ
L(x), ρR(y)],(2)
ρR(y) ◦ ρL(x) = −ρR(y) ◦ ρR(x).(3)
Here [·, ·] : ∧2gl(V) → gl(V) is the commutator Lie bracket on gl(V), the vector space of linear
transformations on V .
Define the left multiplication L : g −→ gl(g) and the right multiplication R : g −→ gl(g) by
Lxy = [x, y]g and Rxy = [y, x]g respectively for all x, y ∈ g. Then (g; L,R) is a representation of
(g, [·, ·]g), which is called the regular representation. Define two linear maps L
∗,R∗ : g −→ gl(g∗)
with x −→ L∗x and x −→ R
∗
x respectively by
〈L∗xξ, y〉 = −〈ξ, [x, y]g〉, 〈R
∗
xξ, y〉 = −〈ξ, [y, x]g〉, ∀x, y ∈ g, ξ ∈ g
∗.(4)
If there is a Leibniz algebra structure on the dual space g∗, we denote the left multiplication and
the right multiplication by L and R respectively.
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Definition 2.2. Let (V; ρL, ρR) be a representation of a Leibniz algebra (g, [·, ·]g). The Leibniz
cohomology of g with the coefficient in V is the cohomology of the cochain complex Ck(g,V) =
Hom(⊗kg,V), (k ≥ 0) with the coboundary operator ∂ : Ck(g,V) −→ Ck+1(g,V) defined by
(∂ f )(x1, · · · , xk+1) =
k∑
i=1
(−1)i+1ρL(xi) f (x1, · · · , xˆi, · · · , xk+1) + (−1)
k+1ρR(xk+1) f (x1, · · · , xk)
∑
1≤i< j≤k+1
(−1)i f (x1, · · · , xˆi, · · · , x j−1, [xi, x j]g, x j+1, · · · , xk+1),
for all x1, · · · , xk+1 ∈ g. The resulting cohomology is denoted by H
∗(g,V).
The regular representation (g; L,R) is very important. We denote the corresponding cochain
complex by (C∗(g, g), ∂reg) and the resulting cohomology by H∗reg(g).
A permutationσ ∈ Sn is called an (i, n−i)-shuffle ifσ(1) < · · · < σ(i) andσ(i+1) < · · · < σ(n).
If i = 0 or n we assume σ = Id. The set of all (i, n − i)-shuffles will be denoted by S(i,n−i). The
notion of an (i1, · · · , ik)-unshuffle and the set S(i1 ,··· ,ik) are defined analogously.
Let g be a vector space. We consider the graded vector space C∗(g, g) = ⊕n≥1C
n(g, g) =
⊕n≥1Hom(⊗
ng, g). It is known that C∗(g, g) equipped with the Balavoine bracket
[P,Q]B = P◦¯Q − (−1)pqQ◦¯P, ∀P ∈ Cp+1(g, g),Q ∈ Cq+1(g, g),(5)
is a gLa, where P◦¯Q ∈ Cp+q+1(g, g) is defined by
P◦¯Q =
p+1∑
k=1
(−1)(k−1)qP ◦k Q,(6)
and ◦k is defined by
P ◦k Q(x1, · · · , xp+q+1)
=
∑
σ∈S(k−1,q)
(−1)σP(xσ(1), · · · , xσ(k−1),Q(xσ(k), · · · , xσ(k+q−1), xk+q), xk+q+1, · · · , xp+q+1).(7)
See [7, 21] for more details. In particular, for Ω ∈ C2(g, g), we have
[Ω,Ω]B(x1, x2, x3) = 2Ω◦¯Ω(x1, x2, x3) = 2
(
Ω(Ω(x1, x2), x3) −Ω(x1,Ω(x2, x3)) + Ω(x2,Ω(x1, x3))
)
.
Thus, Ω defines a Leibniz algebra structure if and only if [Ω,Ω]B = 0. If Ω is a Leibniz algebra
structure, then dΩ( f ) := [Ω, f ]
B is a graded derivation of the gLa (C∗(g, g), [·, ·]B) satisfying dΩ ◦
dΩ = 0, so that (C
∗(g, g), [·, ·]B, dΩ) becomes a dgLa.
2.2. Higher derived brackets and L∞-algebras.
The notion of an L∞-algebras was introduced by Stasheff in [41], see [31, 32, 36] for more
details.
Definition 2.3. An L∞-algebra is a graded vector space g equipped with a collection (k ≥ 1) of
linear maps lk : ∧
kg → g of degree 2− k, where the exterior powers are interpreted in the graded
sense and the following relation is satisfied for all n ≥ 0 :∑
i+ j=n+1
(−1)i
∑
σ∈S(i,n−i)
χ(σ)l j(li(xσ(1), · · · , xσ(i)), xσ(i+1), · · · , xσ(n)) = 0.(8)
Remark 2.4. The sign in (8) was taken from [24]. With this sign convention, all terms of the
Maurer-Cartan equation has +1-signs. This sign convention is related to the original one in
[31, 32] via the transformation lk(x1, · · · , xk) = (−1)
k(k+1)
2 [x1, · · · , xk].
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Definition 2.5. The set of Maurer-Cartan elements, denoted by MC(g), of an L∞-algebra
(g, {lk}
∞
k=1
) is the set of those α ∈ g1 satisfying the Maurer-Cartan equation
+∞∑
k=1
1
k!
lk(α, · · · , α) = 0.(9)
Let (g, [·, ·]g, d) be a dgLa. We define the derived degree by |x|d = |x|+ 1 and a new bracket by
[x, y]d := (−1)
|x|[dx, y]g, ∀x, y ∈ g.(10)
The new bracket is called the derived bracket [28]. It is well known that the derived bracket is
a graded Leibniz bracket on g. Remark that the derived bracket is not graded skew-symmetric in
general. We recall a basic lemma.
Proposition 2.6. ([28]) Let (g, [·, ·]g, d) be a dgLa, and let h ⊂ g be an abelian subalgebra, i.e.
[h, h]g = 0. If the derived bracket is closed on h, then (h, [·, ·]d) is a gLa.
Let (g, [·, ·]g, d) be a dgLa. We assume a deformation of d, dt =
∑
+∞
i=0 dit
i, d0 = d. Here dt is a
differential on g[[t]], which is a Leibniz algebra of formal series with coefficients in g. The square
zero condition dt ◦ dt = 0 is equivalent to∑
i+ j=n
i, j≥0
di ◦ d j = 0, n ∈ Z≥0.
We define an i-ary bracket product Ni by
Ni(x1, · · · , xi) = [· · · [[x1, x2]g, x3]g, · · · , xi]g, ∀x1, · · · , xi ∈ g.(11)
Let V be a graded vector space, we define the suspension operator s : V → sV by assigning
V to the graded vector space sV with (sV)i := V i−1. There is a natural degree 1 map s : V → sV
that sends v ∈ V to its suspended copy sv ∈ sV . Likewise, the desuspension operator s−1
changes the grading of V according to the rule (s−1V)i := V i+1. The corresponding degree −1
map s−1 : V → s−1V is defined in the obvious way.
Definition 2.7. ([43]) Define an i (i ≥ 1)-ary derived bracket li on sg by
li = (−1)
(i−1)(i−2)
2 s ◦ Ni ◦ (
i︷           ︸︸           ︷
s−1 ⊗ · · · ⊗ s−1) ◦ (sdi−1s
−1 ⊗
i−1︷         ︸︸         ︷
Id ⊗ · · · ⊗ Id).(12)
More precisely, li is defined by
li(sx1, · · · , sxi) = (−1)
∑i
k=1(i−k)|xk |sNi(di−1x1, x2, · · · , xi).(13)
Proposition 2.8. ([43]) Let (g, [·, ·]g, d) be a dgLa and h ⊂ g an abelian subalgebra. If li is closed
on sh, then (sh, {li}
∞
i=1
) is an L∞-algebra.
3. (Proto-, quasi-)twilled Leibniz algebras
3.1. Lift and bidegree.
Let g1 and g2 be vector spaces and elements in g1 will be denoted by x, y, z, xi and elements in
g2 will be denoted by u, v, vi. Let c : g
⊗n
2
→ g1 be a linear map. We can construct a linear map
cˆ ∈ Cn(g1 ⊕ g2, g1 ⊕ g2) by
cˆ
(
(x1, v1) ⊗ · · · ⊗ (xn, vn)
)
:= (c(v1, · · · , vn), 0).
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In general, for a given linear map f : gi(1) ⊗ gi(2) ⊗ · · · ⊗ gi(n) → g j, i(1), · · · , i(n), j ∈ {1, 2}, we
define a linear map fˆ ∈ Cn(g1 ⊕ g2, g1 ⊕ g2) by
fˆ :=
{
f on gi(1) ⊗ gi(2) ⊗ · · · ⊗ gi(n),
0 all other cases.
We call the linear map fˆ a horizontal lift of f , or simply a lift. For example, the lifts of linear
maps α : g1 ⊗ g1 → g1, β : g1 ⊗ g2 → g2 and γ : g2 ⊗ g1 → g2 are defined by
αˆ
(
(x1, v1) ⊗ (x2, v2)
)
= (α(x1, x2), 0),(14)
βˆ
(
(x1, v1) ⊗ (x2, v2)
)
= (0, β(x1, v2)),(15)
γˆ
(
(x1, v1) ⊗ (x2, v2)
)
= (0, γ(v1, x2)),(16)
respectively. Let H : g2 → g1 be a linear map. Its lift is given by Hˆ(x, v) = (H(v), 0). Obviously
we have Hˆ ◦ Hˆ = 0.
We denote by gl,k the direct sum of all (l + k)-tensor powers of g1 and g2, where l (resp. k) is
the number of g1 (resp. g2). For instance,
g2,1 = (g1 ⊗ g1 ⊗ g2) ⊕ (g1 ⊗ g2 ⊗ g1) ⊕ (g2 ⊗ g1 ⊗ g1).
The tensor space (g1 ⊕ g2)
⊗n is expended into the direct sum of gl,k, l + k = n. For instance,
(g1 ⊕ g2)
⊗3
= g3,0 ⊕ g2,1 ⊕ g1,2 ⊕ g0,3.
By the properties of the Hom-functor, we have
Cn(g1 ⊕ g2, g1 ⊕ g2) 
∑
l+k=n
Cn(gl,k, g1) ⊕
∑
l+k=n
Cn(gl,k, g2),(17)
where the isomorphism is the horizontal lift.
Definition 3.1. A linear map f ∈ Hom
(
⊗n (g1⊕g2), (g1⊕g2)
)
has a bidegree l|k, which is denoted
by || f || = l|k, if f satisfies the following four conditions:
(i) l + k + 1 = n;
(ii) If X is an element in gl+1,k, then f (X) ∈ g1;
(iii) If X is an element in gl,k+1, then f (X) ∈ g2;
(iv) All the other case, f (X) = 0.
A linear map f is said to be homogeneous if f has a bidegree. We have l + k ≥ 0, k, l ≥ −1
because n ≥ 1 and l + 1, k + 1 ≥ 0. For instance, the lift Hˆ ∈ C1(g1 ⊕ g2, g1 ⊕ g2) of H : g2 → g1
has the bidegree −1|1. Linear maps αˆ, βˆ, γˆ ∈ C2(g1⊕ g2, g1⊕ g2) given in (14), (15) and (16) have
the bidegree ||αˆ|| = ||βˆ|| = ||γˆ|| = 1|0. Thus, the sum
µˆ := αˆ + βˆ + γˆ(18)
is a homogeneous linear map of the bidegree 1|0, which is also a multiplication of the semidirect
product type,
µˆ
(
(x1, v1), (x2, v2)
)
= (α(x1, x2), β(x1, v2) + γ(v1, x2)).
Observe that µˆ is not a lift (there is no µ). However, we will use this symbol because µˆ is an
interesting homogeneous linear map.
It is obvious that we have the following lemmas:
Lemma 3.2. Let f1, · · · , fk ∈ C
n(g1 ⊕ g2, g1 ⊕ g2) be homogeneous linear maps and the bidegrees
of fi are different. Then f1 + · · · + fk = 0 if and only if f1 = · · · = fk = 0.
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Lemma 3.3. If || f || = −1|l (resp. l| − 1) and ||g|| = −1|k (resp. k| − 1), then [ f , g]B = 0.
Proof. Assume that || f || = −1|l and ||g|| = −1|k. Then f and g are both horizontal lift of linear
maps in C∗(g2, g1). By the definition of the lift, we have f ◦i g = g ◦ j f = 0 for any i, j. Thus, we
have [ f , g]B = 0. The proof is finished. 
Lemma 3.4. Let f ∈ Cn(g1⊕ g2, g1⊕ g2) and g ∈ C
m(g1⊕ g2, g1⊕ g2) be homogeneous linear maps
with bidegrees l f |k f and lg|kg respectively. Then the composition f ◦i g ∈ C
n+m−1(g1 ⊕ g2, g1 ⊕ g2)
is a homogeneous linear map of the bidegree l f + lg|k f + kg.
Lemma 3.5. If || f || = l f |k f and ||g|| = lg|kg, then [ f , g]
B has the bidegree l f + lg|k f + kg.
Proof. By Lemma 3.4 and (5), we have ||[ f , g]B|| = l f + lg|k f + kg. 
3.2. Proto-twilled Leibniz algebras.
Definition 3.6. Let (G, [·, ·]G) be a Leibniz algebra with a decomposition into two subspaces
1,
G = g1 ⊕ g2. We call the triple (G, g1, g2) a proto-twilled Leibniz algebra.
Lemma 3.7. Any Ω ∈ C2(G,G) is uniquely decomposed into four homogeneous linear maps of
bidegrees 2| − 1, 1|0, 0|1 and −1|2,
Ω = φˆ1 + µˆ1 + µˆ2 + φˆ2.
Proof. By (17), C2(G,G) is decomposed into
C2(G,G) = (2| − 1) ⊕ (1|0) ⊕ (0|1) ⊕ (−1|2),
where (i| j) is the space of linear maps of the bidegree i| j. By Lemma 3.2, Ω is uniquely decom-
posed into homogeneous linear maps of bidegrees 2| − 1, 1|0, 0|1 and −1|2. 
The multiplication [(x, u), (y, v)]G of G is uniquely decomposed by the canonical projections
G → g1 and G → g2 into eight multiplications:
[x, y]G = ([x, y]1, [x, y]2), [x, v]G = ([x, v]2, [x, v]1),
[u, y]G = ([u, y]2, [u, y]1), [u, v]G = ([u, v]1, [u, v]2).
For later convenience, we use Ω to denote the multiplication [·, ·]G, i.e.
Ω((x, u), (y, v)) := [(x, u), (y, v)]G.
Write Ω = φˆ1 + µˆ1 + µˆ2 + φˆ2 as in Lemma 3.7. Then we obtain
φˆ1((x, u), (y, v)) = (0, [x, y]2),(19)
µˆ1((x, u), (y, v)) = ([x, y]1, [x, v]1 + [u, y]1),(20)
µˆ2((x, u), (y, v)) = ([x, v]2 + [u, y]2, [u, v]2),(21)
φˆ2((x, u), (y, v)) = ([u, v]1, 0).(22)
Observe that φˆ1 and φˆ2 are lifted linear maps of φ1(x, y) := [x, y]2 and φ2(u, v) := [u, v]1.
Lemma 3.8. The Maurer-Cartan condition [Ω,Ω]B = 0 is equivalent to the following conditions:
[µˆ1, φˆ1]
B
= 0,
1
2
[µˆ1, µˆ1]
B
+ [µˆ2, φˆ1]
B
= 0,
[µˆ1, µˆ2]
B
+ [φˆ1, φˆ2]
B
= 0,
1
2
[µˆ2, µˆ2]
B
+ [µˆ1, φˆ2]
B
= 0,
[µˆ2, φˆ2]
B
= 0.
(23)
1Here g1 and g2 are not necessarily subalgebras.
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Proof. By Lemma 3.3, we have
[Ω,Ω]B = [φˆ1 + µˆ1 + µˆ2 + φˆ2, φˆ1 + µˆ1 + µˆ2 + φˆ2]
B
= [φˆ1, µˆ1]
B
+ [φˆ1, µˆ2]
B
+ [φˆ1, φˆ2]
B
+ [µˆ1, φˆ1]
B
+ [µˆ1, µˆ1]
B
+ [µˆ1, µˆ2]
B
+ [µˆ1, φˆ2]
B
+[µˆ2, φˆ1]
B
+ [µˆ2, µˆ1]
B
+ [µˆ2, µˆ2]
B
+ [µˆ2, φˆ2]
B
+ [φˆ2, φˆ1]
B
+ [φˆ2, µˆ1]
B
+ [φˆ2, µˆ2]
B
= (2[µˆ1, φˆ1]
B) + ([µˆ1, µˆ1]
B
+ 2[µˆ2, φˆ1]
B) + (2[µˆ1, µˆ2]
B
+ 2[φˆ1, φˆ2]
B)
+([µˆ2, µˆ2]
B
+ 2[µˆ1, φˆ2]
B) + (2[µˆ2, φˆ2]
B).
By Lemma 3.5 and Lemma 3.2, [Ω,Ω]B = 0 if and only if (23) holds. 
3.3. Quasi-twilled Leibniz algebras. In this subsection, we always assume that (G, g1, g2) is a
proto-twilled Leibniz algebra equipped with the structure Ω = φˆ1 + µˆ1 + µˆ2 + φˆ2.
Definition 3.9. The triple (G, g1, g2) is called a quasi-twilled Leibniz algebra if φ2 = 0, or
equivalently, g2 is a subalgebra;
Lemma 3.10. The triple (G, g1, g2) is a quasi-twilled Leibniz algebra if and only if the following
four conditions hold:
[µˆ1, φˆ1]
B
= 0,(24)
1
2
[µˆ1, µˆ1]
B
+ [µˆ2, φˆ1]
B
= 0,(25)
[µˆ1, µˆ2]
B
= 0,(26)
1
2
[µˆ2, µˆ2]
B
= 0.(27)
Proof. By Lemma 3.8, the proof is straightforward. 
Theorem 3.11. Let (G, g1, g2) be a quasi-twilled Leibniz algebra. We define l1 : C
m(g2, g1) →
Cm+1(g2, g1), l2 : C
m(g2, g1) × C
n(g2, g1) → C
m+n(g2, g1) and l3 : C
m(g2, g1) × C
n(g2, g1) ×
Ck(g2, g1) → C
m+n+k−1(g2, g1) by
l1(g1) = [µˆ2, gˆ1]
B,
l2(g1, g2) = (−1)
|g1 |[[µˆ1, gˆ1]
B, gˆ2]
B,
l3(g1, g2, g3) = (−1)
|g2 |[[[φˆ1, gˆ1]
B, gˆ2]
B, gˆ3]
B,
for all g1 ∈ C
m(g2, g1), g2 ∈ C
n(g2, g1), g3 ∈ C
k(g2, g1). Then (C
∗(g2, g1), {li}
3
i=1
) is an L∞-algebra.
Proof. We set d0 := [µˆ2, ·]
B. By (27) and the fact that (C∗(G,G), [·, ·]B) is a gLa, we deduce that
(C∗(G,G), [·, ·]B, d0) is a dgLa. Moreover, we define
d1 := [µˆ1, ·]
B, d2 := [φˆ1, ·]
B, di = 0, ∀i ≥ 3.
By (26), for all f ∈ C∗(G,G), we have
(d0 ◦ d1 + d1 ◦ d0)( f ) = [µˆ2, [µˆ1, f ]
B]B + [µˆ1, [µˆ2, f ]
B]B = [[µˆ2, µˆ1]
B, f ]B = 0,
which implies that d0 ◦ d1 + d1 ◦ d0 = 0. By (25), we have
(d0 ◦ d2 + d1 ◦ d1 + d2 ◦ d0)( f ) = [µˆ2, [φˆ1, f ]
B]B + [µˆ1, [µˆ1, f ]
B]B + [φˆ1, [µˆ2, f ]
B]B
= [[µˆ2, φˆ1]
B, f ]B +
1
2
[[µˆ1, µˆ1]
B, f ]B
= 0.
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Thus, we have d0 ◦ d2 + d1 ◦ d1 + d2 ◦ d0 = 0. By (24), we have
(d1 ◦ d2 + d2 ◦ d1)( f ) = [µˆ1, [φˆ1, f ]
B]B + [φˆ1, [µˆ1, f ]
B]B = [[µˆ1, φˆ1]
B, f ]B = 0.
Thus, we have d1 ◦ d2 + d2 ◦ d1 = 0. By Lemma 3.3, we have
(d2 ◦ d2)( f ) = d2(d2( f )) = [φˆ1, [φˆ1, f ]
B]B =
1
2
[[φˆ1, φˆ1]
B, f ]B = 0.
For i ≥ 3, di = 0. Thus, we obtain
∑
i+ j=n
i, j≥0
di ◦ d j = 0, n ∈ Z≥0. Therefore, we have higher derived
brackets on sC∗(G,G) given by
l1(s f1) = s[µˆ2, f1]
B,
l2(s f1, s f2) = (−1)
| f1 |s[[µˆ1, f1]
B, f2]
B,
l3(s f1, s f2, s f3) = (−1)
| f2 |s[[[φˆ1, f1]
B, f2]
B, f3]
B,
li = 0, i ≥ 4,
where f1, f2, f3 ∈ C
∗(G,G). We show that l1, l2, l3 are closed on C
∗(g2, g1). For all g1 ∈
Cm(g2, g1), we have ||gˆ1|| = −1|m. By Lemma 3.5, we deduce that ||l1(gˆ1)|| = ||[µˆ2, gˆ1]
B|| =
−1|(m + 1). Thus, we have l1(gˆ1) ∈ C
∗(g2, g1). Similarly, we have
||l2(gˆ1, gˆ2)|| = −1|(m + n), ||l3(gˆ1, gˆ2, gˆ3)|| = −1|(m + n + k − 1).
Thus, l1, l2, l3 are closed on C
∗(g2, g1). Moreover, C
∗(g2, g1) is an abelian subalgebra of the
gLa (C∗(G,G), [·, ·]B). By Proposition 2.8, (C∗(g2, g1), l1, l2, l3) is an L∞-algebra. The proof is
finished. 
3.4. Twilled Leibniz algebras. In this subsection, we always assume that (G, g1, g2) is a proto-
twilled Leibniz algebra equipped with the structure Ω = φˆ1 + µˆ1 + µˆ2 + φˆ2.
Definition 3.12. The triple (G, g1, g2) is called a twilled Leibniz algebra if φ1 = φ2 = 0, or
equivalently, g1 and g2 are subalgebras of G.
Lemma 3.13. The triple (G, g1, g2) is a twilled Leibniz algebra if and only if the following three
conditions hold:
1
2
[µˆ1, µˆ1]
B
= 0,(28)
[µˆ1, µˆ2]
B
= 0,(29)
1
2
[µˆ2, µˆ2]
B
= 0.(30)
Proof. By Lemma 3.8, the proof is straightforward. 
Remark 3.14. By (28), we deduce that µˆ1 is a Leibniz algebra structure onG = g1⊕g2. Moreover,
by (20), we obtain that µˆ1|g1⊗g1 is a Leibniz bracket on g1, which we denote by (g1, [·, ·]g1) and
ρL
1
(x)v := µˆ1(x, v), ρ
R
1
(x)v := µˆ1(v, x) is a representation of (g1, [·, ·]g1) on the vector space g2.
Similarly, we have µˆ2|g2⊗g2 is a Leibniz bracket on g2, which we denote by (g2, [·, ·]g2) and ρ
L
2(v)x :=
µˆ2(v, x), ρ
R
2
(v)x := µˆ2(x, v) is a representation of (g2, [·, ·]g2) on the vector space g1.
Corollary 3.15. Let (G, g1, g2) be a twilled Leibniz algebra. Then (C
∗(g2, g1), l1, l2) is a dgLa,
where l1 and l2 are given in Theorem 3.11.
It is very useful to give precise formulas of the dgLa (C∗(g2, g1), l1, l2). This is the main ingre-
dient in our later characterization of Kupershmidt operator as Maurer-Cartan elements and in our
definition of the classical Leibniz-Yang-Baxter equation and the classical Leibniz r-matrix.
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Lemma 3.16. Let (G, g1, g2) be a twilled Leibniz algebra with the structure Ω = µˆ1 + µˆ2. Then
(C∗(g2, g1), l1, l2) is a dgLa, where l1 and l2 are given by
l1(g1)(v1, · · · , vm+1)
= ρR2 (vm+1)g1(v1, · · · , vm) +
m∑
i=1
(−1)m+iρL2(vi)g1(v1, · · · , vˆi, · · · , vm+1)
+
∑
1≤i≤ j≤m+1
(−1)m+i+1g1(v1, · · · , vˆi, · · · , v j−1, [vi, v j]g2 , v j+1, · · · , vm+1),
and
l2(g1, g2)(v1, · · · , vm+n)
=
m∑
k=1
∑
σ∈S(k−1,n)
(−1)(k−1)n+1(−1)σg1(vσ(1), · · · , vσ(k−1), ρ
L
1 (g2(vσ(k), · · · , vσ(k+n−1)))vk+n, vk+n+1, · · · , vm+n)
+
m+1∑
k=2
∑
σ∈S(k−2,n,1)
σ(k+n−2)=k+n−1
(−1)kn(−1)σg1(vσ(1), · · · , vσ(k−2), ρ
R
1 (g2(vσ(k−1), · · · , vσ(k+n−2)))vσ(k+n−1), vk+n, · · · , vm+n)
+
m∑
k=1
∑
σ∈S(k−1,n−1)
(−1)(k−1)n(−1)σ[g2(vσ(k), · · · , vσ(k+n−2), vk+n−1), g1(vσ(1), · · · , vσ(k−1), vk+n, · · · , vm+n)]g1
+
∑
σ∈S(m,n−1)
(−1)mn+1(−1)σ[g1(vσ(1), · · · , vσ(m)), g2(vσ(m+1), · · · , vσ(m+n−1), vm+n)]g1
+
n∑
k=1
∑
σ∈S(k−1,m)
(−1)m(k+n−1)(−1)σg2(vσ(1), · · · , vσ(k−1), ρ
L
1 (g1(vσ(k), · · · , vσ(k+m−1)))vk+m, vk+m+1, · · · , vm+n)
+
n∑
k=1
∑
σ∈S(k−1,m,1)
σ(k+m−1)=k+m
(−1)m(k+n−1)+1(−1)σg2(vσ(1), · · · , vσ(k−1), ρ
R
1 (g1(vσ(k), · · · , vσ(k−1+m)))vσ(k+m), vk+m+1, · · · , vm+n)
for all g1 ∈ C
m(g2, g1), g2 ∈ C
n(g2, g1).
The proof follows from a complicated computation and we omit details.
4. Twisting andMaurer-Cartan elements
Let (G, g1, g2) be a proto-twilled Leibniz algebra equipped with the structureΩ = φˆ1+ µˆ1+ µˆ2+
φˆ2. Let Hˆ be the lift of a linear map H : g2 → g1. Then e
[·,Hˆ]B is an automorphism of the gLa
(C∗(G,G), [·, ·]B).
Definition 4.1. The transformationΩH := e[·,Hˆ]
B
Ω is called a twisting of Ω by H.
Lemma 4.2. ΩH = e−Hˆ ◦ Ω ◦ (eHˆ ⊗ eHˆ).
Proof. For all (x1, v1), (x2, v2) ∈ G, we have
[Ω, Hˆ]B
(
(x1, v1), (x2, v2)
)
= (Ω◦¯Hˆ − Hˆ◦¯Ω)
(
(x1, v1), (x2, v2)
)
= Ω((H(v1), 0), (x2, v2)) + Ω((x1, v1), (H(v2), 0)) − Hˆ(Ω((x1, v1), (x2, v2))).
By Hˆ ◦ Hˆ = 0, we have
[[Ω, Hˆ]B, Hˆ]B
(
(x1, v1), (x2, v2)
)
= [Ω, Hˆ]B((H(v1), 0), (x2, v2)) + [Ω, Hˆ]
B((x1, v1), (H(v2), 0))
−Hˆ
(
[Ω, Hˆ]B((x1, v1), (x2, v2))
)
= 2Ω((H(v1), 0), (H(v2), 0)) − 2HˆΩ((H(v1), 0), (x2, v2))
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−2HˆΩ((x1, v1), (H(v2), 0)).
Moreover, we have
[[[Ω, Hˆ]B, Hˆ]B, Hˆ]B
(
(x1, v1), (x2, v2)
)
= −6HˆΩ((H(v1), 0), (H(v2), 0)),
(([·, Hˆ]B)iΩ)
(
(x1, v1), (x2, v2)
)
= 0, ∀i ≥ 4,
and
e[·,Hˆ]
B
Ω = Ω + [Ω, Hˆ]B +
1
2
[[Ω, Hˆ]B, Hˆ]B +
1
6
[[[Ω, Hˆ]B, Hˆ]B, Hˆ]B.(31)
Thus, we have
Ω
H
= Ω − Hˆ ◦ Ω + Ω ◦ (Hˆ ⊗ Id) + Ω ◦ (Id ⊗ Hˆ) − Hˆ ◦ Ω ◦ (Id ⊗ Hˆ) − Hˆ ◦Ω ◦ (Hˆ ⊗ Id)
+Ω ◦ (Hˆ ⊗ Hˆ) − Hˆ ◦ Ω ◦ (Hˆ ⊗ Hˆ).
By Hˆ ◦ Hˆ = 0, we have
e−Hˆ ◦ Ω ◦ (eHˆ ⊗ eHˆ) = (Id − Hˆ) ◦Ω ◦ ((Id + Hˆ) ⊗ (Id + Hˆ))
= Ω + Ω ◦ (Id ⊗ Hˆ) + Ω ◦ (Hˆ ⊗ Id) + Ω ◦ (Hˆ ⊗ Hˆ)
−Hˆ ◦ Ω − Hˆ ◦Ω ◦ (Id ⊗ Hˆ) − Hˆ ◦Ω ◦ (Hˆ ⊗ Id) − Hˆ ◦Ω ◦ (Hˆ ⊗ Hˆ).
Thus, we obtain that ΩH = e−Hˆ ◦ Ω ◦ (eHˆ ⊗ eHˆ). The proof is finished. 
Proposition 4.3. The twistingΩH is a Leibniz algebra structure onG, i.e. one has [ΩH,ΩH]B = 0.
Proof. By ΩH = e−Hˆ ◦ Ω ◦ (eHˆ ⊗ eHˆ), we have
[ΩH,ΩH]B = 2ΩH◦¯ΩH = 2e−Hˆ ◦ (Ω◦¯Ω) ◦ (eHˆ ⊗ eHˆ ⊗ eHˆ)
= e−Hˆ ◦ [Ω,Ω]B ◦ (eHˆ ⊗ eHˆ ⊗ eHˆ) = 0.
The proof is finished. 
Corollary 4.4. eHˆ : (G,ΩH) → (G,Ω) is an isomorphism between Leibniz algebras.
Obviously,ΩH is also decomposed into the unique four substructures. The twisting operations
are completely determined by the following result.
Theorem 4.5. Write Ω := φˆ1 + µˆ1 + µˆ2 + φˆ2 and Ω
H := φˆH
1
+ µˆH
1
+ µˆH
2
+ φˆH
2
. Then we have:
φˆH1 = φˆ1,(32)
µˆH1 = µˆ1 + [φˆ1, Hˆ]
B,(33)
µˆH2 = µˆ2 + [µˆ1, Hˆ]
B
+
1
2
[[φˆ1, Hˆ]
B, Hˆ]B,(34)
φˆH2 = φˆ2 + [µˆ2, Hˆ]
B
+
1
2
[[µˆ1, Hˆ]
B, Hˆ]B +
1
6
[[[φˆ1, Hˆ]
B, Hˆ]B, Hˆ]B.(35)
Proof. By (31), the first term of ΩH is Ω. By Lemma 3.3 and ||φˆ2|| = −1|2, ||Hˆ|| = −1|1, the
second term is
[φˆ1, Hˆ]
B
+ [µˆ1, Hˆ]
B
+ [µˆ2, Hˆ]
B.
By Lemma 3.5 and ||φˆ1|| = 2| − 1, ||µˆ1|| = 1|0, ||µˆ2|| = 0|1, we have
||[φˆ1, Hˆ]
B|| = 1|0, ||[µˆ1, Hˆ]
B|| = 0|1, ||[µˆ2, Hˆ]
B|| = −1|2.
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Therefore, [[µˆ2, Hˆ]
B, Hˆ]B = 0 and the third term is
1
2
([[φˆ1, Hˆ]
B, Hˆ]B + [[µˆ1, Hˆ]
B, Hˆ]B).
Moreover, we have
||[[φˆ1, Hˆ]
B, Hˆ]B|| = 0|1, ||[[µˆ1, Hˆ]
B, Hˆ]B|| = −1|2.
Thus, [[[µˆ1, Hˆ]
B, Hˆ]B, Hˆ]B = 0 and the final term is
1
6
[[[φˆ1, Hˆ]
B, Hˆ]B, Hˆ]B.
We have ||[[[φˆ1, Hˆ]
B, Hˆ]B, Hˆ]B|| = −1|2. By Lemma 3.2, the sum of all −1|2-terms is
φˆ2 + [µˆ2, Hˆ]
B
+
1
2
[[µˆ1, Hˆ]
B, Hˆ]B +
1
6
[[[φˆ1, Hˆ]
B, Hˆ]B, Hˆ]B.
Thus, we deduce that (35) holds. The sum of all 0|1-terms is µˆ2 + [µˆ1, Hˆ]
B
+
1
2
[[φˆ1, Hˆ]
B, Hˆ]B.
Thus, we deduce that (34) holds. The sum of all 1|0-terms is µˆ1 + [φˆ1, Hˆ]
B. Thus, we deduce
that (33) holds. The sum of all 2| − 1-terms is φˆ1. Thus, we deduce that (32) holds. The proof is
finished. 
In the sequel, we consider various special cases of twisting operations.
Proposition 4.6. Let (G, g1, g2) be a quasi-twilled Leibniz algebra and H : g2 −→ g1 a linear
map. Then the twisting ((G,ΩH), g1, g2) is also a quasi-twilled Leibniz algebra if and only if H is
a Maurer-Cartan element of the L∞-algebra (C
∗(g2, g1), l1, l2, l3) given in Theorem 3.11.
Proof. By Theorem 4.5, the twisting have the form:
φˆH1 = φˆ1,
µˆH1 = µˆ1 + [φˆ1, Hˆ]
B,
µˆH2 = µˆ2 + [µˆ1, Hˆ]
B
+
1
2
[[φˆ1, Hˆ]
B, Hˆ]B,
φˆH2 = [µˆ2, Hˆ]
B
+
1
2
[[µˆ1, Hˆ]
B, Hˆ]B +
1
6
[[[φˆ1, Hˆ]
B, Hˆ]B, Hˆ]B.
Thus, ((G,ΩH), g1, g2) is also a quasi-twilled Leibniz algebra if and only if φˆ
H
2 = 0, which implies
that H is a Maurer-Cartan element of the L∞-algebra (C
∗(g2, g1), l1, l2, l3). 
Corollary 4.7. Let (G, g1, g2) be a quasi-twilled Leibniz algebra and H : g2 −→ g1 a Maurer-
Cartan element of the associated L∞-algebra. Then
[u, v]H,φ1 := [u, v]2 + [H(u), v]1 + [u,H(v)]1 + φ1(H(u),H(v)), ∀u, v ∈ g2
defines a Leibniz algebra structure on g2.
Proof. By Lemma 3.10, we deduce that µˆH
2
is a Leibniz algebra multiplication on G. By the
definition of µˆH2 , we obtain that µˆ
H
2 |g2⊗g2 is a Leibniz bracket on g2. Moreover, the bracket on g2 is
given by:
µˆH2 (u, v) = [u, v]2 + [H(u), v]1 + [u,H(v)]1 + φ1(H(u),H(v)).
The proof is finished. 
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Proposition 4.8. Let (G, g1, g2) be a twilled Leibniz algebra and H : g2 −→ g1 a linear map. The
twisting ((G,ΩH), g1, g2) is a twilled Leibniz algebra if and only if H is a Maurer-Cartan element
of the dgLa (C∗(g2, g1), l1, l2) given in Corollary 3.15.
Proof. By Theorem 4.5, the twisting have the form:
µˆH1 = µˆ1,(36)
µˆH2 = µˆ2 + [µˆ1, Hˆ]
B,(37)
φˆH2 = [µˆ2, Hˆ]
B
+
1
2
[[µˆ1, Hˆ]
B, Hˆ]B.(38)
Thus, the twisting ((G,ΩH), g1, g2) is a twilled Leibniz algebra if and only if φˆ
H
2 = 0, which
implies that H is a Maurer-Cartan element of the dgLa (C∗(g2, g1), l1, l2). 
Corollary 4.9. Let (G, g1, g2) be a twilled Leibniz algebra and H a Maurer-Cartan element of the
associated dgLa. Then
[u, v]H := [u, v]2 + [H(u), v]1 + [u,H(v)]1, ∀u, v ∈ g2(39)
defines a Leibniz algebra structure on g2.
Proof. By Lemma 3.13, we deduce that µˆH
2
is a Leibniz algebra multiplication on G. Moreover,
the multiplication on g2 is given by (39). 
5. Leibniz-dendriform algebras, deformations and cohomologies of Kupershmidt operators
First we introduce the notion of a Kupershmidt operator and give some examples.
Definition 5.1. Let (V; ρL, ρR) be a representation of a Leibniz algebra (g, [·, ·]g). A linear opera-
tor K : V → g is called a Kupershmidt operator on g with respect to (V; ρL, ρR) if K satisfies:
[Kv1,Kv2]g = K(ρ
L(Kv1)v2 + ρ
R(Kv2)v1), ∀v1, v2 ∈ V.(40)
Remark 5.2. When (g, [·, ·]g) is a Lie algebra and ρ
R
= −ρL, we obtain the notion of an O-
operator on a Lie algebra with respect to a representation. Since it is Kupershmidt who introduced
such type of operators on a Lie algebra with respect to a general representation ([29]), we use
the terminology of a Kupershmidt operator in this paper.
Example 5.3. Consider the 3-dimensional Leibniz algebra (g, [·, ·]) given with respect to a basis
{e1, e2, e3} by
[e1, e1]g = e3.
Then K =

a11 a12 a13
a21 a22 a23
a31 a32 a33
 is a Kupershmidt operator on (g, [·, ·]) with respect to the regular
representation if and only if
[Kei,Ke j] = K([Kei , e j] + [ei,Ke j]), ∀i, j = 1, 2, 3.
We have [Ke1,Ke1] = [a11e1 + a21e2 + a31e3, a11e1 + a21e2 + a31e3] = a
2
11
e3, and
K([Ke1 , e1] + [e1,Ke1]) = K([a11e1 + a21e2 + a31e3, e1] + [e1, a11e1 + a21e2 + a31e3])
= 2a11Ke3 = 2a11a13e1 + 2a11a23e2 + 2a11a33e3.
Thus, by [Ke1,Ke1] = K([Ke1 , e1] + [e1,Ke1]), we obtain
a211 = 2a11a33, a11a13 = 0, a11a23 = 0.
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Similarly, by [Ke1,Ke2] = K([Ke1 , e2] + [e1,Ke2]), we obtain
a11a12 = a12a33, a12a13 = 0, a12a23 = 0.
By [Ke1,Ke3] = K([Ke1 , e3] + [e1,Ke3]), we obtain
a11a13 = a13a33, a13a13 = 0, a13a23 = 0.
By [Ke2,Ke1] = K([Ke2 , e1] + [e2,Ke1]), we obtain
a12a11 = a12a33, a12a13 = 0, a12a23 = 0.
By [Ke3,Ke1] = K([Ke3 , e1] + [e3,Ke1]), we obtain
a13a11 = a13a33, a13a13 = 0, a13a23 = 0.
By [Kei,Ke j] = KK([Kei , e j] + [ei,Ke j]) = 0, i, j = 2, 3, we obtain
a212 = 0, a
2
13 = 0, a12a13 = 0.
Summarize the above discussion, we have
(i) If a11 = a12 = a13 = 0, then any K =

0 0 0
a21 a22 a23
a31 a32 a33
 is a Kupershmidt operator on
(g, [·, ·]) with respect to the regular representation.
(ii) If a12 = a13 = 0 and a11 , 0, a23 = 0, then any K =

a11 0 0
a21 a22 0
a31 a32
1
2
a11
 is a Kupersh-
midt operator on (g, [·, ·]) with respect to the regular representation.
Example 5.4. Consider the 2-dimensional Leibniz algebra (g, [·, ·]) given with respect to a basis
{e1, e2} by
[e1, e1] = 0, [e1, e2] = 0, [e2, e1] = e1, [e2, e2] = e1.
Let {e∗
1
, e∗
2
} be the dual basis. Then K =
(
a11 a12
a21 a22
)
is a Kupershmidt operator on (g, [·, ·]) with
respect to the representation (g∗; L∗,−L∗ − R∗)2 if and only if
[Ke∗i ,Ke
∗
j] = K
(
L∗Ke∗
i
e∗j − L
∗
Ke∗
j
e∗i − R
∗
Ke∗
j
e∗i
)
, ∀i, j = 1, 2.
It is straightforward to deduce that
Le1 (e1, e2) = (e1, e2)
(
0 0
0 0
)
, Le2 (e1, e2) = (e1, e2)
(
1 1
0 0
)
,
Re1(e1, e2) = (e1, e2)
(
0 1
0 0
)
, Re2(e1, e2) = (e1, e2)
(
0 1
0 0
)
,
and
L∗e1 (e
∗
1, e
∗
2) = (e
∗
1, e
∗
2)
(
0 0
0 0
)
, L∗e2(e
∗
1, e
∗
2) = (e
∗
1, e
∗
2)
(
−1 0
−1 0
)
,
R∗e1(e
∗
1, e
∗
2) = (e
∗
1, e
∗
2)
(
0 0
−1 0
)
, R∗e2(e
∗
1, e
∗
2) = (e
∗
1, e
∗
2)
(
0 0
−1 0
)
.
2It is the dual representation of the regular representation. See Lemma 6.9.
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We have
[Ke∗1,Ke
∗
1] = [a11e1 + a21e2, a11e1 + a21e2] = a21(a11 + a21)e1,
and
K
(
L∗Ke∗
1
e∗1 − L
∗
Ke∗
1
e∗1 − R
∗
Ke∗
1
e∗1
)
= (a11 + a21)K(e
∗
2) = a12(a11 + a21)e1 + a22(a11 + a21)e2.
Thus, by [Ke∗1,Ke
∗
1] = K
(
L∗
Ke∗
1
e∗1 − L
∗
Ke∗
1
e∗1 − R
∗
Ke∗
1
e∗1
)
, we obtain
a21(a11 + a21) = a12(a11 + a21), a22(a11 + a21) = 0.
Similarly, we obtain
a21(a12 + a22) = a22a11 + (a12 + 2a22)a12, a22(a21 + a12 + 2a22) = 0,
a22(a11 + a21) = −a22(a11 + a12), −a22(a21 + a22) = 0, a22(a12 + a22) = 0.
Summarize the above discussion, we have
(i) If a22 = 0, then K =
(
a11 a12
a21 0
)
is a Kupershmidt operator on (g, [·, ·]) with respect to
the representation (g∗; L∗,−L∗ − R∗) if and only if
(a12 − a21)a12 = (a12 − a21)(a11 + a21) = 0.
More precisely, any K =
(
a b
b 0
)
or K =
(
a 0
−a 0
)
is a Kupershmidt operator.
(ii) If a22 , 0, then K =
(
a11 a12
a21 a22
)
is a Kupershmidt operator on (g, [·, ·]) with respect to
the representation (g∗; L∗,−L∗ − R∗) if and only if
a11 = −a12 = −a21 = a22.
5.1. Leibniz-dendriform algebras. In this subsection, we introduce the notion of a Leibniz-
dendriform algebra, which is the underlying algebraic structure of a Kupershmidt operator on a
Leibniz algebra. This type of algebras will play important role in our later study of the classical
Leibniz-Yang-Baxter equation. Namely, we can obtain a natural solution of the classical Leibniz-
Yang-Baxter equation in the semidirect product Leibniz algebra obtained by a Leibniz-dendriform
algebra.
Definition 5.5. A Leibniz-dendriform algebra is a vector space A equipped with two binary
operations ⊲ and ⊳ : A ⊗ A → A such that for all x, y, z ∈ A, we have
(x ⊳ y) ⊳ z = x ⊳ (y ⊳ z) − y ⊳ (x ⊳ z) − (x ⊲ y) ⊳ z,(41)
x ⊳ (y ⊲ z) = (x ⊳ y) ⊲ z + y ⊲ (x ⊳ z) + y ⊲ (x ⊲ z),(42)
x ⊲ (y ⊲ z) = (x ⊲ y) ⊲ z + y ⊳ (x ⊲ z) − x ⊲ (y ⊳ z).(43)
Proposition 5.6. Let (A,⊲,⊳) be a Leibniz-dendriform algebra. Then the binary operation
[·, ·]⊲,⊳ : A ⊗ A → A given by
[x, y]⊲,⊳ = x ⊳ y + x ⊲ y, ∀x, y ∈ A,(44)
defines a Leibniz algebra, which is called the sub-adjacent Leibniz algebra of (A,⊲,⊳) and
(A,⊲,⊳) is called a compatible Leibniz-dendriform algebra structure on (A, [·, ·]⊲,⊳).
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Proof. For all x, y, z ∈ A, we have
[x, [y, z]⊲,⊳]⊲,⊳ = [x, y ⊳ z + y ⊲ z]⊲,⊳ = x ⊳ (y ⊳ z) + x ⊲ (y ⊳ z) + x ⊳ (y ⊲ z) + x ⊲ (y ⊲ z).
On the other hand, we have
[[x, y]⊲,⊳, z]⊲,⊳ + [y, [x, z]⊲,⊳]⊲,⊳ = [x ⊳ y + x ⊲ y, z]⊲,⊳ + [y, x ⊳ z + x ⊲ z]⊲,⊳
= (x ⊳ y) ⊳ z + (x ⊳ y) ⊲ z + (x ⊲ y) ⊳ z + (x ⊲ y) ⊲ z
+y ⊳ (x ⊳ z) + y ⊲ (x ⊳ z) + y ⊳ (x ⊲ z) + y ⊲ (x ⊲ z).
Thus, (A, [·, ·]⊲,⊳) is a Leibniz algebra. 
Example 5.7. Let V be a vector space. On the vector space gl(V)⊕V , define two binary operations
⊲ and ⊳ : (gl(V) ⊕ V) ⊗ (gl(V) ⊕ V) → gl(V) ⊕ V by
(A + u) ⊳ (B + v) = AB + Av, (A + u) ⊲ (B + v) = −BA, ∀A, B ∈ gl(V), u, v ∈ V.
Then (gl(V)⊕V,⊲,⊳) is a Leibniz-dendriform algebra. Its sub-adjacent Leibniz algebra is exactly
the one underlying an omni-Lie algebra introduced by Weinstein in [45].
Let (A,⊲,⊳) be a Leibniz-dendriform algebra. Define two linear maps L⊳ : A → gl(A) and
R⊲ : A → gl(A) by
L⊳(x)y = x ⊳ y, R⊲(x)y = y ⊲ x, ∀x, y ∈ A.(45)
Proposition 5.8. Let (A,⊲,⊳) be a Leibniz-dendriform algebra. Then (A; L⊳,R⊲) is a represen-
tation of the sub-adjacent Leibniz algebra (A, [·, ·]⊲,⊳).
Proof. By (41), for all x, y, z ∈ A, we have
(L⊳([x, y]⊲,⊳) − [L⊳(x), L⊳(y)])z = [x, y]⊲,⊳ ⊳ z − x ⊳ (y ⊳ z) + y ⊳ (x ⊳ z) = 0.
Thus, we have L⊳([x, y]⊲,⊳) = [L⊳(x), L⊳(y)]. By (42), we have
(R⊲([x, y]⊲,⊳) − [L⊳(x),R⊲(y)])z = z ⊲ [x, y] − x ⊳ (z ⊲ y) + (x ⊳ z) ⊲ y = 0,
which implies that R⊲([x, y]⊲,⊳) = [L⊳(x),R⊲(y)]. By (42) and (43), we have
(R⊲(y)L⊳(x) + R⊲(y)R⊲(x))z = (x ⊳ z) ⊲ y + (z ⊲ x) ⊲ y
= x ⊳ (z ⊲ y) − z ⊲ (x ⊳ y) − z ⊲ (x ⊲ y)
+z ⊲ (x ⊲ y) − x ⊳ (z ⊲ y) + z ⊲ (x ⊳ y)
= 0.
Thus, we have R⊲(y)L⊳(x) = −R⊲(y)R⊲(x). Therefore, (A; L⊳,R⊲) is a representation of the sub-
adjacent Leibniz algebra (A, [·, ·]⊲,⊳). 
Proposition 5.9. Let K : V → g be a Kupershmidt operator on a Leibniz algebra (g, [·, ·]g) with
respect to a representation (V; ρL, ρR). Then there is a Leibniz-dendriform algebra structure on V
given by
u ⊲ v := ρR(Kv)u, u ⊳ v := ρL(Ku)v, ∀u, v ∈ V.(46)
Proof. By (1) and (40), we have
u ⊳ (v ⊳ w) − v ⊳ (u ⊳ w) − (u ⊲ v) ⊳ w − (u ⊳ v) ⊳ w
= u ⊳ (ρL(Kv)w) − v ⊳ (ρL(Ku)w) − (ρR(Kv)u) ⊳ w − (ρL(Ku)v) ⊳ w
= ρL(Ku)ρL(Kv)w − ρL(Kv)ρL(Ku)w − ρL(K(ρR(Kv)u))w − ρL(K(ρL(Ku)v))w
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= ρL([Ku,Kv]g)w − ρ
L(K(ρR(Kv)u))w − ρL(K(ρL(Ku)v))w
= 0,
which implies that (41) in Definition 5.5 holds.
Similarly, we can show that (42) and (43) also hold. Thus, (V,⊲,⊳) is a Leibniz-dendriform
algebra. 
We give a sufficient and necessary condition for the existing of a compatible Leibniz-dendriform
algebra structure on a Leibniz algebra.
Proposition 5.10. Let (g, [·, ·]g) be a Leibniz algebra. Then there is a compatible Leibniz-dendriform
algebra on g if and only if there exists an invertible Kupershmidt operator K : V → g on g with
respect to a representation (V; ρL, ρR). Furthermore, the compatible Leibniz-dendriform algebra
structure on g is given by
x ⊲ y := K(ρR(y)K−1x), x ⊳ y := K(ρL(x)K−1y), ∀x, y ∈ g.(47)
Proof. Let K : V → g be an invertible Kupershmidt operator on gwith respect to a representation
(V; ρL, ρR). By Proposition 5.9, there is a Leibniz-dendriform algebra on V given by
u ⊲ v := ρR(Kv)u, u ⊳ v := ρL(Ku)v, ∀u, v ∈ V.
Since K is an invertible Kupershmidt operator, we obtain that
x ⊲ y := K(K−1x ⊲ K−1x) = K(ρR(y)K−1x), x ⊳ y := K(K−1x ⊳ K−1y) = K(ρL(x)K−1y),
is a Leibniz-dendriform algebra on g. By (40), we have
x ⊲ y + x ⊳ y = K(ρR(y)K−1x) + K(ρL(x)K−1y)
= K(ρR(K(K−1y))K−1x) + K(ρL(K(K−1x))K−1y)
= [x, y]g.
On the other hand, let (g,⊲,⊳) be a compatible Leibniz-dendriform algebra of the Leibniz alge-
bra (g, [·, ·]g). By Proposition 5.8, (g; L⊳,R⊲) is a representation of the Leibniz algebra (g, [·, ·]g).
Moreover, Id : g → g is a Kupershmidt operator on the Leibniz algebra (g, [·, ·]g) with respect to
the representation (g; L⊳,R⊲). The proof is finished. 
5.2. Deformations and cohomologies of Kupershmidt operators. Let (V; ρL, ρR) be a repre-
sentation of a Leibniz algebra (g, [·, ·]g). Then there is a Leibniz multiplication on g ⊕ V given
by
[x + u, y + v]⋉ = [x, y]g + ρ
L(x)v + ρR(y)u, ∀x, y ∈ g, u, v ∈ V.(48)
This Leibniz algebra is called the semidirect product of g and (V; ρL, ρR). We denote this Leibniz
algebra by g ⋉ρL,ρR V. Obviously, (g ⋉ρL,ρR V, g,V) is a twilled Leibniz algebra. Denote the Leibniz
bracket [·, ·]⋉ by Ω. Write Ω = µˆ1 + µˆ2. Then µˆ2 = 0.
Proposition 5.11. With the above notations, (C∗(V, g) = ⊕+∞
k=1
Ck(V, g), {·, ·}) is a gLa, where the
graded Lie bracket {·, ·} is given by
{g1, g2}(v1, v2, · · · , vm+n)
=
m∑
k=1
∑
σ∈S(k−1,n)
(−1)(k−1)n+1(−1)σg1(vσ(1), · · · , vσ(k−1), ρ
L(g2(vσ(k), · · · , vσ(k+n−1)))vk+n, vk+n+1, · · · , vm+n)
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+
m+1∑
k=2
∑
σ∈S(k−2,n,1)
σ(k+n−2)=k+n−1
(−1)kn(−1)σg1(vσ(1), · · · , vσ(k−2), ρ
R(g2(vσ(k−1), · · · , vσ(k+n−2)))vσ(k+n−1), vk+n, · · · , vm+n)
+
m∑
k=1
∑
σ∈S(k−1,n−1)
(−1)(k−1)n(−1)σ[g2(vσ(k), · · · , vσ(k+n−2), vk+n−1), g1(vσ(1), · · · , vσ(k−1), vk+n, · · · , vm+n)]g
+
∑
σ∈S(m,n−1)
(−1)mn+1(−1)σ[g1(vσ(1), · · · , vσ(m)), g2(vσ(m+1), · · · , vσ(m+n−1), vm+n)]g
+
n∑
k=1
∑
σ∈S(k−1,m)
(−1)m(k+n−1)(−1)σg2(vσ(1), · · · , vσ(k−1), ρ
L(g1(vσ(k), · · · , vσ(k+m−1)))vk+m, vk+m+1, · · · , vm+n)
+
n∑
k=1
∑
σ∈S(k−1,m,1)
σ(k+m−1)=k+m
(−1)m(k+n−1)+1(−1)σg2(vσ(1), · · · , vσ(k−1), ρ
R(g1(vσ(k), · · · , vσ(k−1+m)))vσ(k+m), vk+m+1, · · · , vm+n),
for all g1 ∈ C
m(V, g), g2 ∈ C
n(V, g).
Moreover, its Maurer-Cartan elements are precisely Kupershmidt operators on the Leibniz
algebra g with respect to the representation (V; ρL, ρR).
Proof. By Lemma 3.16, we obtain the above graded Lie bracket {·, ·} on C∗(V, g) = ⊕+∞
k=1
Ck(V, g).
Moreover, for all K ∈ C1(V, g), we have
{K,K}(v1, v2) = 2([Kv1,Kv2]g − K(ρ
L(Kv1)v2) − K(ρ
R(Kv2)v1)).
Thus, Maurer-Cartan elements are precisely Kupershmidt operators on g with respect to the rep-
resentation (V; ρL, ρR). The proof is finished. 
Let K : V −→ g be a Kupershmidt operator on a Leibniz algebra g with respect to a repre-
sentation (V; ρL, ρR). Since K is a Maurer-Cartan element of the gLa (C∗(V, g), {·, ·}) by Proposi-
tion 5.11, it follows from the graded Jacobi identity that the map
(49) dK : Hom(⊗
nV, g) −→ Hom(⊗n+1V, g), dK f := {K, f },
is a graded derivation of the gLa (C∗(V, g), {·, ·}) satisfying d2
K
= 0. Thus, we have
Lemma 5.12. Let K : V −→ g be a Kupershmidt operator on a Leibniz algebra g with respect to
a representation (V; ρL, ρR). Then (C∗(V, g), {·, ·}, dK) is a dgLa.
This dgLa can control deformations of a Kupershmidt operator.
Theorem 5.13. Let K : V −→ g be a Kupershmidt operator on a Leibniz algebra g with respect
to a representation (V; ρL, ρR). Then for a linear map K′ : V −→ g, K+K′ is a Kupershmidt oper-
ator if and only if K′ is a Maurer-Cartan element of the dgLa (C∗(V, g), {·, ·}, dK), i.e. K
′ satisfies
the Maurer-Cartan equation:
dKK
′
+
1
2
{K′,K′} = 0.
Proof. By Proposition 5.11, K + K′ is a Kupershmidt operator if and only if
{K + K′,K + K′} = 0.
Applying {K,K} = 0, the above condition is equivalent to
2{K,K′} + {K′,K′} = 0.
That is, dKK
′
+
1
2
{K′,K′} = 0. 
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Let K : V −→ g be a Kupershmidt operator on a Leibniz algebra g with respect to a representa-
tion (V; ρL, ρR). By Proposition 4.8, we obtain that ((g⊕V,ΩK), g,V) is a twilled Leibniz algebra.
Therefore, [Ω, Kˆ]B is a Leibniz algebra structure on g ⊕ V of the semidirect product type. More
precisely, for all (x, u), (y, v) ∈ g ⊕ V , we have
[Ω, Kˆ]B((x, u), (y, v)) = (Ω◦¯Kˆ − Kˆ◦¯Ω)((x, u), (y, v))
= Ω((Ku, 0), (y, v)) + Ω((x, u), (Kv, 0)) − KˆΩ((x, u), (y, v))
= ([Ku, y]g + [x,Kv]g − K(ρ
L(x)v) − K(ρR(y)u), ρL(Ku)v + ρR(Kv)u).
Therefore, we have
Lemma 5.14. For all u, v ∈ V, [u, v]K := ρ
L(Ku)v + ρR(Kv)u defines a Leibniz algebra structure3
on V and
ρ¯L(u)y := [Ku, y]g − K(ρ
R(y)u), ρ¯R(v)x := [x,Kv]g − K(ρ
L(x)v), ∀x, y ∈ g, u, v ∈ V
define a representation of the Leibniz algebra (V, [·, ·]K) on g.
Let ∂¯K : C
n(V, g) −→ Cn+1(V, g) be the corresponding Leibniz algebra coboundary operator of
the Leibniz algebra (V, [·, ·]K) with the coefficient in the representation (g; ρ¯
L, ρ¯R). More precisely,
∂¯K : C
n(V, g) −→ Cn+1(V, g) is given by
∂¯K f (u1, · · · , un+1)
=
n∑
i=1
(−1)i+1[Kui, f (u1, · · · , uˆi, · · · , un+1)]g −
n∑
i=1
(−1)i+1K(ρR( f (u1, · · · , uˆi, · · · , un+1))ui)
+(−1)n+1[ f (u1, · · · , un),Kun+1]g + (−1)
nK(ρL( f (u1, · · · , un))un+1)
+
∑
1≤i< j≤n+1
(−1)i f (u1, · · · , uˆi, · · · , u j−1, ρ
L(Kui)u j + ρ
R(Ku j)ui, u j+1, · · · , un+1).
It is obvious that x ∈ g is closed if and only if K ◦ ρL(x) = Lx ◦K, and f ∈ C
1(V, g) is closed if and
only if
[Ku, f (v)]g + [ f (u),Kv]g − K(ρ
L( f (u))v + ρR( f (v))u) − f (ρL(Ku)v + ρR(Kv)u) = 0.
Up to a sign, the coboundary operators ∂¯K given above coincides with the differential operator
dK defined by (49) using the Maurer-Cartan element K.
Proposition 5.15. Let K : V −→ g be a Kupershmidt operator on a Leibniz algebra g with respect
to a representation (V; ρL, ρR). Then we have
∂¯K f = (−1)
n−1dK f , ∀ f ∈ Hom(⊗
nV, g), n = 1, 2, · · · .
Proof. For all u1, u2, · · · , un+1 ∈ V and f ∈ Hom(⊗
nV, g), we have
(dK f )(u1, u2, · · · , un+1)
= {K, f }(u1, u2, · · · , un+1)
= (−1)1K(ρL( f (v1, · · · , vn))vn+1) +
∑
σ∈S(0,n,1)
σ(n)=n+1
(−1)σK(ρR(vσ(1), · · · , vσ(n))vσ(n+1))
3This Leibniz algebra is exactly the sub-adjacent Leibniz algebra of the underlying Leibniz-dendriform algebra
of a Kupershmidt operator.
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+[ f (v1, · · · , vn),Kvn+1]g +
∑
σ∈S(1,n−1)
(−1)n+1(−1)σ[Kvσ(1), f (vσ(2), · · · , vσ(n), vn+1)]g
+
n∑
k=1
∑
σ∈S(k−1,1)
(−1)k+n−1(−1)σ f (vσ(1), · · · , vσ(k−1), ρ
L(Kvσ(k))vk+1, vk+2, · · · , vn+1)
+
n∑
k=1
∑
σ∈S(k−1,1,1)
σ(k)=k+1
(−1)k+n(−1)σ f (vσ(1), · · · , vσ(k−1), ρ
R(Kvσ(k))vσ(k+1), vk+2, · · · , vn+1)
= (−1)1K(ρL( f (v1, · · · , vn))vn+1) +
n∑
i=1
(−1)n+1−iK(ρR(v1, · · · , vˆi, · · · , vn, vn+1)vi)
+[ f (v1, · · · , vn),Kvn+1]g +
n∑
i=1
(−1)n+i[Kvi, f (v1, · · · , vˆi, · · · , vn, vn+1)]g
+
∑
1≤i< j≤n+1
(−1)n−1−i f (v1, · · · , vˆi, · · · , v j−1, ρ
L(Kvi)v j, v j+1, · · · , vn+1)
+
∑
1≤i< j≤n+1
(−1)n−1−i f (v1, · · · , vˆi, · · · , v j−1, ρ
R(Kv j)vi, v j+1, · · · , vn+1).
Thus, we obtain that ∂¯K f = (−1)
n−1dK f . The proof is finished. 
Definition 5.16. Let K be a Kupershmidt operator on a Leibniz algebra g with respect to a repre-
sentation (V; ρL, ρR). Denote by (C∗(V, g) = ⊕+∞
k=0
Ck(V, g), ∂¯K) the above cochain complex. Denote
the set of k-cocycles by Zk(V, g) and the set of k-coboundaries by Bk(V, g). Denote by
(50) Hk(V, g) = Zk(V, g)/Bk(V, g), k ≥ 0,
the k-th cohomology group which will be taken to be the k-th cohomology group for the Kuper-
shmidt operator K.
We can use these cohomology groups to characterize infinitesimal and formal deformations of
Kupershmidt operators. We leave them to the readers.
6. Quadratic Leibniz algebras and Leibniz bialgebras
6.1. Quadratic Leibniz algebras and the Leibniz analogue of the string Lie 2-algebra. It
is observed by Chapoton in [13] using the operad theory that one need to use skew-symmetric
bilinear forms instead of symmetric bilinear forms on a Leibniz algebra. This is the key ingredient
in our study of Leibniz bialgebras.
Definition 6.1. ([13]) A quadratic Leibniz algebra is a Leibniz algebra (g, [·, ·]g) equipped with a
nondegenerate skew-symmetric bilinear formω ∈ ∧2g∗ such that the following invariant condition
holds:
ω(x, [y, z]g) = ω([x, z]g + [z, x]g, y), ∀x, y, z ∈ g.(51)
Remark 6.2. In the original definition of a nondegenerate skew-symmetric invariant bilinear
form on a Leibniz algebra (g, [·, ·]g) given in [13], there is a superfluous condition
ω(x, [y, z]g) = −ω([y, x]g, z).(52)
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In fact, by (51), we have
−ω([y, x]g, z) = ω(z, [y, x]g) = ω([z, x]g + [x, z]g, y) = ω(x, [y, z]g), ∀x, y, z ∈ g.
Remark 6.3. Note that we use skew-symmetric bilinear forms instead of symmetric bilinear forms
and use the invariant condition (51) instead of the invariant condition B([x, y]g, z) = B(x, [y, z]g)
and this is the main ingredient in our study of Leibniz bialgebras. In [8], the author use symmetric
bilinear form and invariant condition B([x, y]g, z) = B(x, [y, z]g) to study Leibniz bialgebras so
that one has to add some strong conditions. As we will see, everything in the following study is
natural in the sense that we do not need to add any extra conditions on the Leibniz algebra.
Recall that a quadratic Lie algebra is a Lie algebra (k, [·, ·]k) equipped with a symmetric bilinear
form B ∈ Sym2(k∗), which is invariant in the sense that
B([x, y]k, z) + B(y, [x, z]k) = 0, ∀x, y, z ∈ k.
Associated to a quadratic Lie algebra (k, [·, ·]k, B), we have a closed 3-form Θ¯ ∈ ∧
3k∗ given by
Θ¯(x, y, z) = B(x, [y, z]k),
which is known as the Cartan 3-form.
Let (g, [·, ·]g, ω) be a quadratic Leibniz algebra. Define Θ ∈ ⊗
3g∗ by
(53) Θ(x, y, z) = ω(x, [y, z]g), ∀x, y, z ∈ g.
This 3-tensor can be viewed as the Leibniz analogue of the Cartan 3-form on a quadratic Lie
algebra as the following lemma shows.
Lemma 6.4. With the above notations, Θ is closed, i.e. ∂Θ = 0.
Proof. For all x, y, z,w ∈ g, by the fact that [g, g]g is a left center, we have
∂Θ(x, y, z,w) = −Θ([x, y]g, z,w) − Θ(y, [x, z]g,w) − Θ(y, z, [x,w]g)
+Θ(x, [y, z]g,w) + Θ(x, z, [y,w]g) − Θ(x, y, [z,w]g)
= −ω([x, y]g, [z,w]g) − ω(y, [[x, z]g,w]g) − ω(y, [z, [x,w]g]g)
+ω(x, [[y, z]g,w]g) + ω(x, [z, [y,w]g]g) − ω(x, [y, [z,w]g]g)
= ω(y, [x, [z,w]g]g) − ω(y, [[x, z]g,w]g) − ω(y, [z, [x,w]g]g)
+ω(x, [[y, z]g + [z, y]g,w]g)
= 0,
which finishes the proof. 
Consequently, given a quadratic Leibniz algebra (g, [·, ·]g, ω), we can construct a Leibniz 2-
algebra (2-term Lod∞-algebra) ([30, 40]), which can be viewed as the Leibniz analogue of the
string Lie 2-algebra associated to a semisimple Lie algebra ([3]).
On the graded vector space K ⊕ g, define l1 : K → g to be the zero map, define l2 and l3 by
l2(x, y) = [x, y]g, ∀x, y ∈ g,
l2(x, s) = l2(s, x) = 0, ∀x ∈ g, s ∈ K,
l3(x, y, z) = Θ(x, y, z) = ω(x, [y, z]g), ∀x, y, z ∈ g.
Theorem 6.5. Let (g, [·, ·]g, ω) be a quadratic Leibniz algebra. Then (K, g, l1 = 0, l2, l3) is a
Leibniz 2-algebra.
Proof. It follows from Lemma 6.4 and we omit details. 
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Remark 6.6. A semisimple Lie algebra with the Killing form is naturally a quadratic Lie algebra.
How to construct a skew-symmetric bilinear form associated to a Leibniz algebra such that it is
invariant in the sense of (51) is not known yet.
6.2. Matched pairs, quadratic twilled Leibniz algebras and Leibniz bialgebras. In this sub-
section, first we recall the notion of a matched pair of Leibniz algebras. Then we introduce the
notions of a quadratic twilled Leibniz algebra and a Leibniz bialgebra. Finally, we prove the
equivalence between matched pairs of Leibniz algebras, quadratic twilled Leibniz algebras and
Leibniz bialgebras.
Definition 6.7. ([2]) Let (g1, [·, ·]g1) and (g2, [·, ·]g2) be two Leibniz algebras. If there exists a
representation (ρL
1
, ρR
1
) of g1 on g2 and a representation (ρ
L
2
, ρR
2
) of g2 on g1 such that the identities
ρR1 (x)[u, v]g2 − [u, ρ
R
1 (x)v]g2 + [v, ρ
R
1 (x)u]g2 − ρ
R
1 (ρ
L
2(v)x)u + ρ
R
1 (ρ
L
2(u)x)v = 0;(54)
ρL1(x)[u, v]g2 − [ρ
L
1(x)u, v]g2 − [u, ρ
L
1(x)v]g2 − ρ
L
1(ρ
R
2 (u)x)v − ρ
R
1 (ρ
R
2 (v)x)u = 0;(55)
[ρL1(x)u, v]g2 + ρ
L
1(ρ
R
2 (u)x)v + [ρ
R
1 (x)u, v]g2 + ρ
L
1(ρ
L
2(u)x)v = 0;(56)
ρR2 (u)[x, y]g1 − [x, ρ
R
2 (u)y]g1 + [y, ρ
R
2 (u)x]g1 − ρ
R
2 (ρ
L
1(y)u)x + ρ
R
2 (ρ
L
1(x)u)y = 0;(57)
ρL2(u)[x, y]g1 − [ρ
L
2(u)x, y]g1 − [x, ρ
L
2(u)y]g1 − ρ
L
2(ρ
R
1 (x)u)y − ρ
R
2 (ρ
R
1 (y)u)x = 0;(58)
[ρL2(u)x, y]g1 + ρ
L
2(ρ
R
1 (x)u)y + [ρ
R
2 (u)x, y]g1 + ρ
L
2(ρ
L
1(x)u)y = 0,(59)
hold for all x, y ∈ g1 and u, v ∈ g2, then we call (g1, g2; (ρ
L
1 , ρ
R
1 ), (ρ
L
2 , ρ
R
2 )) a matched pair of
Leibniz algebras.
Proposition 6.8. There is a one-to-one correspondence between matched pairs of Leibniz alge-
bras and twilled Leibniz algebras.
Proof. Let (g1, g2; (ρ
L
1
, ρR
1
), (ρL
2
, ρR
2
)) be a matched pair of Leibniz algebras. Define a bilinear
bracket operation [·, ·]⊲⊳ on the direct sum vector space g1 ⊕ g2 by
[x + u, y + v]⊲⊳ = [x, y]g1 + ρ
R
2 (v)x + ρ
L
2(u)y + [u, v]g2 + ρ
L
1(x)v + ρ
R
1 (y)u.(60)
It is straightforward to deduce that (g1 ⊕ g2, [·, ·]⊲⊳) is a Leibniz algebra. We denote this Leibniz
algebra simply by g1 ⊲⊳ g2. Then (g1 ⊲⊳ g2, g1, g2) is a twilled Leibniz algebra.
Conversely, if (G, g1, g2) is a twilled Leibniz algebra, then (ρ
L
1
, ρR
1
) is a representation of g1 on
g2 and (ρ
L
2 , ρ
R
2 ) is a representation of g2 on g1, where ρ
L
1 , ρ
R
1 , ρ
L
2 , ρ
R
2 are defined by
ρL1(x)u = Pg2([x, u]G), ρ
R
1 (x)u = Pg2([u, x]G), ρ
L
2(u)x = Pg1([u, x]G), ρ
R
2 (u)x = Pg1([x, u]G),
and Pg1 and Pg2 are the natural projections from G to g1 and g2 respectively. See Remark 3.14
for more explanation. By Lemma 3.13, we have [µˆ1, µˆ2]
B
= 0, which is equivalent to (54)-(59).
Thus, (g1, g2; (ρ
L
1
, ρR
1
), (ρL
2
, ρR
2
)) is a matched pair of Leibniz algebras. 
In the Lie algebra context, to relate a matched pair of Lie algebras to Lie bialgebras and Manin
triples for Lie algebras, we need the notions of the coadjoint representation, which is the dual
representation of the adjoint representation. Now we investigate the dual representation in the
Leibniz algebra context.
Lemma 6.9. Let (V; ρL, ρR) be a representation of a Leibniz algebra (g, [·, ·]g). Then(
V∗; (ρL)∗,−(ρL)∗ − (ρR)∗
)
is a representation of (g, [·, ·]g), which is called the dual representation of (V; ρ
L, ρR).
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Proof. By (1), for all x, y ∈ g, v ∈ V and χ ∈ V∗, we have
〈(ρL)∗([x, y]g)χ, v〉 = −〈χ, ρ
L([x, y]g)v〉 = −〈χ, ρ
L(x)ρL(y)v − ρL(y)ρL(x)v〉
= −〈(ρL)∗(y)(ρL)∗(x)χ, v〉 + 〈(ρL)∗(x)(ρL)∗(y)χ, v〉 = 〈[(ρL)∗(x), (ρL)∗(y)]χ, v〉.
Thus, we have (ρL)∗([x, y]g) = [(ρ
L)∗(x), (ρL)∗(y)]. By (1) and (2), we have
〈
(
− (ρL)∗([x, y]g) − (ρ
R)∗([x, y]g)
)
χ, v〉
= 〈χ, ρL([x, y]g)v + ρ
R([x, y]g)v〉
= 〈χ, ρL(x)ρL(y)v − ρL(y)ρL(x)v + ρL(x)ρR(y)v − ρR(y)ρL(x)v〉
= 〈(ρL)∗(y)(ρL)∗(x)χ, v〉 − (ρL)∗(x)(ρL)∗(y)χ, v〉
+〈(ρR)∗(y)(ρL)∗(x)χ, v〉 − 〈(ρL)∗(x)(ρR)∗(y)χ, v〉
= 〈[(ρL)∗(x),−(ρL)∗(y) − (ρR)∗(y)]χ, v〉.
Thus, we have −(ρL)∗([x, y]g)− (ρ
R)∗([x, y]g) = [(ρ
L)∗(x),−(ρL)∗(y)− (ρR)∗(y)]. Similarly, we can
show that(
− (ρL)∗(y) − (ρR)∗(y)
)
◦ (ρL)∗(x) = −
(
− (ρL)∗(y) − (ρR)∗(y)
)
◦
(
− (ρL)∗(x) − (ρR)∗(x)
)
.
Thus,
(
V∗; (ρL)∗,−(ρL)∗ − (ρR)∗
)
is a representation of (g, [·, ·]g). 
Definition 6.10. A twilled Leibniz algebra (G = g1⊕g2, g1, g2) is called a quadratic twilled Leib-
niz algebra if (G, [·, ·]G) is a quadratic Leibniz algebra such that g1, g2 are isotropic subalgebras.
Remark 6.11. One can define the notion of a Manin triple for Leibniz algebras using the
aforementioned skew-symmetric invariant bilinear form. More precisely, a Manin triple for Leib-
niz algebras is a triple (G; g, g′) consisting of a quadratic Leibniz algebra (G, [·, ·]G, ω) such that
G = g ⊕ g′ as vector spaces and both g and g′ are isotropic subalgebras of (G, [·, ·]G). Then it is
straightforward to see that the notion of a Manin triple for Leibniz algebras is equivalent to the
notion of a quadratic twilled Leibniz algebra. Thus, in this paper, we will use the terminology of
a quadratic twilled Leibniz algebra instead of a Manin triple for Leibniz algebras.
Example 6.12. Let (g, [·, ·]g) be a Leibniz algebra. Then (g⋉L∗,−L∗−R∗ g
∗, g, g∗) is a quadratic twilled
Leibniz algebra, where the natural nondegenerate skew-symmetric bilinear form ω on g ⊕ g∗ is
given by:
ω(x + ξ, y + η) = 〈ξ, y〉 − 〈η, x〉, ∀x, y ∈ g, ξ, η ∈ g∗.(61)
For a Leibniz algebra (g∗, [·, ·]g∗), let △ : g −→ ⊗
2g be the dual map of [·, ·]g∗ : ⊗
2g∗ −→ g∗, i.e.
〈△x, ξ ⊗ η〉 = 〈x, [ξ, η]g∗〉.
Definition 6.13. Let (g, [·, ·]g) and (g
∗, [·, ·]g∗) be Leibniz algebras. Then (g, g
∗) is called a Leibniz
bialgebra if the following conditions hold:
(a) For all x, y ∈ g, we have
τ12
(
(Ry ⊗ Id)(△x)
)
= (Rx ⊗ Id)(△y),
where τ12 : g ⊗ g → g ⊗ g is the exchange operator defined by τ12(x ⊗ y) = y ⊗ x.
(b) For all x, y ∈ g, we have
△[x, y]g =
(
(Id ⊗ Ry − Ly ⊗ Id − Ry ⊗ Id) ◦ (Id + τ12)
)
△x +
(
Id ⊗ Lx + Lx ⊗ Id
)
△y.
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Until now, we have recalled the notion of a matched pair of Leibniz algebras, introduced the
notions of a quadratic twilled Leibniz algebra and a Leibniz bialgebra. Similar to the case of
Lie algebras, these three objects are equivalent when we consider the dual representation of the
regular representation in a matched pair of Leibniz algebras. The following theorem is the main
result in this section.
Theorem 6.14. Let (g, [·, ·]g) and (g
∗, [·, ·]g∗) be two Leibniz algebras. Then the following condi-
tions are equivalent.
(i) (g, g∗) is a Leibniz bialgebra.
(ii) (g, g∗; (L∗,−L∗ − R∗), (L∗,−L∗ − R∗)) is a matched pair of Leibniz algebras.
(iii) (g ⊕ g∗, g, g∗) is a quadratic twilled Leibniz algebra, where the invariant bilinear form is
given by (61).
Proof. First we prove that (ii) is equivalent to (iii).
Let (g, g∗; (L∗,−L∗ − R∗), (L∗,−L∗ − R∗)) be a matched pair of Leibniz algebras. Then (g ⊕
g∗, [·, ·]⊲⊳) is a Leibniz algebra, where [·, ·]⊲⊳ is given by (60). We only need to prove that ω satisfies
the invariant condition (51). For all x, y, z ∈ g and ξ, η, α ∈ g∗, we have
ω(x + ξ, [y + η, z + α]⊲⊳)
= ω(x + ξ, [y, z]g + L
∗
yα + (−L
∗
α − R
∗
α)y +L
∗
ηz + (−L
∗
z − R
∗
z )η + [η, α]g∗)
= 〈ξ, [y, z]g〉 − 〈ξ,L
∗
αy〉 − 〈ξ,R
∗
αy〉 + 〈ξ,L
∗
ηz〉 − 〈L
∗
yα, x〉 + 〈L
∗
zη, x〉 + 〈R
∗
zη, x〉 − 〈[η, α]g∗ , x〉
= 〈ξ, [y, z]g〉 + 〈[α, ξ]g∗ , y〉 + 〈[ξ, α]g∗ , y〉 − 〈[η, ξ]g∗ , z〉
+〈α, [y, x]g〉 − 〈η, [z, x]g〉 − 〈η, [x, z]g〉 − 〈[η, α]g∗ , x〉.
Moreover, we have
ω([x + ξ, z + α]⊲⊳ + [z + α, x + ξ]⊲⊳, y + η)
= ω([x, z]g + L
∗
xα + (−L
∗
α − R
∗
α)x + L
∗
ξz + (−L
∗
z − R
∗
z)ξ + [ξ, α]g∗
+[z, x]g + L
∗
zξ + (−L
∗
ξ − R
∗
ξ)z + L
∗
αx + (−L
∗
x − R
∗
x)α + [α, ξ]g∗ , y + η)
= ω([x, z]g − R
∗
αx − R
∗
zξ + [ξ, α]g∗ + [z, x]g − R
∗
ξz − R
∗
xα + [α, ξ]g∗ , y + η)
= −〈R∗zξ, y〉 + 〈[ξ, α]g∗ , y〉 − 〈R
∗
xα, y〉 + 〈[α, ξ]g∗ , y〉
−〈η, [x, z]g〉 + 〈η,R
∗
αx〉 − 〈η, [z, x]g〉 + 〈η,R
∗
ξz〉
= 〈ξ, [y, z]g〉 + 〈[ξ, α]g∗ , y〉 + 〈α, [y, x]g〉 + 〈[α, ξ]g∗ , y〉
−〈η, [x, z]g〉 − 〈[η, α]g∗ , x〉 − 〈η, [z, x]g〉 − 〈[η, ξ]g∗ , z〉.
Thus, ω satisfies the invariant condition (51).
On the other hand, if (G, g, g∗) is a twilled Leibniz algebra with the invariant bilinear form given
by (61). For all x ∈ g, ξ, η ∈ g∗, by (51), we have
〈η, ρR2 (ξ)x〉 = ω(η, [x, ξ]G) = ω([η, ξ]g∗ + [ξ, η]g∗ , x) = 〈Rξη +Lξη, x〉 = −〈η,R
∗
ξx +L
∗
ξx〉,
which implies that ρR2 = −L
∗ − R∗. We have
〈ρL1(x)ξ, y〉 = −ω(y, [x, ξ]G) = −ω([y, ξ]G + [ξ, y]G, x) = −ω(ξ, [x, y]g) = −〈ξ, Lxy〉 = 〈L
∗
xξ, y〉,
which implies that ρL
1
= L∗. Similarly, we have ρR
1
= −L∗−R∗ and ρL
2
= L∗. Thus, (g, g∗; (L∗,−L∗−
R∗), (L∗,−L∗ − R∗)) is a matched pair.
Next we prove that (i) is equivalent to (ii).
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Let (g, [·, ·]g) and (g
∗, [·, ·]g∗) be Leibniz algebras. Consider their representations (g
∗; L∗,−L∗ −
R∗) and (g;L∗,−L∗ − R∗). For all x, y ∈ g, ξ, η ∈ g∗, consider the left hand side of (59), we have
[L∗ξx, y]g +L
∗
(−L∗x−R
∗
x)ξ
y + [(−L∗ξ − R
∗
ξ)x, y]g +L
∗
L∗xξ
y = −L∗R∗xξy − [R
∗
ξx, y]g.
Furthermore, by straightforward computations, we have
〈−L∗R∗xξy − [R
∗
ξx, y]g, η〉 = 〈y, [R
∗
xξ, η]g∗〉 − 〈RyR
∗
ξx, η〉 = 〈△y,R
∗
xξ ⊗ η〉 − 〈△x,R
∗
yη ⊗ ξ〉
= −〈(Rx ⊗ Id)(△y), ξ ⊗ η〉 + 〈(Ry ⊗ Id)(△x), η ⊗ ξ〉
= −〈(Rx ⊗ Id)(△y), ξ ⊗ η〉 + 〈τ12[(Ry ⊗ Id)(△x)], ξ ⊗ η〉.
Therefore, (59) is equivalent to
(Rx ⊗ Id)(△y) = τ12
(
(Ry ⊗ Id)(△x)
)
.(62)
The left hand side of (58) is equal to
L∗ξ[x, y]g − [L
∗
ξx, y]g − [x,L
∗
ξy]g − L
∗
(−L∗x−R
∗
x)ξ
y − (−L∗(−L∗y−R∗y)ξ − R
∗
(−L∗y−R
∗
y)ξ
)x.
Furthermore, by straightforward computations, we have
〈L∗ξ[x, y]g − [L
∗
ξx, y]g − [x,L
∗
ξy]g + L
∗
L∗xξ
y + L∗R∗xξy − L
∗
L∗yξ
x − L∗R∗yξx − R
∗
L∗yξ
x − R∗R∗yξx, η〉
= −〈[x, y]g, [ξ, η]g∗〉 − 〈x, [ξ,R
∗
yη]g∗〉 − 〈y, [ξ, L
∗
xη]g∗〉 − 〈y, [L
∗
xξ, η]g∗〉 − 〈y, [R
∗
xξ, η]g∗〉
+〈x, [L∗yξ, η]g∗〉 + 〈x, [R
∗
yξ, η]g∗〉 + 〈x, [η, L
∗
yξ]g∗〉 + 〈x, [η,R
∗
yξ]g∗〉
= −〈△[x, y]g, ξ ⊗ η〉 − 〈△x, ξ ⊗ R
∗
yη〉 − 〈△y, ξ ⊗ L
∗
xη〉 − 〈△y, L
∗
xξ ⊗ η〉 − 〈△y,R
∗
xξ ⊗ η〉
+〈△x, L∗yξ ⊗ η〉 + 〈△x,R
∗
yξ ⊗ η〉 + 〈△x, η ⊗ L
∗
yξ〉 + 〈△x, η ⊗ R
∗
yξ〉
= −〈△[x, y]g, ξ ⊗ η〉 + 〈(Id ⊗ Ry)(△x), ξ ⊗ η〉 + 〈(Id ⊗ Lx)(△y), ξ ⊗ η〉 + 〈(Lx ⊗ Id)(△y), ξ ⊗ η〉
+〈(Rx ⊗ Id)(△y), ξ ⊗ η〉 − 〈(Ly ⊗ Id)(△x), ξ ⊗ η〉 − 〈(Ry ⊗ Id)(△x), ξ ⊗ η〉
−〈(τ12
(
(Id ⊗ Ly)(△x)
)
, ξ ⊗ η〉 − 〈τ12
(
(Id ⊗ Ry)(△x)
)
, ξ ⊗ η〉.
Therefore, (58) is equivalent to
△[x, y]g =
(
Id ⊗ Ry − Ly ⊗ Id − Ry ⊗ Id − τ12 ◦ (Id ⊗ Ly) − τ12 ◦ (Id ⊗ Ry)
)
(△x)(63)
+
(
Id ⊗ Lx + Lx ⊗ Id + Rx ⊗ Id
)
(△y).
The left hand side of (57) is equal to
(−L∗ξ − R
∗
ξ)[x, y]g + [x,L
∗
ξy + R
∗
ξy]g − [y,L
∗
ξx + R
∗
ξx]g +L
∗
L∗yξ
x + R∗L∗yξx − L
∗
L∗xξ
y − R∗L∗xξy.
Furthermore, by straightforward computations, we have
〈(−L∗ξ − R
∗
ξ)[x, y]g + [x,L
∗
ξy + R
∗
ξy]g − [y,L
∗
ξx + R
∗
ξx]g + L
∗
L∗yξ
x + R∗L∗yξx − L
∗
L∗xξ
y − R∗L∗xξy, η〉
= 〈[x, y]g, [ξ, η]g∗〉 + 〈[x, y]g, [η, ξ]g∗〉 + 〈y, [ξ, L
∗
xη]g∗〉 + 〈y, [L
∗
xη, ξ]g∗〉 − 〈x, [ξ, L
∗
yη]g∗〉
−〈x, [L∗yη, ξ]g∗〉 − 〈x, [L
∗
yξ, η]g∗〉 − 〈x, [η, L
∗
yξ]g∗〉 + 〈y, [L
∗
xξ, η]g∗〉 + 〈y, [η, L
∗
xξ]g∗〉
= 〈△[x, y]g, ξ ⊗ η〉 + 〈τ12(△[x, y]g), ξ ⊗ η〉 − 〈(Id ⊗ Lx)(△y), ξ ⊗ η〉 − 〈τ12
(
(Lx ⊗ Id)(△y)
)
, ξ ⊗ η〉
+〈(Id ⊗ Ly)△x, ξ ⊗ η〉 + 〈τ12
(
(Ly ⊗ Id)(△x)
)
, ξ ⊗ η〉 + 〈(Ly ⊗ Id)(△x), ξ ⊗ η〉
+〈τ12
(
(Id ⊗ Ly)(△x)
)
, ξ ⊗ η〉 − 〈(Lx ⊗ Id)(△y), ξ ⊗ η〉 − 〈τ12
(
(Id ⊗ Lx)(△y)
)
, ξ ⊗ η〉.
Therefore, (57) is equivalent to
△[x, y]g + τ12(△[x, y]g) =
(
Id ⊗ Lx + τ12 ◦ (Lx ⊗ Id) + Lx ⊗ Id + τ12 ◦ (Id ⊗ Lx)
)
(△y)(64)
−
(
Id ⊗ Ly + τ12 ◦ (Ly ⊗ Id) + Ly ⊗ Id + τ12 ◦ (Id ⊗ Ly)
)
(△x).
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By (62) and (63), we deduce that
△[x, y]g + τ12(△[x, y]g)
=
(
Id ⊗ Ry − Ly ⊗ Id−Ry ⊗ Id︸    ︷︷    ︸ −τ12 ◦ (Id ⊗ Ly)−τ12 ◦ (Id ⊗ Ry))(△x)
+
(
Id ⊗ Lx + Lx ⊗ Id + Rx ⊗ Id︸  ︷︷  ︸ )(△y)
+
(
τ12 ◦ (Id ⊗ Ry) − τ12 ◦ (Ly ⊗ Id)−τ12 ◦ (Ry ⊗ Id)︸             ︷︷             ︸ −Id ⊗ Ly−Id ⊗ Ry)(△x)
+
(
τ12 ◦ (Id ⊗ Lx) + τ12 ◦ (Lx ⊗ Id) + τ12 ◦ (Rx ⊗ Id)︸           ︷︷           ︸ )(△y)
= the right hand side of (64).
Thus, by (58) and (59), we can deduce that (57) holds.
Consider the left hand side of (56), it equals to −L∗
R∗ξ x
η − [R∗xξ, η]g∗ . For all y ∈ g, we have
〈−L∗R∗ξ x
η − [R∗xξ, η]g∗ , y〉 = 〈η, [R
∗
ξx, y]g〉 + 〈η,L
∗
R∗xξ
y〉 = 〈η, [R∗ξx, y]g + L
∗
R∗xξ
y〉,
which implies that (56) is equivalent to (59). Similarly, if (56) holds, we can deduce that (55)
is equivalent to (58). Furthermore, by (55) and (56), we can deduce that (54) holds naturally.
Therefore, (g, g∗; (L∗,−L∗ −R∗), (L∗,−L∗ −R∗)) is a matched pair of Leibniz algebras if and only
if (62) and (63) hold. Note that (62) is exactly Condition (a) in Definition 6.13. Furthermore, if
(62) holds, (63) is exactly Condition (b) in Definition 6.13. Thus, (g, g∗) is a Leibniz bialgebra if
and only if (g, g∗; (L∗,−L∗ −R∗), (L∗,−L∗ −R∗)) is a matched pair of Leibniz algebras. The proof
is finished. 
Corollary 6.15. Let (g, g∗) be a Leibniz bialgebra. Then (g∗, g) is also a Leibniz bialgebra.
7. The classical Leibniz-Yang-Baxter equation and triangular Leibniz bialgebras
In this section, we define the classical Leibniz-Yang-Baxter equation using the gLa obtained in
Section 3. Its solutions are called classical Leibniz r-matrices. Using the twisting theory given in
Section 4, we define a triangular Leibniz bialgebra successfully. We show that a Kupershmidt op-
erator gives rise to a solution of the classical Leibniz-Yang-Baxter equation naturally. Finally, we
generalize a Semonov-Tian-Shansky’s result in [39] about the relation between the operator form
and the tensor form of a classical r-matrix to the context of Leibniz algebras.
Let K : g∗ → g be a Kupershmidt operator on a Leibniz algebra (g, [·, ·]g) with respect to the
representation (g∗; L∗,−L∗ − R∗). Let Ω be the Leibniz bracket of the semidirect product Leibniz
algebra g ⋉L∗,−L∗−R∗ g
∗. By Proposition 4.8 and Proposition 5.11, ((g ⊕ g∗,ΩK), g, g∗) is a twilled
Leibniz algebra. Moreover, by Corollary 4.4, eKˆ : (g ⊕ g∗,ΩK) → (g ⊕ g∗,Ω) is an isomorphism
between Leibniz algebras.
First by Lemma 5.14, we have
Corollary 7.1. Let K : g∗ → g be a Kupershmidt operator on g with respect to the representation
(g∗; L∗,−L∗ − R∗). Then g∗
K
:= (g∗, [·, ·]K) is a Leibniz algebra, where [·, ·]K is given by
[ξ, η]K = L
∗
Kξη − L
∗
Kηξ − R
∗
Kηξ, ∀ξ, η ∈ g
∗.
Furthermore, ρ¯L and ρ¯R given by
ρ¯L(ξ)x := [Kξ, x]g + K(L
∗
xξ) + K(R
∗
xξ), ρ¯
R(ξ)x := [x,Kξ]g − K(L
∗
xξ), ∀x ∈ g
define a representation of the Leibniz algebra g∗
K
on the vector space g.
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Proposition 7.2. Let K : g∗ → g be a Kupershmidt operator on a Leibniz algebra (g, [·, ·]g) with
respect to the representation (g∗; L∗,−L∗ − R∗). Then eKˆ preserves the bilinear form ω given by
(61) if and only if K∗= K. Here K∗ is the dual map of K, i.e. 〈Kξ, η〉 = 〈ξ,K∗η〉, for all ξ, η ∈ g∗.
Proof. By Kˆ ◦ Kˆ = 0, we have eKˆ = Id + Kˆ. For all x, y ∈ g, ξ, η ∈ g∗, we have
ω(eKˆ(x + ξ), eKˆ(y + η)) = ω(x + ξ + K(ξ), y + η + K(η))
= ω(x + ξ, y + η) + ω(x + ξ,K(η)) + ω(K(ξ), y + η) + ω(K(ξ),K(η))
= ω(x + ξ, y + η) + ω(ξ,K(η)) + ω(K(ξ), η)
= ω(x + ξ, y + η) + 〈ξ,K(η)〉 − 〈η,K(ξ)〉
= ω(x + ξ, y + η) + 〈(K∗ − K)ξ, η〉.
Thus, ω(eKˆ(x + ξ), eKˆ(y + η)) = ω(x + ξ, y + η) if and only if K∗ = K. The proof is finished. 
Theorem 7.3. Let K : g∗ → g be a Kupershmidt operator on a Leibniz algebra (g, [·, ·]g) with
respect to the representation (g∗; L∗,−L∗ − R∗) and K∗ = K. Then (g ⊕ g∗,ΩK) is a quadratic
Leibniz algebra with the invariant bilinear form ω given by (61) and eKˆ is an isomorphism from
the quadratic Leibniz algebra (g ⊕ g∗,ΩK) to (g ⊕ g∗,Ω).
Proof. Since eKˆ is a Leibniz algebra isomorphism and preserves the bilinear form ω, for all
X, Y, Z ∈ g ⊕ g∗, we have
ω(X,ΩK(Y, Z)) = ω(X, e−KˆΩ(eKˆY, eKˆZ)) = ω(eKˆX,Ω(eKˆY, eKˆZ))
= ω(Ω(eKˆX, eKˆZ) + Ω(eKˆZ, eKˆX), eKˆY)
= ω(ΩK(X, Z) + ΩK(Z, X), Y),
which implies that (g ⊕ g∗,ΩK) is a quadratic Leibniz algebra. It is obvious that eKˆ is an isomor-
phism from the quadratic Leibniz algebra (g ⊕ g∗,ΩK) to (g ⊕ g∗,Ω). 
By Corollary 7.1, Theorem 7.3 and Theorem 6.14, we obtain
Corollary 7.4. Let K : g∗ → g be a Kupershmidt operator on a Leibniz algebra (g, [·, ·]g) with
respect to the representation (g∗; L∗,−L∗ − R∗) and K∗ = K. Then (g, g∗K) is a Leibniz bialgebra.
By Proposition 5.11, we have
Corollary 7.5. Let (g, [·, ·]g) be a Leibniz algebra. Then (C
∗(g∗, g), {·, ·}) is a gLa, where {·, ·} is
given by
{g1, g2}(ξ1, ξ2, · · · , ξm+n)
=
m∑
k=1
∑
σ∈S(k−1,n)
(−1)(k−1)n+1(−1)σg1(ξσ(1), · · · , ξσ(k−1), L
∗
g2(ξσ(k),··· ,ξσ(k+n−1))
ξk+n, ξk+n+1, · · · , ξm+n)
+
m+1∑
k=2
∑
σ∈S(k−2,n,1)
σ(k+n−2)=k+n−1
(−1)kn+1(−1)σg1(ξσ(1), · · · , ξσ(k−2), L
∗
g2(ξσ(k−1),··· ,ξσ(k+n−2))
ξσ(k+n−1), ξk+n, · · · , ξm+n)
+
m+1∑
k=2
∑
σ∈S(k−2,n,1)
σ(k+n−2)=k+n−1
(−1)kn+1(−1)σg1(ξσ(1), · · · , ξσ(k−2),R
∗
g2(ξσ(k−1),··· ,ξσ(k+n−2))
ξσ(k+n−1), ξk+n, · · · , ξm+n)
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+
m∑
k=1
∑
σ∈S(k−1,n−1)
(−1)(k−1)n(−1)σ[g2(ξσ(k), · · · , ξσ(k+n−2), ξk+n−1), g1(ξσ(1), · · · , ξσ(k−1), ξk+n, · · · , ξm+n)]g
+
∑
σ∈S(m,n−1)
(−1)mn+1(−1)σ[g1(ξσ(1), · · · , ξσ(m)), g2(ξσ(m+1), · · · , ξσ(m+n−1), ξm+n)]g
+
n∑
k=1
∑
σ∈S(k−1,m)
(−1)m(k+n−1)(−1)σg2(ξσ(1), · · · , ξσ(k−1), L
∗
g1(ξσ(k),··· ,ξσ(k+m−1))
ξk+m, ξk+m+1, · · · , ξm+n)
+
n∑
k=1
∑
σ∈S(k−1,m,1)
σ(k+m−1)=k+m
(−1)m(k+n−1)(−1)σg2(ξσ(1), · · · , ξσ(k−1), L
∗
g1(ξσ(k),··· ,ξσ(k−1+m))
ξσ(k+m), ξk+m+1, · · · , ξm+n)
+
n∑
k=1
∑
σ∈S(k−1,m,1)
σ(k+m−1)=k+m
(−1)m(k+n−1)(−1)σg2(ξσ(1), · · · , ξσ(k−1),R
∗
g1(ξσ(k),··· ,ξσ(k−1+m))
ξσ(k+m), ξk+m+1, · · · , ξm+n).
In the sequel, to define the classical Leibniz-Yang-Baxter equation, we transfer the above gLa
structure to the tensor space.
For k ≥ 1, we define Ψ : ⊗k+1g −→ Hom(⊗kg∗, g) by
(65) 〈Ψ(P)(ξ1, · · · , ξk), ξk+1〉 = 〈P, ξ1 ⊗ · · · ⊗ ξk ⊗ ξk+1〉, ∀P ∈ ⊗
k+1g, ξ1, · · · , ξk+1 ∈ g
∗,
and Υ : Hom(⊗kg∗, g) −→ ⊗k+1g by
(66) 〈Υ( f ), ξ1 ⊗ · · · ⊗ ξk ⊗ ξk+1〉 = 〈 f (ξ1, · · · , ξk), ξk+1〉, ∀ f ∈ Hom(⊗
kg∗, g), ξ1, · · · , ξk+1 ∈ g
∗.
Obviously we have Ψ ◦ Υ = Id, Υ ◦ Ψ = Id.
Theorem 7.6. Let (g, [·, ·]g) be a Leibniz algebra. Then, there is a graded Lie bracket [[·, ·]] on
the tensor space ⊕k≥2(⊗
kg) given by
[[P,Q]] := Υ{Ψ(P),Ψ(Q)}, ∀P ∈ ⊗m+1g,Q ∈ ⊗n+1g.
Proof. By Ψ ◦ Υ = Id, Υ ◦ Ψ = Id, we transfer the graded Lie algebra structure on C∗(g∗, g) to
that on the tensor space ⊕k≥2(⊗
kg). The proof is finished. 
The general formula of [[P,Q]] is very sophisticated. But for P = x ⊗ y and Q = z ⊗w, there is
an explicit expression, which is enough for our application.
Lemma 7.7. For x ⊗ y, z ⊗ w ∈ g ⊗ g, we have
[[x ⊗ y, z ⊗ w]] = z ⊗ [w, x]g ⊗ y − [w, x]g ⊗ z ⊗ y − [x,w]g ⊗ z ⊗ y + z ⊗ x ⊗ [w, y]g
+x ⊗ z ⊗ [y,w]g + x ⊗ [y, z]g ⊗ w − [y, z]g ⊗ x ⊗ w − [z, y]g ⊗ x ⊗ w.(67)
Proof. For all ξ ∈ g∗, we have Ψ(x ⊗ y)(ξ) = 〈x, ξ〉y. By Proposition 7.5, for all ξ1, ξ2 ∈ g
∗, we
have
{Ψ(x ⊗ y),Ψ(z ⊗ w)}(ξ1, ξ2) = −Ψ(x ⊗ y)(L
∗
Ψ(z⊗w)ξ1
ξ2) + Ψ(x ⊗ y)(L
∗
Ψ(z⊗w)ξ2
ξ1)
+Ψ(x ⊗ y)(R∗
Ψ(z⊗w)ξ2
ξ1) + [Ψ(z ⊗ w)ξ1,Ψ(x ⊗ y)ξ2]g
+[Ψ(x ⊗ y)ξ1,Ψ(z ⊗ w)ξ2]g − Ψ(z ⊗ w)(L
∗
Ψ(x⊗y)ξ1
ξ2)
+Ψ(z ⊗ w)(L∗
Ψ(x⊗y)ξ2
ξ1) + Ψ(z ⊗ w)(R
∗
Ψ(x⊗y)ξ2
ξ1).
Thus, for all ξ1, ξ2, ξ3 ∈ g
∗, we have
〈[[x ⊗ y, z ⊗ w]], ξ1 ⊗ ξ2 ⊗ ξ3〉 = 〈{Ψ(x ⊗ y),Ψ(z ⊗ w)}(ξ1, ξ2), ξ3〉
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= −〈Ψ(x ⊗ y)(L∗
Ψ(z⊗w)ξ1
ξ2), ξ3〉 + 〈Ψ(x ⊗ y)(L
∗
Ψ(z⊗w)ξ2
ξ1), ξ3〉 + 〈Ψ(x ⊗ y)(R
∗
Ψ(z⊗w)ξ2
ξ1), ξ3〉
+〈[Ψ(z ⊗ w)ξ1,Ψ(x ⊗ y)ξ2]g, ξ3〉 + 〈[Ψ(x ⊗ y)ξ1,Ψ(z ⊗ w)ξ2]g, ξ3〉 − 〈Ψ(z ⊗ w)(L
∗
Ψ(x⊗y)ξ1
ξ2), ξ3〉
+〈Ψ(z ⊗ w)(L∗
Ψ(x⊗y)ξ2
ξ1), ξ3〉 + 〈Ψ(z ⊗ w)(R
∗
Ψ(x⊗y)ξ2
ξ1), ξ3〉
= −〈z, ξ1〉〈x, L
∗
wξ2〉〈y, ξ3〉 + 〈z, ξ2〉〈x, L
∗
wξ1〉〈y, ξ3〉 + 〈z, ξ2〉〈x,R
∗
wξ1〉〈y, ξ3〉
+〈z, ξ1〉〈x, ξ2〉〈[w, y]g, ξ3〉 + 〈x, ξ1〉〈z, ξ2〉〈[y,w]g, ξ3〉 − 〈x, ξ1〉〈z, L
∗
yξ2〉〈w, ξ3〉
+〈x, ξ2〉〈z, L
∗
yξ1〉〈w, ξ3〉 + 〈x, ξ2〉〈z,R
∗
yξ1〉〈w, ξ3〉
= 〈z, ξ1〉〈[w, x]g, ξ2〉〈y, ξ3〉 − 〈[w, x]g, ξ1〉〈z, ξ2〉〈y, ξ3〉 − 〈[x,w]g, ξ1〉〈z, ξ2〉〈y, ξ3〉
+〈z, ξ1〉〈x, ξ2〉〈[w, y]g, ξ3〉 + 〈x, ξ1〉〈z, ξ2〉〈[y,w]g, ξ3〉 + 〈x, ξ1〉〈[y, z]g, ξ2〉〈w, ξ3〉
−〈[y, z]g, ξ1〉〈x, ξ2〉〈w, ξ3〉 − 〈[z, y]g, ξ1〉〈x, ξ2〉〈w, ξ3〉,
which implies that (67) holds. The proof is finished. 
Moreover, we can obtain the tensor form of a Kupershmidt operator on g with respect to the
representation (g∗; L∗,−L∗ − R∗).
Proposition 7.8. Let K : g∗ → g be a linear map.
(i) K is a Kupershmidt operator on g with respect to the representation (g∗; L∗,−L∗ − R∗) if
and only if the tensor form K¯ =
∑n
i=1 ei ⊗ K(e
∗
i ) ∈ g ⊗ g satisfies
[[K¯, K¯]] = 0.
(ii) K = K∗ if and only if K¯ = τ12(K¯), that is, K¯ ∈ Sym
2(g).
Proof. Since Ψ is gLa isomorphism from (⊕k≥2(⊗
kg), [[·, ·]]) to (C∗(g∗, g), {·, ·}), we deduce that
{K,K} = 0 if and only if [[K¯, K¯]] = 0. The other conclusion is obvious. The proof is finished. 
Definition 7.9. Let (g, [·, ·]g) be a Leibniz algebra and r ∈ Sym
2(g). Then equation
(68) [[r, r]] = 0
is called the classical Leibniz-Yang-Baxter equation in g and r is called a classical Leibniz
r-matrix.
Example 7.10. Consider the 2-dimensional Leibniz algebra (g, [·, ·]) defined with respect to a
basis {e1, e2} by
[e1, e1] = 0, [e1, e2] = 0, [e2, e1] = e1, [e2, e2] = e1.
By Lemma 7.7, we have
[[e1 ⊗ e1, e1 ⊗ e1]] = 0,
[[e1 ⊗ e1, e1 ⊗ e2]] = e1 ⊗ e1 ⊗ e1,
[[e1 ⊗ e1, e2 ⊗ e1]] = −e1 ⊗ e1 ⊗ e1,
[[e1 ⊗ e1, e2 ⊗ e2]] = 2e2 ⊗ e1 ⊗ e1 − e1 ⊗ e2 ⊗ e1 − e1 ⊗ e1 ⊗ e2,
[[e1 ⊗ e2, e1 ⊗ e2]] = 2e1 ⊗ e1 ⊗ e1,
[[e1 ⊗ e2, e2 ⊗ e1]] = e1 ⊗ e2 ⊗ e1 − e1 ⊗ e1 ⊗ e1,
[[e1 ⊗ e2, e2 ⊗ e2]] = e2 ⊗ e1 ⊗ e2 − e1 ⊗ e2 ⊗ e2 + e2 ⊗ e1 ⊗ e1 + e1 ⊗ e2 ⊗ e1 − e1 ⊗ e1 ⊗ e2,
[[e2 ⊗ e1, e2 ⊗ e1]] = −2e1 ⊗ e2 ⊗ e1,
[[e2 ⊗ e1, e2 ⊗ e2]] = e2 ⊗ e1 ⊗ e1 − 2e1 ⊗ e2 ⊗ e1 + e2 ⊗ e2 ⊗ e1 − e1 ⊗ e2 ⊗ e2,
[[e2 ⊗ e2, e2 ⊗ e2]] = 2e2 ⊗ e1 ⊗ e2 − 4e1 ⊗ e2 ⊗ e2 + 2e2 ⊗ e2 ⊗ e1.
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Therefor, for all r = ae1 ⊗ e1 + be1 ⊗ e2 + be2 ⊗ e1 + ce2 ⊗ e2 ∈ Sym
2(g), we have
[[ae1 ⊗ e1 + be1 ⊗ e2 + be2 ⊗ e1 + ce2 ⊗ e2, ae1 ⊗ e1 + be1 ⊗ e2 + be2 ⊗ e1 + ce2 ⊗ e2]]
= ab[[e1 ⊗ e1, e1 ⊗ e2]] + ab[[e1 ⊗ e1, e2 ⊗ e1]] + ac[[e1 ⊗ e1, e2 ⊗ e2]] + ba[[e1 ⊗ e2, e1 ⊗ e1]]
+b2[[e1 ⊗ e2, e1 ⊗ e2]] + b
2[[e1 ⊗ e2, e2 ⊗ e1]] + bc[[e1 ⊗ e2, e2 ⊗ e2]] + ba[[e2 ⊗ e1, e1 ⊗ e1]]
+b2[[e2 ⊗ e1, e1 ⊗ e2]] + b
2[[e2 ⊗ e1, e2 ⊗ e1]] + bc[[e2 ⊗ e1, e2 ⊗ e2]] + ca[[e2 ⊗ e2, e1 ⊗ e1]]
+cb[[e2 ⊗ e2, e1 ⊗ e2]] + cb[[e2 ⊗ e2, e2 ⊗ e1]] + c
2[[e2 ⊗ e2, e2 ⊗ e2]]
= 2ab[[e1 ⊗ e1, e1 ⊗ e2]] + 2ab[[e1 ⊗ e1, e2 ⊗ e1]] + 2ac[[e1 ⊗ e1, e2 ⊗ e2]]
+b2[[e1 ⊗ e2, e1 ⊗ e2]] + 2b
2[[e1 ⊗ e2, e2 ⊗ e1]] + 2bc[[e1 ⊗ e2, e2 ⊗ e2]]
+b2[[e2 ⊗ e1, e2 ⊗ e1]] + 2bc[[e2 ⊗ e1, e2 ⊗ e2]] + c
2[[e2 ⊗ e2, e2 ⊗ e2]]
= 2abe1 ⊗ e1 ⊗ e1 − 2abe1 ⊗ e1 ⊗ e1 + 2ac
(
2e2 ⊗ e1 ⊗ e1 − e1 ⊗ e2 ⊗ e1 − e1 ⊗ e1 ⊗ e2
)
+2b2e1 ⊗ e1 ⊗ e1 + 2b
2
(
e1 ⊗ e2 ⊗ e1 − e1 ⊗ e1 ⊗ e1
)
+2bc
(
e2 ⊗ e1 ⊗ e2 − e1 ⊗ e2 ⊗ e2 + e2 ⊗ e1 ⊗ e1 + e1 ⊗ e2 ⊗ e1 − e1 ⊗ e1 ⊗ e2
)
− 2b2e1 ⊗ e2 ⊗ e1
+2bc
(
e2 ⊗ e1 ⊗ e1 − 2e1 ⊗ e2 ⊗ e1 + e2 ⊗ e2 ⊗ e1 − e1 ⊗ e2 ⊗ e2
)
+c2
(
2e2 ⊗ e1 ⊗ e2 − 4e1 ⊗ e2 ⊗ e2 + 2e2 ⊗ e2 ⊗ e1
)
,
= 4c(a + b)e2 ⊗ e1 ⊗ e1 − 2c(a + b)e1 ⊗ e2 ⊗ e1 − 2c(a + b)e1 ⊗ e1 ⊗ e2
+2c(b + c)e2 ⊗ e1 ⊗ e2 − 4c(b + c)e1 ⊗ e2 ⊗ e2 + 2c(b + c)e2 ⊗ e2 ⊗ e1.
(i) If c = 0, then any r = ae1 ⊗ e1 + b(e1 ⊗ e2 + e2 ⊗ e1) is a classical Leibniz r-matrix;
(ii) If c , 0, then [[r, r]] = 0 if and only if a = c = −b. Thus, any
r = c
(
e1 ⊗ e1 − e1 ⊗ e2 − e2 ⊗ e1 + e2 ⊗ e2
)
is a classical Leibniz r-matrix.
Remark 7.11. For r = ae1⊗e1+be1⊗e2+be2⊗e1+ce2⊗e2, we have r
♯(e∗1, e
∗
2) = (e1, e2)
(
a b
b c
)
.
The above classical Leibniz r-matrices actually correspond to symmetric Kupershmidt opera-
tors given in Example 5.4.
Corollary 7.12. Let (g, [·, ·]g) be a Leibniz algebra and r ∈ Sym
2(g) a solution of the classical
Leibniz-Yang-Baxter equation in g. Then (g, g∗
r♯
) is a Leibniz bialgebra, where r♯ = Ψ(r) : g∗ → g
is defined by 〈r♯(ξ), η〉 = 〈r, ξ ⊗ η〉 for all ξ, η ∈ g∗.
Proof. By r ∈ Sym2(g) and [[r, r]] = 0, we deduce that r♯ : g∗ → g is a Kupershmidt operator on
gwith respect to the representation (g∗; L∗,−L∗−R∗) and (r♯)∗ = r♯. By Theorem 7.3 and Corollary
7.4, we obtain that (g, g∗
r♯
) is a Leibniz bialgebra. 
Definition 7.13. Let (g, [·, ·]g) be a Leibniz algebra and r ∈ Sym
2(g) a solution of the classical
Leibniz-Yang-Baxter equation in g. We call the Leibniz bialgebra (g, g∗
r♯
) the triangular Leibniz
bialgebra associated to the classical Leibniz r-matrix r.
Remark 7.14. It is a very hard problem to define a Leibniz bialgebra and in particular a tri-
angular Leibniz bialgebra due to that the representation theory of Leibniz algebras is not good
enough. In Section 6, we define a Leibniz bialgebra, which is equivalent to a quadratic twilled
Leibniz algebra. Note that there is no cohomology theory can be used in the theory of Leibniz
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bialgebras. Thus, there is not an obvious way to define a “coboundary Leibniz bialgebra”. Nev-
ertheless, using the twisting method in the theory of twilled Leibniz algebras, we define triangular
Leibniz bialgebras successfully.
In the Lie algebra context, we know that the dual description of a classical r-matrix is a sym-
plectic structure on a Lie algebra. Now we investigate the dual description of a classical Leibniz
r-matrix. A symmetric 2-form B ∈ Sym2(g∗) on a Leibniz algebra (g, [·, ·]g) induces a linear map
B♮ : g → g∗ by
〈B♮(x), y〉 := B(x, y), ∀x, y ∈ g.
B is said to be nondegenerate if B♮ : g → g∗ is an isomorphism. Similarly, r ∈ Sym2(g) is said to
be nondegenerate if r♯ : g∗ → g is an isomorphism.
Theorem 7.15. r ∈ Sym2(g) is a nondegenerate solution of the classical Leibniz-Yang-Baxter
equation in a Leibniz algebra g if and only if the symmetric nondegenerate bilinear form B on g
defined by
B(x, y) := 〈(r♯)−1(x), y〉, ∀x, y ∈ g,(69)
satisfies the following “closed” condition
B(z, [x, y]g) = −B(y, [x, z]g) + B(x, [y, z]g) + B(x, [z, y]g).(70)
Proof. Let r ∈ Sym2(g) be nondegenerate. It is obvious that B is symmetric and nondegenerate.
Since r♯ : g∗ → g is an invertible linear map, for all x, y, z ∈ g, there are ξ1, ξ2, ξ3 ∈ g
∗ such that
r♯(ξ1) = x, r
♯(ξ2) = y and r
♯(ξ3) = z. Since r
♯ is a Kupershmidt operator on g with respect to the
representation (g∗; L∗,−L∗ − R∗) and (r♯)∗ = r♯, we have
B(z, [x, y]g) = 〈(r
♯)−1(z), [x, y]g〉 = 〈ξ3, [r
♯(ξ1), r
♯(ξ2)]g〉
= 〈ξ3, r
♯(L∗
r♯(ξ1)
ξ2)〉 − 〈ξ3, r
♯(L∗
r♯(ξ2)
ξ1)〉 − 〈ξ3, r
♯(R∗
r♯(ξ2)
ξ1)〉
= 〈r♯(ξ3), L
∗
r♯(ξ1)
ξ2〉 − 〈r
♯(ξ3), L
∗
r♯(ξ2)
ξ1〉 − 〈r
♯(ξ3),R
∗
r♯(ξ2)
ξ1〉
= −〈[r♯(ξ1), r
♯(ξ3)]g, ξ2〉 + 〈[r
♯(ξ2), r
♯(ξ3)]g, ξ1〉 + 〈[r
♯(ξ3), r
♯(ξ2)]g, ξ1〉
= −B([x, z]g, y) + B([z, y]g, x) + B([y, z]g, x).
Thus, B satisfies (70). 
The algebraic structures underlying such bilinear forms B ∈ Sym2(g∗) are Leibniz-dendriform
algebras.
Proposition 7.16. Let B ∈ Sym2(g∗) be a nondegenerate bilinear form satisfying (70). Then there
is a compatible Leibniz-dendriform algebra structure on g given by:
B(x ⊲ y, z) = B(x, [y, z]g + [z, y]g), B(x ⊳ y, z) = −B(y, [x, z]g), ∀x, y, z ∈ g.(71)
Proof. Let B ∈ Sym2(g∗) be a nondegenerate bilinear form satisfying (70). Then K = (B♮)−1 :
g∗ → g is an invertible Kupershmidt operator on gwith respect to the representation (g∗; L∗,−L∗−
R∗) and K∗ = K. Thus, we have a compatible Leibniz-dendriform algebra structure on g given by:
x ⊲ y := −(B♮)−1(L∗yB
♮x) − (B♮)−1(R∗yB
♮x), x ⊳ y := (B♮)−1(L∗xB
♮y), ∀x, y ∈ g.(72)
Therefore we have
B(x ⊲ y, z) = 〈B♮(x ⊲ y), z〉 = −〈(L∗yB
♮x), z〉 − 〈(R∗yB
♮x), z〉 = B(x, [y, z]g) + B(x, [z, y]g),
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B(x ⊳ y, z) = 〈B♮(x ⊳ y), z〉 = 〈L∗xB
♮y, z〉 = −〈B♮y, [x, z]g〉 = −B(y, [x, z]g).
The proof is finished. 
In the sequel, we show that a Kupershmidt operator on a Leibniz (g, [·, ·]g) with respect to a
general representation (V; ρL, ρR) gives rise to a solution of the classical Leibniz-Yang-Baxter
equation in a larger Leibniz algebra. In particular, there is a natural solution of the classical
Leibniz-Yang-Baxter equation in the semidirect product Leibniz algebra A⋉L∗
⊳
,−L∗
⊳
−R∗
⊲
A∗ associated
to a Leibniz-dendriform algebra (A, ⊲, ⊳).
Lemma 7.17. Let (V; ρL, ρR) be a representation of a Leibniz algebra (g, [·, ·]g). Then, the dual
representation (g∗⊕V; L∗
⋉
,−L∗
⋉
−R∗
⋉
) of the regular representation (g⊕V∗; L⋉,R⋉) of the semidirect
product Leibniz algebra g ⋉(ρL)∗,−(ρL)∗−(ρR)∗ V
∗ have the following properties:
L∗
⋉
(x)ξ = L∗xξ ∈ g
∗, L∗
⋉
(x)v = ρL(x)v ∈ V, L∗
⋉
(χ)ξ = 0, L∗
⋉
(χ)v ∈ g∗,
(−L∗
⋉
− R∗
⋉
)(x)ξ = (−L∗x − R
∗
x)ξ, (−L
∗
⋉
− R∗
⋉
)(x)v = ρR(x)v ∈ V, (−L∗
⋉
− R∗
⋉
)(χ)ξ = 0,
(−L∗
⋉
− R∗
⋉
)(χ)v ∈ g∗,
for all x ∈ g, v ∈ V, ξ ∈ g∗, χ ∈ V∗.
Theorem 7.18. A linear map K : V → g is a Kupershmidt operator on a Leibniz algebra
(g, [·, ·]g) with respect to a representation (V; ρ
L, ρR) if and only if K + K∗ is a Kupershmidt op-
erator on the Leibniz algebra g ⋉(ρL)∗,−(ρL)∗−(ρR)∗ V
∗ with respect to the dual representation (g∗ ⊕
V; L∗
⋉
,−L∗
⋉
− R∗
⋉
) of the regular representation (g ⊕ V∗; L⋉,R⋉), that is, K + K∗ is a solution of the
classical Leibniz-Yang-Baxter equation in g ⋉(ρL)∗,−(ρL)∗−(ρR)∗ V
∗.
Proof. Let K : V → g be a Kupershmidt operator on a Leibniz algebra (g, [·, ·]g) with respect to
a representation (V; ρL, ρR). By Lemma 7.17, for all u, v ∈ V , we have
(K + K∗)
(
L∗
⋉
((K + K∗)u)v − (L∗
⋉
+ R∗
⋉
)((K + K∗)v)u
)
− [(K + K∗)u, (K + K∗)v]⋉
= (K + K∗)
(
ρL(Ku)v + ρR(Kv)u
)
− [Ku,Kv]⋉
= K
(
ρL(Ku)v + ρR(Kv)u
)
− [Ku,Kv]g
= 0.(73)
For all u, v ∈ V, ξ ∈ g∗, we have
〈(K + K∗)
(
L∗
⋉
((K + K∗)u)ξ + (−L∗
⋉
− R∗
⋉
)((K + K∗)ξ)u
)
− [(K + K∗)u, (K + K∗)ξ]⋉, v〉
= 〈K∗
(
L∗Kuξ + (−L
∗
⋉
− R∗
⋉
)(K∗ξ)u
)
− (ρL)∗(Ku)K∗ξ, v〉
= 〈L∗Kuξ + (−L
∗
⋉
− R∗
⋉
)(K∗ξ)u,Kv〉 + 〈K∗ξ, ρL(Ku)v〉
= −〈ξ, [Ku,Kv]g〉 + 〈u, [K
∗ξ,Kv]⋉〉 + 〈u, [Kv,K
∗ξ]⋉〉 + 〈ξ,K(ρ
L(Ku)v)〉
= −〈ξ, [Ku,Kv]g〉 − 〈u, (ρ
L)∗(Tv)K∗ξ + (ρR)∗(Kv)K∗ξ〉 + 〈u, (ρL)∗(Kv)K∗ξ〉 + 〈ξ,K(ρL(Ku)v)〉
= −〈ξ, [Ku,Kv]g〉 − 〈u, (ρ
R)∗(Kv)K∗ξ〉 + 〈ξ,K(ρL(Ku)v)〉
= −〈ξ, [Ku,Kv]g〉 + 〈K(ρ
R(Kv)u), ξ〉 + 〈ξ,K(ρL(Ku)v)〉
= 0.
Similarly, we can show that for all X, Y ∈ g∗ ⊕ V, we have
(K + K∗)
(
L∗
⋉
((K + K∗)X)Y + (−L∗
⋉
− R∗
⋉
)((K + K∗)Y)X
)
− [(K + K∗)X, (K + K∗)Y]⋉ = 0,
34 YUNHE SHENG AND RONG TANG
which implies that K + K∗ is a Kupershmidt operator on the Leibniz algebra g ⋉(ρL)∗,−(ρL)∗−(ρR)∗ V
∗
with respect to the representation (g∗ ⊕ V; L∗
⋉
,−L∗
⋉
− R∗
⋉
).
Conversely, let K + K∗ be a Kupershmidt operator on the Leibniz algebra g ⋉(ρL)∗,−(ρL)∗−(ρR)∗ V
∗
with respect to the representation (g∗ ⊕ V; L∗
⋉
,−L∗
⋉
− R∗
⋉
). By (73), we deduce that T : V → g
is a Kupershmidt operator on (g, [·, ·]g) with respect to the representation (V; ρ
L, ρR). The proof is
finished. 
Proposition 7.19. Let (A,⊲,⊳) be a Leibniz-dendriform algebra. Then
r :=
n∑
i=1
(e∗i ⊗ ei + ei ⊗ e
∗
i )(74)
is a symmetric solution of the classical Leibniz-Yang-Baxter equation in the Leibniz algebra
A ⋉L∗
⊳
,−L∗
⊳
−R∗
⊲
A∗, where {e1, · · · , en} is a basis of A and {e
∗
1, · · · , e
∗
n} is its dual basis. Moreover,
r is nondegenerate and the induced bilinear form B on A ⋉L∗
⊳
,−L∗
⊳
−R∗
⊲
A∗ is given by:
B(x + ξ, y + η) = 〈ξ, y〉 + 〈η, x〉.(75)
Proof. Since (A,⊲,⊳) is a Leibniz-dendriform algebra, the identity map Id : A → A is a Kuper-
shmidt operator on the sub-adjacent Leibniz algebra (A, [·, ·]⊲,⊳) with respect to the representation
(A; L⊳,R⊲). By Theorem 7.18, r =
∑n
i=1(e
∗
i ⊗ ei + ei ⊗ e
∗
i ) is a symmetric solution of the classical
Leibniz-Yang-Baxter equation in A ⋉L∗
⊳
,−L∗
⊳
−R∗
⊲
A∗. It is obvious that the corresponding bilinear
form B ∈ Sym2(A ⊕ A∗) is given by (75). The proof is finished. 
The above two results can be viewed as the Leibniz analogue of the results given in [4]. At
the end of this section, we generalize a Semonov-Tian-Shansky’s result in [39] to the context of
Leibniz algebras.
Lemma 7.20. Let (g, [·, ·]g, ω) be a quadratic Leibniz algebra. Then ω
♮ : g → g∗ is an isomor-
phism from the regular representation (g; L,R) to its dual representation (g∗; L∗,−L∗ − R∗).
Proof. For all x, y, z ∈ g, by (52) we have
〈ω♮(Lxy) − L
∗
xω
♮(y), z〉 = ω([x, y]g, z) + 〈ω
♮(y), Lxz〉 = ω([x, y]g, z) + ω(y, [x, z]g) = 0.
Thus, we have ω♮ ◦ Lx = L
∗
x ◦ ω
♮. By (51), we have
〈ω♮(Rxy) − (−L
∗
x − R
∗
x)ω
♮(y), z〉 = ω([y, x]g, z) − 〈ω
♮(y), (Lx + Rx)z〉
= ω([y, x]g, z) − ω(y, [x, z]g + [z, x]g)
= 0.
Thus, we have ω♮◦Rx = (−L
∗
x−R
∗
x)◦ω
♮. Therefore, ω♮ is an isomorphism between representations.
The proof is finished. 
Theorem 7.21. Let (g, [·, ·]g, ω) be a quadratic Leibniz algebra and K : g
∗ → g a linear map.
Then K is a Kupershmidt operator on (g, [·, ·]g) with respect to the representation (g
∗; L∗,−L∗ −
R∗) if and only if K ◦ ω♮ is a Kupershmidt operator on (g, [·, ·]g) with respect to the regular
representation (g; L,R).
Proof. For all x, y ∈ g, by Lemma 7.20, we have
(K ◦ ω♮)([Kω♮(x), y]g + [x,Kω
♮(y)]g) = K
(
ω♮(LKω♮(x)y) + ω
♮RKω♮(y)x
)
= K
(
L∗
Kω♮(x)
ω♮(y) − L∗
Kω♮(y)
ω♮(x) − R∗
Kω♮(y)
ω♮(x)
)
.
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Thus, we obtain that K is a Kupershmidt operator on (g, [·, ·]g) with respect to the representation
(g∗; L∗,−L∗ − R∗) if and only if K ◦ ω♮ is a Kupershmidt operator on (g, [·, ·]g) with respect to the
regular representation (g; L,R). The proof is finished. 
Corollary 7.22. Let (g, [·, ·]g, ω) be a quadratic Leibniz algebra. Then r ∈ Sym
2(g) is a solution of
the classical Leibniz-Yang-Baxter equation in g if and only if r♯ ◦ω♮ is a Kupershmidt operator on
(g, [·, ·]g) with respect to the regular representation (g; L,R), that is,
[r♯ ◦ ω♮(x), r♯ ◦ ω♮(y)]g = (r
♯ ◦ ω♮)[r♯ ◦ ω♮(x), y]g + (r
♯ ◦ ω♮)[x, r♯ ◦ ω♮(y)]g.
Remark 7.23. In [20], the authors defined R±-matrix for Leibniz algebras as a direct general-
ization of Semonov-Tian-Shansky’s approach in [39], without any bialgebra theory for Leibniz
algebras. It is straightforward to see that their R+-matrices in a Leibniz algebra are simply Ku-
pershmidt operators on the Leibniz algebra with respect to the regular representation. By the
above corollary, if r is a classical Leibniz r-matrix in a quadratic Leibniz algebra (g, [·, ·]g, ω),
then r♯ ◦ ω♮ is an R+-matrix introduced in [20].
Our bialgebra theory for Leibniz algebras enjoys many good properties parallelling to that for
Lie algebras. This justifies its correctness.
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