Micro ( µ -) axial tomography is a challenging technique in microscopy which improves quantitative imaging especially in cytogenetic applications by means of defined sample rotation under the microscope objective. The advantage of µ -axial tomography is an effective improvement of the precision of distance measurements between point-like objects. Under certain circumstances, the effective (3D) resolution can be improved by optimized acquisition depending on subsequent, multi-perspective image recording of the same objects followed by reconstruction methods. This requires, however, a very precise alignment of the tilted views. We present a novel feature-based image alignment method with a precision better than the full width at half maximum of the point spread function. The features are the positions (centres of gravity) of all fluorescent objects observed in the images (e.g. cell nuclei, fluorescent signals inside cell nuclei, fluorescent beads, etc.). Thus, real alignment precision depends on the localization precision of these objects. The method automatically determines the corresponding objects in subsequently tilted perspectives using a weighted bipartite graph. The optimum transformation function is computed in a least squares manner based on the coordinates of the centres of gravity of the matched objects. The theoretically feasible precision of the method was calculated using computer-generated data and confirmed by tests on real image series obtained from data sets of 200 nm fluorescent nano-particles. The advantages of the proposed algorithm are its speed and accuracy, which means that if enough objects are included, the real alignment precision is better than the axial localization precision of a single object. The alignment precision can be assessed directly from the algorithm's output. Thus, the method can be applied not only for image alignment and object matching in tilted view series in order to reconstruct (3D) images, but also to validate the experimental performance (e.g. mechanical precision of the tilting). In practice, the key application of the method is an improvement of the effective spatial (3D) resolution, because the well-known spatial anisotropy in light microscopy can be overcome. This allows more precise distance measurements between point-like objects.
Introduction
With the improvement of specific fluorescence labelling techniques the analysis of structures in the sub-hundred nanometre range has offered new insights into vital biological systems, for instance into the functional organization of the supra-molecular genome structures ). This has required highly sophisticated light microscopy techniques that surpass the well-known diffraction limit of resolution (Stelzer, 1998) . Several techniques that lead to a resolution improvement were introduced in the past, for instance confocal microscopy, multiphoton microscopy, tiltedview microscopy, 4 Pi-microscopy, theta microscopy, spatially modulated illumination microscopy, interference microscopy, and others (Gustafsson, 1999) . In general, a shortcoming of 3D-imaging by far-field light microscopy is the spatial anisotropy of resolution that can be found for nearly all kinds of instruments including the above-mentioned high-resolution approaches. In most commercially available systems the resolution along the optical axis (axial resolution) is worse than the resolution in the focal plane (lateral resolution). As a reasonable approach to overcome shortcomings of the resolution of anisotropy tilted view microscopy has been suggested.
The first system, to our knowledge, that allowed tilting of the specimen in a microscope was constructed by Skaer & Whytock (1975) , who rotated the whole microscope slide with the objects of interest. Therefore, the tilting range yielding good optical quality was relatively low (up to ± 15 ° ). In another device the slide was omitted completely and the objects (mostly cells or cell nuclei) were placed into a glass capillary that could be rotated up to 360 ° (Bradl et al ., 1992 (Bradl et al ., , 1994 . However, the application of the capillary revealed some disadvantages. The sample had to be prepared in suspension and sucked into the capillary. This constraint could not be easily adapted to any labelling technique, as for instance to fluorescence in situ hybridization (FISH) of specific chromosome regions. Moreover, the suspension had to fulfil additional optical conditions. Because the capillary brought another curved glass surface into the light path, appropriate immersion fluids inside and outside the capillary were necessary to carefully match the refraction index of the glass. Unfortunately, the conditions of specimen preparation and immersion fluids were most often contradictory. Therefore, the capillary has been replaced by a glass fibre on which the objects can be fixed (Bradl et al ., 1996a,b) so that a standard coverglass can be placed between the objective lens and the observed objects to obtain better imaging properties. A large tilting range (up to approximately ± 60 ° ) can be preserved also for high numerical aperture (NA) oil immersion objectives that have a very short working distance of typically 90-100 µ m (see Kozubek et al ., 2002) . Within this tilting range angular series of images, in which the same object structures are viewed with the poor axial and the best lateral resolution, can be acquired.
The development of methods for 3D structure reconstruction from an angular series of images has proceeded in parallel with the hardware development. Most reconstruction methods were based on fusion of the tilted images in the Fourier space (Shaw et al ., 1989; Cogswell et al ., 1996; Sätzler & Eils, 1997) . These Fourier space-based methods improve the axial resolution at the expense of an only slight degradation of lateral resolution. Their major drawback is, however, their sensitivity to misalignments and to the presence of photon shot noise. A different reconstruction method has been developed recently (Heintzmann et al ., 2000) . This method for simultaneous reconstruction of high-resolution data from a number of µ -axial tomographic confocal data sets is based on an extension of the maximum likelihood algorithm, which according to the authors should be less sensitive to noise than Fourier space-based methods. Nevertheless, the requirement for accurate alignment has still remained.
Precise and automatic image alignment is indispensable for any reconstruction algorithm. Alignment precision substantially better than the full width at half maximum (FWHM) of the point spread function (PSF) appears to be a reasonable requirement for reconstruction algorithms. However, neither any existing tilting device nor any experimental handling can provide such a performance based purely on theoretic grounds. Therefore, in practice, image alignment based on measured data must be performed.
Commonly used image registration methods in axial tomography have been based on cross-correlation or phasecorrelation (Shaw et al ., 1989; Shaw, 1990; Cogswell et al ., 1996; Heintzmann & Cremer, 2002) but these methods show some disadvantages. Correlation-based methods necessarily have to be applied to such image regions where two subsequent data volumes overlap. This overlap is not always known exactly. Furthermore, these methods can introduce a bias during alignment if being used on raw data because they are inherently sensitive to an asymmetric or elongated PSF, which is in reality a very common phenomenon especially in confocal and wide-field microscopy. In order to solve this problem, it has been suggested to intentionally reduce the in-plane resolution yielding near-isotropic data sets before running an alignment algorithm (Heintzmann & Cremer, 2002) . This reduction, however, has not been attempted yet. To overcome the main drawbacks of these presently used methods for the alignment of angular image series in µ -axial tomography, a new feature-based method has been designed and is reported in this article.
Materials and methods

Tilting hardware requirements
The registration method described here exploits the fact that the fibre position is stable in the direction of its rotation axis. This requirement is satisfied for all tilting devices (capillary or fibre) because it is usually very unlikely for a mounting adapter to allow movement in this direction. For practical reasons it is assumed that the fibre is mounted parallel to the front edge of the microscope stage, which is referred to as the x -axis. A CCD camera or a scanning detection system is assumed to be appropriately set, which means that the x -and y -axes are parallel to the corresponding stage edges. The rotation axis can be slightly tilted from the ideal x -axis.
A further assumption is that during the fibre rotation, a small drift of the fibre mainly in directions perpendicular to the rotation axis (i.e. in the direction of the y -and z -axes) can occur, and the slope of the fibre axis can change to some extent. Finally, it is not necessary to know the exact rotation angle. This means, for example, 18 ° may be the angle being set at the experimental device. Using a four-phase stepper motor, an average step-size of 18 ° will be measured. The value for each phase, however, can be different and can be even bigger than the mechanical tolerance given by the stepper motor producer. For instance, for a real device, the angles for the four individual phases were measured to be about 20 ° , 16 ° , 16 ° and 20 ° , although the tolerance specified by the manufacturer was only ± 1 ° . Therefore, the algorithm has been designed in a very robust way in order to cope with all such routinely occurring types of imprecision.
Image acquisition strategies
Manual tracking of an interesting (e.g. fluorescent labelled) object has been so far the most commonly used image acquisition strategy in µ -axial tomography. During the acquisition of subsequent images in an angular series, the microscope operator follows one object on the fibre and tries to keep this object in the camera field of view. In the case of a larger fibre diameter (> 200 µ m) or in the case of a high magnification objective lens, this tracking procedure is accompanied by a lateral movement of the microscope stage preferentially in the direction perpendicular to the fibre axis ( y -direction). Although the alignment method introduced here was designed primarily for a fully automatic image acquisition strategy as described below, it can be applied also to tomographic data acquired by manual tracking.
Recently, a fully automated image acquisition procedure for µ -axial tomography has been proposed by Kozubek et al . (2002) . The algorithm is based on an approach called static volume of view (see Fig. 1 ). The camera field of view is aligned with the fibre in such a way that the largest image range is aligned with the direction of the fibre axis ( x -range) and the fibre is centred within the second largest image range ( y -range). The first step of centring has to be performed interactively by the user, the following ones are performed automatically. The camera scans only an upper part of the fibre. No lateral stage movements are performed until image acquisition at all angular positions of a 2 π -rotation is completed. The rotation angle ( ϕ ) has to be selected by the user in an appropriate way so that 360 ° is divisible by full steps of ϕ , i.e. the number of rotation steps is then 360 ° / ϕ . For optical sectioning the stage or the objective is moved in axial direction ( z -axis) within the same limits for each observation angle.
The image acquisition algorithm performed for each angular position runs in three automatic steps. For simplicity, in the following we will refer our explanations to cell nuclei with FISH-labelled subregions inside. The first acquisition step is coarse sampling of a low-resolution image (camera binning is used) of a reference staining (typically counterstaining of the whole cell nucleus). For this step an objective of a low numerical aperture is sufficient. In the second step, the coarse image is analysed. All objects (typically cells or cell nuclei) are segmented using a local thresholding approach described elsewhere ). Those objects that do not satisfy user-specified criteria (minimal size, maximal roundness, etc.) are excluded from further evaluation. Then, for all remaining objects, rectangular 3D regions of interest (i.e. parallelepipeds) that define subvolumes of the whole volume of view are computed. In the third step, for each of such subvolumes a set of greyscale 3D images corresponding to spectral signatures of the individual fluorochromes are acquired with high resolution (no camera binning is used). For this step an objective of a high numerical aperture is necessary. This procedure is repeated for all angles of one 360 ° rotation, then the µ -axial tomograph is moved transversally in the x -direction and the next angular series is acquired.
Although several high-resolution images are usually acquired for each angular position and for each fluorochrome, the images at one angular position are in fact within the same coordinate system. This means that these images can be considered as a certain decomposition of one large highresolution image. For this reason, all individual images (more precisely the positions of objects in these images) can be used simultaneously for image alignment. In this way the number of points used for image registration can usually be substantially increased, improving the alignment precision. This approach also evades the problem of finding corresponding subvolumes because having found the transformation function between the coordinate systems the problem is reduced to a simple spatial comparison of subvolumes. This decomposition helps, however, in saving image acquisition and analysis time and disk and memory space by scanning, storing and analysing only interesting parts of the specimen.
Image analysis
The fully automatic segmentation algorithms used here have been optimized for the segmentation of cell nuclei, FISHlabelled chromosome territories and chromosome subregions as well as for the segmentation of fluorescent test particles (Kozubek et al ., 1999 Kozubek & Matula, 2000) . The algorithms are based on local or global thresholding. After thresholding, the images are further processed and modified (e.g. by mathematical morphology; Serra, 1982) and objects are numbered.
The exact 3D position of each object (called centroid) can be computed with subpixel precision as the weight centre (centre of gravity): where c x , c y and c z are the x , y and z -coordinates of the centroid, S is the set of voxels, which was determined by segmentation algorithm, that belongs to the object, v x , v y and v z are the x , y and z -coordinates of the voxel v , and I ( v ) is the intensity of the voxel v . In this way the object position is given by one point of subvoxel localization precision. Within one image a set of such points exists and can be used for image alignment. Under ideal optical conditions, i.e. for a completely symmetrical PSF in lateral and axial direction, the centre of gravity exactly colocalizes with the real object position defined by the intensity maximum position (maximum of the PSF). In practice, however, the PSF is not fully symmetric due to non-ideal optical conditions of the specimen and therefore a shift from the true centre can be introduced. However, if the asymmetry of the PSF is field-independent (field dependence is discussed in section 3.8) the introduced shift is systematic and each centre is shifted in the same way. Hence, this shift cannot influence registration results or distance measurements but it could influence image reconstruction. However, its effect is not too serious for the reconstruction methods presented in section 4.1. The computed object position also depends strongly on the photon statistics of an image, especially the signal-tobackground ratio. Sampling frequency also plays an important role. These factors cause the position of the centre of gravity to differ from the real object position, leading to certain localization precision.
The localization precision can be computed as the standard deviation from the mean value of several measurements. To obtain several measurement values for the same object, either the same object is acquired several times (Esa et al ., 2000) or it is acquired once and results for different intensity threshold values within a reasonable range are compared (Rinke et al ., 1995; Kozubek et al ., 2001) . Under optimum conditions, typical values of localization precision considerably below the resolution limited by optical diffraction can be obtained for high NA oil immersion objectives (Bornfleth et al ., 1998) . In cytogenetic practice, these values are found within certain object typical ranges (Table 1) .
Registration method basics
The input for the registration method described here is two point-sets (two sets of object centroids) X and Y derived from two tilted images of the same objects by means of automatic image analysis. Each point-set has its own coordinate system and the task is to find a rigid transformation function (composition of translation and rotation) that transforms the points from the set Y into the coordinate system of the set X as precisely as possible.
The method operates in two steps. In the first one, assignments between points from X and Y representing the same object are sought. In the second one, the transformation function is computed in a least squares manner from the assignments. Two cases, which the method has to deal with, can arise:
• A point is only in one point-set (e.g. in X ), i.e. an object associated to such point has not been detected by the image analysis algorithm in the other point-set ( Y ) (the object has already been out of the camera field of view, or it has just appeared for the first time in the camera field of view, or, simply, it was excluded during image analysis). Such points should not be used in assignments and for transformation function computation.
• A point is associated with an object in both point-sets ( X and Y ), i.e. the object has been detected successfully in both images. These pairs should be found and used for transformation function computation. The registration method requires a so-called reference point relative to which all other points in a point-set are computed. This reference point should be associated with an object whose relocation after fibre rotation is known. Each point-set can have its own reference point. The reference point selection methods are described in the next section. Notice that in case of a good reference point selection the computed shift must be very close to the zero vector and thus almost only the rotation axis and the rotation angle about this axis are sought.
Reference point selection methods
The reference point selection method for static volume of view strategy exploits the fact that the fibre is approximately aligned with the x -axis and the objects lie on the fibre that has a cylindrical surface. The idea is to find the same point on the fibre axis for each point-set. Because the points associated with the objects projected along x -axis usually lie on a circle, they are fitted by a circle in a least squares manner. The coordinates of the circle centre are selected to be the y -and z -coordinates of the reference point. If the circle cannot be fitted (e.g. if the fibre slope is too big, see section 3.1) then y -and z -coordinates are set to dy /2 and r , respectively, where dy is the y -size of the camera field of view and r is the estimate of the fibre radius. The reason for this is that the fibre is centred within the field of view. Thanks to the expected fibre stability along the x -axis, the x -coordinate is always set to dx /2, where dx is the x -size of the camera field of view.
In the case of manual tracking the fibre need not be centred within the camera field of view, so that the dy /2 approach cannot be used, and there are usually not enough points, so that it Table 1 . Localization precision in 3D fluorescence microscopy for FISHlabelled cell nuclei (see also Kozubek et al., 2001) Lateral (nm) Axial ( can be hard to fit a circle. In this case another method for reference point selection must be used. The relocation of an object of interest (e.g. a cell nucleus) can usually be predicted from input parameters of the tilting device, fibre radius and lateral stage positions. The centroid of this object can be selected as a reference point. If such prediction is impossible (e.g. a microscope stage and/or tilting device are not motorized) one pair of corresponding points has to be selected manually.
Registration method
The registration method runs in two phases: coarse registration phase and refinement phase. An initial guess of matching points is the main task for the former phase. From the matched points, an approximation of the optimal rigid transform is computed. This approximation is usually very close to the optimum, but not all matching pairs of points may be detected and sometimes some false assignments may be made. Therefore, the assignments are recomputed in the refinement phase and the rigid transform is also recomputed. In coarse registration phase, a complete weighted bipartite graph G = (U, V, U × V, w) is constructed (see Appendix A.1 for a short review of requisite concepts of graph theory), where U = {u 1 , … , u m+n }, V = {v 1 , … , v m+n } are sets of nodes with the same cardinality m + n and m, n denote the number of points in point-sets X and Y, respectively (see section 2.4). U × V is the set of edges and w is a weight function. The weights on edges are set so that positive numbers can appear only between nodes u i , v j , i ≤ m, j ≤ n, for which the following condition is satisfied (see Fig. 2 ):
where [x i , r i , ϕ i ] are the cylindrical coordinates of the point (see Fig. 3 ), are the cylindrical coordinates of the point ϕ min /ϕ max is minimal/maximal user-specified expected rotation angle between the point-sets, and d max > 0, r min ≥ 0 are user-specified maximal distance and minimal radius, respectively. All parameters are discussed later in detail. An optimal assignment of the nodes that maximizes the sum of the weights on the edges in the assignment is found by the Kuhn-Munkres algorithm (see Appendix A.1). The weights of all edges in this optimal matching must be always non-negative because there always exist enough edges with zero weights in submatrices II and III (Fig. 2) for construction of a matching with zero sum of weights. Therefore also, only non-negative edges from submatrix I can occur in the optimal matching, i.e. edges for which the condition (1) and the condition d max ≥ |x i -x j | hold simultaneously. Note that all negative weights are therefore equivalent and any negative number can substitute the number −1.
The assignments between the nodes u i and v j are interpreted in the following way. Each assignment in the submatrix II is interpreted as no corresponding point was found for the point . The weights between the associated nodes (submatrix I), for which the condition (1) holds (squares), are set to . The other weights in submatrix I, i.e. for which the condition (1) is not satisfied, are set to −1. The weights in submatrices II, III and IV are set to zero. Hence, the only positive numbers appear in the squares if the condition is satisfied. See section 2.6 for notation and more information. . Similarly, each assignment in the submatrix III is interpreted as no corresponding point was found for the point . The assignments in the submatrix IV have no special interpretation. Finally, each assignment in the submatrix I is interpreted as the points and correspond to each other. This can happen only if the angle between these two points is in the appropriate range or one of them is closer to the reference point than the parameter r min (useful only in particular cases, see section 3.2), and simultaneously their x-distance is not greater than d max . The parameter d max is independent of the rotation angle around the ideal axis [1, 0, 0] T and it affects point assignments. This parameter plays the key role in the coarse registration phase (section 3.2).
The matching determines the assignments between the point-sets and therefore corresponding point pairs are known. A rotation matrix R and a shift vector t are computed (see Appendix A.2) in such a way that they transform the point-set Y into the coordinate system of the point-set X and the sum of squares of the distances between the corresponding points is minimized. The point-set Y is then transformed into a pointset Y′ = RY + t. After this transformation, the point-sets X and Y′ have practically the same coordinate system and are brought into the refinement phase as its input.
The refinement phase runs similarly to the coarse registration phase. First a complete weighted bipartite graph is constructed and then optimal assignments are found by the Kuhn-Munkres algorithm. The only difference is in the weights in the submatrix I. The new weights are defined by the equation (compare to Fig. 2): where dist denotes the Euclidean distance between two points and in Cartesian coordinates and is a user-specified parameter. Again, the sum of weights in the optimal assignment must be non-negative and for two points to be selected as a matching pair, their Euclidean distance must be less than or equal to the parameter . So, the parameter is the distance maximum between assigned points after registration and is, together with d max , the most important parameter of the method (section 3.2).
The total transformation function ( f ) is computed again from the point-sets X and Y but the assignment given by the refinement phase is considered. This approach is much better than the composition of the transformation function from the one found in the coarse registration phase and the one computed from the point-sets X and Y′ because the latter approach is not numerically stable if the transformation function between X and Y′ is almost identity.
In addition to the transformation function f, the assignments between point-sets are the next output of the registration method. It means that it is always known from the method: how many points are involved in the registration; which point matches to which one; which points have no assigned points; and the Euclidean distance between each matching pair of points from point-sets X and f(Y). This distance is called the measured alignment precision.
Precision evaluation method
Measured alignment precision is not the same as real alignment precision. The centroids, which are used for alignment, are computed only with a certain localization precision (see section 2.3). This means that the point positions that influence image registration and measured alignment precision do not necessarily correspond to their real positions. Therefore, real alignment precision between two assigned points is defined as the Euclidean distance between their real positions, i.e. a parameter that is not influenced by the localization precision of the point object. Obviously, these real positions are usually not known in real microscopic data; but they can be known very well for computer-generated data in a simulated imaging process.
Data for thoroughly testing the alignment method were generated in order to simulate as well as possible the static volume of view approach to image acquisition (see section 2.2). For a 'virtual' fibre of a given diameter (here 140 µm) and a given size of an image field (x-size ≈ 160 µm), N points were randomly generated on the fibre surface. In addition, the fibre axis was randomly shifted in the range 0-10 µm and sloped by user-specified values in the range [−10°, 10°] laterally and axially (y-and z-directions). For each rotation angle of the fibre, the coordinates of the generated points lying in the upper part of the fibre were saved to disk (i.e. points having a z-coordinate within user-specified limits, here 30 µm). Before each step of fibre rotation by an angle in the range [5°, 15°], the direction of the fibre axis was randomly varied by an angle from interval [−2°, 2°] . All these parameter values were saved on disk in order to be compared to the results obtained by the registration method. From the generated points (real positions) the measured positions were computed in the following way • z-coordinate was multiplied by a given constant (z-scaling simulation, see section 3.4); • a small random number within a Gaussian distribution was added to x-, y-and z-coordinates, where the standard deviation of the distribution was equal to the given lateral localization precision for the x-and y-components and to the given axial localization precision for the z-component (simulation of localization imprecision). Both real and measured positions were saved on disk and used for further evaluation of the alignment precision (see sections 3.5 and 3.6).
Test data
Besides point-sets extended objects were also generated. Corresponding to real cytogenetic data, one large spherical object simulating a cell nucleus in the blue image channel and
several small spherical objects simulating FISH-labelled sites in the red image channel were designed. The reference point corresponded to the nucleus centroid. The small spherical objects differed in diameter and in intensity level. Both the rotation angle and the orientation of the rotation axis were randomly changed within user-specified limits (see section 2.7). The generated images were convolved with a real PSF determined for a 63×/1.4 NA objective used in a fluorescence microscope Zeiss Axiovert 100S (see http://www.fi.muni.cz/ lom/hardware). The generated objects in images were found by thresholding. The thresholds were computed automatically from intensity histograms . The simulated localization precision was about 10 nm laterally and about 30 nm axially. An example of simulated FISH-labelled sites is shown in Fig. 4 .
The proposed method was also tested on real images of 200 nm fluorescent beads. The beads were fixed to a glass fibre with a diameter of about 120 µm. The images were acquired using a wide-field microscope, Zeiss Standard 25, equipped with an objective 40×/0.95 NA. The static volume of view strategy was used for the image acquisition. A CCD camera Kappa CF8 with a nominal pixel size of 10.9 µm × 10.9 µm was used. Therefore, lateral image pixel size for the used magnification 40× was 272.5 nm. The axial step between the z-slices was 2 µm.
Results and discussion
Reference point selection
The reference point selection method based on fitting a circle through the points projected along the x-axis (see section 2.5) worked well in most test cases. It yielded poor results only in cases of very tilted fibre axis, i.e. if the fibre tilt from the ideal axis [1, 0, 0] T was close to 10°, which was the maximum value tested in our simulations. However, imprecisely determined y-and z-position of the reference point had no effect on the registration method output if the coarse registration phase parameters were set properly (see the next section). This behaviour was expected because the assignments in the coarse registration phase were affected mainly by x-components. The only consequence of the reference point imprecision was an increase of the translation vector length.
Although a precise reference point selection is usually not required for proper registration, it may be important for the assessment of tilting device quality, especially for the computation of the fibre drift (see section 3.3). In those cases where a precise reference point selection is required, other methods should be preferred, e.g. a method based on cylinder fitting (Lukács et al., 1998) .
Parameters of registration method
The behaviour of the registration method is affected by several parameters. These parameters are ϕ min , ϕ max , r min and d max in the coarse registration phase and in the refinement phase. All these parameters influence the weights of edges in the constructed bipartite graphs. Consequently, they also affect the resulting assignment that is used for the computation of the transformation function.
The parameters ϕ min and ϕ max limit the range of an acceptable rotation angle. A precise choice of these parameters is not required because overestimated values of ϕ min and ϕ max (by more than 15°) also yielded almost the same results. The reason for this effect is that the matching pairs are mainly influenced by the x-coordinates and that the majority of the pairs are very unlikely to lie within the same angular range and simultaneously within a small x-range. Nevertheless, if this happens and the points are wrongly assigned in the coarse registration phase, not enough points will be matched in the refinement phase under the condition that is properly set (see below). Because this situation can easily be detected, the process can be indicated as an unsuccessful registration.
The most important parameter for the performance of the coarse registration phase is certainly the maximal acceptable distance d max . Generally, too small values lead to an insufficient number of matched points to obtain an initial estimate of the transformation function. On the other hand, the algorithm prefers false assignments to unmatched points if d max is too big. The compromise is values that are slightly larger than the sum of double the axial localization precision and the maximal expected x-shift of objects after rotation.
The absolute value subtracted from d max (see Fig. 2 and section 2.6) may in principle be substituted by another distance function, for instance by a distance function also taking into account distances from the rotation axis. Such a distance function can be given by the expression and apparently should yield better results than the x-distance function because it can discriminate between points having the same or similar x-coordinate. However, this function is extremely sensitive to a precise selection of reference point. For this reason the use of the x-distance function is preferred.
The parameter r min can always be set to zero for data acquired by the static volume of view strategy. Non-zero values have an effect only in situations in which the reference point is too close to the registered points and the point-sets have only very few points, as for instance in manual tracking. The reason is that if the yz-distance between a point and the reference point is smaller than the localization precision of the object associated with the point, the angle in cylindrical coordinates may not be precise enough to satisfy the condition (1) in the coarse registration phase. Thus, no point in the other point-set can be assigned to such a point. In practice, however, the lack of appropriate points for registration should be avoided by experimental approaches such as, for instance, adding fluorescent beads to the sample.
Finally, the parameter only affects the refinement phase. The resulting transformation function does not usually change much with a slight increase or decrease of from optimal value and, in fact, only the number of assigned points may change. Too large values of generally lead to false assignments. On the other hand, too small values reduce the number of matched pairs, which leads to worse real alignment precision (see section 3.5). Satisfactory results were obtained in the range between double and triple the axial localization precision of those objects whose positions were used for registration.
Precision of transformation functions
The precision of transformation functions is important especially where qualitative information of the mechanical properties of the tilting device is required. For instance, if one wants to know how the stepper motor used for fibre rotation precisely works, or how much the tilt of the fibre axis varies, it is necessary to know how trustworthy the computed values are. Notice that the fibre drift cannot be determined directly from
the computed rotation axis direction, rotation angle and translational vector. The drift corresponds to the difference between reference point positions under the condition that these positions are computed precisely (see section 3.1).
Based on the generated test data, the differences between the (a priori) known transformation functions used for generating rotated and shifted point-sets and the transformation functions found by the registration method were studied. The precision of the transformation function restoration depended on the number of matched points and on the ratio between the localization precision and the size of the bounding box of all assigned points. The worse the localization precision and the smaller the bounding box size, the worse the restoration precision of the transformation function. Notice that the bounding box size corresponds approximately to the size of the overlap of the registered images.
Six sets of 30 experiments were performed on generated point-sets to compute the restoration precision. The same number of points and the same simulated localization precision was used. The size of the bounding box was approximately 160 × 110 × 30 µm 3 . Some typical results are shown in Table 2 . From the results it can be concluded that the precision of the determination of rotation angle is better than 0.07° and the precision of the determination of the rotation axis tilt is better than 0.2° for objects whose localization precision is better than 30 nm laterally and 100 nm axially.
Z-scaling effect
If real images are examined carefully, a shrink or elongation in the z-direction may be observed. This phenomenon is well known in optical microscopy and is caused by the refraction index mismatch (Hell et al., 1993; Egner & Hell, 1999) . All alignment methods must take this fact into account. Therefore, the effect of z-scaling on the behaviour of our alignment algorithm was studied in detail and the method for its computation and correction is presented here. Similar corrections were also performed by Shaw et al. (1989) and Heintzmann & Cremer (2002) .
The z-scaling effect and its influence on the results of the alignment method were tested on both, generated and real data.
The assignment of matched points was almost always the same, if the z-coordinates of all points were multiplied by a number in the range 0.9-1.1 before registration. The most important fact is that the outputs of the registration method for distinct zscale factors differ in the measured precision (see Fig. 5 ). The values lie on a hyperbola for non-zero localization precision and resemble the V-shape of an absolute value graph for zero localization precision. An optimal z-scale factor is determined as the position of the minimum of a fitted parabola because parabola fitting is much simpler than hyperbola and leads to the same results in practice. The z-scale factor determination precision is better than 0.001 as assessed from the generated test data.
Dependence on the number of points
Real and measured alignment precision (see section 2.7) depend on the number of matched points. In order to solve the Fig. 5 . Optimal z-scale factor selection. The alignment precision is evaluated for several different z-scale factors (stars). An optimal scale factor is determined by parabola fitting. The values were obtained from measurements of real objects (fluorescent beads of 200 nm diameter) with a very poor localization precision resulting in a measured alignment precision worse than 300 nm. absolute orientation problem (i.e. to compute a rigid transformation from the assigned points, see Appendix A.2) at least three non-collinear points must be used. The points, from which the transformation is computed, are however affected by a certain localization precision. Consequently, the real alignment precision can be expected to be worse using very few points only. The dependence of the real and measured precision on the number of matched points for a given localization precision is depicted in Fig. 6 . This dependence was obtained from several independent measurements on generated test data of point-sets. The measured precision is nearly constant from a certain number of points and is only slightly worse than the axial localization precision. On the other hand, the real precision improves with increasing number of matched points. This means that the mean value and its standard error become smaller. This behaviour is not very surprising because the measured precision cannot be better than the axial localization precision, because the latter is directly involved in computation of the former. The real precision improves with increasing number of matched points because the localization imprecision is compensated (provided that its distribution is random).
The real alignment precision for a localization precision of 15 nm laterally and 80 nm axially was substantially smaller than the FWHM of the PSF measured by means of the image intensity distribution of a 200 nm fluorescent bead. This is very important for the subsequent reconstruction step (Sätzler & Eils, 1997; Heintzmann & Cremer, 2002) . The real alignment precision is similar to the axial localization precision for a few points but improves substantially with increasing the number of points. Therefore, more assignments should be generally preferred and decreasing the method parameter below double the axial localization precision should be avoided in order to improve the measured precision, because the number of assignments would also be decreased. Generally, more than 70 -80% of points should be matched to obtain very good results for the static volume of view strategy under the condition that the rotation angle is in the range 10-20°.
Dependence on the localization precision
The alignment precision naturally depends on the localization precision of the objects whose positions are used for registration. For about 30 matched points, the dependence of the real and measured precision on the axial localization precision for a given lateral localization precision is shown in Fig. 7 . It can be seen that with worsening of axial localization precision both real and measured alignment precision get worse almost linearly. The real precision is always about k times better than the measured precision, where the constant k depends on the number of matched points (see Fig. 6 ). Once again, the relationship between the axial localization and measured precision is clearly visible, i.e. the axial localization precision is slightly better than the measured precision. Notice that the real alignment precision, for about 30 matched points, is substantially better than the FWHM of the PSF also for a poor axial localization precision (200-300 nm).
The dependence of the alignment precision on the lateral localization precision was also studied. The results were very similar to those presented for axial localization precision (as if the axial and lateral precision had been exchanged in Fig. 7) . Therefore, slightly worse results can be expected for slightly Fig. 6 . Dependence of the alignment precision on the number of matched points. The measured alignment precision (output of image registration method) and the real alignment precision are presented simultaneously for a simulated localization precision of 15 nm laterally and 80 nm axially (see text for detailed description of real and measured precision). Although the measured precision is constant for at least 20 points, the real alignment precision can be improved by considering more than 20 points. The values are computed from 30 independent measurements. Lateral resolution of confocal laser scanning microscopy and conventional wide-field microscopy are shown. The values were determined as FWHM of the PSF obtained by the intensity profile through an image of a 0.2 µm fluorescent bead at 520 nm emission wavelength using a 63×/1.4 NA oil immersion objective.
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worse lateral localization precision than those presented in Fig. 7 and, vice versa, slightly better results should be expected for slightly better lateral localization precision.
Influence of wrong segmentation
There are several types of wrong segmentation that can influence the image alignment results. The simplest type, which is the most common, has no effect in most cases and it appears when some objects are found only in one image. If the parameters of the method are set properly (section 3.2), these objects are usually correctly not assigned to any object. The more complex case arises when two adjacent objects are segmented as a single object in one image but as two objects in the other. Then the position of the doublet is usually assigned to the position of one of the objects. Fortunately, this case does not influence the result considerably if the percentage of doublets is not large (in our application doublets are very rare and juxtaposed FISH sites are usually labelled by different spectral signatures). The reason for this is that the matching pairs must lie within the distance to be matched in the refinement phase and this distance is small under normal conditions (section 3.2). Moreover, the percentage of 'doublets' can be reduced in the image analysis step based on the size or intensity criteria.
The great advantage of the alignment method is that the refinement phase in fact verifies the results. If the wrong segmentation influences the assignment in the coarse registration phase so that the found transformation is far from the real transformation, then it is very unlikely that a large number of pairs will be matched in the refinement phase. This case (small cardinality assignments) can easily be detected and in this way the false registration can be indicated and rejected. Moreover, the vectors between the matching pairs are always known and this information could be exploited for finding the false assignments.
Influence of field-dependant aberrations
Field-dependant aberrations can distort the registered images and in this way they can influence the registration results. However, we did not observe significant distortions that would have influenced the results considerably. The only important observed image distortion was the z-scaling effect which is, however, not field dependant and is discussed separately in section 3.4. These observations are in accordance with other articles on axial tomography (e.g. Heintzmann & Cremer, 2002; Shaw et al., 1989) . If significant field-dependant aberrations were observed the method parameters would have to be set so that greater differences between matched pairs would have been allowed. However, this could cause difficulties in dense point-sets.
Nevertheless, strong field-dependent aberrations could be studied by the proposed method. Because the method also gives information about point matching and the mutual position of the assigned pairs, the results could be used for the evaluation of the field-dependant aberrations.
Fluorescent beads
Some tests were performed also on real images of fluorescent beads. All transformation functions were computed from more than 20 matching pairs of bead positions and the Fig. 7 . Dependence of the alignment precision on the axial localization precision. The measured alignment precision (output of image registration method) and the real alignment precision are presented simultaneously for a lateral localization precision of 10 nm (see text for detailed description of real and measured precision). Each value was computed from approximately 450 -650 point pairs depending on the number of assigned points for each axial localization precision (each measurement corresponds to 18 independent simulations in which matching sizes were in the range of 25-36 points). The real alignment precision is always better than the measured precision if enough points are used (compare to Fig. 6 ). The FWHM of the PSF is the same as in Fig. 6 . ′ d max measured alignment precision was about 300 nm. Based on the presented results for generated data, a real alignment precision better than 100 nm can be expected for this experiment. It means that the real alignment precision is better than the FWHM of the PSF despite a distance of 2 µm for the axial sections. The measured z-scale factor was 0.9655, which is a very reasonable value, because the theoretical prediction is given by the ratio of refractive index of the embedding medium (about 1.46-1.47 for the glycerol-based media used here) and refractive index of immersion oil (1.518), which yields the range 0.962-0.968.
Registration speed
The registration speed is absolutely negligible compared to the speed of image analysis and especially of image acquisition. The reason is that the registration method consists of only four efficient phases (2 × Kuhn-Munkres algorithm + 2 × corresponding point-set registration) that can be computed in polynomial time. Therefore, for instance, registration of 18 point-sets with about 35 points takes less than 2 s on a Linux PC with a 600 MHz, Pentium III processor.
Applications
Resolution improvement by image fusion
The method described can be used for precise image alignment before image reconstruction is applied to a tilted view series. This procedure can lead to an overall effective resolution improvement. Two different methods (Sätzler & Eils, 1997) were chosen for demonstration. The first one is a statistical method (or simple averaging) defined point-wise in a spatial domain by the equation where I s is an image reconstructed by averaging and I 1 , … , I n are the images transformed to the same coordinate system.
The second method is a Fourier method given by the equation
where F(I f ) denotes the Fourier transform of the fused image in the Fourier domain and max i (F(I i )) is defined point-wise as
This means that only frequencies with the maximum amplitude are selected to the fused image. The properties of these methods were studied some years ago (Sätzler & Eils, 1997) and it was shown that at least four precisely aligned tilted views can lead to an almost isotropic 3D image resolution. In contrast, two tilted views give only an identical axial and lateral resolution but not the isotropy in all spatial directions. Although better results can be obtained by the Fourier method than by the statistical one, the latter is less sensitive to misalignments than the former. Reconstruction from data aligned by our automatic alignment method is superior for the Fourier method and also precise enough for Fourier reconstruction.
Moreover, it can be shown that a reconstruction from three uniformly tilted images gives a nearly isotropic resolution (the FWHM of the PSF is almost the same in all spatial directions, see Fig. 8 ). The lateral resolution is decreased by a factor of 1.6 for the statistical method and by a factor of 1.2 for the Fourier method, whereas the axial resolution is substantially improved (2.5 times for the statistical method and 3.0 times for the Fourier one). Three uniformly tilted views require tilting range of about 120°. This value can be obtained also for high NA oil immersion objectives with very short working distance (90-100 µm) (see Kozubek et al., 2002) .
Several tests were performed on generated image data. An example of such data is shown in Fig. 4 . The images were automatically analysed and the positions of the object centroids were given as the input to the registration method. The transformation functions were sought and the images were transformed to the same coordinate system (see Fig. 9 ). The transformed images were fused into a single reconstructed image (see Fig. 10 ). Obviously, the improvement of overall spatial resolution is better for the Fourier method than for the statistical one. Moreover, Fourier fusion shows good isotropy already if only three tilted views are used. The visible starshaped patterns are in accordance with Fig. 8 . Notice how the small dots are reconstructed in the fused image. This indicates that the alignment was performed very precisely despite the apparent non-symmetric PSF.
Object matching and model fusion
Beside the optimal transformation function, the registration method also provides information about matching objects in tomographic images based on their positions (i.e. corresponding pairs of objects are determined). This information can be used for automatic tracking of an object in a series of images and in this way several measurements of object characteristics can be obtained. Some characteristics can be computed from these multiple measurements with higher accuracy than from a single measurement in the fused image. This approach can be considered in some situations as a simple model fusion, because the measured characteristics (position, volume, surface, boundary, etc.) can be considered as attributes of models that describe the objects (e.g. genes or chromosomes in FISH imaging). Model fusion may therefore be superior to image fusion and a subsequent determination of a single model from the fused image.
The advantages of model fusion are shown in Fig. 11 . Two types of image fusion (Fourier and statistical, see section 4.1)
are compared to a simple model fusion (simple averaging of measured distances). More sophisticated model fusion methods, in which, for instance, the distances would be computed as vectorial averages with weights accounting for the anisotropic localization precision, could be employed (i.e. a priori knowledge about the rotation angles and orientation of the line connecting the two points relative to the optical axis could be exploited). This could yield even better results. Although image fusion is worse than model fusion for distance measurements, it can be superior for other applications such as visualization of details in the image, which can take the advantage of the improved effective spatial resolution (see Fig. 10 ).
Conclusions
A novel feature-based registration method was designed and tested for µ-axial tomographic data. The results showed that the real alignment precision obtained from at least a certain number of matched objects is much better than the axial localization precision of the objects, whose positions are used for alignment. This means that the real precision can be substantially better than the FWHM of the PSF, which is used as a measure of spatial resolution and is typically larger than the 3D-localization precision of small objects. The requirement of the presently used reconstruction methods is therefore satisfied. Moreover, the real alignment precision of the method can be estimated directly from its output (the measured alignment precision and the number of matched points).
The main disadvantage of the method is that it requires at least about 10 matched points to obtain very good results. This price must be paid for an excellent alignment that the featurebased registration can provide. This requirement is, however, mostly satisfied for real specimens. Moreover, if the specimen does not contain enough suitable objects, fluorescent beads can be added to the specimen during fibre preparation.
At least three uniformly tilted images (0°, 60°, 120°) are required for nearly isotropic image resolution. This requirement can be fulfilled using the tilting hardware described in ( Kozubek et al., 2002) , i.e. also for high NA oil immersion objectives with very short working distance. Whereas additional views (within the 120° range) do not contribute substantially to the image fusion result, they can be important in the case of model fusion. Both image fusion and model fusion can significantly improve the distance measurement precision between observed objects. The proposed method helps to overcome shortcomings in light microscopy caused by the diffraction limit of optical resolution. An improvement of the effective spatial (3D) resolution is obtained by means of acquisition and processing of multiview image data in a quick and efficient way. Therefore, the applications of the method can primarily be expected both in automated and in manual µ-axial tomography, especially in the studies of the 3D topography of supra-molecular genome structures where the precision of distance measurements is of fundamental importance to elucidate the structure-function correlation. Moreover, the employment of the method in the case of combining µ-axial tomography with other resolutionimproving approaches (such as spatially modulated illumination microscopy, Albrecht et al., 2001 ) could lead to even more impressive results. The maximum projections in the direction of the y-axis (left column), z-axis (middle column) and x-axis (right column) through the transformed 3D images are presented. All images were transformed to the coordinate system of the first image. Rows correspond to the rows in Fig. 4 . 11 . Comparison of the distance measurement precision. Two types of image fusion are compared to a simple model fusion. All simulated points were obtained from generated image data of two small objects with the localization precision of 30 nm laterally and 100 nm axially. The distance between the two points was 5 µm. Each value in the plot was obtained from 500 simulations. The images were uniformly spread within a tilting range of 120°, i.e. the angular step was 120°/(N − 1) where N is the number of generated images in a simulation.
