We propose an algorithm for approximately solving the mixed packing and covering problem; given a convex compact set
Introduction
We consider the following mixed packing and covering problem fractional covering problem with concave constraints. In this paper we present an efficient algorithm which solves the following -relaxed version of (MPC)
or prove that {x ∈ B| f (x) ≤ a, g(x) ≥ b} = ∅ (MPC )
for any ∈ (0, 1). Our algorithm uses the Lagrangian or price-directive decomposition method; this method associates a set of block or strong feasibility problems of the form findx ∈ B such that c T f (x) − d T g(x) ≤ α to each instance of (MPC ), where c, d ∈ R M + and α ∈ R. Observe that a block problem can be solved by computing a vectorx ∈ B that minimizes the convex function c T f (x) − d T g(x) over the convex set B. For an example of (MPC) consider Fig. 1 which shows a rectangle B ⊆ R 2 and three additional linear constraints. We show the relaxed instance in Fig. 2 .
Lagrangian or price-directive decomposition is an iterative strategy that solves (MPC ) via its Lagrangian dual by the computation of a sequence of points x ∈ B that converges to the desired solution. Lagrangian decomposition algorithms are faster than other techniques to solve linear or convex programs, like interior point algorithms or ellipsoid methods, and they are easier to implement. In some applications the goal is to find an integral solution which can be done by rounding the solution of an LP relaxation.
In this paper we present a new algorithm for (MPC ). We assume that for any pair of price vectors c, d, any value α and t = Θ ( ) there is a feasibility oracle or block solver BS(c, d, α, t), which computes a vectorx ∈ B such that c T f (x) − d T g(x) ≤ α. Our algorithm requires only a small number of iterations in each of which the oracle is invoked once. The number of calls to the oracle is termed the coordination complexity, which is the primary measure of efficiency here. Our algorithm solves (MPC ), provided that BS exists, within a coordination complexity of O(M(ln M + −2 ln −1 )).
More precisely, the algorithm computes a sequence of triples (c, d, x) as follows. Given x ∈ B, the algorithm uses a coordinator to compute two price vectors c = c(x) ∈ R M + and d = d(x) ∈ R M + which depend on the current iterate x and the function values f (x) and g (x) . The block solver BS(c, d, α, t) is then invoked to computex ∈ B and a new solution (1 − τ )x + τx ∈ B where τ ∈ (0, 1) is an appropriate step length; such an iteration is called a coordination step. The step length is chosen in a way to efficiently decrease a continuous potential function which measures how close the new solution is to satisfying the covering and packing constraints of (MPC ). By iterating several times, this algorithm is able to solve (MPC ). is the width. Young [29] described an approximation algorithm for a special mixed packing and covering problem with linear constraints, non-negative coefficients and a restricted convex set B = R N + . The algorithm has a coordination complexity of O(M −2 ln M).
Young [29] posed the following interesting open problem: find an efficient width-independent Lagrangianrelaxation algorithm for the relaxed mixed linear packing and covering problem, i.e., find x ∈ B such that Px ≤ (1 + )a and Cx ≥ (1 − )b, where B is a polytope that can be queried by an optimization oracle of the form: given a vector h, return x ∈ B minimizing h T x; or some other suitable oracle. In the above formulation P, C are non-negative matrices and a, b are non-negative vectors. This problem is not well-posed, since a polytope (with finite number N of vertices) can be reduced to the case B = R N + as follows; use a variable X i ≥ 0 for each vertex v i of B that denotes the coefficient of vertex v i in the convex combination of a general point x ∈ B and solve the reduced problem: find X = (X 1 , . . . , X N ) ∈ R N + such that P X ≤ e, C X ≥ e, i X i ≤ 1 and i X i ≥ 1. Although this transformation cannot be implemented directly, it shows that potentially each problem can be modelled in such a way that B = R N + holds. To put it another way, the same optimization problem to be modelled can yield different equivalent models; however, it is not clear whether a corresponding transformation of the feasible solutions would be able to preserve the approximation quality.
We presented a width-independent algorithm [20] for the more general problem (MPC ) with M non-negative convex and M non-negative concave functions f m and g m that uses a feasibility oracle of the form:
The algorithm which is based on the logarithmic potential function uses O(M −2 ln(M −1 )) iterations, where in each iteration an oracle of the form above is called. The algorithm presented in this article is an improvement from the algorithm in [20] ; hence, we will use some structural results proved there. Garg and Khandekar [12, 23] found an algorithm for (MPC ) which is based on the exponential potential function that uses O(M −2 ln M) iterations or coordination steps. In [11, 12] the authors study the special case of box constraints, which we do not address in detail here; furthermore the problems to be solved in each iteration greatly vary, which makes a comparison of efficiency rather difficult.
Applications. In general, price-directive decomposition algorithms are very useful for problems which have an exponential number of variables and a polynomial number of constraints, like multicommodity flow, bin and strip packing, fractional graph and path coloring and preemptive resource constrained scheduling problems [1, 5, 6, 8, 17, 22, 26, 29] ; in these cases the price-directive decomposition techniques can be implemented as column generation algorithms, where the block solver is implemented based on an algorithm for a classical optimization problem. For instance, in [18] it is shown how the algorithm from [16] can be used for strip packing where the block solver is based on an FPTAS for the classical unbounded knapsack problem. Conversely, the algorithm from [21] for the pure packing problem was used in [25] for solving the multicast congestion problem; here, the block solver needs to approximate a minimum Steiner tree. Using the class of available algorithms for multicommodity flow problems, the block problem becomes a shortest path problem. Of more interest, the problem (MPC) can be used to model multicommodity flow [29] , capacitated network design with fixed total cost [7, 11] and the network access regulation problem [2, 3] , where for multicommodity flow also shortest path problems have to be solved in each iteration. New results. Our main contribution is an efficient, width-independent Lagrangian-relaxation algorithm which is based on the logarithmic potential function and solves the more general problem (MPC ). It uses a feasibility oracle of the form: given vectors c, d and value α, returnx ∈ B such that c T f (x) − d T g(x) ≤ α. In the linear case, the feasibility oracle has the form: given vector h and value α, returnx ∈ B such that h Tx ≤ α. The algorithm can also be extended to the case where only a more general block solver is available; here, a more general approximate solution of (MPC) can be obtained within the same runtime bound, as we argue in Section 5. The main result can be stated as the following theorem. 
iterations, where each iteration requires one invocation of BS(c, d, α, t) plus O(M ln(M −1 )) additional arithmetic operations.
The analysis of our new algorithm is simpler than the analysis of the previous algorithms presented in [12, 20, 23] . It avoids a long case analysis and the on-line prediction problem in [12, 23] , respectively. In addition the new algorithm is slightly faster than the others. Main ideas. Our algorithm combines the use of various techniques that have previously been applied to fractional packing and fractional covering problems, and further new ideas needed to produce a solution based on a weaker feasibility oracle and with a reduced coordination complexity. Among the techniques that we borrowed from the literature are two potential functions for the fractional covering and packing problem [16, 27] , elimination of covering constraints [19, 29] , modification of the potential function and reducing the step length [19] . The main difficulty that we faced was to improve the values of the packing and covering constraints at the same time. The step length τ has to be finely adjusted to obtain a fast and width-independent convergence. Finally, the usage of a more general block solver is motivated by the results from [19, 21] . This paper is organized as follows. In Section 2 we show how to decide the feasibility of (MPC) with the help of BS and introduce some basic details. In Section 3 we present the algorithm itself; in Section 4 we analyze its coordination complexity. In Section 5 we explain how to use our algorithm based on a more general block solver ABS and finally conclude in Section 6.
Basic techniques
In this section we present the basic construction for our approximation algorithm, namely the underlying potential function and the resulting price vectors. Throughout the section, let t ∈ (0, 1/8].
Feasibility of the mixed problem
Without loss of generality we may assume that the vectors a and b are equal to the unit vector e ∈ R M . Our algorithm computes two price vectors p ∈ R M + and q ∈ R M + with e T p + e T q = 1 and uses c = 
Hence, if (MPC) is feasible, this implies that the block problem has a solution of value at most 
Potential function
One of the main ideas of the algorithm is to combine two different potential functions that were previously used for fractional packing and fractional covering problems [16, 27] 
where θ ∈ R + , C ≥ 1 is a constant specified later, and t ∈ R + is a tolerance that depends on and is used in the feasibility oracle. The function Φ can be extremely small since there is no upper bound on the values g m (x). Let ∅ = A ⊆ [M] which is called index set corresponding to x ∈ B. The administration of A ⊆ [M] will become more clear in the description of the algorithm; however, the behaviour of A for a scaling phase s can be described as follows. 
This construction is carried out in order to control the values of the covering functions g m (x) and to have a lower bound for the potential function; we eliminate functions g m and the corresponding index in A for which the function value g m (x) is larger than a prespecified threshold value T = T (s) and modify the potential function by defining
The potential function Φ t is well defined for θ ∈ (λ A (x), ∞) where Fig. 3 . Furthermore, Φ t has the barrier property since
We define the reduced potential function φ t (x, A) that is used in the convergence analysis as the minimum value
The minimizer θ A (x) can be determined from the first-order optimality condition
which can be seen by calculating the derivation with respect to θ of the right hand side of the definition of the potential function above.
Consider the function
. Therefore, we have a unique minimum
for small values of t, which is important for the further analysis; the proof is parallel to the one of Lemma 2.1 in [20] .
Lemma 2.1.
Lemma 2.1 shows that the value θ A (x) approximates well the objective value λ A (x) for small t. Interestingly, the reduced potential function φ t (x, A) can be bounded also in terms of θ A (x). The next lemma is used in the analysis to bound the number of iterations.
Lemma 2.2. If g m (x) ≤ T for each m ∈ A then
Furthermore,
Proof. For simplification we write θ = θ A (x). We obtain
which implies the lower bound. On the other hand, by (1), we have
by application of ln(·) to both sides, this implies
Since the function ln(·) is concave,
Multiplication of both sides by t (M + |A|)/(C M)
gives
Adding 2 ln θ − t/(C M)(M − |A|) ln T to both sides and application of the definition of φ t (x, A) implies
which gives the upper bound for φ t (x, A) by rearranging.
Price vectors
We define the price vectors in order to ensure that the block solver optimizes in a suitable direction. As in [16, [19] [20] [21] the price vectors are obtained from (1) in a natural way; for each x ∈ B and
and q(x, A) ∈ R M is given by
The components of p(x, A) and q(x, A) are the summands in (1); hence the entries are non-negative and we have e T p + e T q = 1. If the dependency is clear, we writep := e T p ≤ 1 andq := e T q ≤ 1. The proof of the following lemma is omitted; it is very similar to the one of Lemma 2.3 in [20] .
Lemma 2.3. Denoting p := p(x, A), q := q(x, A), and θ
:= θ A (x), we have (a) p T f (x) = θ [p − t/(2C)] ≤ θ [1 − t/(2C)], (b) q T g(x) = [q + t|A|/(2C M)]/θ ≤ [q + t/(2C)]/θ ≤ [1 + t/(2C)]/θ . Notice that Lemma 2.3(a) implies that M m=1 p m (x, A) ≥ t/(2C), where we use p(x, A) T f (x) ≥ 0.
The approximation algorithm
In this section we describe our algorithm for (MPC ). First we assume that there is a feasible solution x ∈ B with f (x) ≤ e and g(x) ≥ e. Then the approximation algorithm works as follows.
(1)
Set
repeat {scaling phase s} (2.1) 
Here, the role of the index set A ⊆ [M] is as follows. At the beginning of a scaling phase, A is reset to contain exactly the indices m for which g m (x) is smaller than the threshold value T (s); during a scaling phase, an index m is removed from A as soon as g m (x) is at least T (s). The intuition behind this approach is to remove a covering constraint from consideration as soon as the coverage is large enough. The further details of the algorithm (how to compute an initial solution, the stopping rules, the choice of the step length and threshold value, and the reduction of the step length) are described later in this section. For the case where {x ∈ B| f (x) ≤ e, g(x) ≥ e} = ∅, we have to modify the program above. If the oracle BS( p/(1 + 8/3t s ), q(1 + 8/3t s ), α, t s ) does not find a solution, then we conclude that there is no feasible solution of the mixed problem.
Initial solution
First we compute M solutions x [m] by using BS to solve M problems with
then all block problems above have a feasible solution, as discussed in Section 2.1. Then take a convex combination of the vectors x [0] , . . . , x [M] with coefficients μ 0 , . . . , μ M ≥ 0 and M =0 μ to obtain the initial solution
Note that the remaining coefficients have value at least 1/(M + 1). The next lemma establishes a quality statement for the initial solution.
Lemma 3.1. If there exists a feasible solution of (MPC) and t
Proof. If there is a feasible solution, then the block problems described above are feasible and we can compute x (0) . Now we consider the concave functions g m . We know (by the non-negativity of the functions f ) that
Since the functions g m are concave and non-negative, we have
. Next we study the convex functions f m . Here
where we use M =0 μ = 1 and t ≤ 1/8. In total we obtain λ(x (0) ) ≤ 4M.
Stopping rules
In the algorithm we aim at stepwise decreasing the objective value λ from 4M to 1/(1 − /2). In the first phase we decrease 4M to 1 = 1/2. After that we set s = s−1 /2. The goal in phase s is to obtain a solution
In the following we describe the stopping rules for the algorithm. To obtain the solution and to show the convergence we use three stopping rules. For the first rule we simply test whether
for the current solution x. For this rule we immediately get the following lemma.
For the second rule we define a parameter ν that depends on the current iterate x and the approximate block solution
where 
Proof. For simplicity we use t = t s and p m =p. Use (5) to rewrite ν(x,x) < t as follows:
Since we have
/θ by rearranging (5) and inserting these bounds.
In the case θ ≤ 1 + 8t we can prove the Lemma directly as follows. Using λ A (x) < θ and t = t s , we obtain
We aim at a contradiction and suppose that θ > 1 + 8t ≥ 1. In the following we use the inequality
which is satisfied sincex is a suitable block solution. Case 1: 1 + t + t/C − 2p > 0. Then using (7) and replacing q T g(x) we obtain
To prove the last inequality consider
Therefore, with θ < (1 + (8/3)t)/(1 − t) ≤ 1 + 5t for any t ≤ 4/15 we obtain a contradiction. Case 2:
If p T f (x) = 0 we get a contradiction immediately. Otherwise we obtain the inequality θ 2 < (1+t)(1+(8/3)t) 2 /(1− t). In the second case θ can be bounded by (1 + (8/3)t)(1 + 2t) ≤ 1 + 7t for any t ≤ 1/3. Again, this is also a contradiction. Case 3: 1 + t + t/C − 2p < 0. In this case we use the inequality above and replace here p T f (x). We obtain
Using 2p − 1 − t − t/C > 0, this implies the inequality
.
. This holds since θ > 1 + 8t. Furthermore we have
Both inequalities together yield θ < (1 + 4t)/(1 − t) ≤ 1 + 6t since t ≤ 1/6. But this is again a contradiction to the assumption θ > 1 + 8t.
The third stopping rule is also used to control the number of iterations during one phase. The intuition behind this stopping rule is to estimate the quality of x based on the quality of x (s−1) , the input of the current scaling phase. For this the quality is known either because of Lemma 3.1 or since x (s−1) is the output of the previous scaling phase. Hence we are able to terminate the scaling phase as soon as x meets the phase requirement; this intuitive idea is also used in [1, [19] [20] [21] . Here we use a parameter ω s that depends on the scaling phase s by defining
: s = 1,
Then the third rule is defined by
where
The proof of the following lemma is omitted; it can be obtained by elementary calculation or following the proof of Lemma 3.4 in [19] .
Lemma 3.4. Let x (s−1) be the initial solution and x be a vector in phase s
Notice that in both cases above (s = 1 and
Choice of the step length
In this subsection we describe the choice of the step length τ . We suppose that we have computed a vector x and a block solutionx in a phase s such that ν(
x,x) ≥ t (where t = t s , p = p(x, A(x)) and q = q(x, A(x))). Let x = (1 − τ )x + τx. First we focus on the case where g m (x) < T = T (s) for each m ∈ A(x). In this case we do not eliminate a component and let A(x ) = A(x).
The other case will be discussed later; in some cases we have to reduce the step length in addition. For simplification we use θ = θ A(x) (x).
The following inequalities do not depend on the choice of τ ; since each function f m is convex, we get
for each m ∈ [M]. Since each function g m is concave, we obtain
for each m ∈ A. We aim at bounding the absolute values of the last summands in the terms in square brackets by 1/2; to this end, any step length τ will be called feasible if and only if τ ∈ (0, 1) and if max max
holds. Suppose from now on that τ is feasible; later we will specify different step lengths τ ∈ (0, 1) to obtain the bound 
Lemma 3.5. For any two consecutive iterations in a phase with computed vectors x, x and A(x ) = A(x) and any feasible step length τ , the difference φ t (x, A(x)) − φ t (x , A(x )) is at least
(x, A(x)) and q = q(x, A(x)).

Proof. Using the definition of φ t (x , A(x )) and λ
A(x ) (x ) ≤ θ A(x) (x), we get φ t (x , A(x )) = min λ A(x ) (x )≤ξ Φ t (ξ, x , A(x )) ≤ Φ t (θ, x , A
(x)). The inequality above implies the following upper bound for φ t (x , A(x )):
Above we have used the lower bounds for θ − f m (x ) and g m (x ) − 1/θ . The calculation above and suitable rearrangement shows that the difference
Now we can use the inequality ln(1 + z) ≥ z − z 2 for z ≥ −1/2 and obtain
. Using both inequalities and
In our algorithm we use the following feasible step length.
Lemma 3.6. The step length
where θ = θ A (x) is feasible for any t ≤ 1/2.
Proof. By Lemma 2.3 we obtain
The main goal now is to prove the following result.
Theorem 3.1. For any two consecutive iterations in a phase with computed vectors x, x and A(x) = A(x ) we obtain
Proof. Since the second stopping rule is not satisfied we have ν(x,x) ≥ t. Using (5), this implies the inequality
Then we use Lemma 3.5 to obtain for the difference φ t (x, A(x)) − φ t (x , A(x )) of the potential values the lower bound
We used above the inequality (10) and inserted the step length τ . 
Reducing the step length
where θ = θ A(x ) (x ). Now we consider two cases depending on whether we use the original step length τ or the reduced step lengthτ :
Theorem 3.2. For any two consecutive iterations with computed vectors x, x , index sets A(x) = A(x ), we have
. Then using the definition of the potential function and
, we obtain 
Number of iterations
In this subsection we determine the total number of iterations of our algorithm. To do this we calculate first the number of iterations N s in a single phase s. Let y,ỹ denote the initial and final iterate of phase s. Furthermore, letȳ be the solution afterN s = N s − 1 iterations. For consecutive iterations with computed vectors x, x in a phase and
MC by Theorem 3.1 where α = 1/4 and t = t s = s /8. In addition, there are at most M iterations with consecutive vectors x, x and different subsets A(x) = A(x ) (i.e. in these iterations at least one component is eliminated). In these cases, we have
by suitable rearrangement. Next we determine an upper bound for the difference φ t (y, A(y)) − φ t (ȳ, A(ȳ)). Using Lemma 2.2 we obtain
where T = T (s). Inserting these bounds into (11) yields
The threshold value T (s) is defined by
where p s , q s are constants. In the algorithm, q 1 = 0, p 1 = p, q s = q, and p s = 0 for s ≥ 2. The values for the constants p, q are determined later. Notice that by Lemma 2.1 we have
for the initial solution y of each phase. We need a bound for ln ( 
Now we can use the property that λ
, sinceȳ does not satisfy the second stopping rule. In addition ln(1 + 2t/C) ≤ 2t/C. Therefore, the first summand of the right hand side of (12) can be bounded by 2[ln
Using the definition of ω s , we obtain ln(1/ω 1 ) ≤ ln(4M) ≤ 3 ln M and ln(1/ω s ) = ln(
In total, the first summand of the right hand side of (12) For the second summand of the right hand side of (12) 
we can use θ A(y) (y) < λ A(y) (y)/(1 − t/C) (where t = t s ) and the upper bound for T (s). Both together imply
Using the values for p s , q s we get as upper bounds
for the second summand of the right hand side of (12) . Finally, the third summand of the right hand side of (12) t
can be bounded as follows. Consider the function h(x) = x ln(1/x) = −x ln(x). The function is monotonically increasing within the interval (0, 1/e]. Since
. Therefore, the difference of the potential values φ t (y, A(y)) − φ t (ȳ, A(ȳ)) can be bounded as follows, where we use t s ≤ t 1 ≤ 1/8 and C ≥ 8:
Furthermore these expressions can be simplified and bounded by
The lower and upper bounds for 
This bound can be written in the form
Clearly, we have
Summing over all phases, the total number of iterations (calls to the oracle) in our algorithm is
, the total number of iterations is
In total, this implies the following result:
Lemma 4.1. The number of iterations N s in phase s is at most
where β, β ∈ N are constants, and the total number of iterations is at most
Eliminated functions
In 
2C M ). Therefore, the value g m (x ) is decreased only by a multiplicative factor of 
Lemma 4.2. Let x (s) be the final iterate of phase s. If λ
[M] (x (0) ) ≥ 4M for s = 1 and λ [M] (x (s−1) ) ≥ 1/(1 − s−1 ), then g m (x (s) ) ≥ (1 − s ).
Proof. We have to consider only the eliminated components m ∈ [M] \ A(x (s)
First we study phase s = 1. The first term (1 − τ (1)) N 1 is at least
where we have used above that
M . Now we have to show that 
) ≤ 2 and (1 − t s /C) ≥ 2/3, the above inequality can be transformed into (
Since s ≤ 1/3, it is sufficient to show q(1 −
Using the choice of C we get as lower bound for q:
. This proves the lemma above.
We assumed in the above that the price vectors are computed exactly, which is impractical since we cannot solve (1) for θ ; however an approximation for which only O(M ln(M −1 )) arithmetic operations per iteration are necessary is suitable as well, which can be shown with an elementary analysis that as in Section 4.2 in [20] . Using further techniques from [14] [15] [16] , it might be possible to reduce this overhead to O(M ln ln(M −1 )) operations.
Approximation with a general block solver
In this section we discuss the case in which only a block solver of the form
is available, where c ≥ 1 is a constant, t ∈ (0, 1) and Y (c, t) := c(1 + (8/3)t)(1 + t) is a parameter defined for ease of exposition; the approach is motivated by the results from [19, 21] and was presented as an extended abstract in [10] . More precisely we will show that the problem
can be solved within the same coordination complexity as before with a modification of our algorithm. To this end, the potential function remains unchanged and the price vectors are defined as before by (2) and (3). Consequently, Lemmas 2.1-2.3 still hold. As we shall see later, the basic structure of the algorithm remains the same where only some parameters have to be changed. More precisely, the goal in scaling phase s is to obtain a solution x (s) with λ(x (s) ) ≤ c/(1 − s ), where again s is gradually reduced. First of all, the computation of the initial solution x (0) ∈ B has to be generalized, where we also investigate the feasibility of the initial instance.
Feasibility of the instance and initial solution
Here we use the same arguments as in Section 2.1; suppose that x ∈ B is a feasible solution of our instance. For each p, q ∈ R M + such thatp +q = 1 we have p T f (x) ≤p and q T g(x) ≥q = 1 −p. Thus we obtain 
Choice and reduction of the step length
The step length here is chosen as in Lemma 3.6; with basically the same analysis as in Section 3.3, we obtain that Lemma 3.5 and Theorem 3.1 also hold within our modified setting. However, the threshold values have to be modified by letting
where here p = 1031 and q = 219 are used as constants. The reduction of the step length can be done as before using the respective modified threshold value T ; again we compute the uniquely determinedτ ∈ (0, 1) such that max{(1 −τ )g m (x) +τ g m (x)} = T holds, which can be done in O(M) time. By constructionτ < τ holds, henceτ is feasible. In total, we obtain that Theorem 3.2 also is valid in our modified situation.
Number of iterations and eliminated functions
Similar as in Section 4.1, within a scaling phase that does not terminate by the third stopping rule, the difference of the reduced potentials of the initial solution and the iterate can not be arbitrarily large but is suitably bounded. With a subsequent analysis similar as in Section 4.1 we obtain suitable bounds for the number of iterations which also yields the desired runtime bound of O(M(ln M + −2 ln −1 )). 
holds.
Using these bounds for the number of iterations in each phase, we finally are able to control the behaviour of the eliminated covering functions. In total, we obtain the following result. 
Concluding remarks
We have presented new algorithms for (MPC) and (MPC c, ) which use a simpler block solver than [20] and do not need to take into account a part of the history of iterates. Furthermore, the strong feasibility problem solved by BS is computational harder than the weak feasibility problem solved by ABS. Therefore an algorithm based on a more general feasibility oracle is important to obtain faster approximation algorithms for the corresponding mixed problem, for instance the multicommodity flow problem with fixed budget [29] . Furthermore we suggest experimental evaluation of the algorithms similar to [1] .
