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3ВВЕДЕНИЕ
Данное учебное пособие не является первым пособием, выходя-
щим в свет для студентов физического факультета. Еще в 1970-е гг.
доцент кафедры магнетизма УрГУ Г. П. Яковлев составил рекомен-
дации по обработке результатов измерений, которыми студенты
пользовались до настоящего времени и которые неоднократно пе-
реиздавались с небольшими изменениями. Но в последнее время
требования к обработке результатов измерений существенно изме-
нились: вышли новые нормативные документы, стал применяться
новый термин «неопределенность результата измерений». Все это
и привело к необходимости написания данного учебного пособия.
Для того чтобы обрабатывать результаты измерений, можно
просто воспользоваться некоторым предложенным преподавателем
алгоритмом, совершенно не задумываясь о том, почему именно та-
кие действия надо выполнять.
Такой подход еще можно простить школьнику, но студент, а тем
более студент физического факультета университета, должен за каж-
дой используемой формулой видеть определенный смысл. Именно
для таких студентов и написано данное пособие.
Пособие «Основы обработки результатов измерений» ориен-
тировано на студентов первого курса Департамента «Физический
факультет» Института естественных наук, поскольку дает им воз-
можность получить четкое представление о правилах оформления
результатов своих измерений, которые они выполняют на лабора-
торных практикумах по физике. Однако это пособие может оказать
методическую помощь студентам и старших курсов при представле-
нии ими результатов своей научной деятельности в курсовых и вы-
пускных работах.
Для обработки результатов измерений используется теория
вероятности и математическая статистика, а эту дисциплину сту-
денты осваивают только на втором курсе обучения. В связи с этим
4в пособии изложены основы теории обработки результатов изме-
рений, рассмотрены основные положения теории расчета погреш-
ностей основных видов измерений: прямых и косвенных (эти поня-
тия будут введены в соответствующих разделах), даны рекоменда-
ции по построению графиков. Для того, чтобы дать студенту четкое
представление о том, чем описание лабораторной работы отличает-
ся от отчета по ней, в пособии приведен пример оформления отче-
та по лабораторной работе.
Зачем же проводить обработку результатов измерений? Ответ
может быть очень прост: во-первых, необходимо дать гарантии того,
что если вы будете повторно проводить измерения какой-либо физи-
ческой величины в одних и тех же внешних условиях (температура,
влажность и т. п.), то будет получаться значение, близкое к получен-
ному ранее; во-вторых, надо определить характеристики качества
полученного результата. Именно для этих целей и используется
термин «погрешность результата измерения»: в итоге получается
интервал, в котором с вероятностью 95 % будет находиться иско-
мое значение физической величины.
Также во введении хотелось бы остановиться на историческом
аспекте развития форм представлений результата измерений. Из-
мерения человечество проводит с незапамятных времен, но лишь с
конца XIX в. встает вопрос о степени доверия к результатам изме-
рений, поскольку в это время началось бурное развитие измери-
тельной техники. В это же время стала бурно развиваться и наука
МЕТРОЛОГИЯ. В нормативном документе РМГ 2999 «ГСИ. Мет-
рология. Основные термины и определения» [7] дано следующее
определение: «Метрология – это наука об измерениях, методах и
средствах обеспечения их единства и способах достижения требуе-
мой точности». Метрология дает нам правила обработки результа-
тов измерений, которые излагаются в нормативных документах: на-
пример, в ГОСТах (государственных стандартах), РМГ (рекомен-
дациях межгосударственных). Их требования необходимо знать и
правильно применять. Данное пособие опирается на требования
основных нормативных документов.
5Первоначально для выражения степени доверия к результату
измерения в российской метрологии использовался термин «ошиб-
ка». Этот термин входил в заглавия многих специализированных
пособий. Так, например, книга Дж. Тейлора, изданная в Калифор-
нии в 1982 г. и ориентированная на студентов младших курсов, так
и называется: «Введение в теорию ошибок» [9]. Но в первой же
главе этой книги введение понятия «ошибка» основывается на тер-
минах «погрешность» и «неопределенность». Также Дж. Тейлор рас-
сматривает различные источники возникновения погрешностей,
приводя очень интересные и понятные примеры.
В 1970–1980-е гг. устойчиво использовался именно термин
«ошибка»: даже сейчас многие преподаватели, учившиеся в универ-
ситетах в то время, до сих пор используют это устаревшее понятие.
В нашей стране в 1980-е гг. метрологи перешли на представление
результата измерений, используя термин «погрешность». Однако и
этот термин в настоящее время начинает уходить на вторые пози-
ции, уступая свое место новому термину «неопределенность». Уже
во многих странах мира используется только понятие «неопределен-
ность» при представлении результата измерений. В России пред-
ставление результата пока возможно как в терминах «погрешность»,
так и в терминах «неопределенность». Поскольку для представления
результата в обоих терминах используются одинаковые методы
(например, теории вероятности), в данном пособии рассматрива-
ются основы представления результата измерений в рамках погреш-
ности. Основы представления результата в рамках «неопределен-
ности» будут рассмотрены в Приложении 2.
6ОСНОВНЫЕ ПОЛОЖЕНИЯ ТЕОРИИ
ОБРАБОТКИ РЕЗУЛЬТАТОВ ИЗМЕРЕНИЙ
1. Физические свойства и величины.
Международная система единиц СИ
Все объекты окружающего нас мира характеризуются своими
свойствами.  С в о й с т в о – философская категория, которая вы-
ражает ту сторону объекта (явления, процесса), которая обуславли-
вает его различие или его общность с другими объектами (явления-
ми, процессами) и обнаруживается в его отношениях к ним. Свой-
ство – категория качественная. Для количественного описания
различных свойств процессов и физических тел вводится понятие
величины.  В е л и ч и н а – это свойство чего-либо, которое может
быть выделено среди других свойств и оценено каким-либо спосо-
бом (в том числе и количественно). Величина не существует сама
по себе, она имеет место лишь постольку, поскольку существует
объект со свойствами, выраженными данной величиной.
Все существующие величины можно разделить на две группы:
величины материального вида (реальные) и величины идеальных
моделей реальности (идеальные), которые относятся главным об-
разом к математике и являются модельными представлениями ре-
альных понятий [8].
Реальные величины можно разделить также на два вида: физи-
ческие и нефизические. Физическая величина в самом общем случае
определяется как величина, свойственная материальным объектам
(процессам, явлениям), изучаемым в естественных и технических
науках. К нефизическим величинам относят величины, присущие
общественным наукам – философии, социологии, экономике и т. д.
В РМГ 2999 [7] дается следующее понятие  ф и з и ч е с -
к о й  в е л и ч и н ы:  «Это одно из свойств физического объекта,
общее в качественном отношении для многих физических объек-
7тов, но в количественном отношении индивидуальное для каждого
из них». Последнее понимают в том смысле, что свойство может
быть для одного объекта в определенное число раз больше или
меньше, чем для другого.
Физические величины можно разделить на измеряемые и оце-
ниваемые. Измеряемые выражаются количественно в виде опреде-
ленного числа установленных единиц измерения. Возможность вве-
дения и использования таких единиц является отличительным при-
знаком измеряемых физических величин. Физические величины,
для которых не может быть введена единица измерения, могут быть
оценены. Оценивание – это операция приписывания данной вели-
чине определенного числа, которая проводится по установленным
правилам. Оценивание величины производится при помощи шкал.
Шкала величины – упорядоченная совокупность значений величи-
ны, служащая исходной основой для измерения данной величины.
Что же касается нефизических величин (например, уровень
интеллекта в коэффициентах интеллекта IQ; уровень знаний в бал-
лах ЕГЭ и т. д.), то они могут быть только оценены, так как в прин-
ципе для них единица измерения не может быть введена.
Вернемся к более детальному изучению физических величин.
В метрологии существует несколько классификаций: по видам яв-
лений; по принадлежности к различным группам физических про-
цессов; по степени условной независимости от других величин.
По  в и д а м  я в л ен и й  физические величины разделяются на:
вещественные – величины, описывающие физические и фи-
зико-химические свойства веществ, материалов и изделий из них.
К этой группе относятся масса, плотность, электрическое сопротив-
ление, емкость, индуктивность и др. Еще эти физические величи-
ны называют пассивными, так как для формирования сигнала из-
мерительной информации необходимо использовать вспомогатель-
ный источник энергии, чтобы преобразовать пассивные физические
единицы в активные, которые затем и измеряются;
энергетические – величины, описывающие энергетические
характеристики процессов преобразования, передачи и использова-
ния энергии: сила тока, напряжение, мощность, энергия. Эти ве-
8личины называют активными, так как они могут быть преобразо-
ваны в сигналы измерительной информации без использования
вспомогательных источников энергии;
характеризующие протекание процессов по времени. Это мо-
гут быть различного вида спектральные характеристики, корреля-
ционные функции.
Согласно классификации по п р и н а д л е ж н о с т и  к  р а з -
л и ч н ы м  г р у п п а м  ф и з и ч е с к и х  п р о ц е с с о в   физи-
ческие величины делятся на пространственно-временные, механи-
ческие, электрические и магнитные, тепловые, акустические, све-
товые, физико-химические, ионизирующих излучений, атомной и
ядерной физики [8]. Эта классификация проводится в соответствии
со всеми возможными разделами физики и химии.
По  с т е п е н и  у с л о в н о й  н е з а в и с и м о с т и  от дру-
гих величин данной группы все физические величины делятся
на основные (условно независимые) и производные (условно зави-
симые) [7]. Это разделение является действительно условным, по-
скольку зависит от произвольности выбора системы единиц.
Основная физическая величина – это физическая величина,
входящая в систему величин и условно принятая в качестве неза-
висимой от других величин этой системы.
Производная физическая величина – это физическая величина,
входящая в систему величин и определяемая через основные вели-
чины этой системы. Производные величины выражаются через ос-
новные при помощи уравнений связи. Примеры производных ве-
личин: скорость – перемещение в единицу времени, плотность –
масса единицы объема вещества.
С и с т е м а  е д и н и ц   – это совокупность основных и про-
изводных единиц физических величин, образованная в соответ-
ствии с принятыми принципами.
В нашей стране используется Международная система единиц СИ,
где в качестве основных единиц приняты метр, килограмм, секун-
да, ампер, кельвин, моль и кандела (табл. 1).
Метр – единица длины, равная пути, проходимого светом в ва-
кууме за интервал времени 1/299 792 458 c.
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Килограмм – единица массы, равная массе международного
прототипа килограмма.
Секунда – единица времени, равная 9 192 31 770 периодам из-
лучения, соответствующего переходу между двумя сверхтонкими
уровнями основного состояния атома цезия-133.
Ампер – единица силы электрического тока. Ампер равен силе
неизменяющегося тока, который при прохождении по двум парал-
лельным прямолинейным проводникам бесконечной длины и нич-
тожно малой площади кругового поперечного сечения, расположен-
ным в вакууме на расстоянии 1 м один от другого, вызвал бы на каж-
дом участке проводника длиной 1 м силу взаимодействия, равную
2  107 Н.
Кельвин – единица термодинамической температуры, равная
1/273,16 части термодинамической температуры тройной точки воды.
Кандела – единица силы света. Кандела есть сила света в задан-
ном направлении источника, испускающего монохроматическое
излучение частотой 540  1012 Гц, электрическая сила света которо-
го в данном направлении составляет 1/683 Вт/ср.
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Моль – единица количества вещества. Моль есть количество
вещества системы, содержащей столько же структурных элемен-
тов, сколько содержится атомов в углероде-12 массой 0,012 кг. Струк-
турные элементы при применении моля должны быть специфи-
цированы и могут быть атомами, ионами, электронами и другими
частицами.
Международная система единиц СИ принята и используется
во многих странах мира, поскольку имеет много преимуществ пе-
ред другими системами единиц. Во-первых, она универсальна (ох-
ватывает все области науки и техники); во-вторых, позволяет уни-
фицировать все области и виды измерений; в-третьих, когерентна
(в уравнениях связи между величинами коэффициенты равны едини-
це); в-четвертых, имеет единую систему образования кратных и доль-
ных единиц, которые имеют собственные наименования (табл. 2).
1024 йотта Y И
1018 экса E Э
1015 пета P П
1012 тера T Т
109 гига G Г
106 мега M М
103 кило k к
102 гекто h Г
101 дека da да
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101 деци d д
102 санти c с
103 милли m м
106 микро  мк
109 нано n н
1012 пико p п
1015 фемто f ф
1018 атто a а
1024 йокто y и
Все единицы измерения физических единиц, разрешенные для
применения в нашей стане, содержатся в ГОСТ 8.4172001 [1].
Кроме единиц СИ в некоторых областях разрешено применение
других единиц. Например, время можно измерять в минутах, часах
и сутках, объем – в литрах, массу – в тоннах. Также в этом ГОСТе
прописаны правила написания единиц измерения величин. Пере-
числим хотя бы некоторые: во всем тексте можно использовать или
только английские наименования единиц, или только русские; еди-
ницы измерения должны отделяться от числа пробелом (за исклю-
чением обозначений географических долготы и широты, выражаю-
щихся в градусах, минутах и секундах); сокращенное наименова-
ние единиц, имеющих наименования в честь ученых, надо писать
с большой буквы (например, один вольт – 1 В).
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2. Измерение. Основное уравнение измерений.
Погрешности
В настоящем пособии мы будем работать исключительно с фи-
зическими величинами, которые можно измерить. Однако есть фи-
зические величины, которые можно только оценить (например, цвет
объекта по атласу цветов в колориметрии, твердость минералов по шка-
ле твердости Мооса или силу землетрясений по шкале Рихтера).
Также можно оценить каким-нибудь способом нефизические вели-
чины: коэффициент интеллекта, уровень знаний и т. п. Но нас бу-
дут интересовать только измеряемые физические величины.
Прежде чем начать измерение, необходимо выделить то физи-
ческое свойство данного объекта, которое будет определяться в кон-
кретной измерительной задаче, также необходимо определить сред-
ство измерений, которое будет проградуировано в установленных
единицах.
Основной смысл измерения заключается в так называемом
основном уравнении измерения:
        Х = q [X], (1)
где Х – измеряемая физическая величина; [Х] – единица измерения
физической величины; q – количественное значение величины в ус-
тановленных единицах измерения. Таким образом, результатом
измерения физической величины X является некоторое значение q
в установленных единицах [Х]. Этот результат конечно же зависит
от выбранных единиц измерения. Так, например, длина одного и то-
го же объекта может составлять 10 дюймов и 25,4 сантиметра.
В действительности измерение одной и той же величины каж-
дый раз происходит при различных условиях, и их изменение пол-
ностью определить невозможно. Поэтому каждый раз результат мо-
жет получаться разным. Для дальнейшей обработки получаемых
результатов необходимо воспользоваться определениями, данны-
ми в РМГ 2999 «ГСИ. Метрология. Основные термины и опреде-
ления» [7].
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И с т и н н о е  з н а ч е н и е  ф и з и ч е с к о й  в е л и -
ч и н ы  –  это значение физической величины, которое идеальным
образом характеризует в количественном и качественном отноше-
нии соответствующую физическую величину.
Д е й с т в и т е л ь н о е  з н а ч е н и е  ф и з и ч е с к о й
в е л и ч и н ы  –  значение физической величины, полученное экс-
периментальным путем и настолько близкое к истинному значе-
нию, что в поставленной измерительной задаче может быть исполь-
зовано вместо него.
Р е з у л ь т а т  и з м е р е н и я  –  значение величины, полу-
ченное путем ее измерения.
Чем ближе результат измерения к истинному значению, тем
более качественно выполнено измерение. Однако на практике ис-
тинного значения никогда получить нельзя! Поэтому вместо него
и используют действительное значение. Для количественного вы-
ражения качества проведенного измерения вводят понятие
п о г р е ш н о с т и  и з м е р е н и я:  это разница между резуль-
татом измерения Х и истинным (в реальности действительным)
значением Хи (или Хд):
 = Х – Хд, (2)
где   обозначение абсолютной погрешности (это погрешность, вы-
раженная в тех же единицах измерения, что и измеряемая величина).
По величине абсолютной погрешности трудно судить о точнос-
ти проведенных измерений. Пусть были проведены два измерения
напряжения с одинаковой абсолютной погрешностью, которая рав-
на 0,1 мВ. Одно измерение U1 = 500 мВ, а второе U2 = 5 мВ. Качест-
венно можно сказать, что первое измерение выполнено более точ-
но. Поэтому для количественной оценки вводится понятие относи-
тельной погрешности.
Относительная погрешность – это погрешность, выраженная
отношением абсолютной погрешности к действительному значе-
нию физической величины. Она определяется следующей формулой:
   100 %.
X

   (3)
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Приведенная погрешность – это погрешность, выраженная от-
ношением абсолютной погрешности к нормирующему значению:
  100 %,
NX

   (4)
где XN  нормирующее значение (что принимают в качестве норми-
рующего значения, будет рассмотрено в разделе 4).
Таким образом,  п о  в и д у  п р е д с т а в л е н и я  погреш-
ности делятся на абсолютные, относительные и приведенные.
По  х а р а к т е р у  п р о я в л е н и я  погрешности можно
разделить на случайные, систематические и промахи (грубые по-
грешности).
Систематическая погрешность (обозначается С)  состав-
ляющая погрешности измерения, остающаяся постоянной или зако-
номерно меняющаяся при повторных измерениях одной и той же
физической величины. Составляющих данной погрешности может
быть несколько. При проведении измерений иногда удается исклю-
чить некоторые составляющие (например, избавиться от влияний
колебаний температуры при помощи термостатирования или мож-
но экранировать магнитное поле). При обработке результатов изме-
рений рассматриваются только неисключенные систематические
погрешности.
Случайная погрешность () – составляющая погрешности из-
мерения, изменяющаяся случайным образом (как по знаку, так и
по значению) в серии повторных измерений одной и той же физи-
ческой величины, проведенных с одинаковой тщательностью в од-
них и тех же условиях. В них нет никакой закономерности, они не-
избежны, неустранимы. Их присутствие выражается в виде разбро-
са полученных результатов. Для их описания используется теория
математической статистики.
Грубая погрешность – это случайная погрешность результата
отдельного наблюдения, резко отличающегося от остальных резуль-




В зависимости от  м е с т а  в о з н и к н о в е н и я  различа-
ют инструментальные, методические и субъективные погрешности.
Инструментальная погрешность обусловлена погрешностью
применяемого средства измерений.
Причинами возникновения методической погрешности могут
быть следующие факторы:
 отличие принятой модели объекта измерения от модели, адек-
ватно описывающей измеряемое свойство. Например, если при из-
мерении площади поперечного сечения некоторой детали счита-
ют, что ее поперечное сечение имеет форму круга, а реально она
может существенно отличаться от данного предположения. Прове-
дение измерений диаметра в нескольких направлениях даст возмож-
ность скорректировать принятую модель;
 влияние средства измерений на объект. Этот фактор будет
сказываться, например, при подключении к участку цепи вольт-
метра, имеющего конечное значение внутреннего сопротивления
(он будет шунтировать этот участок). Из-за этого напряжение, кото-
рое будет показывать вольтметр, будет меньше реального значения;
 влияние алгоритмов (формул), применяемых при обработке
результатов.
Субъективная погрешность измерения обусловлена, например,
погрешностью отсчета оператором показаний по шкалам средств
измерений. Эта погрешность может быть вызвана состоянием опе-
ратора, несовершенством органов чувств, эргономическими свой-
ствами средств измерений. Таким образом, применение автомати-
ческих средств измерений позволит освободиться от субъективных
погрешностей.
По  в л и я н и ю  в н е ш н и х  у с л о в и й  различают ос-
новную и дополнительную погрешности. Эти виды погрешности
характеризуют погрешности средства измерений при работе в нор-
мальных условиях (основная погрешность) и при отклонении ка-
кой-либо влияющей величины от ее нормального значения (допол-
нительная погрешность). Например, нормальными значениями
будут считаться температура воздуха 293 K (20 °С), относительная
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влажность воздуха 60 %, плотность воздуха 1,2 кг/м3, частота питаю-
щей сети переменного тока 50 Гц. Нормальные значения влияю-
щих величин указываются в паспорте средства измерений.
Чтобы перейти к расчетам погрешностей результата измере-
ний, надо рассмотреть, какие бывают виды измерений, поскольку
от этого зависит порядок обработки результатов и вычисление по-
грешностей.
3. Классификация измерений
Измерения можно классифицировать по различным признакам.
С точки зрения обработки полученных результатов важными явля-
ются два. Рассмотрим их.
По  к о л и ч е с т в у  и з м е р и т е л ь н о й  и н ф о р м а -
ц и и  измерения делятся на однократные и многократные [7]. Одно-
кратное  измерение, выполненное один раз (например, измере-
ние текущего времени по часам или измерения, приводящие к разру-
шению объекта). Многократное измерение – измерение физической
величины одного и того же размера, результат которого получен
из нескольких следующих друг за другом измерений, т. е. состоящее
из ряда однократных измерений. По ГОСТ Р 8.7362011 [2] много-
кратными считаются измерения, количество которых n  4.
По  с п о с о б у  п о л у ч е н и я  и н ф о р м а ц и и  изме-
рения бывают прямые, косвенные, совместные и совокупные.
Прямое измерение – это измерение, при котором искомое зна-
чение физической величины получают непосредственно. Напри-
мер, измерение длины детали при помощи штангенциркуля, изме-
рение напряжения – вольтметром, измерение массы тела на весах.
Для оценивания погрешности прямых измерений используют под-
ходы, описанные в ГОСТ Р 8.7362011 [2].
Косвенное измерение – это определение искомого значения фи-
зической величины на основании результатов прямых измерений
других физических величин, функционально связанных с искомой
величиной. Пример: определение плотности  тела цилиндричес-
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кой формы по результатам прямых измерений массы m, высоты h






   
(5)
Для того чтобы вычислить погрешность косвенных измерений,
необходимо знать погрешность величин, измеряемых прямыми
методами (это будет рассмотрено в разделе 9).
Совместные измерения – это измерения двух или нескольких
неодноименных величин для нахождения зависимости между ними.
Зависимость находят расчетным путем, путем решения системы
уравнений, куда будут входить измеренные значения. Если зависи-
мость предполагается линейной, то часто пользуются методом наи-
меньших квадратов (МНК) (суть этого метода рассмотрена в разде-
ле 11). Если же зависимость будет более сложная, то необходимо
пользоваться компьютерными программами обработки результатов:
например, Excel или Origin. Применение современных способов
обработки результатов позволяет существенно упростить получе-
ние зависимостей в виде формул.
При совокупных измерениях одновременно проводят измере-
ние нескольких одноименных величин. Искомую зависимость так-
же определяют путем решения системы уравнений, получаемых
при прямых измерениях различных сочетаний этих величин. Класси-
ческим примером такого вида измерений является определение мас-
сы отдельных гирь набора при помощи одной гири с заранее установ-
ленной массой (в метрологии для такой гири используется термин
«калиброванная») и по результатам прямых сравнений масс различ-
ных сочетаний гирь. Оценка погрешности при этом производится
с использованием методов, применяемых для косвенных измерений.
Методы оценивания погрешностей результата измерений мы
начнем с систематических погрешностей, определяемых по исполь-
зуемому средству измерений. Затем рассмотрим основные характе-
ристики случайных погрешностей. Далее перейдем к погрешнос-




Классы точности средств измерений
Систематическая погрешность измерения определяется тем
прибором, который используется в конкретном измерении: это бу-
дет инструментальной погрешностью. Метрологи и приборострои-
тели существенно облегчили возможность определения данного ви-
да погрешности при помощи такого понятия, как  к л а с с  т о ч -
н о с т и   средства измерений. Он выражается в виде определенного
числа и указывается или на шкале измерительного прибора, или
в его паспорте (технической документации). Нормативный документ,
который регламентирует данный вопрос,  ГОСТ 8.40180 [3].
Данный ГОСТ предусматривает выражение класса точности с по-
мощью относительных чисел и абсолютных значений погрешнос-
ти. В случае, если класс точности выражается относительным чис-
лом, это число выбирается из ряда
[ 1; 1,5; 2; 2,5; 4; 5; 6 ]  10n,
где показатель степени n может быть равен 1; 0; 1; 2 и т. д.
Обозначение класса точности зависит от характера системати-
ческой погрешности прибора. Характер погрешности может быть:
1) аддитивный; 2) мультипликативный и 3) мультипликативный
и аддитивный одновременно (рис. 1).
ГОСТ 8.40180 устанавливает следующие способы обозначе-
ния классов точности:
1. Если характер погрешности аддитивный, то это значит, что
значение абсолютной погрешности не зависит от измеренного
значения (рис. 1, а). Тогда класс точности определяется приведен-
ной погрешностью и обозначается числом из приведенного выше
ряда, например, 0,2. Это значит, что приведенная погрешность равна
 = ±0,2 %. Как уже отмечалось выше, приведенной погрешностью
называется отношение предела допускаемой основной погрешнос-






где С  предел допускаемой основной погрешности; XN  норми-
рующее значение, выраженное в тех же единицах, что и С.
Нормирующее значение может выбираться по-разному:
а) для средств измерений с равномерной, практически равно-
мерной или степенной шкалой, если нулевое значение лежит на краю
шкалы или вне ее, нормирующее значение XN выбирается равным
соответствующему пределу измерения (рис. 2, а); если нулевое зна-
чение лежит внутри диапазона измерений, то нормирующее значе-
ние выбирается равным большему из модулей пределов измере-
ний (рис. 2, б).
В случае, как на рис. 2, а, нормирующее значение XN равняется
60 А. Тогда C = 
  XN = 0,002
  60 А = 0,12 А. Заметим, что при рас-
чете С приведенную погрешность  необходимо перевести из про-
центов в относительные единицы: 0,2 % = 0,002.
В случае, как на рис. 2, б, нормирующее значение XN = 3 В и
С = 0,002 3 В = 0,006 В, так как  2 В3 В;
Рис. 1. Характер зависимости погрешности от измеряемой величины:













б) для средств измерений, для которых принята шкала с услов-
ным нулем, нормирующее значение устанавливается равным мо-
дулю разности пределов измерений. Например, для милли-
вольтметра термоэлектрического пирометра с пределом измерений
от 200 до 600 °С XN = 600  200 = 400 °С;
в) для средств измерений с установленным номинальным зна-
чением нормирующее значение принимается равным этому номи-
нальному значению. Например, для частотомера с диапазоном изме-
рений от 45 до 55 Гц и номинальной частотой 50 Гц нормирующее
значение XN = 50 Гц.
2. На шкале прибора указано число из приведенного ряда, под-
черкнутое углом, например, 0,5. Это значит, что шкала прибора су-
щественно неравномерная. В этом случае также класс точности оп-
ределяется приведенной погрешностью:  = 0,5 %. Нормирую-
щее значение XN в этом случае устанавливают равным всей длине
шкалы или ее части, соответствующей диапазону измерения. Дан-
ные сведения можно получить в паспорте прибора.
3. Если характер погрешности мультипликативный (см. рис. 1, б),
то на шкале прибора указан класс точности в виде числа из при-
веденного ряда, обведенного кружком. Например, на шкале нарисо-
вано   1,0 .
В этом случае нарисованное число устанавливает относитель-
ную погрешность, выраженную в процентах:  = 1,0 %. Напом-
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Рис. 2. Примеры выбора нормирующего значения:
а – амперметр с равномерной шкалой с нулевым значением на краю шкалы; б –
вольтметр с равномерной шкалой и нулевым значением внутри диапазона измерений
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Пусть, например, предел измерения прибора 100 мА, при из-
мерении стрелка отклоняется на 80 мА. В этом случае
С =  X = ±0,01  80 мА = 0,8 мА.
Заметим, что значение  (класс точности) надо перевести из про-
центов в относительные единицы.
4. Если погрешность имеет мультипликативный и аддитивный
характер одновременно (см. рис. 1, в), то класс точности на прибо-
ре может быть обозначен с помощью двух чисел из того же ряда,
разделенных косой чертой с/d. Например, на лицевой стенке при-
бора написано 0,02/0,01. В этом случае относительная погрешность
вычисляется по формуле





      
  
(6)
где с = 0,02 %; d = 0,01 %; XN  нормирующее значение средства
измерения.
5. Классы точности обозначают прописными буквами латин-
ского алфавита или римскими цифрами в следующих случаях:
 для средств измерений, пределы допускаемой основной по-
грешности которых выражаются в форме абсолютных погрешнос-
тей: C = a или С =  (a + b 
  X), где a и b  положительные числа;
 для средств измерений, относительная погрешность которых
устанавливается в виде графика, таблицы или формулы, отличной
от рассмотренных выше. В этом случае предел допускаемой основ-
ной погрешности прибора находят по паспорту прибора.
Причем, чем ближе латинская буква к началу алфавита или
цифра к нулю, тем меньше погрешность.
Заметим следующее: 1) средствам измерений с двумя или бо-
лее диапазонами измерений одной и той же физической величины
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допускается присваивать два или более класса точности; 2) сред-
ствам измерений, предназначенным для измерения двух или более
физических величин, допускается присваивать различные классы
точности для каждой измеряемой величины.
Основная погрешность измерений  это погрешность, установ-
ленная для нормальных условий эксплуатации. Нормальные ус-
ловия эксплуатации указываются в технической документации
(паспорте).
В пределах рабочих условий эксплуатации, если они выходят
за пределы нормальных, кроме основной погрешности следует
учитывать еще дополнительные погрешности. Сведения о них мож-
но получить в технической документации на прибор (в паспорте).
Рис. 3. Примеры представления класса точности на шкале прибора:
а – приведенная погрешность; б – относительная погрешность (показано стрелкой)
а б
На рис. 3 представлены фотографии конкретных приборов раз-
личных классов точности, о которых шел разговор выше. На рис. 3, а
представлен микроамперметр с классом точности 2,5. Это значит,
что для класса точности данного прибора используется приведен-
ная погрешность. На рис. 3, б представлен амперметр, класс точнос-
ти которого обозначен числом 0,5 в кружке. Следовательно, здесь
для класса точности используется относительная погрешность.
При измерениях на аналоговых приборах, фотографии которых
представлены на рис. 3, необходимо иметь следующие навыки:
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1. Необходимо знать цену деления шкалы (обозначим ее С).
Для этого предел измерения Xmax надо разделить на соответствую-
щее ему количество делений N:





2. Чтобы провести правильный отсчет, необходимо совместить
изображение стрелки с ее изображением в зеркале (рис. 4).
Рис. 4. Проведение отсчета по шкале аналогового прибора:
а – неправильно; б – правильно
а б
3. При записи результата необходимо умножить число деле-
ний n, которое показывает стрелка, на цену деления C:
       X = C · n. (8)
Рассмотрим конкретный пример средства измерений: микро-
веберметр Ф-190, предназначенный для измерения магнитного по-
тока (рис. 5).
Пусть предел измерения – 100 мкВб, показание при измере-
нии составило n = 26 делений.
1) Определим цену деления:
С = 100 мкВб : 50 делений = 2 мкВб/дел.
2) Тогда показание в микровеберах будет равно
Ф = С · n = 26 дел. · 2 мкВб/дел. = 52 мкВб.
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Рис. 5. Верхняя панель микровеберметра Ф-190
3. Определим систематическую погрешность по классу точнос-
ти:  = 1,5 %. Нормирующее значение составляет 100 мкВб. Из фор-
мулы для приведенной погрешности (4) найдем абсолютную по-
грешность: С =  · XN = 0,015 · 100 = 1,5 мкВб.
Если класс точности используемого средства измерений неиз-
вестен, то в качестве систематической погрешности можно брать
одно деление шкалы аналогового прибора или единицу последне-
го разряда цифрового прибора.
5. Случайные погрешности.
Дискретные и непрерывные случайные величины.
Функции распределения
Как уже неоднократно отмечалось, каждое конкретное значе-
ние, полученное в результате измерения, является случайной вели-
чиной, поскольку источников погрешностей известно много, дейст-
вуют они независимо друг от друга и проявляют себя по-разному.
Таким образом, каждый результат сопровождается некоторой слу-
чайной погрешностью.
Для описания поведения большой совокупности случайных со-
бытий, которыми являются и сами результаты, и их погрешности,
применяется специальный математический аппарат теории веро-
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ятностей. Вид формул для расчета вероятностных характеристик
зависит от того, дискретные или непрерывные величины рассмат-
риваются.
Д и с к р е т н ы е  в е л и ч и н ы  –  это величины, прини-
мающие только отделенные друг от друга значения (возможное чис-
ло выпавших очков при бросании в игре «Кости», число горошин
в стакане и т. п.).  Н е п р е р ы в н ы е  в е л и ч и н ы  – это вели-
чины, значения которых не отделены друг от друга и непрерывно
заполняют некоторый промежуток (длина некоторого отрезка, проме-
жуток времени, температурный интервал и т. д.). Обычно при изме-
рении принимают, что измеряемые величины являются непрерыв-
ными. Но иногда непрерывные величины искусственно представ-
ляют дискретными, изменяющимися равными ступенями.
5.1. Дискретные случайные величины
Чтобы охарактеризовать дискретную случайную величину, не-
обходимо знать все ее возможные значения и вероятность появле-
ния каждого значения.
Приведем конкретный пример. Пусть при измерении напря-
жения при помощи вольтметра, позволяющего производить изме-
рения с дискретностью отсчета в 1 В, были получены следующие
10 значений: 34, 36, 34, 38, 36, 33, 35, 37, 38, 34 В. Далее запи-
шем полученные значения в порядке возрастания (х1  х2  …  хk)
в табл. 3 и занесем в нее, сколько раз было получено каждое значе-
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Из полученных значений можно вычислить среднее арифме-
тическое:
      1









     

(9)
Среднее значение можно получить, используя средневзвешен-
ную сумму, так как по своему смыслу nk является весовым множи-
телем для каждого xk:
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Далее вместо nk можно ввести относительные частоты появле-
ния xk при помощи формулы
       Fk = nk / N. (11)
Если N будет стремиться к бесконечности, то частоты будут
стремиться к вероятностям pk появления конкретных значений дис-
кретной случайной величины. Заметим, что сумма всех вероятнос-
тей будет всегда равна единице (это условие нормировки):









Следовательно, можно установить связь между возможными
значениями дискретной случайной величины и соответствующи-
ми им вероятностями. Это и будет закон распределения вероятнос-
ти или просто з а к о н  р а с п р е д е л е н и я.
Проще всего задать закон распределения при помощи табли-
цы, в которую вносят все дискретные значения и их вероятности
(примером может служить табл. 3). Также распределение может
быть представлено в графическом виде (рис. 6), где по оси абсцисс
откладывают возможные дискретные значения, а по оси ординат –
вероятности этих значений.
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Кроме закона распределения для характеристики дискретных
случайных величин используются такие параметры, как математи-
ческое ожидание и дисперсия.
В общем случае под  м а т е м а т и ч е с к и м  о ж и д а н и е м
дискретной случайной величины понимают сумму произведений







М Х x p

  (13)
На практике используют оценку математического ожидания –
среднее арифметическое всех полученных результатов измерений
по формуле (9).
Д и с п е р с и я  – математическое ожидание квадрата откло-
нения случайной величины от ее математического ожидания:
   2 2
1




D X M X M X x M X p

  (14)
Дисперсия имеет размерность квадрата измеряемой случайной
величины, поэтому вводят понятие среднего квадратического от-
клонения (СКО):
    ( ).x D X  (15)
СКО будет иметь размерность самой измеряемой величины.
Дисперсия и СКО являются оценкой степени разброса случай-
ной величины относительно ее среднего значения.
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5.2. Непрерывные случайные величины
Непрерывная случайная величина имеет бесконечное множест-
во возможных значений, которые невозможно перечислить. Для ко-
личественной характеристики распределения вероятности значений
надо пользоваться не вероятностью события X = x, а вероятностью
события X  x, где x – некоторая текущая переменная, т. е. ф у н к -
ц и е й  р а с п р е д е л е н и я  в е р о я т н о с т и  случайной
величины F(x):
   F(x) = P(X  x). (16)
Функцию распределения F(x) чаще называют интегральной
функцией распределения (интегральным законом распределения).
Вот ее общие свойства:
1. Функция распределения F(x) является неубывающей функци-
ей: при x1  x2 F(x1)  F(x2).
2. При x =  F() = 0: на минус бесконечности функция
распределения равна нулю.
3. При x =  F() = 1: на плюс бесконечности функция рас-
пределения равна единице.
Для непрерывной случайной величины с непрерывной и диф-
ференцируемой функцией распределения вероятности F(x) можно
использовать  д и ф ф е р е н ц и а л ь н ы й  з а к о н  р а с -
п р е д е л е н и я  в е р о я т н о с т е й  (или п л о т н о с т ь
р а с п р е д е л е н и я  в е р о я т н о с т и):
     р(x) = F (x). (17)
Эта функция всегда неотрицательна и подчинена условию нор-
мирования:
    
–




В метрологии существует много законов распределения. Чаще
всего в измерительной практике применяются два: равномерный
и нормальный (распределение Гаусса). Именно их далее мы и рас-
смотрим.
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5.3. Ðàâíîìåðíûé çàêîí ðàñïðåäåëåíèÿ
Ïðè  ð à â í î ì å ð í î ì  ç à ê î í å  ð à ñ ï ð å ä å ë å í è ÿ
âîçìîæíûå çíà÷åíèÿ íåïðåðûâíîé ñëó÷àéíîé âåëè÷èíû íàõîäÿòñÿ
â ïðåäåëàõ íåêîòîðîãî êîíå÷íîãî èíòåðâàëà è èìåþò îäíó è òó æå
ïëîòíîñòü âåðîÿòíîñòè (ðèñ. 7). Àíàëèòè÷åñêè ðàâíîìåðíîå ðàñïðå-




1( ) , åñëè ;
–
( ) 0, åñëè è .
p x х x x
x x
p x x x x x
= < <
= < > (19)







5.4. Íîðìàëüíûé çàêîí ðàñïðåäåëåíèÿ
Âòîðîé âàæíûé çàêîí, èñïîëüçóþùèéñÿ â ìåòðîëîãèè, –  í î ð -
ì à ë ü í û é  ç à ê î í  ð à ñ ï ð å ä å ë å í è ÿ  ñëó÷àéíîé âå-
ëè÷èíû.
Äëÿ ýòîãî çàêîíà ðàñïðåäåëåíèÿ ñïðàâåäëèâû äâå àêñèîìû òåî-
ðèè âåðîÿòíîñòåé:
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1. Аксиома симметрии: при очень большом числе измерений
случайные отклонения от среднего значения, равные по величине,
но различные по знаку, встречаются одинаково часто.
2. Аксиома монотонного убывания плотности вероятностей:
чаще всего встречаются меньшие отклонения, а большие отклоне-
ния встречаются тем реже, чем они больше.
Формула нормального закона распределения имеет следующий
вид:








p x e 
 
(20)
где х – среднее значение;  – среднее квадратическое отклонение.
Общий вид дифференциальной и интегральной функций распре-










Точно так же, как в случае дискретных величин, для оценки
законов распределения используют математическое ожидание М(х)
и дисперсию D(x).
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М а т е м а т и ч е с к о е  о ж и д а н и е  – положение случай-
ной величины на числовой оси (среднее значение), определяющее
центр распределения, вокруг которого группируются значения слу-
чайной величины. Для расчета используется следующая формула:
        
–
( ) ( ) .M x x xp x dx


   (21)
Д и с п е р с и я  (СКО в квадрате) служит для определения
разброса получаемых результатов относительно среднего значения
и определяется по формуле
2 2
–
( ) ( – ) ( ) .xD x x x p x dx


    (22)
Чем больше дисперсия, тем значительнее рассеяние результа-
тов относительно среднего значения (рис. 9).
Рис. 9. Законы нормального распределения относительно  х
ц
 = 1,5 с раз-
личными СКО:
















На практике все результаты измерений являются дискретны-
ми величинами, т. е. из всей генеральной совокупности (всех воз-
можных значений) мы при измерении получаем некоторый ряд зна-
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чений, который называется  в ы б о р к о й. Полученная выборка
должна быть репрезентативной, т. е. достаточно хорошо представ-
лять пропорции генеральной совокупности. Далее встает задача на-
хождения точечных оценок, характеризующих распределение вели-
чин, входящих в данную выборку. Эти оценки должны быть состоя-
тельными (при увеличении объема выборки должны стремиться
к истинному значению величины), несмещенными (математичес-
кое ожидание оценки равно оцениваемой числовой характеристи-
ке) и эффективными (иметь как можно меньшую дисперсию).
Точечной оценкой математического ожидания результата из-
мерений является среднее арифметическое значение измеряемой
величины:










Точечная оценка дисперсии определяется по формуле
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D x x x
n 
  (24)
Формула для оценки среднего квадратического отклонения:
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1
1





S D x x x
n 
   (25)
Полученные оценки математического ожидания и среднего
квадратического отклонения являются случайными величинами.
Это проявляется в том, что при повторении несколько раз се-
рий из n наблюдений каждый раз будут получаться различные оцен-
ки х и Sx. Рассеяние этих оценок принято оценивать СКО среднего:
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   (26)
Для практики важно на основе полученных точечных оценок
определить доверительный интервал, в границах которого с дове-
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рительной вероятностью Р находится истинное значение измеряе-
мой физической величины.
В метрологической практике используются  к в а н т и л ь -
н ы е  о ц е н к и  доверительного интервала. Под P-процентным
квантилем xP понимают абсциссу такой вертикальной линии, слева
от которой площадь под кривой плотности распределения равна
Р процентов, т. е. квантиль – это значение случайной величины
(или ее погрешности) с заданной доверительной вероятностью Р. На-
пример, математическое ожидание распределения является 50 %-ным
квантилем x0,5 (справа и слева относительно него вероятности рав-
ны 50 %). Между 25 %- и 75 %-ными квантилями заключено 50 %
всех возможных значений случайной величины, а остальные 50 %
лежат вне его. На основании такого подхода вводят понятие кван-
тильных значений погрешности, т. е. значений погрешности с за-
данной доверительной вероятностью Р: это границы интервала
± = (xР – x1  P)/2, на протяжении которого встречается Р процен-
тов значений случайной величины, а q = 1  Р значений остается
за пределами этого интервала.
При малом количестве наблюдений (n < 30) пользуются не нор-
мальным законом распределения, а распределением Стьюдента.
Оно описывает плотность распределения отношения:








где xи – истинное значение измеряемой величины.
Вероятность того, что дробь Стьюдента в результате выпол-
ненных наблюдений примет некоторое значение в интервале от – tP
до +tP можно рассчитать так:
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где k – число степеней свободы (n – 1). Коэффициенты Стьюдента
табулированы (табл. П2 в Приложении 1). Поэтому с помощью рас-
пределения Стьюдента можно найти вероятность того, что отклоне-
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ние среднего арифметического от истинного значения измеряемой
величины не превышает следующей величины:
 .P P xt S   (29)
При количестве измерений n  30 распределение Стьюдента
переходит в нормальное.
Таким образом, в качестве результата измерений принима-
ют не просто какое-то значение, а целый интервал значений
[x – P; х + Р] с некоторой доверительной вероятностью P.
6. Проверка результатов на промах
П р о м а х о м  называют грубую погрешность, т. е. погреш-
ность результата отдельного измерения, входящего в ряд измерений,
который для данных условий резко отличается от остальных резуль-
татов. Именно грубые погрешности и могут быть вызваны ошиб-
ками, которые допускает оператор: неправильный отсчет по шкале
измерительного прибора или неправильная запись результата на-
блюдений. Также их причинами могут стать внезапные и кратковре-
менные изменения условий измерения или незамеченные неисправ-
ности в аппаратуре.
Промахи могут возникать при однократных измерениях и мо-
гут быть выявлены и устранены при повторных измерениях.
Что же надо делать с измерениями, погрешность которых суще-
ственно выше погрешности остальных измерений? Надо их отбра-
сывать или можно оставить? Для ответа на данный вопрос сущест-
вует ряд статистических критериев. Сама же процедура выявления
слишком больших погрешностей называется  ц е н з у р и р о в а -
н и е м  в ы б о р к и.  Для того чтобы воспользоваться опреде-
ленным критерием, необходимо знать закон распределения резуль-
тата измерения.
Для проверки подозрительных результатов на промах исполь-
зуются статистические гипотезы. Гипотеза заключается в предпо-
ложении, что некоторый результат наблюдения xi не содержит гру-
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бой погрешности. Далее задаются уровнем значимости q – вероят-
ностью того, что сомнительный результат (промах) действительно
мог иметь место (q можно выбрать равным 0,01; 0,02; 0,05 или 0,1).
Пользуясь статистическими критериями, пытаются опровергнуть
выдвинутую гипотезу. Если это удается, то результат признается
промахом, и его исключают.
В ГОСТ Р 8.736–2011 рекомендуется использовать критерий
Граббса [2]. Данный статистический критерий используется для нор-
мального распределения результатов наблюдений. Для наибольше-
го xmax и наименьшего xmin результатов измерений вычисляют кри-











Далее сравнивают полученные значения G1 и G2 с теоретичес-
ким значением Gт при выбранном уровне значимости q.
Если G1  Gт, то xmax исключают как маловероятное значение.
Если G2  Gт, то xmin исключают как маловероятное значение. Далее
вновь вычисляют среднее арифметическое и среднеквадратичес-
кое отклонения ряда результатов измерений и процедуру проверки
наличия грубых погрешностей при необходимости повторяют.
Если G1  Gт, то xmax не считают промахом и сохраняют в ряду ре-
зультатов измерений. То же самое относится и к xmin: если G2  Gт,
то xmin оставляют в ряду измерений.
Таблица для теоретических значений критерия Граббса приве-
дена в Приложении 1 (табл. П1).
7. Суммирование
систематических и случайных погрешностей
В данном разделе рассмотрим подход к суммированию систе-
матической и случайной составляющих погрешности, сложившийся
в настоящий момент в метрологической практике.
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Эти правила были определены ГОСТ 8.20776, но в настоя-
щее время этот документ заменен на ГОСТ Р 8.7362011 [2]. Одна-
ко правилами продолжают пользоваться, поскольку они позволя-
ют ответить на вопрос, когда некоторыми составляющими погреш-
ностей можно пренебречь.
1. Если C < 0,8Sx, то неисключенными систематическими по-
грешностями пренебрегают по сравнению со случайными и при-
нимают, что граница погрешности измерений равна границе дове-
рительного интервала случайной составляющей.
2. Если С  8Sx, то случайной погрешностью пренебрегают
по сравнению с систематической и считают, что граница погреш-
ности результата измерений равна границе неисключенной систе-
матической погрешности.
3. Если же 0,8Sx  С  8Sx, то границу погрешности результа-
та измерения находят путем построения композиции распределе-
ний случайной и неисключенной систематической погрешностей
по формуле
 = k · S, (31)
где k  коэффициент, зависящий от соотношения случайной и сис-
тематической погрешностей, он вычисляется по эмпирической
формуле











а S  оценка суммарного квадратического отклонения результата







На практике можно пользоваться и более простой формулой:




Также на практике разумно использовать критерий ничтожно
малой погрешности [8], который можно сформулировать следующим
образом: если одна величина меньше другой на порядок, то ею
можно пренебречь.
8. Округление результата измерений
Значение погрешности при пользовании современной вычис-
лительной техникой может быть получено с большим числом зна-
ков. Поскольку роль погрешности состоит в демонстрации того,
каким значащим цифрам можно доверять в результате измерений,
то часто приходится производить процедуру округления. Весь воп-
рос, сколько значащих цифр оставлять в погрешности.
В практике неметрологических (обычных) измерений сложилось
следующее правило: если полученное число начинается с цифры,
равной или большей трех, то в нем оставляют один знак, а если оно
начинается с цифр 1 и 2, то в нем сохраняют два знака (для пред-
ставления точных, а также промежуточных измерений сохраняют
две и три значащих цифры соответственно).
Округление результата измерения проводят после округления
погрешности, т. е. числовое значение результата должно оканчивать-
ся цифрой того же разряда, что и значение погрешности. Для по-
стоянного использования на практике можно сформулировать сле-
дующие  п р а в и л а:
1. Погрешность результата указывается двумя значащими цифра-
ми, если первая из них равна 1 или 2, и одной – если первая 3 и более.
2. Результат измерения округляется до того же десятичного раз-
ряда, которым оканчивается округленное значение абсолютной по-
грешности.
3. Округление проводится лишь в окончательном результате,
все предварительные вычисления проводятся с одним-двумя лиш-
ними знаками.
Пример. При измерении напряжения было получено значение
4,65 В, погрешность составила ±0,07245 В. После округления ре-
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зультат должен быть записан в следующем виде: U = (4,65 ± 0,07) В.
Если погрешность будет составлять ±0,007245 В, то результат надо
будет представлять так: U = (4,650 ± 0,007) В.
Правила округления погрешности такие же, как и в математике:
если цифра отбрасываемого разряда меньше пяти, то оставляемую
цифру не изменяют, а если больше пяти, то увеличивают на едини-
цу. Как же быть в случае, если отбрасываемая цифра – 5? С 2012 г.
в России при обработке результатов прямых многократных измере-
ний необходимо руководствоваться ГОСТ Р 8.7362011 [2]. В при-
ложении Е к этому ГОСТу речь идет о правилах округления ре-
зультатов измерений. Наряду с основными требованиями к округ-
лению, которые мы уже изложили, там рассмотрен вопрос, как надо
поступать в случае, если отбрасываемая при округлении цифра рав-
на пяти: если отбрасываемая цифра неуказываемого младшего раз-
ряда равна пяти, то сохраняемую значащую цифру в погрешности
оценки измеряемой величины увеличивают на единицу.
9. Расчет погрешностей
при косвенных измерениях
К сожалению, до настоящего времени нет ГОСТа, устанавли-
вающего правила вычисления погрешностей при косвенных изме-
рениях.
На практике при вычислении погрешности косвенных измере-
ний можно руководствоваться следующими правилами.
Пусть y = f (x1; x2; ... xn) есть косвенно измеряемая величина,
являющаяся произвольной функцией непосредственно измеряемых
и независимых величин x1; x2; ... xn. В таком случае









      
                  
(35)
или можно записать короче:
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 есть частная производная от функции f (x1; x2; ... xn) по пе-
ременной xi, т. е. производная, взятая при условии, что на момент
взятия все остальные переменные xj (j i) есть постоянные величи-
ны; , стоящее перед y или со знаком i, в сумме означает суммарную
погрешность величины y или xi, систематическую составляющую
погрешности С или случайную составляющую погрешности .
Причем погрешности i должны быть взяты при одной и той же
вероятности, например, при P = 0,95. В этом случае погрешность
результата косвенного измерения y будет иметь ту же доверитель-
ную вероятность.
Приведенной формулой можно пользоваться при любом виде
функции y = f (x1; x2; ... xn), однако она наиболее удобна, если неза-
висимые переменные или функции от них образуют сумму или
разность. Например:
y = ax1 + bx 2
3 + csinx3.
В случае, если переменные xi или функции от них образуют
произведение или частное, удобнее пользоваться следующей фор-
мулой для подсчета относительной погрешности результата кос-
венного измерения:











   
 (37)
где ln f есть натуральный логарифм от функции f. Пусть функция
результата косвенного измерения есть произведение трех величин,
полученных из прямых измерений:
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С учетом сложения под корнем квадратным получаем форму-
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10. Правила построения и обработки графиков
В экспериментальной физике результаты измерений важно
представить в наглядной форме, удобной для использования и об-
работки. Обычно для этого составляют таблицы, графики и урав-
нения. Представление данных в виде таблиц облегчает сравнение
различных значений, поэтому данные опыта, как правило, записыва-
ют в таблицу, которая позволяет также вести и обработку результа-
тов измерений. При построении графика функциональная зависимость
становится явной, а результаты опыта наглядными. Для совместных
измерений по графику легко можно определить и количественную
связь между неоднородными величинами. Так, например, проводя
измерения изменения линейных размеров тела при увеличении или
уменьшении температуры, можно определить коэффициент линей-
ного термического расширения этого объекта.
Чаще всего график представляет зависимость между двумя пе-
ременными (хотя современные возможности компьютерных про-
грамм позволяют строить и трехмерные зависимости). При построе-
нии графиков необходимо пользоваться определенными правилами.
Конечно же, нынешний уровень автоматизации измерений и при-
менение компьютерных программ позволяют получить необходи-
мые графики без особых усилий. Однако при обработке результатов
научных исследований требуется не просто построить один гра-
фик, а провести сравнение целого комплекса проведенных измере-
ний. На младших курсах перед студентом стоит задача научиться
строить графики, понимать, как их можно обрабатывать (проводить
их интерполяцию или аппроксимацию), освоить компьютерные
программы. Полученные навыки помогут при обработке научных
результатов, полученных при выполнении курсовых и выпускных
работ.
Рассмотрим основные правила построения графиков. График
выполняется на миллиметровой бумаге, на которую наносятся ко-
ординатные оси. Для независимой переменной всегда используется
ось абсцисс. На оси наносится масштаб так, чтобы расстояние меж-
ду делениями составляло 1, 2, 5 единиц (допустимы 2,5 и 4). Число
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делений с цифрами на каждой оси составляет обычно от 4 до 10.
В конце оси указывается откладываемая величина и единицы ее
измерения. Если необходимо, то туда же выносится и порядок мас-
штаба (10±n, где n  целое число). Масштаб нужно выбирать так,
чтобы кривая заняла весь лист, а погрешность измерения соответст-
вовала одному-двум мелким делениям графика. При этом начало
отсчета не обязательно начинать с нуля, иногда удобнее выбирать
округленное число, отличное от нуля, и таким образом увеличить
масштаб, но погрешность при этом по-прежнему должна составлять
одно-два мелких деления. Для обработки результатов удобно, что-
бы кривая была близка к прямой, наклоненной под углом 45° к оси
абсцисс. Для этого на графике может откладываться не сама величи-
на, а ее функция (логарифм, обратная величина и т. д.) так, чтобы
полученный график был линейным.
Точки на график нужно наносить точно и тщательно, обводя
их кружком или каким-нибудь другим знаком (рис. 10). Если мож-
но определить доверительный интервал для данного измерения или
систематическую погрешность, то эти величины откладываются
по обе стороны от точки (рис. 11) так, чтобы точка оказалась в цент-
ре креста, образованного доверительными интервалами или сис-
тематическими погрешностями.
Рис. 10. Зависимость сопротивления R образца
от температуры [4]
R  10–3, Ом






Рис. 11. Зависимость напряжения U, снимаемого с потенциометра,
от длины введенной части x [4]
U, B




По нанесенным на график точкам проводится плавная кривая.
При этом следует руководствоваться следующими правилами, вы-
текающими из метода наименьших квадратов:
1. Чем больше изгибов и неровностей имеет кривая, тем она
менее вероятна.
2. Сумма отрезков отклонений точек от кривой в одну сторону
должна быть равна сумме отклонений точек от этой же кривой
в другую сторону.
3. По возможности не должно быть очень больших отклонений
точек от кривой, лучше иметь два-три небольших отклонения, чем
одно большое.
Исключение составляет градуировочный график, на котором
точки соединяются последовательно прямыми линиями, так как
при этом мы считаем значения величин точными, а кривая служит
для отыскания промежуточных значений линейной интерполяцией.
Окончив построение графика, пишут подрисуночную подпись,
которая должна содержать точное и краткое описание того, что по-
казывает график.
Обработка результатов сводится к выяснению аналитической
зависимости между величинами. Если эта зависимость нелинейная,
то обработка будет сложной. Остановимся на случае, когда уравне-
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ние имеет вид прямой линии: y = ax + b. При этом угловой коэффи-
циент находится как отношение приращения функции к прираще-
нию аргумента, взятому по выбранной прямой на возможно боль-








Оценим примерно погрешность определения коэффициента a.
Если известны доверительные интервалы, то через их концы про-
водятся две вспомогательные прямые, параллельные ранее начер-
ченной. Крайние точки параллельных прямых соединяются крест-
накрест и находятся угловые коэффициенты этих прямых a1 и a2.







Аналогично определяется погрешность и в том случае, когда
доверительные интервалы неизвестны. Вспомогательные прямые
при этом проводятся через наиболее удаленные точки (см. рис. 10).
Более строго угловой коэффициент a и свободный член b можно вы-
числить, если воспользоваться методом наименьших квадратов (МНК).
11. Метод наименьших квадратов для расчета
коэффициентов аппроксимирующей функции
Этот метод был разработан А. М. Лежандром и К. Ф. Гауссом
в 1795–1805 гг. Он заключается в нахождении таких значений a и b,
при которых сумма квадратов расстояний от теоретической (рас-
четной) прямой yт = axт + b до экспериментальных точек с коор-








где i = yэi – yтi или i = yэi – axтi  b (последнее выражение называ-
ют i-м начальным уравнением).
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Àëãîðèòì ÌÍÊ ñëåäóþùèé [10]:
1. Âîçâåñòè â êâàäðàò êàæäîå i-å íà÷àëüíîå óðàâíåíèå:
(yýi – axòi − b)2 = a2xi2 + b2 + yýi2 +2axib − 2axi yýi – 2 yýi b = (Δi)2.
2. Ðåçóëüòàòû ñëîæèòü ïî÷ëåííî ïðè i = 1, 2, ... n:
( ) ( )22 2 2 2ý ý ý
1 1
2 2 2 .
n n
i i i i i i i
i i
a x b y ax b ax y y b
= =
+ + + − − = Δ∑ ∑
3. Íàéòè ÷àñòíûå ïðîèçâîäíûå ïî a è b îò ïîëó÷åííîé ñóììû:
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4. Ïðèðàâíÿòü ê íóëþ ÷àñòíûå ïðîèçâîäíûå, ñîêðàòèòü íà 2 è
ðåøèòü ïîëó÷åííûå óðàâíåíèÿ îòíîñèòåëüíî a è b:
























Ýòè óðàâíåíèÿ, ïîëó÷åííûå â ðåçóëüòàòå äèôôåðåíöèðîâàíèÿ
â ÷àñòíûõ ïðîèçâîäíûõ, íàçûâàþòñÿ í î ð ì à ë ü í û ì è  ó ð à â -
í å í è ÿ ì è.
Ñîâìåñòíîå ðåøåíèå äàííûõ óðàâíåíèé ïîçâîëèò îäíîçíà÷íî
îïðåäåëèòü a è b, ÷òî è ÿâëÿåòñÿ ïðåèìóùåñòâîì ÌÍÊ ïî ñðàâíå-
íèþ ñ äðóãèìè ìåòîäàìè.
Ðàññìîòðèì ïðèìåð ðàñ÷åòà êîýôôèöèåíòîâ äëÿ ëèíåéíîé àï-
ïðîêñèìàöèè ïî ÌÍÊ, ïðèâåäåííûé â [10]. Ïóñòü åñòü ðÿä èçìåðå-
íèé: x – íåêîòîðîå ïåðåìåùåíèå; ϕ – ôàçà âûõîäíîãî ñèãíàëà, èç-
ìåðÿåìàÿ ïî ôàçîìåòðó.
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В итоге мы должны получить коэффициенты a и b для уравне-
ния:  = ax + b.
Подставим значения х и  в нормальные уравнения:
(а  0 + b – 40)  0 (а  0 + b – 40)
(а  10 + b – 48)  10 (а  10 + b – 48)
(а  20 + b – 54,7)  20 (а  20 + b – 54,7)
(а  30 + b – 59,2)  30 (а  30 + b – 59,2)
(а  40 + b – 64,6)  40 (а  40 + b – 64,6)
(а  50 + b – 71,8)  50 (а  50 + b – 71,8)
(а  60 + b – 86,5)  60 (а  60 + b – 86,5)
(а  70 + b – 96,3)  70 (а  70 + b – 96,3)
(а  80 + b – 102)  80 (а  80 + b – 102)
(а  90 + b – 110)  90 (а  90 + b – 110)
 а  28 500 + 450  b – 39 515 а  450 + 10  b – 733,1
В итоге получаем два нормальных уравнения:
28 500a + 450b – 39 515 = 0;
450a + 10b – 733,1 = 0.
После решения будем иметь следующие значения: a = 0,79 град/мм;
b = 37,72 град.
Уравнение будет иметь вид:  = 0,79x + 37,72.
В работах [4] и [10] приведены подробные формулы для рас-
чета погрешностей коэффициентов a и b. Однако они очень гро-
моздки и студентам младших курсов вряд ли понадобятся.
12. Порядок обработки результатов измерений
В заключение подведем итог, чтобы человек, проводящий из-
мерения и представляющий их результат, четко понимал всю после-
























раторном практикуме, отличаются от измерений, проводимых, на-
пример, впервые (или высокоточных), поэтому в таблице для ла-
бораторных работ выделен отдельный столбик.
Определить цель и задачи прово-
димых измерений, ознакомиться
со средствами измерения, исполь-
зуемыми в данной работе, устано-
вить их систематические погреш-
ности
Определиться с количеством изме-
рений n (чаще всего в лаборатор-
ных работах преподаватель требу-
ет провести 10 измерений)
Т а б л и ц а  4










Уяснить задачу эксперимента и вы-




кие погрешности средств измере-
ний)
Оценить оптимальное соотноше-
ние между точностью и временем
для проведения измерений каж-
дой измеряемой физической вели-
чины
Провести измерения каждой величины, стараясь реализовать условия
максимальной идентичности и объективности
Провести точечные оценки законов распределения.

































результатов измерения или прове-
рить нормальность этого закона
Принять нормальным закон распре-
деления результатов измерения
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Провести проверку выскакивающих результатов на промах
Определить доверительные интервалы для каждой измеряемой вели-
чины. Для этого задаться доверительной вероятностью (для обычных
измерений P принимают равной 0,95; для высокоточных измерений P
можно взять равной 0,99). Для данных n и P по таблице определить
значения коэффициента Стьюдента и вычислить доверительный ин-
тервал случайной погрешности: ( ) xx t S  
Определить случайную погрешность для косвенных измерений
Оценить систематическую составляющую погрешности
Определить суммарную погрешность результата (если такое сумми-
рование можно провести), округлить полученную погрешность
Оформить результат.
 Если можно суммировать случайную и систематическую погреш-
ности, то результат записывают в виде интервала: y ± y при Р = 0,95.
 Если случайную и систематическую составляющие суммировать не-
возможно, то записывают полученное среднее арифметическое значе-
ние и все составляющие погрешностей.
При необходимости построить график полученной функции.
В следующем разделе пособия рассмотрен конкретный при-
мер оформления отчета по лабораторной работе физического прак-
тикума по механике.
Контрольные вопросы
1. Что представляет собой основное уравнение измерений?
2. Какие виды измерений бывают?
3. Назовите основные составляющие погрешностей.
4. Как обозначают классы точности средств измерений?
5. Какие основные законы распределений случайных величин
использовались при обработке измерений?
°
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6. Каковы точечные характеристики закона распределения?
7. Как можно перейти к интервальному представлению резуль-
тата измерений?
8. Как рассчитать погрешность косвенных измерений?
9. Сформулируйте правила округления результата измерений.
10. Как можно представить результат измерений?
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ПРИМЕР ОПИСАНИЯ И ОФОРМЛЕНИЯ
ЛАБОРАТОРНОЙ РАБОТЫ
ПО ФИЗИЧЕСКОМУ ПРАКТИКУМУ
1. Описание лабораторной работы
Лабораторная работа 4
ИЗМЕРЕНИЕ МОМЕНТОВ ИНЕРЦИИ ТЕЛ
Цель работы: измерить величину момента инерции осесим-
метричного тела (коаксиального цилиндра) методом крутильных
колебаний, провести сравнение измеренных значений с теорети-
ческими предсказанными значениями момента инерции.
Краткая теория
Значение момента инерции тела относительно некоторой оси
(осевого момента инерции) может быть рассчитано по формуле
    2 ,
V
J R dV  (40)
где  – плотность тела; R – расстояние от элементарного объема dV
до оси. Вычислим с помощью этой формулы величину момента
инерции коаксиального цилиндра высотой h, имеющего внутрен-
ний и внешний радиусы, соответственно R1 и R2, относительно его
оси симметрии (рис. 12).
Направим ось Z системы координат вдоль оси симметрии ци-
линдра, а начало системы координат (точка 0) поместим на оси в се-
редине высоты, т. е. в центре тяжести цилиндра. Разобьем коакси-
альный цилиндр на тонкие диски высотой dz. На таком диске вы-
делим узкий кольцевой слой радиусом R и шириной dR. В свою
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очередь, на этом кольцевом слое выделим двумя радиусами, угол
между которыми составляет малую величину d, кольцевой сектор.
Поскольку размеры этого сектора очень малы, мы не допустим боль-
шой ошибки, если его объем dV будем рассчитывать как объем куба
со сторонами Rd, dR и dz. Таким образом, элементарно малый
объем можно представить в следующем виде: dV = R · dR · d· dz.
Интегрирование по всему объему цилиндра эквивалентно трой-
ному интегрированию: по  в пределах от 0 до 2, по Z – в преде-
лах от –h/2 до h/2 и по R в пределах от R1 до R2. Таким образом,










J d dz z R R dR

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Если предположить, что тело однородно ( = const), то после
интегрирования по z и R получаем
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J dz R dR z R
h R R h R R R R

  
      
  
      
 
Но величина  (R2
2  – R1
2 ) – это площадь основания цилиндра,
 (R2
2  – R1
2 )h – объем цилиндра, а  (R2
2  – R1
2 )h – масса цилиндра M.
Таким образом, для расчета момента инерции однородного коак-
сиального цилиндра получаем простую формулу:
          2 21 21 .2J M R R  (41)
Итак, зная массу коаксиального цилиндра, а также его внут-
ренний и внешний диаметр, можно определить его момент инер-
ции относительно оси симметрии.
Необходимо отметить следующее обстоятельство. Формула (41)
применима для определения величины момента инерции цилинд-
ра только в том случае, если заранее известно, что цилиндр одно-
роден. Такое предположение (об однородности) отсутствует в ме-
тоде крутильных колебаний.
Расчет интеграла в формуле (40) достаточно прост для тел,
обладающих некоторой симметрией. Для тел произвольной фор-
мы подобное интегрирование в общем случае невозможно. В этой
ситуации для определения момента инерции можно воспользовать-
ся наблюдением какого-либо движения, одна из характеристик ко-
торого известным образом зависит от момента инерции. В данной
работе такой характеристикой является период крутильных коле-
баний. Метод крутильных колебаний позволяет определять значе-
ния моментов инерции для тел произвольной формы, имеющих
произвольное распределение плотности по объему.
Крутильными колебаниями называют колебания, которые со-
вершает тело, прикрепленное к стержню (или нити), если стержень
(или нить) подвергнуть деформации кручения. Известно, что когда
колебания совершает тело, подвешенное к пружине, подвержен-
ной деформации сжатия (растяжения), то тело в этом случае дви-
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жется поступательно. Если деформации малы, т. е. справедлив за-





  , где m – масса тела и k – жесткость пружины при дефор-
мации сжатия (растяжения).
При крутильных колебаниях тело как бы совершает незавер-
шенные вращения относительно некоторой оси. Поэтому в форму-
лу для периода колебаний вместо массы входит момент инерции
относительно оси вращения, а вместо жесткости k – жесткость по от-
ношению к деформации кручения . Таким образом, формула для пе-
риода крутильных колебаний приобретает вид




Связь между периодом колебаний и моментом инерции, задавае-
мая формулой (42), позволяет в принципе определить величину J
из измерений периода Т, если известно значение . Однако значе-
ние  обычно известно с невысокой точностью, поэтому способ из-
мерения J, основанный на соотношении (42), имеет большую сис-
тематическую погрешность.
Систематическую погрешность измерений, обусловленную по-
грешностью , можно исключить, если метод крутильных колеба-
ний использовать для определения отношения моментов инерции
тел, прикрепленных к одной и той же нити. Очевидно, что это отно-
шение не зависит от величины . На самом деле, пусть к нити при-
креплено некоторое тело, имеющее момент инерции относительно
оси, совпадающей с осью вращения, равной J0. Период колебаний Т0
такого тела равен





Если к первому телу прикрепить другое тело, момент инерции
которого относительно оси вращения равен J, то момент инерции
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такой системы будет равен сумме J + J0. Соответственно изменит-
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   
(45)
Из формулы (45) видно, что систематическая погрешность оп-
ределения отношения J/J0 зависит только от систематических по-
грешностей измерения периодов колебаний Т и Т0, которые у со-
временных секундомеров малы. Очевидно, что если величина J0
относительно оси вращения известна из каких-либо других сообра-
жений, то, вычислив соотношение J/J0 по формуле (45), легко опре-
делить момент инерции J относительно той же оси вращения.
Методика эксперимента
Установка для измерения момента инерции методом крутиль-
ных колебаний представляет собой собранные на массивном основа-
нии колонку для крепления исследуемых образцов и миллисекун-
домер. На колонке при помощи прижимных винтов размещаются
три кронштейна. Верхний и нижний кронштейны имеют зажимы,
служащие для закрепления стальной проволоки, к которой подве-
шивается рамка с платформой в виде тонкого диска. Момент инер-
ции рамки с платформой J0 относительно оси вращения известен.
Его значение указано на установке. Конструкция рамки такова, что
позволяет размещать на платформе различные тела, момент инер-
ции которых необходимо измерить. На среднем кронштейне закреп-
лена стальная плита, которая служит основанием фотоэлектричес-
кому датчику, электромагниту и угловой шкале. Электромагнит мо-
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жет изменять положение на плите, а его положение относительно
фотодатчика показывает на угловой шкале стрелка, прикреплен-
ная к электромагниту.
На лицевой панели миллисекундомера находятся:
– клавиша «Сеть» – включатель сети. Нажатие этой клавиши
вызывает включение питающего напряжения. При этом на двух циф-
ровых табло должны высвечиваться нули, а также должна гореть
лампочка фотодатчика;
– клавиша «Сброс» – сброс секундомера. Нажатие этой клави-
ши вызывает сброс схем блока измерений и генерирование сигна-
ла, разрешающего измерение;
– клавиша «Стоп» – окончание измерений. При нажатии этой
клавиши генерируется сигнал на окончание счета времени;
– клавиша «Пуск» – управление электромагнитом. Нажатие этой
клавиши вызывает отключение тока, питающего электромагнит.
На лицевой панели находятся также два цифровых табло. На од-
ном высвечивается число периодов колебаний рамки, на другом –
время, в течение которого эти колебания совершаются.
При нажатии клавиши «Сеть» секундомер устанавливается в на-
чальное состояние (нули на цифровых индикаторах) и блокируется
схема формирования импульсов. Эта блокировка снимается сигна-
лом, который вырабатывается при нажатии клавиши «Сброс». На-
жатие клавиши «Пуск» освобождает электромагнит, и начинаются
крутильные колебания маятника. В момент первого прерывания
светового потока, падающего на фототранзистор от лампочки, ге-
нерируется электрический импульс, который подключает к счет-
чику времени кварцевый генератор. Счетчик подсчитывает число
импульсов, следующих с кварцевого генератора с частотой 10 кГц.
Одновременно другой счетчик подсчитывает каждый (следующий
после первого) нечетный импульс. Прохождение каждого такого
нечетного импульса соответствует одному колебанию, и показание
цифрового табло счетчика периодов изменится на единицу.
При нажатии клавиши «Стоп» формируется сигнал, который
подготавливает схемы к концу счета. Полностью счет прекращает-
ся в момент генерации очередного нечетного импульса фотодатчи-
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ком. При этом на цифровых табло высвечивается число колебаний
и время, в течение которого они совершились. Систематическая
погрешность измерения времени составляет 0,02 %.
Таким образом, методика измерения осевого момента инерции
тела сводится к следующему. Вначале следует убедиться в приме-
нимости формулы (45), т. е. убедиться в том, что колебания слабо
затухающие. После этого определить период колебания пустой
платформы и платформы с установленным на ней телом. Затем
рассчитать J образца по формуле (45).
Описанный метод пригоден для определения момента инер-
ции тела произвольной формы относительно оси колебаний. В част-
ном случае, когда тело установлено на платформе так, что ось ко-
лебаний совпадает с осью симметрии тела, то методом крутиль-




1. Включить прибор нажатием клавиши «Сеть», убедиться
в том, что индикаторы измерителя высвечивают нули и светится
лампочка фотодатчика. Установить электромагнит в некоторое по-
ложение и при помощи его зафиксировать рамку с платформой.
2. Убедиться в том, что колебания крутильного маятника явля-
ются слабо затухающими. Для этого, нажав последовательно кла-
виши «Сброс» и «Пуск», определить число колебаний N, за кото-
рое амплитуда уменьшается в 23 раза. Если N > 10, то затухание
мало и можно пользоваться формулой (43). Измерение N провести
для пустой платформы и для платформы с установленным на ней
кольцом.
3. Определить время t0, в течение которого рамка с пустой плат-
формой совершит N колебаний. Измерения следует провести при раз-
личных N (всего 57 раз). Очевидно, что Т0= t0/N. Данные занести
в таблицу. Рассчитать среднее значение, случайную и систематичес-
кую погрешности.
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4. Поместить на платформу исследуемый образец. Следить за тем,
чтобы центр кольца совпадал с центром платформы. Измерить пе-
риод колебаний Т так же, как и в пункте 3.
5. Рассчитать момент инерции кольца по формуле (45).
6. Определить массу кольца М. Для этого взвесить кольцо на тех-
нических весах дважды, располагая его на различных чашках. Най-
ти среднее этих измерений, рассчитать случайную погрешность,
систематическую погрешность взвешивания считать равной массе
наименьшего используемого разновеса.
7. Измерить внутренний и внешний радиусы кольца с помощью
штангенциркуля. Измерение проводить не менее 5 раз. Рассчитать
среднее значение R1 и R2, их случайные и систематические погреш-
ности.
8. Рассчитать момент инерции кольца по формуле (41).
Обработка результатов эксперимента
Величины моментов инерции кольца, измеренные как мето-
дом крутильных колебаний, так и методом, использующим форму-
лу (41), являются результатами косвенных измерений. Получим
формулы для расчета погрешности измерений величин J, опреде-
ленных этими методами. Для метода крутильных колебаний, в соот-
ветствии с правилами расчета погрешности косвенных измерений




2 2 22 2
0 0 0 0 02 3 2
0 0 0
1 2 2 .
J J J
J J T J
J T T
T T T
J J T J T
T T T
                        
      
            
      
Разделив обе части этого выражения на J, получаем
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              (46)
58
Подставляя в (46) вместо J0, T0 и T вначале случайные, а за-
тем систематические погрешности измеряемых впрямую величин,
рассчитываются погрешности J, обусловленные соответственно
случайными (J) и систематическими (С J) погрешностями пря-
мых измерений. Полная погрешность равна
   2 2С .J J J    
Аналогично выводится формула и для расчета погрешности
измерения методом, использующим формулу (44):
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       
               (47)
Так же, как и раньше, по формуле (47) рассчитываются погреш-
ности, обусловленные случайными и систематическими погреш-
ностями прямых измерений, а затем и полная погрешность.
После вычисления погрешностей можно провести корректное
сравнение результатов измерения величин момента инерции, полу-
ченных разными способами. В том случае, если результаты изме-
рений различаются на величину большую, чем погрешности экс-





2. Оформление отчета по лабораторной работе
Лабораторная работа 4
ИЗМЕРЕНИЕ МОМЕНТОВ ИНЕРЦИИ ТЕЛ
Цель работы: измерить величины момента инерции осесим-
метричных тел методом крутильных колебаний, провести сравне-
ние измеренных значений с теоретически предсказанными значе-
ниями момента инерции.
Краткая теория
Для определения момента инерции воспользуемся наблюдени-
ем какого-либо движения, одна из характеристик которого извест-
ным образом зависит от момента инерции. В данной работе такой
характеристикой является период крутильных колебаний. Крутиль-
ными колебаниями называют колебания, которые совершает тело,
прикрепленное к стержню (или нити), если стержень (или нить)
подвергнуть деформации кручения.
При крутильных колебаниях тело совершает незавершенные
вращения относительно некоторой оси. Таким образом, формула
для периода крутильных колебаний приобретает вид





где J – момент инерции;  – деформация кручения.
Если к первому телу прикрепить другое тело, момент инерции
которого относительно оси вращения равен J, то момент инерции
такой системы будет равен сумме J + J0. Соответственно изменит-
ся и период колебаний такой системы:







Систематическую погрешность измерений, обусловленную
погрешностью m, можно исключить, если метод крутильных коле-
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баний использовать для определения отношения моментов инер-
ции тел, прикрепленных к одной и той же нити. Поэтому получим








Из формулы (3) видно, что систематическая погрешность оп-
ределения отношения J/J0 зависит только от систематических по-
грешностей измерения периодов колебаний Т и Т0, которые у со-
временных секундомеров малы.
Для момента инерции однородного кольца будем использовать
формулу
          2 21 21 .2J M R R  (4)
Итак, измерив массу кольца, а также его внутренний и внеш-
ний диаметр, можно определить момент инерции.
Необходимо отметить следующее обстоятельство. Формула (4)
дает правильное значение момента инерции только в том случае,
если точно известно, что кольцо однородное. В методе крутильных
колебаний предположение об однородности кольца отсутствует. Это
значит, что метод крутильных колебаний позволяет определять зна-
чения моментов инерции для тел, имеющих произвольное распре-
деление плотности по объему.
Величины моментов инерции кольца, измеренные как мето-
дом крутильных колебаний, так и методом, использующим форму-
лу (3), являются результатами косвенных измерений. Для метода
крутильных весов, в соответствии с правилами расчета погрешнос-
ти косвенных измерений, получаем
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                           
  (5)
Подставляя в (5) вместо J0, T0 и T вначале случайные, а за-
тем систематические погрешности измеряемых впрямую величин,
рассчитываются погрешности J, обусловленные соответственно
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случайными и систематическими погрешностями прямых измере-
ний. Полная погрешность равна
   2 2С( ) ( ) ( ) .J J J     (6)
Формула для расчета погрешности измерения методом, исполь-
зующим формулу (4):
          
 
2 22
1 1 2 2
22 2
1 2
( ) ( )( ) ( )
4 .
R R R RJ M
J M R R
       
  
(7)
Так же, как и раньше, по формуле (7) рассчитываются погреш-
ности, обусловленные случайными и систематическими погреш-
ностями прямых измерений, а затем и полная погрешность.
Для вычисления среднего арифметического результатов наблю-
дения х используем формулу










Для вычисления оценки среднего квадратического отклонения
результата наблюдения S используем формулу












Для вычисления оценки среднего квадратического отклонения
результата измерения Sx  используем формулу



















       ,xx t S   (11)
где t – коэффициент Стьюдента, взятый из таблицы «Коэффициен-
ты Стьюдента» с учетом количества проведенных измерений и до-
верительной вероятности (в данной работе Р = 0,95).
Приборы и оборудование
1. Штангенциркуль Шц-1-150, согласно паспорту которого:
– пределы измерений 0–150 мм;
– цена деления нониуса 0,05 мм;
– допускаемая погрешность ±0,004 мм.
2. Крутильный маятник с электронным цифровым секундоме-
ром, согласно паспорту которого:
– момент инерции рамки с платформой равен (7,68 ± 0,04) 
 10–4 кг · м2;
– цена деления цифрового секундомера 1 мс;
– допускаемая погрешность для цифрового секундомера 1 мс.
Ход  работы
1. Измерение момента инерции осесимметричного тела (коль-
ца) методом крутильных колебаний.
1) Определение числа колебаний N, за которое амплитуда умень-











Так как число колебаний N > 10, за которое амплитуда уменьша-
ется в 2–3 раза, то колебания крутильного маятника являются сла-
бо затухающими и, следовательно, можно использовать формулу (3)
для расчета момента инерции кольца.
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доверительный интервал для T0: при n = 7 и Р = 0,95 находим t = 2,45,
по формуле (11) получим:
 
0
0 2,45 0,00008 0,0000194 мм;TT t S     
2 2 2 2
0 С 0 0( ) ( ) ( ) 0,001 0,00019 0,00102 с.T T T       































доверительный интервал для T: при n = 7 и Р = 0,95 находим
из таблицы для коэффициентов Стьюдента t = 2,45 и по формуле (11)
получаем:
  2,45 0,0068 0,01666 мм;TT t S     
2 2 2 2
С( ) ( ) ( ) 0,001 0,0167 0,01673 с.T T T       










ti, с Ni Ti, с – , ciT Т  











































4) Вычисление момента инерции осесимметричного тела и по-
грешности его определения.
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  
Для подсчета погрешности используем формулу (5):
2 2 2 2
0 0
2 2 2 2
0 0
( ) ( ) 2 ( ) ( )J J T T T
J J T T T T
                     
24 2 2 2
4 2 2 2 2
0,04 10 2 2,2208 0,001 0,01666
1,3953 10 2,2208 2,04296 2,04296 2,2208


      
               
4 58,21835 10 13,01 5,7 10 0,0394,        
следовательно,
(J) = J  0,02877 = ±0,0401 · 10–4 кг · м2.
Ответ: J = (1,40 ± 0,04) · 10–4 кг · м2.
2. Расчет момента инерции осесимметричного тела (кольца) с по-
мощью инструментальных измерений.
1) Определение массы кольца: М = (151 ± 1) г.
2) Измерение внутреннего диаметра кольца с помощью штан-
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доверительный интервал для d1: при n = 10 и Р = 0,95 находим
t = 2,26 и по формуле (11) получаем:
 
1
1 2,26 0,031 0,07006 мм;dd t S     
2 2 2 2
1 С 1 1( ) ( ) ( ) 0,05 0,07 0,086 мм.d d d       
Ответ: d1 = (38,115 ± 0,086) мм при Р = 0,95.
3. Измерение внешнего диаметра кольца с помощью штанген-
циркуля с ценой деления нониуса 0,05 мм.
№
п/п
d1i, мм 1 1– , ммid d  
2
2
1 1– , ммid d




































































2 2– , ммid d  
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доверительный интервал для d2: при n = 10 и Р = 0,95 находим
t = 2,26 и по формуле (11) получаем:
 
2
2 2,26 0,019 0,04294 мм;dd t S     
2 2 2 2
2 С 2 2( ) ( ) ( ) 0,05 0,043 0,066 мм.d d d       
Ответ: d2 = (77,855 ± 0,066) мм при Р = 0,95.
°
°
4. Вычисление момента инерции осесимметричного тела и по-
грешности его определения.
Для вычисления момента инерции используем формулу (4):





0,125 151 7514,154 141829,66 г мм 1,418 10 кг м .
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Для подсчета погрешности используем формулу (7):
   
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0,000043857 2,628 10 0,0068,

    
     
следовательно,
(J) = ±J · 0,0068 = 1,418 · 10–4 · 0,0068 = 9,6424 · 10–7 
 10–6 кг · м2.
Ответ: J = (1,42 ± 0,01) · 10–4 кг · м2 при Р = 0,95.
Вывод. Значения момента инерции осесимметричного тела
(кольца), измеренные методом крутильных колебаний, состав-
ляют (1,40 ± 0,04) · 10–4 кг · м2, что совпадает со значениями момен-
та инерции, рассчитанного по инструментальным измерениям
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Т а б л и ц а  П1
Критические значения G
т
 для критерия Граббса [2]
n
Одно наибольшее или одно наименьшее значение
при уровне значимости q




































О к о н ч а н и е  т а б л.  П1
n
Одно наибольшее или одно наименьшее значение
при уровне значимости q


























































































































































Сравнение двух концепций представления
результата измерений
1. Неопределенность и погрешность
В 1997 г. от имени семи авторитетных международных организаций:
– Международного комитета мер и весов (МКМВ);
– Международной электротехнической комиссии (МЭК);
– Международной организации по стандартизации (ИСО);
– Международной организации по законодательной метрологии
(МОЗМ);
– Международного союза по чистой и прикладной физике (ИЮПАП);
– Международного союза по чистой и прикладной химии (ИЮПАК);
– Международной федерации клинической химии (МФХК) –
было опубликовано «Руководство по выражению неопределенности из-
мерения», которое определило новую концепцию оценки точности изме-
рений и представления результата измерений.
Можно отметить сразу, что опыт применения этой концепции пока-
зал, что она привела к большому положительному эффекту, способствуя
обеспечению достоверности количественного представления результата
измерений, проведенных в разных странах и организациях, т. е. в конеч-
ном итоге к основной цели метрологии  обеспечению единства измере-
ний [П1].
Что же послужило поводом к переходу к новой концепции, в то вре-
мя как концепция погрешности измерения была довольно детально раз-
работана?
Некоторые специалисты [П2] считают, что основной причиной яви-
лась семантика, т. е. неправильная терминология, обозначающая точность
измерения. Для количественного обозначения погрешности использова-
лись the error (англ.), erreur (фр.) – ошибка, просчет. В свете требований
к обеспечению качества производства проведение измерений с ошибка-
ми и просчетами является неприемлемым, и этот термин пытались заме-
нить, иногда используя термины precision (точность) и variation (вариа-
ция). Однако точность по определению – это качественная оценка резуль-
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тата измерений, а вариация – параметр, характеризующий относитель-
ный разброс результатов измерений. Понятие неопределенности измере-
ния (uncertainty of measurement), которое и ранее использовалось в из-
мерительной практике и определение которого приводится уже в 1993 г.
в Международном словаре основных и общих терминов в метрологии
(VIM-93), явилось наиболее удачным для характеристики рассеяния резуль-
татов измерений. Следует подчеркнуть, что физический смысл неопреде-
ленности измерений не соответствует понятию погрешности измерений.
Конечно, выбор термина «неопределенность» связан и с вышеука-
занными причинами. Однако разработка новой концепции обусловлена
современной необходимостью достижения ряда целей, изложенных в Ру-
ководстве, в том числе:
 обеспечение полной информации о том, как составлять отчеты о не-
определенностях измерений;
 предоставление основы для международного сопоставления ре-
зультатов измерений;
 предоставление универсального метода для выражения и оцени-
вания неопределенности измерений, применимого ко всем видам изме-
рений и всем типам данных, которые используются при измерениях;
 упрощение расчетов, связанных с обработкой данных измерений.
Итак, в основе концепции неопределенности лежит неполное зна-
ние значения измеряемой величины, которое представлено оператору
в виде ряда величин, полученных в результате измерительного экспери-
мента и каким-то образом характеризующих измеряемую величину.
При оценке результата измерений не используются понятия истинного
значения физической величины, действительного значения физической
величины и погрешности измерения. Вводится понятие неопределеннос-
ти измерения [П2], которое трактуется как параметр, связанный с резуль-
татом измерений и характеризующий рассеяние значений, которые обо-
снованно могут быть приписаны измеряемой величине. Заметим также,
что в новой концепции вместо понятия «физическая величина» исполь-
зуется понятие «величина».
Так же как и для классической теории измерения, в качестве харак-
теристик неопределенности используется среднеквадратическое откло-
нение (СКО) и доверительный интервал, которые в новой концепции на-
зываются  с т а н д а р т н а я  н е о п р е д е л е н н о с т ь   и   р а с -
ш и р е н н а я  н е о п р е д е л е н н о с т ь. На них мы остановимся
более подробно ниже, а вначале посмотрим: чем же отличаются погреш-
ность и неопределенность?
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Погрешность однократных измерений – это разность между резуль-
татом измерения X
i
 и действительным значением физической величи-





Неопределенность однократного измерения можно представить как
разность между результатом измерений и средним арифметическим зна-





При увеличении количества измерений среднее арифметическое Х
стремится к истинному значению Х при условии устранения всех систе-










 будут подобны. Как уже отмечалось выше, основное
различие в концепциях (неопределенности и погрешности) состоит в том,
к какой величине относят дисперсию (СКО): к действительному значе-
нию измеряемой величины или к результату измерения.
2. Основные положения концепции
неопределенности измерений
Неопределенности измерений, так же как и погрешности измерений,
могут быть классифицированы по различным признакам:
 по месту (источнику) их проявления  на методические, инстру-
ментальные и субъективные;
 по их проявлению  на случайные, систематические и грубые;
 по способу их выражения  на абсолютные и относительные.
Остановимся на классификации, связанной с характером проявле-
ния неопределенности. На самом деле деление на систематические и слу-
чайные неопределенности в Руководстве в явном виде не вводится. Од-
нако в самом начале Руководства постулируется, что «оценку измеряемой
величины y вычисляют после внесения поправок на все известные ис-
точники неопределенности, имеющие систематический характер» ([П2],
п. 4.5). Вводится деление неопределенностей по способу оценивания
на два типа ([П2], п. 3.2, 4.8.1, 4.8.2):
 неопределенность, оцениваемая по типу А (неопределенность ти-
па А), u
A
 – неопределенность, которую оценивают статистическими ме-
тодами;
 неопределенность, оцениваемая по типу В (неопределенность ти-
па В), u
B
 – неопределенность, которую оценивают нестатистическими
методами.
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Соответственно, предлагается два метода оценивания неопределен-
ностей А и В:
 для неопределенности типа А – использование известных статис-
тических оценок среднеарифметического и среднеквадратического ре-
зультатов измерений, опираясь в основном на нормальный закон рас-
пределения полученных величин;
 для неопределенности типа В – использование априорной неста-
тистической информации, опираясь в основном на равномерный закон
распределения возможных значений величин в определенных грани-
цах ([П2], п. 4.8.2.2).
Таким образом, можно сделать вывод: деление на систематические
и случайные погрешности обусловлено природой их возникновения и про-
явления в ходе выполнения измерений, а деление на неопределенности,
вычисляемые по типу А и по типу В, – методами их получения и использо-
вания при расчете общей неопределенности.
В Руководстве [П2] используются новые термины, которые отсутст-
вуют в РМГ 2999:
С т а н д а р т н а я  н е о п р е д е л е н н о с т ь – неопределен-
ность, выраженная в виде стандартного отклонения.
Р а с ш и р е н н а я  н е о п р е д е л е н н о с т ь  – величина, за-
дающая интервал вокруг результата измерения, в пределах которого, как
ожидается, находится большая часть распределения значений, которые
с достаточным основанием могут быть приписаны измеряемой величи-
не. Расширенная неопределенность является аналогом доверительных гра-
ниц погрешностей измерений. Причем каждому значению расширенной
неопределенности соответствует вероятность охвата Р.
В е р о я т н о с т ь  о х в а т а  –  вероятность, которой, по мнению
оператора, соответствует расширенная неопределенность результата из-
мерений. Вероятность охвата определяется с учетом вероятностного за-
кона распределения неопределенности, и аналогом ее в классической
теории является доверительная вероятность.
К о э ф ф и ц и е н т  о х в а т а  –  коэффициент, зависящий от вида
распределения неопределенности результата измерений и вероятнос-
ти охвата и численно равный отношению расширенной неопределеннос-
ти, соответствующей заданной вероятности охвата, к стандартной неоп-
ределенности.
Ч и с л о  с т е п е н е й  с в о б о д ы  –  параметр статистическо-
го распределения, равный числу независимых связей оцениваемой стати-
стической выборки.
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В табл. П3, приведенной ниже, даны соответствия между термина-












Т а б л и ц а  П3
Соответствие используемых терминов
по представлению результата измерения













3. Методика оценивания результата измерений
и его неопределенности
Оценивание результата измерения и его неопределенности прово-
дится в следующей последовательности:
 составление уравнения измерений;
 оценка входных величин и их стандартных отклонений (неопре-
деленностей);
 оценка измеряемой (выходной) величины и ее неопределенности;
 составление бюджета неопределенности;
 оценка расширенной неопределенности результата измерений;
 представление результата измерений.
Рассмотрим эти составляющие подробнее.
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Составление уравнения измерения
В качестве основы для составления уравнения измерения использу-







). Далее в результате анализа условий измерений и используемых
средств измерений устанавливаются другие факторы, влияющие на ре-





, ...,  X
m
.
В итоге в рамках концепции неопределенности под уравнением из-





, ...,  X
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, а также другими величинами, влияю-




, ...,  X
m
, и самим результатом
измерения Y:

















, ...,  X
m
 можно считать  в х о д н ы м и  в е л и ч и -
н а м и,  используемыми для оценивания неопределенности результата
измерения, а результат измерения Y – в ы х о д н о й  в е л и ч и н о й
измерения.
Оценка входных величин и их стандартных отклонений
(неопределенностей)
Пусть имеются результаты n
i
 измерений входной величины X
i
, где
i = 1, …, m. Как известно, при нормальном распределении наилучшей
оценкой этой величины является среднее арифметическое










Стандартную неопределенность типа А определяют как среднеквад-
ратическое отклонение по формуле
    2A А
1
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Для вычисления стандартной неопределенности по типу В исполь-
зуют:
 данные о предыдущих измерениях величин, входящих в уравнение
измерения;
 сведения, имеющиеся в метрологических документах по поверке,
калибровке средств измерений, и сведения изготовителя о приборе;
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 сведения о предполагаемом вероятностном распределении значе-
ний величин, имеющихся в научно-технических отчетах и литературных
источниках;
 данные, основанные на опыте исследователя или общих знаниях
о поведении и свойствах соответствующих (подобных) средств измере-
ний и материалов;
 неопределенность используемых констант и справочных данных;
 нормы точности измерений, указанные в технической документа-
ции на методы и средства измерений;
 другие сведения об источниках неопределенностей, влияющих
на результат измерения.
Неопределенности этих данных обычно представляют в виде границ
отклонения значения величины от ее оценки. Наиболее распространен-
ный способ формализации неполного знания о значении величины за-
ключается в постулировании равномерного закона распределения возмож-
ных значений этой величины в указанных границах ±b
i
 для i-й входной
величины. При этом стандартную неопределенность по типу В определя-
ют по следующей формуле:





u x  (П4)
В случае других законов распределений формулы для вычисления
неопределенности по типу В будут другие. В частности, если известно
одно значение величины X
i
, то это значение принимается в качестве оцен-
ки. При этом стандартную неопределенность вычисляют по формуле










 – расширенная неопределенность; k – коэффициент охвата. Если
коэффициент охвата не указан, то, с учетом имеющихся сведений, прини-
мают предположение о вероятностном распределении неопределенности
величины X
i
. Если такие сведения отсутствуют, то для определения коэф-
фициента охвата можно воспользоваться данными табл. П4 [П1].
Коэффициенты охвата для равномерного распределения, представ-
ленные в табл. П4, определены следующим образом. Для симметричных
границ окончательного равномерного распределения СКО вычисляется





U k . При расширенной неопределенности, соответствую-
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щей вероятности P = 0,95 и границе равномерного распределения b = 1,
коэффициент 0,95 3 1,65.k   
При расширенной неопределенности, соответствующей вероятнос-
ти P = 0,99, коэффициент 0,9995 3 1,71.k     При расчетах принималось,
что 3 1,73  и площадь под равномерным распределением соответству-
ет единице, соответственно, при Р = 1 коэффициент k = 1,73.
Если известны граница суммы неисключенных систематических по-
грешностей, распределенных по равномерному (равновероятному) зако-
ну (Р), или расширенная неопределенность в терминах концепции не-
определенности U
Р
, то коэффициент охвата при числе неисключенных
систематических погрешностей m > 4 зависит от доверительной вероят-
ности. Коэффициент охвата k = 1,1 при Р = 0,95; k = 1,4 при Р = 0,99 [П1].
Неопределенности входных величин могут быть коррелированы.
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Значимость коэффициента корреляции определяется критерием от-
сутствия или наличия связи между аргументами.
Оценка измеряемой (выходной) величины
и ее неопределенности







 по формуле (П1), предварительно внеся
поправки на все источники неопределенности, имеющие систематичес-
кий характер.
Вычисление суммарной неопределенности выходной величины про-
водят по тем же формулам, которые используются для расчета погрешно-
стей косвенных измерений в классической концепции погрешности из-
мерений.
В случае некоррелированных оценок входных величин суммарную
стандартную неопределенность и
С
(y) вычисляют по формуле
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)  коэффициент корреляции; u(x
i
)  стандартная неопределен-
ность i-й входной величины, вычисленная по типу А или типу В; f/x
i
 
коэффициенты чувствительности выходной величины по отношению




Под бюджетом неопределенности понимается формализованное
представление полного перечня источников неопределенности измерений
по каждой входной величине с указанием их стандартной неопределен-
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Расширенная неопределенность равна произведению стандартной
неопределенности u(y) результата измерений на коэффициент охвата k:
      U(y) = k · u(y). (П9)
Руководство по неопределенности [П1] рекомендует рассматри-
вать все результаты измерений при доверительной вероятности (вероят-
ности охвата) Р = 0,95. При этой вероятности преимущественно опреде-
ляют число степеней свободы по эмпирической формуле Велча–Саттер-
ствейта:



















При этом коэффициент охвата определяется при вероятности Р = 0,95
с использованием таблицы распределения Стьюдента (табл. П5):









 округлены до ближайшего целого числа)






































Формулу для оценки суммарной стандартной неопределенности (П7)
можно записать в более простом виде:
        2 2С A Bˆ ˆ ˆ( ) ( ) ( ),u y u y u y  (П12)
так же как и формулу (П10) для определения числа степеней свободы:
















 = n 1  число степеней свободы при прямых измерениях входной
величины; n – число измерений; A Bˆ ˆ( ), ( )u y u y  оценка стандартных неоп-
ределенностей, вычисленных по типу А и по типу В соответственно.





 – 1, по типу В 
i
 = . При этих условиях легко показать
из формулы (П10), что если по типу А оценивается неопределенность толь-
ко одной входной величины, то формула (П10) упрощается:










   (П14)
где n
A
 – число повторных измерений входной величины, оцениваемой
по типу А.
Представление результата измерений
При представлении результата измерений Руководство рекомендует
приводить достаточное количество информации, чтобы можно было про-
анализировать и/ или повторить весь процесс получения результата изме-
рений и вычисления неопределенностей, а именно:
 алгоритм получения результата измерений;
 алгоритм расчета всех поправок для исключения систематических
погрешностей и их неопределенностей;
 неопределенности всех используемых данных и способы их полу-
чения;
 алгоритмы вычисления суммарной и расширенной неопределен-
ностей, включая значение коэффициента охвата k.




 – суммарную неопределенность;
U
Р
 – расширенную неопределенность;
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k – коэффициент охвата;
u
i
 – данные о входных величинах;

eff
  эффективное число степеней свободы.
Например, если результатом измерения является электросопротив-
ление, то при оформлении результата измерений записывают: «Электро-
сопротивление резистора составляет 163,2 Ом. Расширенная неопреде-
ленность результата измерений составляет ±2,4 Ом при коэффициенте
охвата, равном 2» или «Измерения показали, что электросопротивление
резистора находится в интервале (160,8–165,6) Ом при коэффициенте
охвата, равном 2». По умолчанию предполагается, что эти результаты со-
ответствуют вероятности охвата 0,95.
Несмотря на то, что нормативный документ РМГ 432001 [П2]
на территории России не действует (вместо него введен в действие
ГОСТ Р 545002011 [П3]), приведенные в нем примеры очень понятны
и могут дать необходимое представление о том, как проводить оценку
неопределенности результатов измерений.
Пример из РМГ 432001
Приведем данные, имеющиеся в распоряжении оператора, задача




          ( , , C),
V
I f V R t
R
   (1-П)
где I – сила измеряемого тока; V – напряжение на шунте, которое непо-
средственно измеряется для определения силы тока; R – сопротивление
шунта; t  °C – температура окружающей среды, способная повлиять на ре-
зультат измерения силы тока.
2. Производится многократное (n = 10) измерение напряжения
с помощью вольтметра на сопротивлении шунта при температуре t =
= (23,00 ± 0,05) °С.
Границы неисключенной систематической погрешности вольтметра




 = 3  10–4  V + 0,02. (2-П)
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3. Сопротивление шунта определено при его калибровке для тока ве-
личиной I = 10 А и температуре t = 23,00 °С и равно R
0
 = 0,010088 Ом.
Относительные границы неисключенной систематической погрешнос-
ти сопротивления шунта, установленные при его калибровке, равны

R
 = 0,070 %. (3-П)





 = 7  10–4  R
0
 = 7,1  10–6 Ом. (4-П)
4. Границы неисключенной систематической составляющей по-
грешности значения сопротивления шунта, обусловленной погрешнос-
тью измерений температуры, находят из формулы, определяющей зави-
симость сопротивления от температуры:
         R = R
0









= 23,00 °C; R
0 
= 0,010088 Ом);
 – температурный коэффициент ( = 6 10–6 K–1). В случае, когда грани-
цы погрешности измерения температуры составляют t, границы соответ-
ствующей составляющей погрешности значения сопротивления равны

t, R 
=  t R.                                         (5-П)
При t = 0,05 °С получают: 
t, R
 = 3,0 109 Ом или 3,0 · 105 %.
Нахождение результата измерений
В результате серии из n = 10 измерений получают ряд значений V
i
в милливольтах:
100,68; 100,83; 100,79; 100,64; 100,63; 100,94; 100,60;
100,68; 100,76; 100,65.
Среднеарифметическое вычисляют по формуле (П2):

















Анализ источников погрешности результата измерений
1. Среднеквадратическое отклонение (СКО), характеризующее слу-
чайную составляющую погрешности при измерениях напряжения S(V),
вычисляют по формуле (П3):
          2 2
1
1









   
  (7-П)
или S(V) = 0,034 %.
ПРИМЕЧАНИЯ: 1. Значок  здесь и далее обозначает относительное значение вели-
чины. 2. В соответствии с рекомендациями Руководства симметричные интервалы не обо-
значаются значками .
2. Границы неисключенной систематической погрешности вольтметра
в милливольтах при V = V = 100,72 мВ в соответствии с формулой (2-П)
будут равны:
      4 –23 10 0,02 5,0 10 мВ или 0,050 %.V VV
             (8-П)
3. Границы неисключенной систематической погрешности сопро-




 = 7  10–4  R
0
 = 7,1  10–6 Ом  или   
R
 = 0,070 %.             (9-П)
4. Границы неисключенной систематической составляющей по-
грешности значения сопротивления шунта, обусловленной погрешностью
измерений температуры, в соответствии с (5-П) равны:

t, R
 = 3,0 109 Ом  или  
t, R
 = 3,0 · 105 %. (10-П)
В дальнейшем эту составляющую погрешности ввиду ее малости
по сравнению с другими составляющими можно не учитывать.
Вычисление характеристик погрешности
результата измерений
Для вычисления результирующей погрешности измерения, состоя-
щей из случайной погрешности и суммы неисключенных погрешностей,
используется формула, принятая в Государственной системе обеспечения
единства измерений для косвенных измерений:
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,P effР







где все составляющие погрешности определены при одной и той же дове-
рительной вероятности Р. В числителе – сумма доверительных границ слу-
чайной и суммарной неисключенной погрешности, в знаменателе  сум-
ма СКО случайной и СКО суммарной неисключенной систематической
погрешности, а 2 2S S S    СКО суммарной погрешности измерения.

















 то  
P
 = (Р). Заметим, что для общности составляю-


























   
 

где k = 1,1 при Р = 0,95 и k = 1,4 при  Р = 0,99 и m  4.
Ниже приводится вычисление всех составляющих погрешностей,
входящих в формулу (11-П).
1. Делается предположение о равномерном распределении неисклю-
ченных систематических составляющих погрешности результата изме-




 Тогда СКО суммарной неисключенной
систематической составляющей погрешности результата измерений
силы тока S

 определяют по формуле
  





3 3 3 3
5,0 10 А,
V VR Rf f VS
V R R R
                               
 














2. Доверительные границы суммарной неисключенной системати-
ческой погрешности результата измерений силы тока (P) при довери-
тельной вероятности  Р = 0,95 оценивают по формуле






















       
           






3. СКО случайной составляющей погрешности результата измере-
ний силы тока S определяется по формуле




   

S = 0,034 %. (14-П)
4. СКО суммарной погрешности результата измерений силы тока
будет равно
             2 2 36,0 10 А, S 0,060 %.S S S         (15-П)
5. Доверительные границы погрешности результата измерений силы
тока при вероятности 0,95 и эффективном числе степеней свободы f
ef f
 =
= n – 1 = 9, вычисленные по формуле (11-П), дают результат:

0,95 
= 0,012 А  или 
0,95 
= 0,12 %. (16-П)
Вычисление неопределенности измерений
1. По типу А вычисляют стандартную неопределенность, обуслов-
ленную источниками неопределенности, имеющими случайный характер.


















(V) = 0,034 %. (17-П)
Стандартную неопределенность силы тока, обусловленную источ-




A A A( ) 3,4 10 A, 0,034 %.
f
u u V u
V
     

(18-П)
2. По типу В вычисляют стандартные неопределенности, обуслов-
ленные источниками неопределенности, имеющими систематический
характер. Закон распределения величин внутри границ считают равно-
мерным.
Границы систематического смещения при измерениях напряжения,
определенные при калибровке вольтметра, определяются соотношением















           (19-П)
Границы, внутри которых лежит значение сопротивления шунта, опре-
делены при калибровке шунта и равны 7 104 R. Тогда при R = R
0
 соот-
ветствующую стандартную неопределенность вычисляют по формуле











      (20-П)
Границы изменения значения сопротивления шунта, обусловленно-
го изменением температуры, равны    t  R
0
. Соответствующую стан-
дартную неопределенность получают в соответствии с формулой






                 (21-П)
В дальнейшем этой составляющей неопределенности ввиду ее ма-
лости по сравнению с другими составляющими можно пренебречь.
Суммарную стандартную неопределенность u
B
, вычисленную по ти-




B B, B, B5,0 10 A, 0,050 %.V R
f f
u u u u
V R
                
   (22-П)
3. Суммарную стандартную неопределенность u
C
 вычисляют по фор-
муле
2 2 3
C A B C6,0 10 A, 0,060 %.u u u u
      (23-П)
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4. Эффективное число степеней свободы 
eff

















            
      
  
(24-П)
5. Коэффициент охвата k находят по табл. П5 и определяют по фор-
муле




) = 1,99. (25-П)
6. Расширенную неопределенность U
0,95
 определяют следующим об-
разом:
     U
0,95
 = k  u
C
 = 0,012 A,   U
0,95
 = 0,12 %. (26-П)
Сравнение результата измерений,
полученного различными методами
Сравнение результата вычислений погрешности измерений в дове-
рительном интервале, соответствующем вероятности Р = 0,95 и расши-
ренной неопределенности с коэффициентом охвата, равным двум, т. е.
соответствующем уровню доверия 0,95, совпадают и равны 0,012 А.
Следует отметить, что это не случайно, поскольку в основе расчетов
лежат одни и те же измерительные данные и одни те же подходы к рас-
пределениям различных переменных. Сравнения результатов измерений,
определенных с помощью классического подхода и концепции неопре-
деленности, как показано на многочисленных примерах в различных
публикациях, дают одни и те же окончательные результаты [П1, П2].
Однако результат, полученный в концепции неопределенности, трак-
туется иначе, чем результат, полученный при применении классического
подхода. В концепции неопределенности не используются понятия ис-
тинного и действительного значений измеряемой величины. Результат
измерения  вот что считается реальностью, поскольку величину истин-
ного значения никто не знает. Расширенная неопределенность трактуется
в Руководстве как интервал, содержащий заданную долю распределе-
ния значений, которые могли быть обоснованно приписаны измеряемой
величине.
Вообще расширенная неопределенность в концепции неопределен-
ности не играет той роли, которая отводится в концепции погрешности.
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Считается, что основным результатом оценки является суммарная не-
определенность u
C
, а расширенная неопределенность отличается от нее
на постоянный коэффициент, который необходим в ряде специальных слу-
чаев для показа надежности оценки. Этот коэффициент может принимать
значения от 2 до 3 при уровне доверия от 0,95 до 0,99.
Наши незнания об измеряемой величине определяются неопреде-
ленностью и группируются около результата измерения.
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