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Abstract
The rapidly growing complexity and increasing size of power system networks with a large
number of interconnections have exposed the system to various contingencies that may
lead the system to steady-state, dynamic or transient instability. It is thus vital for a
power system to be able to maintain the load-generation balance under normal operating
conditions and to regain an acceptable state of equilibrium after being subjected to a dis-
turbance such that the system frequency remains within its operating range. Conventional
methodologies in assessing power system transient or small-signal stabilities, such as Time
Domain Approach, Extended Equal Area Criterion, Direct method of Lyapunov Function
and Transient Energy Function are employed. Eigenvalues analysis, participation factor
analysis and transient security assessment using transient security index have been used as
the assessment tools in this thesis for evaluating the power system stability.
In achieving satisfactory operation of the power system, it is important to control and
maintain the overall system frequency at all the time. System frequency relies greatly on
the generation-load balance; any frequency variation resulted from active power imbalance
will initiate the response of the generator governing system to restore the frequency. Power
system performance can also be affected by dynamic characteristics of hydraulic governor-
turbines during and following any disturbance. Accurate modelling of hydraulic governor-
turbines is essential to characterise and analyse the system response during an emergency
situation.
Classical ideal lossless representation of the hydraulic turbine, used extensively in the
past for governor stability studies, is only appropriate for small perturbations around the
initial operating condition and approximates to the practical turbine characteristics at low
frequencies. This thesis has developed a detailed modelling of hydraulic turbine-penstock,
considering the water hammer effects and friction, for stability studies of turbine-generator
governing system to capture and describe the essential dynamic performances for wide
variety of system analyses. The stability criterion to govern an isolated hydraulic system
as well as relative stability of the hydraulic system utilising frequency response methods
vi
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have been presented together with a guideline to adjust system gain to improve the relative
stability of the system.
Subsynchronous torsional interaction (SSTI) phenomenon is commonly seen associated
with turbine-generator (TG), whose rotor is generally a complicated mechanical system,
due to close interaction with the constant current controllers at HVDC rectifier stations.
The controllers of HVDC system and the outer loops which set the reference to the current
controller have potential to introduce negative damping on the nearby generating units. The
interaction of hydroelectric TG unit with power system controls or ac transmission system
has not been a concern due to the inherently large value of the generator rotor inertia
and viscous waterwheel damping, which provides considerably large damping of torsional
oscillations for hydroelectric unit. As a result, a limited number of research studies have
been conducted for hydroelectric TG units, especially in the close vicinity of HVDC systems.
This thesis has aimed to explore the interaction of HVDC system with the hydroelectric
TG units under different system conditions. It is observed that the torsional frequency of
a hydroelectric TG unit may fall well-within the frequency range of the negative damping
introduced by the HVDC current controller. The modal torsional damping may be sufficient
to diminish the negative damping effect posed by the HVDC current controller with a rel-
atively high value of generator-to-turbine inertia ratio. Damping torque analysis has been
carried out to determine the degree of sensitivity of system parameters towards electrical
damping. Perturbation analysis is conducted to assess the dynamic response of a hydro-
electric unit with different generator-to-turbine ratios. The case studies have indicated that
hydroelectric TG units could possibly experience unstable SSTI in the close vicinity of an
HVDC system under certain operating conditions; the SSTI phenomenon is predominant
especially when a hydroelectric unit with low generator-to-turbine inertia ratio connected
to an HVDC system due to deficiency in modal damping.
The thesis has also investigated the SSTI bahaviour of a fixed-speed induction machine
based wind turbine-generator (WTG) unit. Growing torque oscillations have been observed
if the modulated frequency is close to the mechanical torsional mode of a WTG unit and the
viii
combined electromechanical system suffers from a lack of sufficient damping. The resulting
oscillatory fluctuations in the blade-hub torque of a WTG unit are substantially high in
comparison with the one in the hub-generator torque for the specified electrical disturbances.
The torsional torques may eventually settle down after a certain time interval, however, the
sustained torsional oscillations may result in fatigue damage and reduce the fatigue life of
the mechanical shaft system.
Small signal stability analysis, utilising linear methodologies, has been powerful in pro-
viding valuable insights on the power system dynamic characteristics. Small signal stability
usually concerns with the sufficiency of the system electromechanical oscillations damping.
To investigate the SSTI and HVDC interactions, the dynamic behaviours of each power
system components need to be carefully modelled. This research focuses on the electrical
and electromechanical behaviours of hydroelectric TG units. Stator transients have been
included in the formulation of the synchronous machine for detailed analysis. The dynam-
ics of all AC network elements, including transmission lines, transformers, loads and filters,
have also been taken into account for detailed analysis, especially when HVDC and SSTI
are of interest.
This thesis proposes a small signal dynamic model, which is developed based on fre-
quency response modelling, for the SSTI analysis of turbine-generator with HVDC system.
The proposed small signal dynamic model allows the formulation of the state-space model
and transfer function representation of power system components individually and offers a
more straightforward execution for various network configurations.
In this thesis, a subsynchronous damping controller (SSDC), constituting of a washout
filter, a gain block and a lead-lag phase compensator has been designed and incorporated
to the current controller of the rectifier to overcome and mitigate the torsional interaction
between the TG unit and the HVDC system.
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Chapter 1
Introduction
1.1 Problem Statement
High voltage direct current (HVDC) technology is used to transmit electricity over long
distances by overhead transmission lines or submarine cables. It is also used to interconnect
separate power systems, where traditional alternating current (AC) connections cannot be
used. The development of the HVDC technology started in the late 1920s, where Dr. Uno
Lamm and ASEA were granted a patent on the discovery [1]. The first world’s commercial
commissioning of the HVDC technology with mercury-arc valves was in 1954. This was a
link between the Swedish mainland and the island Gotland in the Baltic sea. The power
rating was 20 MW at the transmission voltage of 100 kV [1, 2]. HVDC transmission of power
has been widely applied throughout the world after since [3]. HVDC power transmission
systems constitute an important application of power electronics technology today.
Subsynchronous torsional interaction (SSTI) between a steam turbine-generator (TG)
unit and an HVDC system received deliberate attention especially after the field tests at
Square Butte, North Dakota, USA revealed the undesirable interactions between the HVDC
terminal and the 11.5 Hz torsional mode of an electrically-close TG unit [4]. Subsequently,
it was revealed that the HVDC rectifier stations with constant current control may intro-
duce negative damping on the nearby generating units [4]. The outer loops which set the
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reference to the current controller also have potential to introduce negative damping on the
nearby generating units. A current-controlled Voltage Sourced Converter (VSC), located
electrically close to the generator may also introduce negative damping in the certain fre-
quency range and proper design of current controller may nullify the possibility of negative
damping [5]. The increasing complexity of the electrical network as well as the stressed
system conditions under various contingencies demand dynamic interaction studies from
stability perspective.
To date, various research aspects associated with SSTI behavior of turbogenerators
have been reported in the literature. However, limited number of research studies has been
conducted for hydroelectric TG units, especially in the close vicinity of HVDC systems,
due to the fact that the high inherent generator-to-turbine inertia (GTI) ratios of hydro
units enhance the modal damping at torsional frequencies, thereby minimising the risk
of sustained torsional oscillations [6]. However, it is believed that hydroelectric TG units
with low GTI ratios at certain network conditions could possibly experience SSTI instability,
where the turbine modal damping may not be sufficient to counteract the negative damping
introduced by the HVDC current controller. Thus, this thesis is aiming to investigate the
possible interactions of HVDC system with the hydroelectric TG units. The study has
indicated that the torsional interaction could possibly be excited on a hydroelectric system
when the complement of the system network resonance frequency fcomp coincides with the
torsional mechanical frequency fn.
Subsynchronous damping controller (SSDC), constituting a washout filter, a SSDC gain
block and a lead-lag phase compensator can be designed and incorporated to the current
controller of the rectifier to overcome and mitigate the torsional interaction between the TG
unit and the HVDC system. The phase characteristics of SSDC can be designed properly
to compensate any phase lead/lag between the current controller input and the generator
electrical torque, so as to provide positive damping at the required frequency range [8, 9].
The frequency response between the constant current controller input and the generator
electrical torque, to determine the phase compensation required, can be obtained with the
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assumption that the generator angle is maintained constant. A washout filter, which is a
high pass filter, is also included to remove the steady speed variations [9].
Notably, in Australia, Basslink is a 400 kV DC electricity interconnector that connects
the 500 kV transmission system in the State of Victoria across Bass Strait to the 220 kV
transmission system in the State of Tasmania. Tasmania is mainly dominated by hydro gen-
eration. It is thus important for the system planners and designers to examine the damping
contribution by the hydro units at torsional frequency. The methodologies developed in
this thesis, can be used for damping torque analysis and to assess the SSTI of hydro units
of different GTI ratio connected to an HVDC system.
Small signal stability is the ability of the power system to maintain synchronism when
subjected to small disturbances. A disturbance is considered to be small if the equations
that describe the resulting response of the system may be linearised for the purpose of
analysis [3, 10, 11]. Linear analysis techniques have been widely applied in studying the
dynamic performance of power systems since early 1970s [12]. Instability may result from
either (i) a lack of synchronising torque, causing a steady increase in generator rotor angle,
or (ii) a lack of sufficient damping torque, resulting in rotor oscillations of growing amplitude
[3].
In reality, small disturbances always occur in a power system, such as small variations in
loads and generation [3]. Some other forms of small disturbances could be transformer tap
changing and switching operation of power system equipment, such as condenser/capacitor.
The ability of the system to operate satisfactorily under small disturbance conditions ensures
successful delivery of the maximum power to the system.
The dynamic characteristic of a power system is usually represented by a set of first order
nonlinear differential-algebraic equations (DAEs). This thesis has presented the analytical
technique in linearising the dynamic behaviours of each power system components indi-
vidually, which can be performed using Taylor’s series expansion at an equilibrium point,
transforming the input-output variables into common reference frames, and interconnect-
ing the components to form the overall state-space model for small signal stability analysis.
4
Integration of the subsystems can be carried out as the input-output of a subsystem can be
the output-input of another subsystem. This thesis has particularly considered the power
system components, such as synchronous generator, torsional shaft system, AC network
system and HVDC system, for small signal stability analysis.
Small signal stability of the power system can be assessed using eigenvalues analysis,
participation factors analysis. System oscillatory modes can be examined through investi-
gation of eigenproperties. Participation factor analysis can be carried out to identify the
optimal site for the installation of power system stabiliser (PSS) for Hopf bifurcation control
in the critical mode.
Eigenvalue analysis provides invaluable insights into the dynamic interactions among
all power system components in an electrical network by characterising the system modes
damping ratio and oscillation frequency. However, the drawback of this technique is that
it requires the overall system to be represented as a state-space model. The higher-order
dynamic representation of the turbine-generator unit and the electrical network increases
the order of overall state-space model, as well as the computational complexity.
Therefore, frequency response modelling, which allows the formulation of the state-space
model and transfer function representation of power system components individually, would
be beneficial for SSTI analysis with HVDC system. This frequency response modelling
offers a more straightforward execution for various network configurations. Application
of frequency response analysis on investigating SSTI of hydro and wind TGs in the close
vicinity of HVDC system overcomes the limitations of eigenvalue analysis (the overall system
will need to be modelled as a single state-space system) and complex torque analysis (only
applicable to torsional dynamics of one TG set at a time and not to interactions of multiple
TG sets, also only applicable to synchronous machine and not to induction machine).
1.2 Research Objectives and Methodologies
The main aim of the work presented in this thesis is to analyse the interactions of HVDC
system with the TG unit, particularly SSTI between a hydroelectric TG unit and an HVDC
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system, using small-signal stability analysis technique. The goals of this thesis are achieved
through the following:
• Application of various conventional methodologies in assessing power system transient
and small-signal stabilities.
• Assessment of system stability by applying stability analysis methodologies, including
frequency response methods, for isolated and interconnected systems dominated by a
hydroelectric system, considering the influence of HVDC system.
• Detailed modelling of hydraulic turbine-penstock, considering the water hammer ef-
fects and friction, for governing stability studies.
• The formulation of the linearised small-signal state space model of the integrated AC-
DC systems by linearising each power system components individually, transforming
input-output variables into common reference frames, and establishing interaction
relationship between different power system components.
• Application of the developed linearised dynamic model to analyse the interaction
behaviour between the hydroelectric unit and HVDC link using eigenvalue analysis.
• Application of analytical techniques, such as damping torque analysis and sensitivity
analysis, in assessing the SSTI stability between hydroelectric TG and wind turbine-
generator (WTG) connected to an HVDC system through analysing frequency per-
turbation and oscillatory damping.
• The establishment of theoretical analysis to investigate the impacts of different GTI
ratios on the SSTI between the hydroelectric units and HVDC system.
• The development of a generic SSDC to overcome and mitigate the torsional interaction
between the TG unit and the HVDC system by designing the phase characteristics
of SSDC properly to compensate any phase lead/lag between the current controller
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input and the generator electrical torque, so as to provide positive damping at the
required frequency range.
The dynamic behaviour of each power system components, which includes synchronous
or induction generator, torsional shaft system, AC network system, HVDC system, are
linearised at an equilibrium point individually. This research is interested in the electrical
and electromechanical behaviours of the TG units, and thus, stator transient have been
included in the formulation of the synchronous machine for detailed analysis with torsional
shaft system represented based on a mass-spring-damping model. The dynamics of all AC
network elements, including transmission lines, transformers, loads, filters and etc, will need
to be encountered for detailed analysis, especially when HVDC and SSTI are of interest.
The conventional steady-state representation of the system network only allows for the
electromechanical oscillation analysis, but it will not be adequate for HVDC and SSTI
analysis. The analytical modelling of an HVDC system has been demanding due to the
inherently nonlinear characteristics of the DC converter. The complexity of the HVDC
system modelling involves modelling of the 12-pulse Graetz converter bridge, phase locked
oscillator (PLO), firing and valve blocking controls and firing angle and extinction angle
measurements, as well as the RC snubber circuits for each thyristor. Some assumptions
are made to represent the linearised HVDC system for small-signal stability analysis. The
three-phase ac systems are assumed to be balanced at fundamental frequency and higher
order harmonics have been neglected.
1.3 Outline of the Thesis
A brief description on the contents of the remaining chapters is given below:
Chapter 2 presents a literature review on the transient stability of the power system
when subjected to large disturbances. It provides a brief overview on the power system
stability, the causes and effects of the power system instability. Various transient stability
assessment is also described, such as Time Domain Approach, Extended Equal Area Crite-
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rion, Direct Method of Lyapunov Function, Transient Energy Function in evaluating power
system network’s ability to withstand any disturbances. Comparative study of the different
techniques in assessing transient stability has been demonstrated.
This Chapter has been published in Proceedings of Australasian Universities Power
Engineering Conference (AUPEC 2006) in 2006.
Chapter 3 describes the background information on the small signal stability of the power
system when subjected to small disturbances. It provides a brief overview on the application
of the linear analysis technique in studying the dynamic performance of power systems.
This Chapter establishes the fundamental understanding in the analytical techniques for
the small-signal stability assessment, which includes time domain analysis, Eigenvalues
analysis, participation factors analysis and transient security assessment using transient
security index. This form the basis analytical technique that will be used at the later
chapters for the stability studies.
This Chapter has been published in Australian Journal of Electrical and Electronics
Engineering (AJEEE) in 2008.
Chapter 4 investigates the impact of the governor parameters selection onto the system
stability by employing a simple radial network. The past developments in research related
to governor tuning to determine the optimal governor parameters for speed control in a
hydraulic system have been described. The stability of the transients depends upon the
hydro turbine-penstock parameters, i.e. water starting time and mechanical starting time,
and the selection of the parameters employed in the governing system, i.e. temporary speed
droop and dashpot reset time for a mechanical-hydraulic governor and proportional-integral-
derivative (PID) gains for a PID governor. The stability criterion to govern an isolated
hydraulic system as well as relative stability of the hydraulic system has been demonstrated
utilising frequency response methods. Proper selection of parameters used in the governing
system is important to optimise the control operation in hydraulic system. It is thus vital
to ensure that the governing system is stable, and is able to restore the generating unit to
equilibrium at synchronous speed when subject to any load disturbances.
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This Chapter has been published in Proceedings of Australasian Universities Power
Engineering Conference (AUPEC 2007) in 2007.
Chapter 5 presents a detailed representation of turbine-penstock, accounting for the
effects of water compressibility and pipe elasticity, as well as the friction, for the stability
studies. The detailed representation of the hydraulic system allows the interpretation of
the system dynamic behaviours to be more accurate and approximate to the practical
cases closely and for a wide frequency range. Thus, more reliable stability analysis can be
obtained.
This Chapter has been published in Proceedings of Australasian Universities Power
Engineering Conference (AUPEC 2007) in 2007.
Detailed representation of the power system components is essential to determine the
practical dynamic responses as accurately as possible for a wide variety of system studies.
Extended from Chapter 5, Chapter 6 further investigates the detailed representation of
the hydraulic systems governed by PID and porportional-integral (PI) controllers through
simulation in Matlab/Simulink.
This Chapter has been published in Australian and New Zealand Industrial and Applied
Mathematics Journal (ANZIAMJ) in 2007.
Chapter 7 evaluates the SSTI behaviour of a hydroelectric turbine-generator unit con-
nected in the close vicinity to an HVDC link. Torsional interaction is an important phe-
nomenon of concern when a TG unit is connected to a series compensated line or an HVDC
system. The SSTI may have significant impact on the hydraulic system due to the negative
damping introduced by HVDC converter controls. When the complement frequency of the
electrical resonance frequency is approximately equal to the mechanical torsional mode of
the TG unit, while there is insufficient damping in the combined electro-mechanical sys-
tems, sustained shaft oscillations will appear. Investigations are carried out to examine the
behaviour of an individual hydroelectric TG unit (with varying generator-to-turbine inertia
ratio) interconnected with an HVDC system.
This Chapter has been published in Proceedings of Australasian Universities Power
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Engineering Conference (AUPEC 2008) in 2008.
Chapter 8 presents the modelling techniques, which depict the dynamic characteristics
of hydroelectric TG unit and HVDC systems using linearised state space models. This
allows the investigation of the small-signal stability aspects associated with the control
interaction between the hydroelectric unit and the HVDC system at higher frequencies,
using eigen-analysis. Analytical technique in linearising the dynamic behaviours of each
power system components individually, transformation of input-output variables into com-
mon reference frames and interconnecting the components to form the overall state-space
model for small signal stability analysis is discussed thoroughly. The small-signal dynamic
model developed in Matlab/Simulink environment is compared and verified against with
the PSCAD R©/EMTDC
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simulated model in the electromagnetic transients (EMT) simu-
lation environment in both time and frequency domains.
This Chapter has been published in Proceedings of Australasian Universities Power
Engineering Conference (AUPEC 2009) in 2009.
Chapter 9 extends the investigations in Chapter 7 to examine the SSTI phenomenon of
a fixed-speed induction machine based wind turbine-generator (WTG) unit connected to an
HVDC system. WTG units typically feature high turbine inertia and low shaft stiffness be-
tween the turbine and generator rotor. These characteristics result in a lightly damped, low
frequency torsional shaft mode oscillations, wherein the turbine swings coherently against
the generator. The soft shaft mode can be excited by random wind variations, which re-
sults in large oscillatory fluctuations in the shaft torques and the electrical power. The
SSTI behaviour of a WTG unit has been examined in PSCAD R©/EMTDC c© environment.
This Chapter has been published in the 36th Annual Conference of the IEEE Industrial
Electronics Society (IECON 2010) in 2010.
Chapter 10 extends the analysis in Chapter 8 to evaluate the SSTI behaviour of hydro
units with small generator-to-turbine inertia (GTI) ratios under different system conditions.
It is very important to investigate the hydroelectric TG response for network side pertur-
bations and the effect of negative damping posed by an HVDC current controller and the
10
outer loops which set the reference to the current controller. Damping torque analysis has
been carried out to determine the degree of sensitivity of system parameters. Perturbation
analysis is conducted to assess the dynamic response of a hydroelectric unit with different
GTI ratios. The resulting electromagnetic torque deviation and the electrical damping from
the perturbation analysis from machine side as the mechanical system perturbation deter-
mine the system stability. The application of voltage perturbation at different modulated
frequency at the terminal bus depicts the perturbation arising from HVDC system opera-
tion (network side perturbation). Dynamic characteristics of the power system components
described by a first order non-linear differential-algebraic equations are also presented. It is
observed that hydro units with low GTI ratios is more susceptible to SSTI instability due
to deficiency in modal damping. Mitigation of SSTI between the hydroelectric unit and the
HVDC system has been demonstrated at vulnerable torsional frequencies by incorporating
a typical SSDC.
This Chapter has been published in IEEE Transactions on Power Systems.
Finally, Chapter 11 summarises the major outcomes of the work presented in the thesis,
and presents recommendations and suggestions for future work.
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Chapter 2
Transient Stability Assessment of a
Small Power System Subjected to
Large Disturbances
Abstract
The growth in size and complexity of power system networks with a large number of in-
terconnections has exposed the system to various contingencies that would lead to system
instability. Thus, it is important for a power system to be able to remain in a state of op-
erating equilibrium under normal operating conditions and to regain an acceptable state of
equilibrium after being subjected to a disturbance. Transient stability assessment of power
systems involves the study of a set of non-linear differential equations following any large
disturbance. Such analysis will aid both system planners and system operators in evaluat-
ing power system network’s ability to withstand any disturbances. This chapter discusses
time domain (TD) approach, Extended Equal Area Criterion (EEAC), Direct Method of
Lyapunov Function and Transient Energy Function (TEF) in assessing the transient stabil-
ity of a small power system when subjected to large disturbances. Simulations have been
conducted on IEEE 14-bus system and results are presented in this chapter.
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2.1 Introduction
Power system networks grow rapidly and continuously with a large number of intercon-
nections. The complicated structure of such networks has exposed the system to various
contingencies that could lead to system instabilities: steady-state, dynamic or transient.
Transient stability analysis is important in evaluating the network’s ability to regain an
acceptable state of equilibrium after being subjected to either large or small disturbances
[1]. The stability characteristic of a power system is analysed from the nature of the set of
differential equations when subjected to disturbances [2].
A “disturbance” in a power system is defined as a sudden change or sequence if changes
in one or more of the parameters of the system, or in one or more of the physical quantities
[3]. Large disturbances often refer to severe disturbances, such as a fault on transmission
network, loss of generation, or loss of a large load [1], and that the equations describing the
power system cannot be linearised for analysis purpose when subjected to large disturbances
[3]. The main factor contributing to the transient instability is the insufficient synchronising
torque during the disturbance period in the system [3].
In the past, transient stability has been evaluated using TD approach. If the system
could survive for the first swing, i.e., stable in the first swing, then it would generally
remain stable in the following swings [3, 4]. TD approach is found to be time-consuming
and inefficient for evaluating stability for a large system where the system components vary
dynamically and yet, repeated simulations would need to be made. This has encouraged the
expansion of various transient stability assessments, such as EEAC [5, 6], Direct Method of
Lyapunov Function [2, 7, 8], TEF [8, 9, 10], Decision Tree Transient Stability Method [3]
and Composite Electromechanical Distance (CED) Method [3].
A direct method of transient stability analysis of a multimachine power system using
extension of the equal area criterion (EAC) has been proposed by Pavella [3]. [5, 6] have in-
depth details on EEAC method for multimachine system transient stability. Direct method
of Lyapunov function or TEF has been used by [2],[3],[7]-[11]. Pai [11] has provided further
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explanations on the concepts of direct method of Lyapunov energy function.
The main purpose of this chapter is to investigate the transient stability of the power
system when subjected to large disturbances. Section 2.2 evaluates the transient stability
assessments used for both single machine infinite bus (SMIB) system and multimachine
system. Section 2.3 shows the SMIB system and the IEEE 14 bus system used for transient
stability assessment with simulations and results explained. The chapter is concluded in
Section 2.4.
2.2 Transient Stability Assessments
Transient stability assessments using TD approach, EAC, direct method of Lyapunov func-
tion, EEAC and TEF have been examined on both SMIB system and multimachine system.
2.2.1 Single Machine Infinite Bus
A SMIB system shown in Fig. 2.1 is used to demonstrate the fundamental concepts and
principles of transient stability when subjected to large disturbances.
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ABSTRACT 
 
The growth in size and complexity of power system 
networks with a large number of interconnections has 
exposed the system to various contingencies that would 
lead to system instability. Thus, it is important for a 
power system to be able to remain in a state of operating 
equilibrium under normal operating conditions and to 
regain an acceptable state of equilibrium after being 
subjected to a disturbance. Transient stability 
assessment of power systems involves the study of a set 
of non-linear differential equations following any large 
disturbance. Such analysis will aid both system planners 
and system operators in evaluating power system 
network’s ability to withstand any disturbances. This 
paper discusses time domain (TD) approach, Extended 
Equal Area Criterion (EEAC), Direct Method of 
Lyapunov Function and Transient Energy Function 
(TEF) in assessing the transient stability of a small 
power system when subjected to large disturbances. 
Simulation has been conducted on IEEE 14-bus system 
and results are presented in the paper.  
Index Terms – transient stability assessment, time 
domain, extended equal area criterion, direct method of 
Lyapunov function, transient energy function 
1. INTRODUCTION 
Power system networks grow rapidly and continuously 
with a large number of interconnections. The 
complicated structure of such network has exposed the 
system to various contingencies that could lead to 
system instabilities: steady-state, dynamic or transient. 
Transient stability analysis is important in evaluating the 
network’s ability to regain an acceptable state of 
equilibrium after being subjected to either large or small 
disturbances [1]. The stability characteristic of a power 
system is analysed from the nature of the set of 
differential equations when subjected to disturbances [8].  
A “disturbance” in a power system is defined as a 
sudden change or sequence of changes in one or more of 
the parameters of the system, or in one or more of the 
physical quantities [2]. Large disturbances often refer to 
severe disturbances, such as a fault on transmission 
network, loss of generation, or loss of a large load [1], 
and that the equations describing the power system 
cannot be linearized for analysis purpose when subjected 
to large disturbances [2]. The main factor contributing to 
the transient instability is the insufficient synchronizing 
torque during the disturbance period in the system [2].  
In the past, transient stability has been evaluated using 
time domain (TD) approach. If the system could survive 
for the first swing, i.e. stable in the first swing, then it 
would generally remain stable in the following swings 
[2, 3]. TD approach is found to be time-consuming and 
inefficient for evaluating stability for a large system 
where the system components vary dynamically and yet, 
repeated simulations would need to be made. This has 
encouraged the expansion of various transient stability 
assessments, such as Extended Equal Area Criterion 
(EEAC) [5, 6], Direct Method of Lyapunov Function [7 
– 9], Transient Energy Function (TEF) [9, 10, 11], 
Decision Tree Transient Stability Method [2], Composite 
Electromechanical Distance (CED) Method [2] and 
others.  
A direct method of transient stability analysis of a 
multimachine power system using extension of the EAC 
has been proposed by M. Pavella [2]. [5, 6] have in-
depth details on EEAC method for multimachine system 
transient stability. Direct method of Lyapunov function 
or TEF has been used by [2, 4, 7-11]. M. A. Pai [4] has 
provided further explanations on the concepts of direct 
method of Lyapunov / energy function.  
The main purpose of this paper is to investigate the 
transient stability of the power system when subjected to 
large disturbances. Section 2 evaluates the transient 
stability assessments used for both single machine 
infinite bus (SMIB) system and multimachine system, 
Section 3 shows the SMIB system and the IEEE 14 bus 
system used for transient stability assessment with 
simulations and results expl ined. The paper is 
concluded in Section 4.  
2. TRANSIENT STABILITY ASSESSMENTS  
Transient stability assessment using time domain (TD) 
approach, equal area criterion (EAC), direct meth d of 
Lyapunov function, extended equal area criterion 
(EEAC) and transient energy function (TEF) is 
examin d on both ingle machine infinite bus (SMIB) 
system and multimachine system.  
2.1. SINGLE MACHINE INFINITE BUS 
A single machi e infinite bus system (SMIB) system 
shown in Fig. 1 is used to demonstrate the fundamental 
concepts and principles of transient stability when 
subjected to large disturbances.  
 
Figure 1: A Single-Machine Infinite Bus (SMIB) System 
Figure 2.1: A single-machine infinite bus (SMIB) system
To simplify the assessment on transient stability, a classical model of the machines is
used. The assumptions made are as follow [4]:
1. All mechanical power inputs are constant.
2. Damping or asynchronous power is negligible.
3. Voltage E behind the transient reactance X ′d, i.e., generator bus voltage, is constant.
4. Loads are represented as constant impedances.
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The equation of motion or the swing equation describing the SMIB system is as below
[11]:
2H
ω0
d2δ
dt2
= Pa = Pm − Pe;
dδ
dt
= ω (2.1)
where H is the inertia constant, δ is the angular position of the rotor, ω is the electrical
frequency in rad/s, Pa is the accelerating power, Pm is the constant mechanical power input,
Pe is the generator’s electrical power output and subscript 0 denotes the initial operating
condition.
2.2.1.1 Equal Area Criterion
The three conditions: pre-fault, during-fault and post-fault conditions are illustrated in the
power-angle plot as shown in Fig. 2.2. Fault occurrence on one of the transmission lines
reduces the electrical power output and accelerates the rotor angle. System kinetic energy
eventually builds up until it arrives at the clearing angle δcl, with acceleration area Aacc
accumulated. At this instant, the excess of electrical power output decelerates the rotor
angle until it reaches a point where the previously stored kinetic energy is totally converted
into potential energy, i.e., when the deceleration area Adec is equal to area Aacc.
To simplify the assessment on transient stability, a 
classical model of the machines is used. The 
assumptions made are as follow [3]: 
(i) All mechanical power inputs are constant.  
(ii) Damping or asynchronous power is 
negligible.  
(iii) Voltage E behind the transient reactance 
X′d, i.e. generator bus voltage, is constant. 
(iv) Loads are represented as constant 
impedances.  
The equation of motion or the swing equation describing 
the SMIB system is as below [4]: 
ωδδ
ω
=−==
dt
d
PPP
dt
dH
ema ;
2
2
2
0
                (1) 
where Pm is the constant mechanical power input and  Pe 
is the generator’s electrical power output. 
2.1.1. EQUAL AREA CRITERION (EAC) 
The three conditions: pre-fault, during-fault and post-
fault conditions are illustrated in the power-angle plot as 
shown in Fig. 2. Fault occurrence on one of the 
transmission line reduces the electrical power output and 
accelerates the rotor angle. System kinetic energy 
v ntually builds up until it arrives at he clearing angle 
δcl, with acceleration area Aacc accumulated. At this 
instant, the excess of electrical power output decelerates 
the rotor angle until it reaches a point where the 
previou ly stored kinetic nerg  is totally o verted into 
potential energy, i.e. when the area Adec is equal to area 
Aacc.  
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Figure 2: Power – Angle Relationship 
2.1.2. DIRECT METHOD OF LYAPUNOV FUNCTION 
Lyapunov’s stability theorem [1, 4] states that:  
The equilibrium point of a dynamic system dx/dt=f(x) is 
stable if there exists a continuously differentiable 
positive definite function V(x) such that dV/dt≤0. If the 
total derivative is negative definite, dV/dt<0, then the 
equilibrium point is said to be asymptotically stable.  
 
Direct method of Lyapunov function only requires the 
knowledge at the instant when the last operation is 
carried out [7]. Any previous knowledge on the 
occurrences of the faults or switching operations is not 
of concern.  
Post-fault equation of a simple system is: 
δω sinmax__ postfaultmpostfaultem PPPPdt
d
M −=−=  (2) 
Integrating both sides give the system energy: 
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The critical energy Vcr is evaluated where δ=δUEP, ω=0 
as indicated in equation (4). 
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The stability of the system could be assured if δ  δUEP 
or the system’s total energy V is less than the critical 
energy Vcr for δSEP < δ < δUEP. If system exceeds the 
unstable equilibrium point δUEP, the system would 
continue to build-up the kinetic energy, which gives rise 
to the velocity. As a result, the rotor angle would 
accelerate and machine would lose synchronism [7].   
2.2. MULTIMACHINE SYSTEM 
Let us now extend the transient stability assessment to 
the multimachine system. A classical model of the 
machines is used in the system with Mi, Pmi, Ei assumed 
to be constant throughout the transient, and all loads are 
modelled as constant impedance. The conductances G’s 
and subsceptances B’s vary from pre-, during-, to post-
fault system configurations. The transient stability 
analysis reported in the next section neglects the 
conductances G’s assuming lossless transmissions lines 
in the system.  
The motion of the i-th machine of an n-machine system 
reduced to generator internal nodes is described by [2, 5, 
6]: 
niPP
dt
d
M
dt
d
eimi
i
ii
i ...,,2,1; =−==
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for j = 1, 2, …, n, j ≠ i 
δ0i, δ0j = initial operating rotor angle.     
2.2.1. TIME DOMAIN (TD) APPROACH 
By solving the non-linear swing equation (1), the 
transient stability of a power system could be 
determined. However, due to the non-linearity of the 
differential equations, the solving process is tedious and 
complicated. Thus, numerical integration methods have 
been applied to examine a system’s stability. Rotor angle 
plot is obtained to determine the transient stability.  
Numerical integration methods, such as Runge-Kutta 
methods, are used iteratively to approximate the solution 
of ordinary differential equations.  
2.2.2. EXTENDED EQUAL AREA CRITERION (EEAC) 
Extended equal-area criterion (EEAC) basically reduces 
the multimachine transient stability assessment to the 
equal-area criterion by decomposing-aggregating the 
multimachine system into a two-machine equivalent, and 
further into a single-machine infinite bus (SMIB) 
Figure 2.2: Power - angle relationship
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2.2.1.2 Direct Method of Lyapunov Function
Lyapunov’s stability theorem [1, 11] states that:
The equilibrium point of a dynamic system dxdt = f(x) is stable if there exists a continuously
differentiable positive definite function V (x) such that dVdt ≤ 0. If the total derivative is
negative definite, dVdt < 0, then the equilibrium point is said to be asymptotically stable.
Direct method of Lyapunov function only requires the knowledge at the instant when
the last operation is carried out [7]. Any previous knowledge on the occurrences of the
faults or switching operations is not of concern.
The function V (x, t) is known as a Lyapunov function with the characteristics as follows
[7]:
• The Lyapunov function V (x, t) is positive definite.
• It is a function of the time t and the n variables x1, x2, . . . , xn of the system which
is described by dxdt = f(x, t).
• The total derivative dVdt along the system trajectories is not positive.
Terms involving dx1dt ,
dx2
dt , . . . ,
dxn
dt are resulted when the total time derivative of the
Lyapunov function V (x, t) is taken. Thus, the differential equations describing the system,
dx
dt = f(x, t) is incorporated into the total derivative
dV
dt . For a non-positive
dV
dt , the stability
of the equilibrium is promised [7].
Post-fault equation of a simple system is:
M
dω
dt
= Pm − Pepostfault = Pm − Pmaxpostfault sin δ (2.2)
where, M = moment of inertia and Pmax = maximum power.
Integrating both sides give the system energy:
V =
1
2
Mω2 − Pm (δ − δSEP )− Pmaxpostfault (cos δ − cos δSEP ) (2.3)
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The critical energy Vcr is evaluated where δ = δUEP , ω=0 as indicated in equation (2.4).
Vcr = −Pm (δUEP − δSEP )− Pmaxpostfault (cos δUEP − cos δSEP ) (2.4)
where, subscripts SEP and UEP denote stable equilibrium point and unstable equilibrium
point respectively.
The stability of the system could be assured if δ ≤ δUEP or the system’s total energy
V is less than the critical energy Vcr for δSEP < δ < δUEP . If system exceeds the unstable
equilibrium point δUEP , the system would continue to build-up the kinetic energy, which
gives rise to the velocity. As a result, the rotor angle would accelerate and machine would
lose synchronism [7].
2.2.2 Multimachine System
This section elaborates on extending the transient stability assessment to the multima-
chine system. A classical model of the machines is used in the system with Mi, Pmi, Ei
assumed to be constant throughout the transient, and all loads are modelled as constant
impedance. The conductances and subsceptances vary from pre-, during-, to post-fault
system configurations. The transient stability analysis reported in the next section neglects
the conductances assuming lossless transmissions lines in the system.
The motion of the i-th machine of an n-machine system reduced to generator internal
nodes is described by [3, 5, 6]:
dδi
dt
= ωi; Mi
dωi
dt
= Pmi − Pei i = 1, 2, . . . , n (2.5)
where
Pei = E
2
iGii +
∑
EiEjYij cos(δi − δj − θij)
Pmi = E
2
iGii +
∑
EiEjYij cos(δ0i − δ0j − θij)
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for j = 1, 2, . . . , n, j 6= i, G = conductance, Y = admittance, δ0i, δ0j = initial operating
rotor angle and θ = argument of Y .
2.2.2.1 Time Domain Approach
By solving the non-linear swing equation (2.1), the transient stability of a power system
could be determined. However, due to the non-linearity of the differential equations, the
solution process is tedious and complicated. Thus, numerical integration methods have
been applied to examine stability of the system. Rotor angle plot is obtained to determine
the transient stability. Numerical integration methods, such as Runge-Kutta methods, are
used iteratively to approximate the solution of ordinary differential equations.
2.2.2.2 Extended Equal Area Criterion
EEAC reduces the multimachine transient stability assessment to the EAC by decomposing-
aggregating the multimachine system into a two-machine equivalent, and further into a
SMIB equivalent [3, 5, 6]. In this study, only a single critical machine, presumed to move
apart from the rest, is considered for simplicity.
The multimachine system is decomposed into a critical machine and (n-1) of the re-
maining machines. The expression of relative motion of the critical machine with respect
to the remaining machines in the system is developed in this section [3, 5].
The following denotations are made:
cr: “critical machine”
a: its equivalent, aggregated machine
A: the set of all remaining machines
The equivalent inertia coefficients:
Mcr = inertia coefficients of the critical machine
Ma =
∑
l∈A
Ml; Mtotal =
n∑
i=1
Mi; M =
MaMcr
Mtotal
(2.6)
20
Centre of angles (COA) concept is used to model the equivalent machines and their
motions [3]:
δcr = rotor angle of a critical machine
δa = M
−1
a
∑
l∈A
Mlδl (2.7)
The motions of the critical machine and the (n − 1) remaining machines are described
as [5]:
Mcr
d2δcr
dt2
= Pmcr − Pecr
Ml
d2δl
dt2
= Pml − Pelforl ∈ A (2.8)
The motion of the remaining system A is illustrated by the total sum of all the motion
of each remaining machines, which gives the following [5]:
Ma
d2δa
dt2
=
∑
(Pml − Pel)forl ∈ A (2.9)
For further simplification, rotor angle of the remaining machines δj are made equivalent
to δa for j ∈ A. Hence,
δcr − δl = δcr − δa; δj − δl = 0forl, j ∈ A (2.10)
The electrical powers contributed by each system are described as [5, 6]:
Pecr = E
2
crYcrcrcos(θcrcr) +
∑
j∈A,j 6=cr
EcrEjYcrjcos(θcr − θa − θcrj) (2.11)
Pel = E
2
l Yllcos(θll) + ElEcrYlcrcos(θa − θcr − θlcr) +
∑
j∈A,j 6=l
ElEjYljcos(θlj)(2.12)
To model equivalent SMIB system, the rotor angle is defined as δ = δcr − δa [5].
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The motion of the equivalent SMIB system is
M
d2δ
dt2
= Pm − Pe (2.13)
where
Pm = M
−1
total
(
MaPmcr −Mcr
∑
l∈A
Pml
)
;
Pe = M
−1
total
(
MaPecr −Mcr
∑
l∈A
Pel
)
Now, the equivalent SMIB equation of motion is modelled as follow [5]:
M
d2δ
dt2
= Pm − Pe = Pm − [Pc + Pmaxsin(δ − v)] (2.14)
where
Pe = Pc + Pmaxsin(δ − v) = M−1total
(
MaPecr −Mcr
∑
Pel
)
(2.15)
for l ∈ A
Pc = M
−1
total
MaE2crGcrcr −Mcr
∑
l∈A
E2l Gll +
∑
l,j∈A;j 6=l
ElEjGlj

Pmax = M
−1
total
[∑
l∈A
EcrElYcrl
√
M2cr +M
2
a + 2McrMacos(2θcrl)
]
v = tan−1
(
Mtotal
Ma −Mcr
tan(θcra)−
π
2
)
tan(θcra) =
∑
l∈ABcrl∑
l∈AGcrl
=
∑
l∈A Ycrlsin(θcrl)∑
l∈A Ycrlcos(θcrl)
The technique in identifying the critical machine for a given contingency involves the
following [12]:
• Listing a number of the candidate critical machines;
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• Considering candidate critical machines comprised of 1, 2, · · · machines and consec-
utively combining these candidate critical machines;
• Computing the corresponding candidate critical clearing times (CCT) consecutively:
the smallest value of the clearing time is the CCT and the machine with this CCT is
the critical machine.
The selection of critical machines may depend on the “initial acceleration criterion”;
this includes [12]:
• Categorising the machines with their initial accelerations in a decreasing sequence;
• Selecting those machines which have accelerations similar to that of the machine with
the highest initial acceleration.
2.2.2.3 Transient Energy Function
A direct method has been developed in the past few decades [8, 9] to analyse the transient
stability where the stability characteristics of system’s post disturbance equilibrium point
is examined [10]. Such method is named as ‘Transient Energy Function’ (TEF).
The Lyapunov or energy function V describing the total system transient energy for the
post disturbance system is as follow [8, 10]:
Vi = VKEi + VPEi (2.16)
=
n∑
i=1
1
2
Miω
2
i +
n∑
i=1
−Pi(θi − θSEPi)−
n−1∑
i=1
n∑
j=i+1
[Cij (cosθij − cosθSEPij) +
∫ θi−θj
θSEPi−θSEPj
Dijcosθijd (θi − θj)] (2.17)
where Pi = Pmi − E2iGii; Cij = EiEjBij ; Dij = EiEjGij ; B = susceptance, θij = θi − θj ;
θi = stable equilibrium point for generator i.
The first term is ‘Kinetic Energy (VKE)’; the remaining three terms are ‘Position En-
ergy’, ‘Magnetic Energy’ and ‘Dissipation Energy’ respectively. Dissipation energy is the
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energy dissipated in the network transfer conductances, which includes part of the load
impedances. The incorporation of the last three energies gives “Potential Energy (VPE)”
as in literature [8, 10].
The last term in energy equation, i.e., dissipation energy, can be calculated only if the
system trajectory is known [8]. In this chapter, dissipation energy is neglected assuming a
lossless transmission line.
The excess energy built-up when the system subjected to a disturbance is referred to
transient energy, and would need to be absorbed by the system and convert it into potential
energy totally for system’s synchronism to be retained.
In TEF, system stability is assured if the transient energy at the instant of fault clearing
is less than the critical energy, V (δcl, ωcl) < Vcr, i.e. the system has positive stability index;
otherwise it is unstable with negative stability index [8, 10]. Stability index is indicated as
Vindex = Vcr − Vcl, where Vcl is the clearing energy.
At the instant of fault clearing, θ = θcl, ω = ωcl; the transient energy with respect to
the pre-fault equilibrium point θSEP is [8]:
Vcl = VKEi + VPEi
=
n∑
i=1
1
2
Miω
2
cli −
n∑
i=1
Pi (θcli − θSEPi)−
n−1∑
i=1
n∑
j=i+1
[Cij (cosθclij − cosθSEPij)] (2.18)
For a given contingency, the critical transient energy is equivalent to the system potential
energy at the post-disturbance unstable equilibrium point (UEP), θUEP , calculated with
respect to the post-disturbance stable equilibrium point (SEP), θSEP [8]. Calculation of the
critical transient energy evaluates the ability of the system to convert the build-up energy
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at the instant of fault clearance.
Vcr = VKEi + VPEi
=
n∑
i=1
Pi (θUEPi − θSEPi)−
n−1∑
i=1
n∑
j=i+1
[Cij (cosθUEPij − cosθSEPij)] (2.19)
It is important to determine the UEP accurately for a direct method to be used effec-
tively [8]. There are three basic methods in determining the critical energy Vcr [10]: 1.
Lowest energy UEP method, 2. Potential Energy Boundary Surface (PEBS) method, and
3. Controlling UEP method.
The procedure for transient stability assessment using transient energy of the machines
is as follow [8, 9]:
1. Determine the post-disturbance network’s SEP and its bus admittance.
2. Determine the system controlling UEP for a given disturbance and compute the critical
energy Vcr using the UEP determined.
3. The operating conditions at each clearing time tcl, i.e., θcl, ωcl are computed to de-
termine the transient energy Vcl at clearing.
4. Transient stability is assured if clearing energy Vcl ≤ critical energy Vcr; else it is
unstable.
5. Critical clearing time tcr could be determined when Vcl is equal to Vcr.
Complex modes of instability are always encountered in power system, which makes the
identification of the UEP more difficult. To confirm with the correct determination of the
UEP, swing curves are obtained for cases where tcl slightly lower and slightly higher than
the critical clearing time. The machine’s UEP, where θUEPi >
π
2 indicates that the machine
tends to swing away, and separate from the remaining system for a given disturbance [8].
Recent research reflects that part of the transient energy does not contribute to the
system separation, and thus, correction should be made [8]. In this chapter, system’s
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post-disturbance SEPs are assumed to be equal to the pre-disturbances SEP. In practice,
post-disturbance SEP is different from the initial operating condition depending on the
post-fault network configurations. On the other hand, both clearing energy and critical
energy are not calculated with respect to the same references, i.e., they are computed with
respect to pre-disturbance SEP and post-disturbance SEP respectively. Thus, a correction
term Vcorrection = V |
θSEPpostfault
θSEPprefault
must be introduced such that both system clearing and
critical energies are calculated with respect to the same reference [8]. The correction energy
is the energy calculated at θSEPpostfault with respect to θSEPprefault .
2.3 Simulations and Results
Simulations have been conducted on both, SMIB and multimachine system. In this chapter,
the IEEE 14 bus system shown in Fig. 2.6 is used as the multimachine system. TD approach,
EAC and direct method of Lyapunov function have been applied on SMIB system whilst
TD approach, EEAC and TEF have been applied on IEEE 14 bus system for transient
stability assessment. A three-phase fault occurs on one of the double circuit lines in SMIB
system and at bus 2 for multimachine system with line 2 - 4 cleared.
2.3.1 Single Machine Infinite Bus System
A SMIB system shown in Fig. 2.1 is used to conduct transient stability analysis when one
of the double circuit lines is tripped. System parameters used for the analysis are shown in
Table 2.1.
Table 2.1: System Parameters for SMIB
H Pm E V∞ Xt X
′
d Xline
0.1 1.2 1.5 1.0 0.2 0.3 0.3
2.3.1.1 Time Domain Approach
Single machine swing curve is plotted at clearing times of 0.04 sec and 0.05 sec as shown
in Fig. 2.3(a) and (b). Fig. 2.3(a) shows a stable case where the rotor angle oscillates
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with damping, and would eventually subside and reach steady-state towards the end of the
transient. The system is critically stable with fault cleared at 0.04 sec, corresponding to
a critical clearing angle δcl of 82.95 degrees. When the fault is cleared at 0.05 sec, system
instability resulted as indicated in Fig. 2.3(b).
At the instant of fault clearing, θ = θclearing, ω = ωclearing; 
the transient energy with respect to the pre-fault 
equilibrium point θSEP is [9]: 
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For a given contingency, the critical transient energy is 
equivalent to the system potential energy at the post-
disturbance UEP, θUEP, calculated with respect to the 
post-disturbance SEP, θSEP [9]. Calculation of the critical 
transient energy evaluates the ability of the system to 
convert the build-up energy at the instant of fault 
clearance. 
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It is important to determine the unstable equilibrium 
point accurately for a direct method to be used 
effectively [9]. There are three basic methods in 
determining the critical energy Vcr [11]: 1. Lowest 
energy UEP method, 2. Potential Energy Boundary 
Surface (PEBS) method, and 3. Controlling UEP 
method.   
The procedure for transient stability assessment using 
transient energy of the machines is as follow [9, 10]: 
1. Determine the post-disturbance network’s SEP 
and its bus admittance. 
2. Determine the system controlling UEP for a 
given disturbance and compute the critical 
energy Vcr using the UEP determined. 
3. The operating conditions at each clearing time 
tcl, i.e. δcl, ωcl are computed to determine the 
transient energy Vcl at clearing. 
4. Transient stability is assured if clearing energy 
Vcl ≤ critical energy Vcr; else it is unstable. 
5. Critical clearing time tcr could be determined 
when Vcl is equal to Vcr. 
 
Complex modes of instability are always encountered in 
power system, which makes the identification of the 
UEP more difficult. To confirm with the correct 
determination of the UEP, swing curves are obtained for 
cases where tcl slightly lower and slightly higher than the 
critical clearing time. The machine’s unstable 
equilibrium point, where θUEPi > π/2 indicates that the 
machine tends to swing away, and separate from the 
remaining system for a given disturbance [9]. 
Recent research reflects that part of the transient energy 
does not contribute to the system separation, and thus, 
correction should be made [9]. In this paper, system’s 
post-disturbance stable equilibrium points are assumed 
to be equal to the pre-disturbances SEP. In practice, 
post-disturbance SEP is different from the initial 
operating condition depending on the post-fault network 
configurations. On the other hand, both clearing energy 
and critical energy are not calculated with respect to the 
same references, i.e. they are computed with respect to 
pre-disturbance SEP and post-disturbance SEP 
respectively. Thus, a correction term 
postfaultSEP
prefaultSEP
VVcorrection
_
_
|
θ
θ= must be introduced such that 
both system clearing and critical energies are calculated 
with respect to the same reference [9]. The correction 
energy is the energy calculated at θSEP_postfault with 
respect to θSEP_prefault.  
3. SIMULATIONS AND RESULTS 
Simulations have been conducted on both, single 
machine infinite bus system and multimachine system. 
In this paper, the IEEE 14 bus system shown in Fig. 6 is 
used as the multimachine system. TD approach, EAC 
and direct method of Lyapunov function have been 
applied on SMIB system whilst TD approach, EEAC and 
TEF have been applied on IEEE 14 bus system for 
transient stability assessment. A three-phase fault occurs 
on one of the double lines in SMIB system and at bus 2 
for multimachine system with line 2-4 cleared.  
3.1. SINGLE MACHINE INFINITE BUS SYSTEM  
A single machine infinite bus (SMIB) system shown in 
Fig. 1 is used to conduct transient stability analysis when 
one of the double lines is tripped. System parameters 
used for the analysis are shown in Table 1. 
Table 1: System parameters for SMIB 
H Pm E V∞ Xt X′d Xline 
0.1 1.2 1.5 1.0 0.2 0.3 0.3 
3.1.1. TIME DOMAIN (TD) APPROACH 
Single machine swing curve is plotted at clearing times 
of 0.04sec and 0.05sec as shown in Fig. 3 (a) and (b). 
Fig. 3(a) shows a stable case where the rotor angle 
oscillates with damping, and would eventually subside 
and reach steady-state towards the end of the transient. 
T e system is critically stabl  with f ult clear d at 
0.04sec, corresponding to a critical clearing angl  δcr of 
82.95 degrees. When the fault is cleared at .05sec, 
system instability resulted as indicated in Fig. 3(b).  
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Figure 3: Timponse of rotor angle with fault 
cleared at (a) 0.04sec (b) 0.05sec 
3.1.2. EQUAL AREA CRITERION 
Transient stability analysis is investigated with one of 
the double lines in the SMIB system tripped. Fig. 4 
shows the equal area criterion plot for the SMIB system 
with pre-fault, during-fault and post-fault curves plotted. 
SMIB remains critically stable with the clearing angle δcr 
of 82.9535 degrees as shown in Fig. 4.  
Figure 2.3: Time response of rotor angle with fault cleared at (a) 0.04 sec (b) 0.05 sec
2.3.1.2 Equal Area Criterion
Transient stability analysis is investigated with one of the double lines in the SMIB system
tripped. Fig. 2.4 shows the EAC plot for the SMIB system with pre-fault, during-fault
and post-fault curves plotted. SMIB remains critically stable with the clearing angle δcl of
82.9535 degrees as shown in Fig. 2.4.
2.3.1.3 Dir ct Method of Lyapunov Function
Fig. 2.5 shows the phase trajectories in ω - δ plot under post-fault condition. Each point
on the phase trajectories plotted described a particular state of phase of the system. Crit-
ical energy Vcr for the system investigated is 0.7783, which is shown to be the maximum
trajectory, or separatrix in Fig. 2.5.
Stability could be assured if the transient energy at clearing conditions δcl and ωcl
remains in the separatrix or alternatively, V (δcl, ωcl) < Vcr; otherwise it is unstable. The
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Figure 4: Equal Area Criterion (EAC) Plot 
 
3.1.3. DIRECT METHOD OF LYAPUNOV FUNCTION 
Fig. 5 shows the phase trajectories in ω-δ plot under 
post-fault condition. Each point on the phase trajectories 
plotted described a particular state of phase of the 
system. Critical energy Vcr for the system investigated is 
0.7783, which is shown to be the maximum trajectory, or 
separatrix in Fig. 5.  
Stability could be assured if the transient energy at 
clearing conditions δcl and ωcl remains in the separatrix 
or alternatively, V(δcl, ωcl) < Vcr; otherwise it is unstable. 
The phase trajectory plotted is deformed from the ellipse 
due to the non-linearity of the system’s motion [7]. 
 
Figure 5: Constant V Contour of SMIB System 
3.2. MULTIMACHINE SYSTEM 
 
Figure 6: The IEEE 14 Bus System 
In this paper, the IEEE 14 Bus System shown in Fig. 6 is 
used to conduct case studies. TD approach, EEAC and 
TEF have been applied on IEEE 14-bus system for 
transient stability assessment (TSA). A three-phase fault 
is assumed to occur at bus 2 and line 2-4 would be 
cleared. 
3.3. TIME DOMAIN (TD) APPROACH 
Different values of clearing time, tcl have been applied to 
examine the swing curves of the machines. When the 
fault is cleared at 0.052sec, all machines are swinging 
together as shown in Fig. 7(b) and hence, stability 
retained. Fig. 7(a) indicates that all phase angle 
differences return after maximum swings.  
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Figure 7: Fault cleared at t = 0.052 sec (a) Phase 
angle difference (b) phase angle of each machine  
Simulations show that the system remains critically 
stable when the fault is cleared at 0.0903sec. The system 
becomes unstable when the fault is cleared at 0.0905sec 
as shown in Fig. 8. One of the machines moves apart 
from the remaining system as shown in Fig. 8(b). Fig. 
8(a) shows the phase angle differences of all machines 
with respect to machine 1, which do not return after the 
maximum swings. 
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Figure 8: Fault cleared at t = 0.0905 sec (a) Phase 
angle difference (b) phase angle of each machine  
3.4. EXTENDED EQUAL AREA CRITERION (EEAC) 
Generator 1 is presumed to be the critical machine to 
simplify the evaluation of transient stability assessment 
using EEAC approach. Fig. 9 indicates the power angle 
relationship of multimachine system when subjected to 
the three-phase fault.  
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Figure 2.4: Equal Area Criterion (EAC) plot
phase trajectory plotted is deformed from the ellipse due to the non-linearity of the system’s
motion [7].
2.3.2 Multimachine System
In this chapter, the IEEE 14 bus system shown in Fig. 2.6 is used to conduct case studies.
The IEEE 14 bus system represents a simple approximation of the American Electric Power
System [13]. It consists of 5 synchronous machines, where 3 of them are synchronous
compensators for reactive power support, 14 buses and 11 loads. The complete data for
this system can be foun in [14]. TD approach, EEAC and TEF have been applied on IEEE
14-bus system for transient stability assessment (TSA). A three-phase fault is assumed to
occur at bus 2 and line 2 - 4 would be cleared.
2.3.2.1 Time Domain Approach
Different values of clearing time, tcl have been applied to examine the swing curves of the
machines. Fig. 2.7 shows the rotor angle of all machines when fault is cleared at 0.052 sec.
Fig. 2.7(a) indicates all phase angle differences whereas Fig. 2.7(b) shows that all machines
are swinging together.
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3.3. TIME DOMAIN (TD) APPROACH 
Different values of clearing time, tcl have been applied to 
examine the swing curves of the machines. When the 
fault is cleared at 0.052sec, all machines are swinging 
together as shown in Fig. 7(b) and hence, stability 
retained. Fig. 7(a) indicates that all phase angle 
differences return after maximum swings.  
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Simulations show that the system remains critically 
stable when the fault is cleared at 0.0903sec. The system 
becomes unstable when the fault is cleared at 0.0905sec 
as shown in Fig. 8. One of the machines moves apart 
from the remaining system as shown in Fig. 8(b). Fig. 
8(a) shows the phase angle differences of all machines 
with respect to machine 1, which do not return after the 
maximum swings. 
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3.4. EXTENDED EQUAL AREA CRITERION (EEAC) 
Generator 1 is presumed to be the critical machine to 
simplify the evaluation of transient stability assessment 
using EEAC approach. Fig. 9 indicates the power angle 
relationship of multimachine system when subjected to 
the three-phase fault.  
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Figure 9: Power – Angle Relationship of 
Multimachine System 
Figure 2.5: Constant V contour of the SMIB system
Simulations show that the system remains critically stable when the fault is cleared at
0.0903 sec. The system becomes unstable when the fault is cleared at 0.0905 sec as shown
in Fig. 2.8. One of the machines moves apart from the remaining system as shown in
Fig. 2.8(b). Fig. 2.8(a) shows the phase angle differences of all machines with respect to
machine 1, which do not return after the maximum swings.
2.3.2.2 Extended Equal Area Criterion
Generator 1 is presumed to be the critical machine to simplify the evaluation of transient
stability assessment using EEAC approach. Fig. 2.9 indicates the power angle relationship
of multimachine system when subjected to the three-phase fault.
It is highly unlikely for a swing bus to lose synchronism in reality, as it has the largest
capacity. Any variations occur would not affect its voltage or frequency.
Figs. 2.10 and 2.11 show the power-angle relationship when generator 2 is presumed
to be the critical machine that would move apart from the remaining system. The former
with line 2 - 4 cleared whilst the latter with line 2 - 3 cleared.
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Simulations show that the system remains critically 
stable when the fault is cleared at 0.0903sec. The system 
becomes unstable when the fault is cleared at 0.0905sec 
as shown in Fig. 8. One of the machines moves apart 
from the remaining system as shown in Fig. 8(b). Fig. 
8(a) shows the phase angle differences of all machines 
with respect to machine 1, which do not return after the 
maximum swings. 
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3.4. EXTENDED EQUAL AREA CRITERION (EEAC) 
Generator 1 is presumed to be the critical machine to 
simplify the evaluation of transient stability assessment 
using EEAC approach. Fig. 9 indicates the power angle 
relationship of multimachine system when subjected to 
the three-phase fault.  
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Figure 2.6: The I EE 14 bus system [14]
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Simulations show that the system remains critically 
stable when the fault is cleared at 0.0903sec. The system 
becomes unstable when the fault is cleared at 0.0905sec 
as shown in Fig. 8. One of the machines moves apart 
from the remaining system as shown in Fig. 8(b). Fig. 
8(a) shows the phase angle differences of all machines 
with respect to machine 1, which do not return after the 
maximum swings. 
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3.4. EXTENDED EQUAL AREA CRITERION (EEAC) 
Generator 1 is presumed to be the critical machine to 
simplify the evaluation of transient stability assessment 
using EEAC approach. Fig. 9 indicates the power angle 
relationship of multimachine system when subjected to 
the three-phase fault.  
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Figure 2.7: Fault cleared at t = 0.052 sec (a) Phase angle difference (b) Phase angle of each
machine
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Simulations show that the system remains critically 
stable when the fault is cleared at 0.0903sec. The system 
becomes unstable when the fault is cleared at 0.0905sec 
as shown in ig. 8. One of the machin s moves apart 
from the remaining system as shown in Fig. 8(b). Fig. 
8(a) shows the phase angle differences of all machines 
with respect to machine 1, which do not return after the 
maximum swings. 
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3.4. EXTENDED EQUAL AREA CRITERION (EEAC) 
Generator 1 is presumed to be the critical machine to 
simplify the evaluation of transient stability assessment 
using EEAC approach. Fig. 9 indicates the power angle 
relationship of multimachine system when subjected to 
the three-phase fault.  
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Figure 2.8: Fault cleared at t = 0.0905 sec (a) Phase angle difference (b) Phase angle of
each machine
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In this paper, the IEEE 14 Bus System shown in Fig. 6 is 
used to conduct case studies. TD approach, EEAC and 
TEF have been applied on IEEE 14-bus system for 
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is assumed to occur at bus 2 and line 2-4 would be 
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3.3. TIME DOMAIN (TD) APPROACH 
Different values of clearing time, tcl have been applied to 
examine the swing curves of the machines. When the 
fault is cleared at 0.052sec, all machines are swinging 
together as shown in Fig. 7(b) and hence, stability 
retained. Fig. 7(a) indicates that all phase angle 
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Simulations show that the system remains critically 
stable when the fault is cleared at 0.0903sec. The system 
becomes unstable when the fault is cleared at 0.0905sec 
as shown in Fig. 8. One of the machines moves apart 
from the remaining system as shown in Fig. 8(b). Fig. 
8(a) shows the phase angle differences of all machines 
with respect to machine 1, which do not return after the 
maximum swings. 
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3.4. EXTENDED EQUAL AREA CRITERION (EEAC) 
Generator 1 is presumed to be the critical machine to 
simplify the evaluation of transient stability assessment 
using EEAC approach. Fig. 9 indicates the power angle 
relationship of multimachine system when subjected to 
the three-hase fault.  
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Figure 9: Power – Angle Relationship of 
Multimachine System 
Figure 2.9: Power - angle relationship of multimachine system
It is highly unlikely for a swing bus to lose synchronism 
in reality, as it has the largest capacity. Any variations 
occur would not affect its voltage or frequency.  
Fig. 10 and 11 shows the power-angle relationship when 
generator 2 is presumed to be the critical machine that 
would move apart from the remaining system. The 
former with line 2-4 cleared whilst the latter with line 2-
3 cleared.  
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Figure 10: Clearance of line 2-4 
0 20 40 60 80 100 120 140 160 180
-1
0
1
2
3
4
Rotor Angle, δ (degree)
P
ow
er
 (p
.u
.)
Power - Angle Relationship
P
m δcritical = 156.4575
P
eduring-fault
P
epost-fault
P
epre-fault
 
Figure 11: Clearance of line 2-3 
Pm is found to be negative in Fig. 10 and 11 because the 
total input power of the remaining system is much 
greater than the critical machine’s input power as in 
equation (13).  Fig. 11 indicates a more severe situation 
as it involves a smaller critical clearing angle. Thus, fault 
would need to be cleared quicker for the latter case to 
remain in stability.  
3.5. TRANSIENT ENERGY FUNCTION (TEF) 
At the instant of fault clearing, system kinetic energy 
started decreasing while potential energy started growing 
up. This indicates that the conversion of system kinetic 
energy into potential energy is taking place. The 
successful conversion of accumulated kinetic energy 
resulted from a particular disturbance into potential 
energy would result in a constant system energy towards 
the end of the transient.  
4. CONCLUSIONS 
This paper has presented a comparative study of the 
different techniques in assessing transient stability. Here, 
we discuss the transient stability of a small power system 
subjected to large disturbances via application of time 
domain (TD) approach, extended equal area criterion 
(EEAC) and direct method of Lyapunov function. These 
three methods are used to determine transient stability of 
a system. Studies have been carried out on the IEEE 14 
Bus System and simulation results demonstrate that the 
transient stability assessment can be conducted on a 
small power system effectively. In using TD approach, 
several simulations are required to determine the critical 
clearing time. EEAC can determine critical clearing 
angle through a single simulation for any nature of fault, 
and hence, the system’s critical clearing time could be 
calculated. Direct method of Lyapunov function requires 
only the knowledge at the last instant of fault clearing to 
determine transient stability. This method is 
straightforward but computational requirements to 
determine the unstable equilibrium point are significant.  
5. ACKNOWLEDGEMENTS 
This research has been supported by funds from the 
Australian Research Council under ARC Discovery 
Grant K0014733, “Australian Research Council – 
Optimising Control of Hydroelectric Turbines Subject to 
Basslink Instability”.  
REFERENCES 
[1] P. Kundur, Power System Stability and Control, 
McGraw-Hill, Inc., 1994. 
[2] M. Pavella and P.G. Murthy, Transient Stability of 
Power Systems: Theory and Practice, New York: 
John Wiley & Sons, Inc., 1994. 
[3] P. M. Anderson, A. A. Fouad, Power System Control 
And Stability, John Wiley & Sons, Inc., 2003. 
[4] M. A. Pai, Power System Stability: Analysis by the 
Direct Method of Lyapunov, North-Holland Systems 
and Control Series, Vol. 3, North-Holland Publishing 
Company, 1981. 
[5] Y. Xue, Th. Van Cutsem, M. Ribbens-Pavella, "A 
Simple Direct Method For Fast Transient Stability 
Assessment of Large Power Systems," IEEE Trans. 
on Power Systems, Vol. 3, No. 2, pp. 400-412, May 
1988. 
[6] Y. Xue, Th. Van Cutsem, M. Ribbens-Pavella, 
"Extended Equal Area Criterion Justifications, 
Generalizations, Applications," IEEE Transactions 
on Power Systems, Vol. 4, No. 1, pp. 44-52, February 
1989. 
[7] G. E. Gless, “Direct Method of Liapunov Applied to 
Transient Power System Stability,” IEEE 
Transactions on Power Apparatus and Systems, Vol. 
PAS-85, No. 2, pp. 159-168, February 1966. 
[8] Ahmed H. El-Abiad, K. Nagappan, "Transient 
Stability Regions of Multimachine Power Systems," 
IEEE Transactions on Power Apparatus and 
Systems, Vol. PAS-85, No. 2, pp. 169-179, February 
1966. 
[9] A. A. Fouad, S. E. Stanton, “Transient Stability of a 
Multimachine Power System. Part I: Investigation of 
System Trajectories; and Part II: Critical Transient 
Energy,” IEEE Transactions on Power Apparatus 
and Systems, Vol. PAS-100, No. 7, pp. 3408-3424, 
July 1981. 
[10] Anthony N. Michel, A. A. Fouad, Vijay Vittal, 
“Power System Transient Stability Using Individual 
Machine Energy Functions,” IEEE Transactions on 
Circuits And Systems, Vol. CAS-30, No. 5, pp. 266-
276, May 1983. 
[11] M.K. Khedkar, G.M. Dhole, V.G. Neve, "Transient 
Stability Analysis by Transient Energy Function 
Method: Closest and Controlling Unstable 
Equilibrium Point Approach," IE(I) Journal - EL, 
Vol 85, pp. 83-88, September 2004. 
Figure 2.10: Clearance of line 2 - 4
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It is highly unlikely for a swing bus to lose synchronism 
in reality, as it has the largest capacity. Any variations 
occur would not affect its voltage or frequency.  
Fig. 10 and 11 shows the power-angle relationship when 
generator 2 is presumed to be the critical machine that 
would move apart from the remaining system. The 
former with line 2-4 cleared whilst the latter with line 2-
3 cleared.  
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Figure 10: Clearance of line 2-4 
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Figure 11: Clearance of line 2-3 
Pm is found to be negative in Fig. 10 and 11 because the 
total input power of the remaining system is much 
greater than the critical machine’s input power as in 
equation (13).  Fig. 11 indicates a more severe situation 
as it involves a smaller critical clearing angle. Thus, fault 
would need to be cleared quicker for the latter case to 
remain in stability.  
3.5. TRANSIENT ENERGY FUNCTION (TEF) 
At the instant of fault clearing, system kinetic energy 
started decreasing while potential energy started growing 
up. This indicates that the conversion of system kinetic 
energy into potential energy is taking place. The 
successful conversion of accumulated kinetic energy 
resulted from a particular disturbance into potential 
energy would result in a constant system energy towards 
the end of the transient.  
4. CONCLUSIONS 
This paper has presented a comparative study of the 
different techniques in assessing transient stability. Here, 
we discuss the transient stability of a small power system 
subjected to large disturbances via application of time 
domain (TD) approach, extended equal area criterion 
(EEAC) and direct method of Lyapunov function. These 
three methods are used to determine transient stability of 
a system. Studies have been carried out on the IEEE 14 
Bus System and simulation results demonstrate that the 
transient stability assessment can be conducted on a 
small power system effectively. In using TD approach, 
several simulations are required to determine the critical 
clearing time. EEAC can determine critical clearing 
angle through a single simulation for any nature of fault, 
and hence, the system’s critical clearing time could be 
calculated. Direct method of Lyapunov function requires 
only the knowledge at the last instant of fault clearing to 
determine transient stability. This method is 
straightforward but computational requirements to 
determine the unstable equilibrium point are significant.  
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Figure 2.11: Clearance of line 2 - 3
Pm is fo nd to be negative in Figs. 2.10 and 2.11 because the total input power of t e
remaining system is much greater than the critical machine’s input power as in (2.13). Fig.
2.11 indicates a more severe situation as it involves a smaller critical clearing angle. Thus,
fault would need to be cleared quicker for the latter case to remain in stability.
2.3.2.3 Transient Energy Function
At the instant of fault clearing, system kinetic energy started decreasing while potential
energy started growing up. This indicates that the conversion of system kinetic energy into
potential energy is taking place. The successful conversion of accumulated kinetic energy
resulted from a particular disturbance into potential energy would result in a constant
system energy towards the end of the transient.
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2.4 Summary
This chapter has presented a comparative study of the different techniques in assessing
transient stability. Here, the transient stability of a small power system subjected to large
disturbances has been examined via application of TD approach, EEAC and direct method
of Lyapunov function. These three methods are used to determine transient stability of a
system. Studies have been carried out on the SMIB system and the IEEE 14 bus system
and simulation results demonstrate that the transient stability assessment can be conducted
on a small power system effectively. In using TD approach, several simulations are required
to determine the critical clearing time. EEAC can determine critical clearing angle through
a single simulation for any nature of fault, and hence, system’s critical clearing time could
be calculated. Direct method of Lyapunov function requires only the knowledge at the last
instant of fault clearing to determine transient stability. This method is straightforward
but computational requirements to determine the UEP are significant.
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Chapter 3
Evaluation of Small Signal
Stability of a Power System
Abstract
In reality, a power system is never in steady-state, as there are persistent fluctuations in
load levels with associated adjustments in generation. The growing complexity of power
systems as well as the system exposition to various contingencies have exacerbated the
system’s steady-state condition. Small disturbances that are always present in the power
system networks include small variations in loads and generation and switching operation
of power system equipment. It is important to maintain the load-generation balance such
that the system frequency remains nominal. Multiple severe contingencies with complex
interaction would cause system instabilities, and thus deteriorate the system condition.
This chapter explores transient stability of a power system subjected to small disturbances
using TD analysis, Eigenvalues analysis, participation factors analysis and transient security
assessment using transient security index. Simulations have been conducted on IEEE 14-bus
system and the results presented.
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3.1 Introduction
Linear analysis techniques have been widely applied in studying the dynamic performance
of power systems since early 1970s [1]. A disturbance is considered to be small if the
equations that describe the resulting response of the system may be linearised for the
purpose of analysis [2, 3, 4]. Instability may result from either (i) a lack of synchronizing
torque, causing a steady increase in generator rotor angle, or (ii) a lack of sufficient damping
torque, resulting in rotor oscillations of growing amplitude [2].
In reality, small disturbances always occur in a power system, such as small variations in
loads and generation [2]. Some other forms of small disturbances could be transformer tap
changing, switching operation of power system equipment, such as condenser and capacitor.
The ability of the system to operate satisfactorily under small disturbance conditions ensures
successful delivery of the maximum power to the system.
A system is said to be steady-state stable if, when subjected to small disturbances, it
reaches a steady-state operating point which is identical, or close to the pre-disturbance
condition [3, 4, 5]. The system parameters would not change significantly [3].
In this chapter, transient stability of a power system subjected to small disturbances has
been examined using Power System Analysis Toolbox (PSAT). PSAT is a Matlab toolbox
for static and dynamic analysis and control of electric power system [6, 7].
The main purpose of this chapter is to investigate the transient stability and responses of
a power system responding to small disturbances. The chapter is structured as follows. Sec-
tion 3.2 evaluates the linear analysis applied to a dynamic system. Section 3.3 describes the
models used for the excitation system and turbine-governor (TG) control. This is followed
by Section 3.4 which evaluates the transient stability assessments and their mathematical
description on a multimachine system. The algorithm for transient stability determination
is illustrated in Section 3.5. Section 3.6 shows the IEEE 14 bus system used for tran-
sient stability assessments, and presents the simulation results when small disturbances are
applied. The chapter is concluded in Section 3.7.
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3.2 Linear Analysis
In general, the behaviour of a power system is described by a set of first order non-linear
differential-algebraic equations, DAEs, as follow [2], [3], [7] - [12]:
ẋ = f (x, y)
0 = g (x, y) (3.1)
where x is the vector of n state variables comprised of the dynamic states of generators,
excitation system, TG controller and others; y is the vector of algebraic variables; f is
a vector of n first order non-linear ordinary differential equations and g is a vector of m
non-linear algebraic equations.
Linearisation of the DAE set in (3.1) at an equilibrium point (x0, y0) gives the system
Jacobian and state matrix [9] as shown in (3.2). The system’s response to small variations
in the input or state variables could then be investigated at the equilibrium point [2, 10].
∆ẋ
0
 =
fx fy
gx gy

∆x
∆y
 = [J]
∆x
∆y
 (3.2)
where J is the system Jacobian matrix, comprised of the submatrices of fx =
∂f
∂x ; fy =
∂f
∂y ;
gx =
∂g
∂x ; gy =
∂g
∂y .
Assuming gy is non-singular, system A matrix, Asys, can be readily obtained with the
stator algebraic variables y been eliminated [7, 8, 11, 12]. The matrix Asys, which is a
reduced Jacobian matrix, can be derived from the load flow solution.
Asys = fx − fyg−1y gx (3.3)
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3.3 Machine Models
Figs. 3.1 and 3.2 show block diagrams of the IEEE-Type 1 excitation system and TG Type
II controller, respectively. The machine, exciter and TG models have been adopted from
[6].
First block of the exciter model KA1+sTA in Fig. 3.1 is the system amplifier model. Second
block 1KE+sTE is the exciter block. The derivative feedback block
sKF
1+sTF
is the compensation
block; it is included to minimise the phase shift introduced by the time delays over a selected
frequency range [2]. The output voltage Efd of a dc exciter is related to the field of the
synchronous machine directly. Magnetic saturation of the exciter is represented by the
non-linear function SE . A commonly applied expression for saturation, i.e. an exponential
function [2]:
VX = EfdSE (Efd) = AEXe
BEXEX (3.4)
where, SE (Efd) is the saturation function, EX is the exciter output voltage, AEX and BEX
are derived from exciter data.
The parameters T1 and T2 used for TG in Fig. 3.2 represent the time constant for
transient gain and governor respectively [6]. Here, R is the speed droop.
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Figure 1: IEEE-Type 1 Exciter Model [3, 10] 
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Figure 3.1: IEEE-Type 1 exciter model [6, 8]
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Figure 2: Turbine – Governor Type II [10] 
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Figure 3.2: Turbine-governor Type II [6]
3.4 Transient Stability Assessments and Mathematical Description
The following subsections discuss the evaluation of the transient stability in multimachine
system when subjected to small disturbances. Methods used to determine the transient
stability are time domain analysis, Eigenvalues analysis and participation factors analysis.
Eigen-properties such as damping ratio and oscillation frequency associated with system
modes are studied as well. Transient security assessment is examined to determine the
security status and the stability limit of the power system using a transient security index.
3.4.1 Time Domain Analysis
In this chapter, time domain is used to verify the results obtained from the frequency
domain analysis. The system stability is assured if the oscillations are damped and reach
steady-state towards the end of the transient. If the oscillations continue to grow, or are
sustained indefinitely, the system is unstable [3].
3.4.2 Eigenvalues Analysis
The values of s which satisfy the characteristic equation of matrix Asys, given in (3.5), are
the eigenvalues of the system:
det (sI −Asys) = 0 (3.5)
Analysis of the eigen-properties in matrix Asys provides important details on the system
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stability characteristics [2].
A pair of eigenvalues is expressed as s = σ±jω. Both oscillation frequency and damping
ratio could be determined as f = ω2π and ζ =
σ√
σ2+ω2
respectively [2]. In general, the system
is stable if all the system eigenvalues lie onto left-half plane, i.e. < (si) < 0 for all i.
Interarea mode and local plant mode oscillations can be determined from the oscillation
frequencies ranged between 0.1 Hz and 2.0 Hz [2]. Oscillation frequencies range from 0.1 Hz
to 0.7 Hz are categorised as interarea mode of oscillation, whilst oscillation frequencies range
from 0.7 Hz to 2.0 Hz are considered as local plant mode of oscillation [2, 13]. Interarea
mode oscillation could be further categorised into low-frequency interarea mode and high-
frequency interarea mode with oscillation frequencies of 0.1 Hz - 0.3 Hz and 0.3 Hz - 0.7
Hz, respectively [2].
The n-column vector φi is called the right eigenvector of A associated with the eigenvalue
si if for any eigenvalue si, it satisfies the following equation [2]:
Aφi = siφi i = 1, 2, · · · , n (3.6)
where, the eigenvector φi has the following form
φi = [φ1i φ2 · · · φni]T
Likewise, the n-row vector ψi is called the left eigenvector of A associated with the
eigenvalue si if it satisfies the following equation [2]:
ψiA = siψi i = 1, 2, · · · , n (3.7)
The left and right eigenvectors corresponding to different eigenvalues are orthogonal,
i.e. ψjφi = 0 if si is different to sj . ψiφi = Zi for the eigenvectors corresponding to the
same eigenvalue, where Zi is a non-zero constant. These eigenvectors are generally been
normalised such that ψiφi = 1 as these vectors are established to within a scalar multiplier
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only [2].
Differentiating (3.6), which describes the eigenvalues and eigenvectors, with respect to
akj yields the following:
∂A
∂akj
φi +A
∂φi
∂akj
=
∂si
∂akj
φi + si
∂φi
∂akj
(3.8)
Premultiplying (3.8) by ψi, this equation simplifies to the following with ψiφi = 1 and
ψi(A− siI) = 0:
∂A
∂akj
=
∂si
∂akj
(3.9)
All components of ∂A∂akj are zero, excluding the component in the kth row and jth
coloumn which is equal to 1. Thus,
∂si
∂akj
= ψikφji (3.10)
Equation (3.10) has defined the sensitivity of the eigenvalue si to the element akj of the
state matrix A, which is equivalent to the product of the left eigenvector component ψik
and the right eigenvector component φji [2].
3.4.3 Participation Factors Analysis
Participation matrix, which combines both left and right eigenvectors, is non-dimensional
scalar that measures the association between the state variables and the modes of a linear
system [2, 11, 12] and can be expressed as:
P =
[
p1 p2 · · · pn
]
(3.11)
with pi = [p1i p2i · · · pni]T = [φ1iψi1 φ2iψi2 · · · φniψin]T where φki = kth entry of the right
eigenvector φi; ψik = k
th entry of the left eigenvector ψi.
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φki measures the activity of the k
th state variable in the ith mode whilst ψik weighs the
contribution of this activity to the mode [2, 11]. The product pki, i.e. φkiψik, evaluates
the net participation. The sensitivity of eigenvalue si to the diagonal component akk of
the state matrix A as seen in (3.10) is equivalent to the participation factor pki, which are
usually suggestions of the relative participations of the particular states in the corresponding
modes [2]. Participation factors analysis can be used to determine the optimum sites for a
power system stabiliser (PSS) [11]. Stabiliser coordination is applied to ensure that specified
damping criteria for the rotor modes are achieved [1].
3.4.4 System Security Assessment
Transient security assessment determines the security status of a system at a particular
operating condition using transient security index. The damping ratio of the critical mode
in the system has been used as transient security index in this chapter [14]. This index
identifies the critical modes for a particular operating condition, and the critical distur-
bances/contingencies for a particular system by ranking the index [14].
3.5 Algorithm for Transient Stability Determination
The determination of transient stability is important to ensure the satisfactory system
operation under small disturbances. The flow chart in Fig. 3.3 shows an algorithm for
determining transient stability of a power system subjected to various small disturbances.
Simulation results provided in Section 3.6 further illustrate the algorithm.
3.6 Simulations and Results
Synchronous machine models used in IEEE 14 bus system shown in Fig. 3.4 are two-axis
model including IEEE-Type 1 exciter.
In this chapter, small disturbances are modelled and applied to the IEEE 14 bus system
to examine its transient stability; this includes small variations in loads and condenser
switching. Time domain analysis is studied to validate the system stability as observed
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Figure 3: Transient Stability Determination Algorithm 
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Figure 3.3: Transient stability determination algorithm
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in the frequency domain analysis. Initial condition of the system, as indicated in the
eigenvalues analysis in Fig. 3.5, shows all eigenvalues lie onto left-half plane, thus it is
steady-state stable.
There are 54 eigenvalues computed. Table 3.1 shows only eigenvalues with oscillation
frequencies between 0.1 Hz - 2.0 Hz for the system under normal operating conditions. The
oscillation frequencies, damping ratios and dominant states associated are displayed as well.
The first four oscillatory pairs represent the low-frequency interarea mode of oscillations
with frequency ranges between 0.1 Hz to 0.3 Hz. These interarea mode oscillations have
positive damping.
 
 
Figure 4: The IEEE 14 Bus System Figure 3.4: The IEEE 14-bus system [6]
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Figure 5: Normal Condition 
 
Figure 3.5: S-domain eigenvalues plot under normal condition
Table 3.1: Initial System Modes
Mode Eigenvalues λ Frequency (Hz) Damping ratio ζ
1 -0.59 ± j0.76 0.1213 0.61
2 -1.5373 ± j1.40 0.2234 0.74
3 -42.03 ± j1.60 0.2545 1.00
4 -1.21 ± j1.90 0.3018 0.54
5 -14.21 ± j2.04 0.3250 0.99
6 -3.45 ± j3.53 0.5624 0.70
7 -3.45 ± j3.79 0.6036 0.67
8 -3.44 ± j5.06 0.8047 0.56
9 -16.87 ± j6.36 1.0123 0.94
10 -3.55 ± j6.44 1.0242 0.48
11 -52.02 ± j7.70 1.2256 0.99
12 -0.59 ± j8.79 1.3985 0.07
13 -32.49 ± j12.28 1.9541 0.94
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3.6.1 Small Varitaions in Loads
This section evaluates the effect of loads changing onto the transient stability of the IEEE 14
bus system. Time responses of the machines’ speed deviation and bus voltages are plotted
to validate the system stability as observed in the eigenvalues analysis.
3.6.1.1 A System Without Turbine-Governor Control
Before we look into the effect of load variations, we examine the system with and without
TG controller subjected to 2% load increment on all load buses. This section evaluates the
system without TG controller. Fig. 3.6 shows the eigenvalues plot when the system is sub-
jected to 2% loads increase. A pair of the eigenvalues have crossed over the stability margin
with the values of 0.02816 ± j8.6183, indicating instability. The active power generation is
constant with no TG included. When the system is subjected to loads increment, the active
power will become unbalanced as generation remains constant; hence it leads to instability.
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Figure 6: S-Domain Eigenvalues Plot 
Figure 3.6: S-domain eigenvalues plot
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3.6.1.2 A System With Turbine-Governor Control
Obviously a power system without TG controllers is not realistic. Thus, TG controller is
to be included. Any velocity differences resulted from disturbances would be corrected by
the TG. It controls the generation to match the load variations and losses in the system.
Eigen-study is conducted when the system is subjected to 2% loads increase on all load
buses. The pair of eigenvalues is −0.55757 ± j8.7644, with a positive damping ratio ζ of
0.0635. The system is stable compared to the previous system without TG controller.
Now, the effect of loads changing onto the transient stability of the test system is
examined. Test cases with total system loads increased by 30% and decreased by 30% are
represented by Test Case (A) and Test Case (B) respectively. To identify the modes of the
interarea and local plant modes, eigenvalues with frequencies in the range of 0.1 to 2.0 are
displayed.
As interpreted in Table 3.2 and Fig. 3.7(a), the two local plant oscillatory modes (mode
12) as represented by λ23 and λ24 have oscillation frequency of 1.3289 Hz and negative
damping ζ of −0.0091. The real parts of λ23 and λ24 are positive. This results instability.
The dominant states associated are E′q1 and Vf1.
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Figure 3.7: Eigenvalues plot - (a) Total system load increased by 30%; (b) Total system
load decreased by 30%
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Table 3.2: System Modes when Subjected to 30% Load Increase
Mode Eigenvalues λ Frequency (Hz) Damping ratio ζ
1 -0.59 ± j0.79 0.1251 0.60
2 -1.58 ± j1.42 0.2256 0.74
3 -14.68 ± j1.81 0.2887 0.99
4 -1.20 ± j1.94 0.3086 0.52
5 -41.00 ± j2.45 0.3892 1.00
6 -3.44 ± j3.89 0.6185 0.66
7 -3.67 ± j4.56 0.7253 0.63
8 -16.60 ± j5.71 0.9085 0.95
9 -3.36 ± j6.06 0.9646 0.49
10 -4.03 ± j7.41 1.1799 0.48
11 -51.76 ± j7.85 1.2498 0.99
12 0.08 ± j8.35 1.3289 -0.01
13 -33.19 ± j11.23 1.7875 0.95
Fig. 3.8 shows the interarea mode and local plant mode oscillations. Local generator
1 mode has a period of t ≈ 0.75 sec corresponding to a natural frequency of 1.3333 Hz.
This value compares reasonably well with the result of eigenvalue analysis, which has an
oscillation frequency of 1.3289 Hz.
 
 
Figure 8: Time Response of Speed Deviations    Figure 3.8: Time response of speed deviations
Fig. 3.9(a) shows the bus voltages of the system subjected to 30% increase of total
loads at t = 1.2 sec. The bus voltages oscillate throughout the transient. The oscillations
continue to grow, leading to instability.
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When the system is subjected to 30% decrease of total loads at t = 1.2 sec, all eigenvalues
lie onto the left half plane, as shown in s-domain plot in Fig. 3.7(b). There are four low-
frequency interarea oscillation modes, with oscillation frequencies range between 0.1 Hz
to 0.35 Hz. All eigenvalues obtained have positive damping, indicating a well-damped
system under load decrement condition. The bus voltages shown in Fig. 3.9(b) indicates
the voltages rise at t = 1.2 sec. The bus voltages oscillate throughout the transient, and
eventually reach the steady-state towards the end of the transient, hence system is stable.
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Figure 3.9: Bus voltages - (a) System subjected to 30% load increase; (b) System subjected
to 30% load decrease
Fig. 3.10 shows the critical eigenvalue (mode) trajectory under different system load
increment. The critical eigenvalues are the eigenvalues with least damping ratio or the
rightmost eigenvalues which is close to being unstable. It is observed that the pair of
eigenvalues crossed the imaginary axis, i.e., the stability limit (or Hopf bifurcation), when
the total system loads are increased beyond 27%. When the total system loads are increased
by 28%, the critical modes are 0.01639 ± j8.3911 with negative damping ratio ζ of −0.0020.
The continuous increments on total system load result further reduction on damping, and
eventually leads to the instability when the real value of λ, < (λ), becomes positive. The
associated damping ratio becomes negative, indicating growing amplitude with respect to
time; leading to instability.
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Figure 3.10: Eigenvalues trace with system load increment
Table 3.3 gives the critical pair of eigenvalues with the associated oscillation frequency
and damping ratio subjected to total system load increment. The dominant state variables
are E′q1 and Vf1. Table 3.4 displays the six highest rank of participation factors associated
with the critical eigenvalues and their magnitudes, which are the state variables related to
generator at bus 1. This has suggested that bus 1 (where generator 1 is connected to) is
the best site for the instalment of the PSS. Simulation shows that installation of a PSS at
bus 1 allows the system loadings increase up to 30%.
Table 3.3: System Eigenvalues
% Eigenvalues λ Frequency (Hz) Damping ratio ζ
0 -0.59 ± j8.79 1.3985 0.0673
5 -0.50 ± j8.73 1.3892 0.0575
10 -0.41 ± j8.66 1.3789 0.0467
15 -0.30 ± j8.59 1.3678 0.0348
20 -0.18 ± j8.52 1.3559 0.0217
25 -0.06 ± j8.44 1.3433 0.0073
26 -0.04 ± j8.42 1.3407 0.0043
27 -0.01 ± j8.41 1.3381 0.0012
28 0.02 ± j8.39 1.3355 -0.0020
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Table 3.4: Participation Factor Analysis
Gen E′q Vf E
′′
q Vr δ ω
1 0.320 0.248 0.059 0.048 0.044 0.043
The system load is scheduled to determine the transient stability limit. This has to be
investigated to ensure that the system is secure for a given load increment. Stability limit
could be determined when the security index goes across the threshold value, ζthreshold [14].
If the difference between the last secure system load increment, Ploadsecure , and the first inse-
cure system load increment, Ploadinsecure , is fairly small, the stability limit can be determined
[14]. Fig. 3.11 shows transient stability limit determination for small disturbances.
Using transient stability index, the maximum total system load increment can be deter-
mined [14]. In this particular study system, if a damping criterion of 1% is to be considered
to ensure the transient security (i.e. threshold value, ζthreshold of 0.01), the maximum secure
load increment would be 24%, where the damping ratio is 0.0103.
 
 
Figure 11: Transient Stability Index Determination subjected to small disturbances 
 
 
 
 
 
 
 
 
Figure 3.11: Transient stability subjected to small disturbances
3.6.2 Condenser Switching
Condenser located at bus 3 is disconnected at t = 1.2 sec to analyse its transient stability.
Bus 15 is inserted into PSAT data file for which condenser is to be connected. A circuit
breaker is inserted between bus 15 and bus 3 to allow the switching of the condenser. Figs.
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3.13 - 3.16 show the time responses when condenser is to be switched off at t = 1.2 sec.
Eigenvalue plot in Fig. 3.12 shows the system modes after condenser been switched off.
All eigenvalues lie onto the left-half plane, which indicates that the transient stability of
the system is retained after the switching operation. Eigenvalues analysis indicates that all
modes have positive damping, hence the system is stable.
The time response of the bus voltages corresponding to the condenser switching off at
t = 1.2 sec is observed. At that instant, all bus voltages oscillate and the system reaches
steady-state.
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Figure 12: S-domain Eigenvalues plot  
 
Figure 3.12: S-domain eigenvalues plot
Figs. 3.13(a) and (b) shows the machines’ rotor angles and speeds respectively. At
the instant when the condenser is switched-off, the machine starts to decelerate and the
remaining machines start to accelerate to support the power impact. This power impact is
shared by the remaining machines.
Figs. 3.14 and 3.15 show the time response of the exciter variables, Vfd and Vm respec-
tively. Field voltage of exciter 3 increases as shown in Fig. 3.14 to compensate the reactive
power dropped out from the condenser 3. Vm of exciters 1, 2, 4 and 5 drops and oscillates
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throughout the transient.
Fig. 3.16 shows the properties of the condenser connected to bus 15. The disconnection
of condenser in the system causes both the reactive power supplied and the voltage at bus
15 to drop to zero. For the same reason, Vm of the exciter 3 has dropped down to zero.
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Figure 3.13: Time response of the machines’ (a) Rotor angles and (b) Speeds
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Figure 3.14: Time response of field voltage Vfd
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Figure 3.15: Time response of voltage Vm
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Figure 3.16: Voltage and power at the bus to which the associated condenser is located
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3.7 Summary
In this chapter, the determination of transient stability of a power system subjected to small
disturbances has been discussed using TD analysis, eigenvalue analysis and participation
factors analysis. Studies have been conducted on the IEEE 14 bus system and simulation
results using frequency analysis have been verified by TD analysis. Participation factors
determine the dominant state variables associated with the mode (eigenvalues). This allows
the determination of an optimal site to install a PSS for Hopf bifurcation control in the
critical mode.
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Chapter 4
Stability of a Hydraulic Governor
Turbine System for Isolated
Operation
Abstract
It is important to control and maintain the overall system frequency to ensure satisfactory
operation of the power system. System frequency relies heavily on the generation/load bal-
ance; any frequency deviation resulted from active power imbalance will initiate the response
of the governor, to restore the frequency in accordance with the permanent speed droop
settings of the units. A conventional approach in modelling the unit governing response
is assuming the unit to be a single unit connected to a single load in an isolated system.
An optimum setting for a governor will result in a desired transient response with least
speed deviation and faster restoration to conventional speed when subject to a step load
change. This chapter discusses the stability criterion to govern an isolated hydraulic system
as well as relative stability of the hydraulic system utilising frequency response methods.
Procedure to adjust system gains to improve the relative stability is presented.
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4.1 Introduction
In a hydraulic power system, a governor is usually utilised to control the speed oscillations
of the generator resulted from a load change. The stability of the transients depends
upon the hydro turbine-penstock parameters, i.e., water starting time Tw and mechanical
starting time Tm, and the selection of the parameters employed in the governing system, i.e.,
temporary speed droop δ and dashpot reset time Tr for a mechanical-hydraulic governor,
and proportional-integral-derivative (PID) gains for a PID governor.
Governor tuning has been studied extensively in the past to determine the optimal gov-
ernor parameters for speed control in a hydraulic system. Paynter [1] and Hovey [2, 3] inves-
tigated the stability of a hydraulic turbine unit controlled by a temporary droop governor
and established the stability regions for the hydraulic system. Chaudhry [4] expanded Payn-
ter and Hovey’s works by introducing the permanent speed droop σ and the self-regulation
of turbine and load D effects. Hagihara et al. [5] further expanded the research conducted
by Paynter [1], Hovey [2, 3] and Chaudhry [4] to demonstrate the stability boundaries of a
hydraulic system governed by a PID controller. The stability region can be expanded with
the inclusion of the effect of the derivative gain Kd. Optimum adjustment of the governor
parameters has been demonstrated in [1] - [5].
Proper selection of parameters used in the governing system is important to optimise
the control operation in hydraulic system. Inadequate tuning of the governor would result
system instability, and further deteriorate system performance. Thus, it is vital to ensure
that the governing system is stable, and is able to restore the generating unit to equilibrium
at synchronous speed when subject to any load disturbances. The optimum adjustment of
governor parameters should be based on the following criterions [1]:
• Least speed deviation after load change
• Fast restoration to conventional speed
• Satisfactory stability of governing system
61
Tasmanian power system in Australia mainly consists of hydraulic turbines, which pro-
duce power of 2,255 MW, i.e., 92.4% of Tasmanian total generation. It is beneficial if the
governor utilised can optimise Tasmanian system network operation with stability attained
under all operating conditions.
This chapter uses frequency response methods to analyse hydraulic system’s absolute
and relative stability. These methods include the Routh-Hurwitz criterion, Bode diagram,
Nyquist diagram and Nichols chart. Time response method is examined as well, where
particular attention has been paid to the system overshoot and the settling time. Adjust-
ment of system gains to obtain a desired response is established by employing a control
theory. Governor parameter settings which will ensure stability can be determined from the
stability limit curves. Frequency response methods allow the determination of the gain and
phase margins before the system goes unstable. This determines the safe operating points
that the governor can function before the system becomes critically unstable.
4.2 Hydraulic Governor Turbine System
The following assumptions are made to formulate the transfer function of the hydraulic
turbine generating system:
• The water column is inelastic.
• The nonlinear relationships can be linearised as the changes of the hydraulic system,
i.e., changes of turbine speed, head and gate opening, are relatively small.
• An isolated load is supplied by a single hydro plant.
Fig. 4.1 shows a typical hydraulic system governed by a PID governor. The open-loop
transfer function of the hydraulic system is derived as follow:
G =
Kps+Ki +Kds
2
(σKp + 1) s+ σKi + σKds2
1− Tws
1 + 0.5Tws
1
Tms+D
(4.1)
where Kp, Ki and Kd are proportional, integral and derivative gains, s is the Laplace
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transform variable, σ represents the permanent speed droop, Tw represents the water start-
ing time, Tm and D are mechanical starting time and self-regulation of turbine and load
respectively.
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Fig. 1.  Hydraulic Turbine Generating System Block Diagram 
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The normalised expression of the characteristic equation is 
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A.  Stability Limit Curve 
Stability limit of a hydraulic turbine governed by a PID 
governor (or a mechanical-hydraulic governor) can be 
determined from (3) which has the following forth-order form: 
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Stability limit curve can be obtained depending on the 
operating condition of the hydraulic system, i.e. self-regulation 
D and permanent droop σ, and the hydro turbine-penstock 
parameters, i.e. water starting time Tw and mechanical starting 
time Tm. λ5, which determine the derivative gain Kd of the PID 
governor, will be chosen arbitrarily. 
Fig. 2 shows the stability limit curves for system with no 
self-regulation D and no permanent droop σ. Fig. 3 shows the 
stability limit curves of a system with self-regulation D = 1 and 
permanent droop σ = 0.05 for various values of λ5. System 
stability can be assured if the operating conditions λ1 and λ2 
are within the boundaries of the stability limit curves. 
B.  Frequency Response Methods 
The absolute stability of a system has been determined with 
the application of the Routh-Hurwitz criterion in Section 2.1. 
It is desired to determine the relative stability of the system as 
well. The frequency response methods, namely Bode diagram, 
Nyquist diagram and Nichols chart will be employed in this 
section to examine the system’s relative stability. Gain margin 
and phase margin will also be used to measure the closed-loop 
system’s relative stability. 
0 0.2 0.4 0.6 0.8 1 1.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
λ2
λ 1
Stability Limit Curves
λ5 = 0λ5 = 0.1λ5 = 0.2
λ5 = 0.3STABLE
UNSTABLE
D = 0, Rp = 0
λ5 = 1/3
λ5 = 0.4
λ5 = 0.5
λ5 = 0.6
λ5 = 0.7
λ5 = 0.8
 
Fig. 2.  Stability Limit Curves for D = 0 and σ = 0 
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Fig. 3.  Stability Limit Curves for D = 1 and σ = 0.05 
 
The gain margin is the increment of the system gain when 
the phase is -180° that will result in a critically stable system 
with the point (-1 + j0) intersected on the Nyquist diagram [7]. 
The phase margin is the quantity of phase shift of the GH(jω) 
at unity magnitude where a marginally stable system will yield 
with the (-1 + j0) point crossed on the Nyquist diagram. It 
evaluates the further phase lag required before the system 
becomes unstable [7]. 
    1)  Bode Diagram 
The relative stability measures, the gain and phase margins 
can be evaluated from the open-loop Bode diagram as shown 
in Fig. 4. A point representing a logarithmic magnitude of 0 
dB and a phase angle of 180° (or -180°) on the Bode diagram 
is the critical point for stability. 
Fig. 5 shows the closed-loop Bode diagram where the 
parameters of interest include the bandwidth ωd, the peak value 
Mpω and the resonant frequency ωr at which the peak 
amplitude occurs. 
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Figure 4.1: Hydraulic turbine generating system block diagram
This hydraulic system has the following characteristic equation:
1 +GH = 0
1 +
(
Kps+Ki +Kds
2
)
(1− Tws)
(1 + 0.5Tws) (Tms+D) [s+ σ (Kps+Ki +Kds2)]
= 0 (4.2)
The normalised expression of the characteristic equation is now developed as below:
1 +
λ1(1− n)(λ2 + n+ λ5n2)
(1 + 0.5n)(λ3 + n)[λ1λ2λ4 + (1 + λ1λ4)n+ λ1λ4λ5n2]
= 0 (4.3)
where the non-dimensional parameters introduced are [5]:
λ1 =
KpTw
Tm
, λ2 =
KiTw
Kp
, λ3 =
DTw
Tm
, λ4 =
σTm
Tw
, λ5 =
Kd
KpTw
, τ =
t
Tw
, n =
d
dτ
4.2.1 Stability Limit Curve
Stability limit of a hydraulic turbine governed by a PID governor (or a mechanical-hydraulic
governor) can be determined from (4.3) which has the following forth-order form:
a0n
4 + a1n
3 + a2n
2 + a3n
1 + a4 = 0 (4.4)
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By applying the Routh-Hurwitz criterion, the following stability criteria are derived:
a0 > 0, a1 > 0, a2 > 0, a3 > 0, a4 > 0,
b1 > 0⇒
a1a2 − a0a3
a1
> 0⇒ a1a2 − a0a3 > 0
c1 > 0⇒
b1a3 − a1b2
b1
> 0⇒ (a1a2 − a0a3)a3 − a21a4 > 0 (4.5)
Stability limit curve can be obtained depending on the operating condition of the hy-
draulic system, i.e., self-regulation D and permanent droop σ, and the hydro turbine-
penstock parameters, i.e., water starting time Tw and mechanical starting time Tm. λ1
and λ2 are selected to evaluate the systems stability as these parameters determine the
proportional and integral gains, which could be adjusted to optimise the control operation
in hydroelectric system. λ5, which determine the derivative gain Kd of the PID governor,
will be chosen arbitrarily.
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time Tm. λ5, which determine the derivative gain Kd of the PID 
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Fig. 2 shows the stability limit curves for system with no 
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The gain margin is the increment of the system gain when 
the phase is -180° that will result in a critically stable system 
with the point (-1 + j0) intersected on the Nyquist diagram [7]. 
The phase margin is the quantity of phase shift of the GH(jω) 
at unity magnitude where a marginally stable system will yield 
with the (-1 + j0) point crossed on the Nyquist diagram. It 
evaluates the further phase lag required before the system 
becomes unstable [7]. 
    1)  Bode Diagram 
The relative stability measures, the gain and phase margins 
can be evaluated from the open-loop Bode diagram as shown 
in Fig. 4. A point representing a logarithmic magnitude of 0 
dB and a phase angle of 180° (or -180°) on the Bode diagram 
is the critical point for stability. 
Fig. 5 shows the closed-loop Bode diagram where the 
parameters of interest include the bandwidth ωd, the peak value 
Mpω and the resonant frequency ωr at which the peak 
amplitude occurs. 
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Figure 4.2: Stability limit curves for D = 0 and σ = 0
Fig. 4.2 shows the stability limit curves for system with no self-regulation D and no
permanent droop σ. Fig. 4.3 shows the stability limit curves of a system with self-regulation
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D = 1 and permanent droop σ = 0.05 for various values of λ5. System stability can be
assured if the operating conditions λ1 and λ2 are within the boundaries of the stability limit
curves.
 2 
 
Fig. 1.  Hydraulic Turbine Generating System Block Diagram 
 
Fig. 1 shows a typical hydraulic system governed by a PID 
governor. The open-loop transfer function of the hydraulic 
system is derived as follow: 
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This hydraulic system has the following characteristic 
equation: 
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The normalised expression of the characteristic equation is 
now developed as below: 
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where the non-dimensional parameters introduced are [6]: 
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A.  Stability Limit Curve 
Stability limit of a hydraulic turbine governed by a PID 
governor (or a mechanical-hydraulic governor) can be 
determined from (3) which has the following forth-order form: 
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By applying the Routh-Hurwitz criterion, the following 
stability criteria are derived: 
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Stability limit curve can be obtained depending on the 
operating condition of the hydraulic system, i.e. self-regulation 
D and permanent droop σ, and the hydro turbine-penstock 
parameters, i.e. water starting time Tw and mechanical starting 
time Tm. λ5, which determine the derivative gain Kd of the PID 
governor, will be chosen arbitrarily. 
Fig. 2 shows the stability limit curves for system with no 
self-regulation D and no permanent droop σ. Fig. 3 shows the 
stability limit curves of a system with self-regulation D = 1 and 
permanent droop σ = 0.05 for various values of λ5. System 
stability can be assured if the operating conditions λ1 and λ2 
are within the boundaries of the stability limit curves. 
B.  Frequency Response Methods 
The absolute stability of a system has been determined with 
the application of the Routh-Hurwitz criterion in Section 2.1. 
It is desired to determine the relative stability of the system as 
well. The frequency response methods, namely Bode diagram, 
Nyquist diagram and Nichols chart will be employed in this 
section to examine the system’s relative stability. Gain margin 
and phase margin will also be used to measure the closed-loop 
system’s relative stability. 
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The gain margin is the increment of the system gain when 
the phase is -180° that will result in a critically stable system 
with the point (-1 + j0) intersected on the Nyquist diagram [7]. 
The phase margin is the quantity of phase shift of the GH(jω) 
at unity magnitude where a marginally stable system will yield 
with the (-1 + j0) point crossed on the Nyquist diagram. It 
evaluates the further phase lag required before the system 
becomes unstable [7]. 
    1)  Bode Diagram 
The relative stability measures, the gain and phase margins 
can be evaluated from the open-loop Bode diagram as shown 
in Fig. 4. A point representing a logarithmic magnitude of 0 
dB and a phase angle of 180° (or -180°) on the Bode diagram 
is the critical point for stability. 
Fig. 5 shows the closed-loop Bode diagram where the 
parameters of interest include the bandwidth ωd, the peak value 
Mpω and the resonant frequency ωr at which the peak 
amplitude occurs. 
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Figure 4.3: Stability limit curves for D = 1 and σ = 0.05
4.2.2 Frequency Response Methods
The absolute stability of a system has been determined with the application of the Routh-
Hurwitz criterion presented in Section 4.2.1. It is desired to determine the relative stability
of the system a well. The frequency response metho s, namely Bode diagram, Nyquist
diagram and Nichols chart will be employed in this section to examine the system’s relative
stability. Gain margin and phase margin will also be used to measure the closed-loop
system’s relative stability.
The gain margin is the increment of the system gain when the phase is -180◦ that will
result in a critically stable system with the point (-1 + j0) intersected on the Nyquist
diagram [6]. The phase margin is the quantity of phase shift of the GH(jω) at unity
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magnitude where a marginally stable system will yield with the (-1 + j0) point crossed on
the Nyquist diagram. It evaluates the further phase lag required before the system becomes
unstable [6].
4.2.2.1 Bode Diagram
Bode diagram represents the frequency plot of the magnitude and phase of the open-loop
frequency transfer function G(jω)H(jω). The magnitude is plotted in dB on the log ω
scale. The diagram provides relative stability in terms of gain margin and phase margin [6].
Gain margin and phase margin are the amount of gain and phase lag required respec-
tively to make the system within the stability boundary. Gain margin is usually expressed
in dB whilst phase margin is expressed in degrees [6].
The gain margin is measured at the phase-crossover frequency ωp, i.e.
Gain Margin = −20log10 |G(jωp)H(jωp)| dB (4.6)
The phase margin is measured at the gain-crossover frequency ωg, i.e.
Phase Margin = 180◦ + ∠GH(jωg) (4.7)
On the magnitude-versus-phase plot of the unity feedback system with open-loop trans-
fer function G(jω), the phase-crossover point is where the phase plot intersects the -180◦
axis and the gain-crossover point is where the magnitude plot intersects the 0 dB axis.
Thus, gain crossover frequency is the frequency at which the magnitude curve intersects the
0 dB axis whilst phase crossover frequency is the frequency at which phase curve intersects
the negative 180◦ axis in the bode diagram [6].
The relative stability measures, the gain and phase margins can be evaluated from the
open-loop Bode diagram as shown in Fig. 4.4. A point representing a logarithmic magnitude
of 0 dB and a phase angle of -180◦ (or -180◦) on the Bode diagram is the critical point for
stability.
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Fig. 4.5 shows the closed-loop Bode diagram where the parameters of interest include
the bandwidth ωd, the peak value Mpω and the resonant frequency ωr at which the peak
amplitude occurs.
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    2)  Nyquist Diagram & Nichols Chart 
Relative stability can be determined in Nyquist diagram, 
also known as polar plot as well. The critical point for stability 
is (-1, 0) point in the GH(jω)-plane, as shown in Fig. 6.  
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Fig. 6.  Nyquist Diagram 
 
The stability criterion of a feedback control system is that 
the Nyquist diagram should not encircle the critical point (-1, 
0) [1], [7]. The increment of system gain required for the 
GH(jω) locus to cross the (-1, 0) point on the real axis is 
defined as the gain margin. As for the phase margin, it is the 
phase angle required for the GH(jω) at unity magnitude pass 
through the critical point (-1, 0) in the polar plot when the 
GH(jω) is rotated [7]. These margins can be obtained as shown 
in Fig. 6. 
Another frequency response method in evaluating the 
relative stability of the system is Nichols chart, the gain and 
phase margins are obtained as demonstrated in Fig. 7. The 
critical stability point in a Nichols chart is (-180°, 0dB) point. 
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Fig. 7.  Nichols Chart 
C.  Time Response Method 
A small step load disturbance is applied to determine the 
governors’ optimum settings with less overshoot and faster 
settling time. The transient response characteristics, such as 
percent overshoot P.O., settling time Ts, peak time Tp and rise 
time Tr are indicated in Fig. 8. 
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Fig. 8.  Time Response Specifications 
D.  System Stability Determination 
The transfer function of the PID governor is derived as 
follows to allow the adjustments made on the integral gain Ki 
as well as the proportional gain Kd to improve system stability. 
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Both self-regulation D and permanent droop σ are set 
accordingly to the system operating conditions. An arbitrarily 
value of λ5 which determines the derivative gain Kd is then 
selected. Now, two additional parameters are introduced as 
follow: 
( ) 2252 , widwip TKKTKK λλλ ==          (8) 
The transfer function of the PID governor then becomes: 
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λ2 is then selected arbitrarily according to the stability limit 
curve. For a value of λ2 within the stability limit curve, system 
Figure 4.4: Open-loop bode diagram
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    2)  Nyquist Diagram & Nichols Chart 
Relative stability can be determined in Nyquist diagram, 
also known as polar plot as well. The critical point for stability 
is (-1, 0) point in the GH(jω)-plane, as shown in Fig. 6.  
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Fig. 6.  Nyquist Di gram 
 
The stability criterion of a feedback control system is that 
the Nyquist diagram should not encircle the critical point (-1, 
0) [1], [7]. The increment of system gain required for the 
GH(jω) locus to cross the (-1, 0) point on the real axis is 
defined as the gain margin. As for the phase margin, it is the 
phase angle required for the GH(jω) at unity magnitude pass 
through the critical point (-1, 0) in the polar plot when the 
GH(jω) is rotated [7]. These margins can be obtained as shown 
in Fig. 6. 
Another frequency response method in evaluating the 
relative stability of the system is Nichols chart, the gain and 
phase margins are obtained as demonstrated in Fig. 7. The 
critical stability point in a Nichols chart is (-180°, 0dB) point. 
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Fig. 7.  Nichols Chart 
C.  Ti e Response Method 
A small step load disturbance is applied to determine the 
governors’ optimum settings with less overshoot and faster 
settling time. The transient response characteristics, such as 
percent overshoot P.O., settling time Ts, peak time Tp and rise 
time Tr are indicated in Fig. 8. 
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Fig. 8.  Time Resp nse Specifications 
D.  System Stability Determination 
The transfer function of the PID governor is derived as 
follows to allow the adjustments made on the integral gain Ki 
as well as the proportional gain Kd to improve system stability. 
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Both self-regulation D and permanent droop σ are set 
accordingly to the system operating conditions. An arbitrarily 
value of λ5 which determines the derivative gain Kd is then 
selected. Now, two additional parameters are introduced as 
follow: 
( ) 2252 , widwip TKKTKK λλλ ==          (8) 
The transfer function of the PID governor then becomes: 
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λ2 is then selected arbitrarily according to the stability limit 
curve. For a value of λ2 within the stability limit curve, system 
Figure 4.5: Closed-loop bode diagram
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4.2.2.2 Nyquist Diagram & Nichols Chart
Relative stability can be determined in Nyquist diagram, also known as polar plot. The
critical point for stability is (-1, 0) point in the GH(jω)-plane, as shown in Fig. 4.6.
The stability criterion of a feedback control system is that the Nyquist diagram should
not encircle the critical point (-1,0) [6, 7]. The increment of system gain required for the
GH(jω) locus to cross the (-1, 0) point on the real axis is defined as the gain margin. As for
the phase margin, it is the phase angle required for the GH(jω) at unity magnitude pass
through the critical point (-1, 0) in the polar plot when the GH(jω) is rotated [6]. These
margins can be obtained as shown in Fig. 4.6.
Another frequency response method in evaluating the relative stability of the system is
Nichols chart, the gain and phase margins are obtained as demonstrated in Fig. 4.7. The
critical stability point in a Nichols chart is (−180◦, 0) point.
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    2)  Nyquist Diagram & Nichols Chart 
Relative stability can be determined in Nyquist diagram, 
also known as polar plot as well. The critical point for stability 
is (-1, 0) point in the GH(jω)-plane, as shown in Fig. 6.  
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Fig. 6.  Nyquist Diagram 
 
The stability criterion of a feedback control system is that 
the Nyquist diagram should not encircle the critical point (-1, 
0) [1], [7]. The increment of system gain required for the 
GH(jω) locus to cross the (-1, 0) point on the real axis is 
defined as the gain margin. As for the phase margin, it is the 
phase angle required for the GH(jω) at unity magnitude pass 
through the critical point (-1, 0) in the polar plot when the 
GH(jω) is rotated [7]. These margins can be obtained as shown 
in Fig. 6. 
Another frequency response method in evaluating the 
relative stability of the system is Nichols chart, the gain and 
phase margins are obtained as demonstrated in Fig. 7. The 
critical stability point in a Nichols chart is (-180°, 0dB) point. 
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Fig. 7.  Nichols Chart 
C.  Time Response Method 
A small step load disturbance is applied to determine the 
governors’ optimum settings with less overshoot and faster 
settling time. The transient response characteristics, such as 
percent overshoot P.O., settling time Ts, peak time Tp and rise 
time Tr are indicated in Fig. 8. 
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Fig. 8.  Time Response Specifications 
D.  System Stability Determination 
The transfer function of the PID governor is derived as 
follows to allow the adjustments made on the integral gain Ki 
as well as the proportional gain Kd to improve system stability. 
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Both self-regulation D and permanent droop σ are set 
accordingly to the system operating conditions. An arbitrarily 
value of λ5 which determines the derivative gain Kd is then 
selected. Now, two additional parameters are introduced as 
follow: 
( ) 2252 , widwip TKKTKK λλλ ==          (8) 
The transfer function of the PID governor then becomes: 
( ) ( )( )
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λ2 is then selected arbitrarily according to the stability limit 
curve. For a value of λ2 within the stability limit curve, system 
Figure 4.6: Nyquist diagram
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    2)  Nyquist Diagram & Nichols Chart 
Relative stability can be determined in Nyquist diagram, 
also known as polar plot as well. The critical point for stability 
is (-1, 0) point in the GH(jω)-plane, as shown in Fig. 6.  
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The stability criterion of a feedback control system is that 
the Nyquist diagram should not encircle the critical point (-1, 
0) [1], [7]. The increment of system gain required for the 
GH(jω) locus to cross the (-1, 0) point on the real axis is 
defined as the gain margin. As for the phase margin, it is the 
phase angle required for the GH(jω) at unity magnitude pass 
through the critical point (-1, 0) in the polar plot when the 
GH(jω) is rotated [7]. These margins can be obtained as shown 
in Fig. 6. 
Another frequency response method in evaluating the 
relative stability of the system is Nichols chart, the gain and 
phase margins are obtained as demonstrated in Fig. 7. The 
critical stability point in a Nichols chart is (-180°, 0dB) point. 
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Fig. 7.  Nichols Chart 
C.  Time Response Method 
A small step load disturbance is applied to determine the 
governors’ optimum settings with less overshoot and faster 
settling time. The transient response characteristics, such as 
percent overshoot P.O., settling time Ts, peak time Tp and rise 
time Tr are indicated in Fig. 8. 
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Fig. 8.  Time Response Specifications 
D.  System Stability Determination 
The transfer function of the PID governor is derived as 
follows to allow the adjustments made on the integral gain Ki 
as well as the proportional gain Kd to improve system stability. 
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Both self-regulation D and permanent droop σ are set 
accordingly to the system operating conditions. An arbitrarily 
value of λ5 which determines the derivative gain Kd is then 
selected. Now, two additional parameters are introduced as 
follow: 
( ) 2252 , widwip TKKTKK λλλ ==          (8) 
The transfer function of the PID governor then becomes: 
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λ2 is then selected arbitrarily according to the stability limit 
curve. For a value of λ2 within the stability limit curve, system 
Figure 4.7: Nichols chart
4.2.3 Time Response Method
A small step load disturbance is applied to determine the governors’ optimum settings
with less overshoot and faster settling time. The transient response characteristics, such as
percent overshoot P.O., settling time Ts, peak time Tp and rise time Tr are indicated in Fig.
4.8.
The time dependent characteristic of a mode corresponding to an eigenvalue si is de-
scribed by esit. Thus, the conclusion on the system stability can be drawn by the eigenvalues
as below [8]:
• A real eigenvalue corresponds to a non-oscillatory mode.
• Complex eigenvalues arise in conjugate pairs, where each pair corresponds to an os-
cillatory mode.
A complex pair of eigenvalues, commonly expressed as in (4.8), has frequency of oscil-
lation f = ω2π and damping ratio ζ =
−σ√
σ2+ω2
[8].
s = σ ± jω (4.8)
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The real part of the eigenvalues provides the damping whilst the imaginary part presents
the frequency of oscillation. A negative real part denotes a damped oscillation, resulting in
a stable response while a positive real part implies a growing amplitude oscillation, i.e. an
unstable response.
The damping ratio ζ decides the rate of decay of the oscillation amplitude. The time
constant of amplitude decay is 1|σ| ; this means that the amplitude decays to
1
e of the initial
amplitude in 1|σ| seconds or in
1
2πζ cycles of oscillation [8].
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    2)  Nyquist Diagram & Nichols Chart 
Relative stability can be determined in Nyquist diagram, 
also known as polar plot as well. The critical point for stability 
is (-1, 0) point in the GH(jω)-plane, as shown in Fig. 6.  
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Fig. 6.  Nyquist Diagram 
 
The stability criterion of a feedback control system is that 
the Nyquist diagram should not encircle the critical point (-1, 
0) [1], [7]. The increment of system gain required for the 
GH(jω) locus to cross the (-1, 0) point on the real axis is 
defined as the gain margin. As for the phase margin, it is the 
phase angle required for the GH(jω) at unity magnitude pass 
through the critical point (-1, 0) in the polar plot when the 
GH(jω) is rotated [7]. These margins can be obtained as shown 
in Fig. 6. 
Another frequency response method in evaluating the 
relative stability of the system is Nichols chart, the gain and 
phase margins are obtained as demonstrated in Fig. 7. The 
critical stability point in a Nichols chart is (-180°, 0dB) point. 
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C.  Time Response Method 
A small step load disturbance is applied to determine the 
governors’ optimum settings with less overshoot and faster 
settling time. Th  transient response characteristics, such as 
percent overshoot P.O., settling time Ts, eak time Tp and rise 
time Tr are indicated in Fig. 8. 
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Fig. 8.  Time Response Specifications 
D.  System Stability Determination 
The transfer function of the PID governor is derived as 
follows to allow the adjustments made on the integral gain Ki 
as well as the proportional gain Kd to improve system stability. 
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Both self-regulation D and permanent droop σ are set 
accordingly to the system operating conditions. An arbitrarily 
value of λ5 which determines the derivative gain Kd is then 
selected. Now, two additional parameters are introduced as 
follow: 
( ) 2252 , widwip TKKTKK λλλ ==          (8) 
The transfer function of the PID governor then becomes: 
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λ2 is then selected arbitrarily according to the stability limit 
curve. For a value of λ2 within the stability limit curve, system 
Figure 4.8: Time response specifications
4.2.4 System Stability Determination
The transfer function of the PID governor is derived as follows to allow the adjustments
made on the integral gain Ki as well as the proportional gain Kd to improve system stability.
GPID =
Kps+ i +Kds
2
s+ σ(Kps+Ki +Kds2)
=
Ki
(
1 +
Kp
Ki
s+ KdKi s
2
)
s+ σ
[
Ki
(
1 +
Kp
Ki
s+ KdKi s
2
)] (4.9)
Both self-regulation D and permanent droop σ are set accordingly to the system oper-
70
ating conditions. An arbitrarily value of λ5 which determines the derivative gain Kd is then
selected. Now, two additional parameters are introduced as follow:
Kp
Ki
=
Tw
λ2
,
Kd
Ki
=
λ5
λ2
T 2w (4.10)
The transfer function of the PID governor then becomes:
GPID =
Ki
(
1 + Twλ2 s+
λ5
λ2
T 2ws
2
)
s+ σ
[
Ki
(
1 + Twλ2 s+
λ5
λ2
T 2ws
2
)] (4.11)
λ2 is then selected arbitrarily according to the stability limit curve. For a value of λ2
within the stability limit curve, system will be stable. The selection of λ2 determines the
ratios
Kp
Ki
and KdKi as denoted in (4.10).
Various values of integral gain Ki are selected, which will correspond to the proportional
gain Kp by the following expression:
Kp =
Tw
λ2
Ki (4.12)
These values of proportional gain Kp are then related to λ1 by the following expression:
λ1 =
KpTw
Tm
(4.13)
Generally, stability can be ascertained if (λ1, λ2) is within the boundaries of the stability
limit curve.
4.2.4.1 Improvement on System Stability with an Adjustment in System Gain
The frequency response may be undesirable due to the large overshoot depending on the
selection of the integral gain Ki. To improve the frequency response, the integral gain Ki
can be adjusted to obtain a limitation of percent overshoot in the system. The procedure
to adjust to the new integral gain Ki is portrayed in the flowchart given in Fig. 4.9.
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will be stable. The selection of λ2 determines the ratios Kp/Ki 
and Kd/Ki as denoted in (8). 
Various values of integral gain Ki are selected, which will 
correspond to the proportional gain Kp by the following 
expression: 
( ) iwp KTK 2λ=                  (10) 
These values of proportional gain Kp are then related to λ1 
by the following expression: 
( ) mwp TTK=1λ                  (11) 
Generally, stability can be ascertained                                                                                                                                                                                                                                                                              
if (λ1, λ2) is within the boundaries of the stability limit curve. 
 
    1)  Improvement on System Stability with an Adjustment in 
System Gain 
The frequency response may be undesirable due to the large 
overshoot depending on the selection of the integral gain Ki. 
To improve the frequency response, the integral gain Ki can be 
adjusted to obtain a limitation of percent overshoot in the 
system. The procedure to adjust to the new integral gain Ki is 
portrayed in the flowchart given in Fig. 9. 
Equation (13) is then solved to obtain the desired damping 
ratio ζ [7]. Fig. 10 shows the maximum magnitude of the 
frequency response Mp with respect to the damping ratio ζ. 
The percent overshoot P.O. is expressed as, 
21exp100.. ζζπ −−=OP                (12) 
where 
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( )[ ]22
2
100..log
100..log
OP
OP
+
=
π
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Note that the information extracted from Fig. 10 is only 
suitable for second-order systems; if the higher-order system is 
dominated by a pair of underdamped roots, it can then be 
approximated by the second-order system [7]. In general, Fig. 
10 acts as a reference guideline when applying to higher-order 
systems. 
The closed-loop characteristics can be determined from the 
Nichols chart. The intersection of the open-loop frequency 
response onto the Mp [dB] closed-loop curve indicates that 
the closed-loop system has a magnitude of Mp at that 
crossover frequency . Nichols chart is indeed useful in 
adjusting the system gain to improve the relative stability. 
A reduction in system gain means that the open-loop 
frequency response is shifted vertically down on the Nichols 
chart to a certain point of frequency , where the open-loop 
frequency response intersects the closed-loop curve at the 
desired 20log(Mp) [dB]. This reduction in gain [dB] is equal 
to a reduction factor of 20][10 dBgain . Now, the desired integral 
gain Ki required for the system will be 
factorreductionKK initialidesiredi __ =          (14) 
The closed-loop Bode diagram can be computed to verify 
the value of the maximum magnitude Mp. Further 
investigation to include transient response subject to a step 
disturbance is still required to investigate the actual overshoot. 
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Fig. 10.  The maximum magnitude of frequency response Mp vs damping 
ratio ζ plot 
III.  SIMULATION RESULTS 
Consider a hydro plant with water starting time Tw = 1.24 
sec and mechanical starting time Tm = 9.05 sec. The system 
operates with motor type loading of self-regulation, D = 1 [6]. 
The plant is governed by a P-I governor with no derivative 
gain (i.e. λ5 is zero).  
It can be observed from Fig. 3 that with derivative gain Kd 
included, the stability region can be expanded. The study 
demonstrated herein represents a base case with derivative 
gain Kd neglected. The integral gain Ki of the P-I governor can 
be adjusted to improve the system’s relative stability. This 
study will demonstrate the adjustment of the integral gain Ki, 
and thus, the proportional gain Kp to give an optimum 
response by investigations utilising frequency response 
methods. The investigations are further evaluated by time 
response method, to examine the overshoot and the settling 
time when subject to a step disturbance. All analysis has been 
performed in MATLAB. 
A.  Results Using Frequency Response Method 
Frequency response methods are utilised to examine the 
system relative stability with the gain and phase margins 
measures. The methods used include Bode diagram, Nyquist 
diagram and Nichols chart. 
Set the limit of Percent Overshoot, P.O.% 
Solve (4.12) to obtain the desired ζ 
Determine Mp required based on ζ 
Determine Mp from frequency response methods 
Predict an overshoot by using (4.11) 
Determine ζ based on Mp 
Select an integral gain Ki 
Determine the reduction in gain [dB] from Nichols chart 
and the reduction factor 
Determine the new integral gain Ki by using (4.13)
Figure 4.9: Flow chart on adjust ent of integral gain Ki to improve system stability
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Equation (4.15) is then solved to obtain the desired damping ratio ζ [6]. Fig. 4.10 shows
the maximum magnitude of the frequency response Mpω with respect to the damping ratio
ζ. The percent overshoot P.O. is expressed as,
P.O. = 100exp
− ζπ√
1−ζ2 (4.14)
where
ζ =
√√√√ [log (P.O.100 )]2
π2 +
[
log
(
P.O.
100
)]2 (4.15)
Note that the information extracted from Fig. 4.10 is only suitable for second-order
systems; if the higher-order system is dominated by a pair of underdamped roots, it can
be approximated by the second-order system [6]. In general, Fig. 4.10 acts as a reference
guideline when applying to higher-order systems.
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will be stable. The selection of λ2 determines the ratios Kp/Ki 
and Kd/Ki as denoted in (8). 
Various values of integral gain Ki are selected, which will 
correspond to the proportional gain Kp by the following 
expression: 
( ) iwp KTK 2λ=                  (10) 
These values of proportional gain Kp are then related to λ1 
by the following expression: 
( ) mwp TTK=1λ                  (11) 
Generally, stability can be ascertained                                                                                                                                                                                                                                                                              
if (λ1, λ2) is within the boundaries of the stability limit curve. 
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The frequency response may be undesirable due to the large 
overshoot depending on the selection of the integral gain Ki. 
To improve the frequency response, the integral gain Ki can be 
adjusted to obtain a limitation of percent overshoot in the 
system. The procedure to adjust to the new integral gain Ki is 
portrayed in the flowchart given in Fig. 9. 
Equation (13) is then solved to obtain the desired damping 
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suitable for second-order systems; if the higher-order system is 
dominated by a pair of underdamped roots, it can then be 
approximated by the second-order system [7]. In general, Fig. 
10 acts as a reference guideline when applying to higher-order 
systems. 
The closed-loop characteristics can be determined from the 
Nichols chart. The intersection of the open-loop frequency 
response onto the Mp [dB] closed-loop curve indicates that 
the closed-loop system has a magnitude of Mp at that 
crossover frequency . Nichols chart is indeed useful in 
adjusting the system gain to improve the relative stability. 
A reduction in system gain means that the open-loop 
frequency response is shifted vertically down on the Nichols 
chart to a certain point of frequency , where the open-loop 
frequency response intersects the closed-loop curve at the 
desired 20log(Mp) [dB]. This reduction in gain [dB] is equal 
to a reduction factor of 20][10 dBgain . Now, the desired integral 
gain Ki required for the system will be 
factorreductionKK initialidesiredi __ =          (14) 
The closed-loop Bode diagram can be computed to verify 
the value of the maximum magnitude Mp. Further 
investigation to include transient response subject to a step 
disturbance is still required to investigate the actual overshoot. 
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Fig. 10.  The maximum magnitude of frequency response Mp vs damping 
ratio ζ plot 
III.  SIMULATION RESULTS 
Consider a hydro plant with water starting time Tw = 1.24 
sec and mechanical starting time Tm = 9.05 sec. The system 
operates with motor type loading of self-regulation, D = 1 [6]. 
The plant is governed by a P-I governor with no derivative 
gain (i.e. λ5 is zero).  
It can be observed from Fig. 3 that with derivative gain Kd 
included, the stability region can be expanded. The study 
demonstrated herein represents a base case with derivative 
gain Kd neglected. The integral gain Ki of the P-I governor can 
be adjusted to improve the system’s relative stability. This 
study will demonstrate the adjustment of the integral gain Ki, 
and thus, the proportional gain Kp to give an optimum 
response by investigations utilising frequency response 
methods. The investigations are further evaluated by time 
response method, to examine the overshoot and the settling 
time when subject to a step disturbance. All analysis has been 
performed in MATLAB. 
A.  Results Using Frequency Response Method 
Frequency response methods are utilised to examine the 
system relative stability with the gain and phase margins 
measures. The methods used include Bode diagram, Nyquist 
diagram and Nichols chart. 
Set the limit of Percent Overshoot, P.O.% 
Solve (13) to obtain the desired ζ 
Determine Mp required based on ζ 
Determine Mp from frequency response methods 
Predict an overshoot by using (12) 
Determine ζ based on Mp 
Select an integral gain Ki 
Determine the reduction in ain [dB] from Nichols chart 
and the reduction factor 
Determine the new integr l gain Ki by using (14) 
Figure 4.10: The maximum magnitude of frequency response Mpω vs damping ratio ζ plot
The closed-loop characteristics can be determined from the Nichols chart. The intersec-
tion of the open-loop frequency response onto the Mpω [dB] closed-loop curve indicates that
the closed-loop system has a maximum magnitude of Mpω at that crossover frequency ω.
Nichols chart is indeed useful in adjusting the system gain to improve the relative stability.
A reduction in system gain means that the open-loop frequency response is shifted
vertically down on the Nichols chart to a certain point of frequency ω, where the open-loop
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frequency response intersects the closed-loop curve at the desired 20log(Mpω) [dB]. This
reduction in gain [dB] is equal to a reduction factor of 10
gain[dB]
20 . The desired integral gain
Ki required for the system will be
Kidesired =
Kiinitial
reductionfactor
(4.16)
The closed-loop Bode diagram can be computed to verify the value of the maximum
magnitude Mpω. Further investigation to include transient response subject to a step dis-
turbance is still required to investigate the actual overshoot.
4.3 Simulation Results
Consider a hydro plant with water starting time Tw = 1.24 sec and mechanical starting
time Tm = 9.05 sec. The system operates with motor type loading of self-regulation, D =
1 [5]. The plant is governed by a PI governor with no derivative gain (i.e., λ5 is zero).
It can be observed from Fig. 4.3 that with derivative gain Kd included, the stability
region can be expanded. The study represents a base case with derivative gain Kd neglected.
The integral gain Ki of the PI governor can be adjusted to improve the system’s relative
stability. This study will demonstrate the adjustment of the integral gain Ki, and thus,
the proportional gain Kp to give an optimum response by investigations utilising frequency
response methods. The investigations are further evaluated by time response method, to
examine the overshoot and the settling time when subject to a step disturbance. All analysis
has been performed in MATLAB.
4.3.1 Results using Frequency Response Method
Frequency response methods are utilised to examine the system relative stability with the
gain and phase margins measures. The methods used include Bode diagram, Nyquist dia-
gram and Nichols chart.
Herein, λ2 is selected as 0.6. As observed from Fig. 4.3, any values of λ1 below 1.05
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will result a stable system. λ1 has to be a positive value. The hydraulic system has the
following transfer function:
G =
Ki(1 + 2.0667s)
0.05Ki + (0.1033Ki + 1)s
1− 1.24s
1 + 0.62s
1
9.05s+ 1
(4.17)
The integral gain Ki chosen for the study are [0.1, 1, 2, 3]. These values are related to
the proportional gain Kp by (4.12) and the proportional gains are related to λ1 by (4.13).
Kp and λ1 resulted from the selection of integral gains Ki are indicated in Table 4.1. All
values of λ1 are observed to be below 1.05, hence, the system is stable.
Table 4.1: System Properties
Ki 0.1 1 2 3
Kp 0.2067 2.0667 4.1333 6.2000
λ1 0.0283 0.2832 0.5663 0.8495
The system relative stability is evaluated to determine how much further the system gain
can be increased before the instability is resulted. Measurement of the relative stability from
Bode diagram, Nyquist diagram and Nichols chart has been explained in Section 4.2.2 and
the plots are presented in Figs. 4.11, 4.12 and 4.14 respectively with the results presented
in Table 4.2. The parameters of interest are the gain and phase margins, including the
crossover frequencies when gain = 0 dB and phase = -180◦. It is seen that the integral gain
Ki of 0.1 will provide the highest gain and phase margins.
The closed-loop characteristics can be determined from the open-loop frequency response
plots. This is illustrated in Nichols chart plotted in Fig. 4.14, and the frequency responses
are verified by the closed-loop Bode diagram in Fig. 4.13. The closed-loop characteristics,
i.e., the maximum magnitude of the frequency response Mpω and the resonant frequency
ωr, are presented in Table 4.3.
Investigation on the adjustment of the integral gain Ki has also been carried out to
yield a better frequency response. When an initial value Ki of 3 is selected, a large peak
value, Mpω of 21.1 dB is observed as shown in Fig. 4.14. As examined in transient step
responses in Fig. 4.15 in the next section, it gives the highest overshoot of 140% and the
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longest settling time of 68.65 sec which are undesirable.
To reduce the percent overshoot to 48%, this requires a damping ratio ζ of 0.2275 from
(4.15). From Fig. 4.10, a damping ratio ζ of 0.2275 is obtained which corresponds to a
maximum magnitude Mpω of 2.257 or 7.071 dB. As illustrated in Fig. 4.14, the frequency
response for Ki = 1 intersects the 7.37 dB closed-loop curve. To obtain such frequency
response, the frequency response has to be lowered by a gain of 7.696 dB, which means the
integral gain Ki has to be reduced by a factor of 2.425 as determined by (4.16). This yields
a new integral gain Ki of 1.24, which is close to the correct integral gain Ki of 1.
 5 
Herein, λ2 is selected as 0.6. As observed from Fig. 3, any 
values of λ1 below 1.05 will result a stable system. λ1 has to be 
a positive value. The hydraulic system now has the following 
transfer function: 
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The integral gain Ki chosen for the study are [0.1, 1, 2, 3]. 
These values are related to the proportional gain Kp by (10) 
and the proportional gains are related to λ1 by (11). Kp and λ1 
resulted from the selection of integral gains Ki are indicated in 
Table 1. All values of λ1 are observed to be below 1.05, hence, 
the system is stable. 
TABLE I 
SYSTEM PROPERTIES 
Ki 0.1 1 2 3 
Kp 0.2067 2.0667 4.1333 6.2000 
λ1 0.0283 0.2832 0.5663 0.8495 
 
The system relative stability is now evaluated to determine 
how much further the system gain can be increased before the 
instability is resulted. Measurement of the relative stability 
from Bode diagram, Nyquist diagram and Nichols chart has 
been explained in Section 2.2 and the plots are presented in 
Figs. 11, 12 and 14 respectively with the results presented in 
Table 2. The parameters of interest are the gain and phase 
margins, including the crossover frequencies when gain = 0 dB 
and phase = -180°. It is seen that the integral gain Ki of 0.1 
will provide the highest gain and phase margins. 
The closed-loop characteristics can be determined from the 
open-loop frequency response plots. This is illustrated in 
Nichols chart plotted in Fig. 14, and the frequency responses 
are verified by the closed-loop Bode diagram in Fig. 13. The 
closed-loop characteristics, i.e. the maximum magnitude of the 
frequency response Mp and the resonant frequency r, are 
presented in Table 3. 
TABLE II 
RELATIVE STABILITY OF HYDRAULIC SYSTEM 
Ki 0.1 1 2 3 
20log(Gm) [dB] 26.62 8.19 3.55 1.18 
Pm 58.12 24.74 14.91 6.14 
g 0.71 0.77 0.83 0.87 
p  0.08 0.35 0.56 0.75 
 
TABLE III 
CLOSED-LOOP FREQUENCY CHARACTERISTICS 
Ki 0.1 1 2 3 
Mp [dB] 0.35 7.37 12.4 21.1 
r 0.0658 0.355 0.593 0.792 
 
Investigation on the adjustment of the integral gain Ki has 
also been carried out to yield a better frequency response. 
When an initial value Ki of 3 is selected, a large peak value, 
Mp of 21.1 dB is observed as shown in Fig. 14. As examined 
in transient step responses in Fig. 15 in the next section, it 
gives the highest overshoot of 140% and the longest setting 
time of 68.65 sec which are undesirable. 
To reduce the percent overshoot to 48%, this requires a 
damping ratio ζ of 0.2275 from (13). From Fig. 10, a damping 
ratio ζ of 0.2275 is obtained which corresponds to a maximum 
magnitude Mp of 2.257 or 7.071 dB. As illustrated in Fig. 14, 
the frequency response for Ki = 1 intersects the 7.37 dB 
closed-loop curve. To obtain such frequency response, the 
frequency response has to be lowered by a gain of 7.696 dB, 
which means the integral gain Ki has to be reduced by a factor 
of 2.425 as determined y (14). This yields a new integral gain 
Ki of 1.24, which is close to th  correct integr  gain Ki of 1. 
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Figure 4.11: Open-loop bode diagram
Table 4.2: Relative Stability of Hydraulic System
Ki 0.1 1 2 3
20 log(Gm) [dB] 26.62 8.19 3.55 1.18
Pm 58.12 24.74 14.91 6.14
ωg 0.71 0.77 0.83 0.87
ωp 0.08 0.35 0.56 0.75
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Herein, λ2 is selected as 0.6. As observed from Fig. 3, any 
values of λ1 below 1.05 will result a stable system. λ1 has to be 
a positive value. The hydraulic system now has the following 
transfer function: 
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The integral gain Ki chosen for the study are [0.1, 1, 2, 3]. 
These values are related to the proportional gain Kp by (10) 
and the proportional gains are related to λ1 by (11). Kp and λ1 
resulted from the selection of integral gains Ki are indicated in 
Table 1. All values of λ1 are observed to be below 1.05, hence, 
the system is stable. 
TABLE I 
SYSTEM PROPERTIES 
Ki 0.1 1 2 3 
Kp 0.2067 2.0667 4.1333 6.2000 
λ1 0.0283 0.2832 0.5663 0.8495 
 
The system relative stability is now evaluated to determine 
how much further the system gain can be increased before the 
instability is resulted. Measurement of the relative stability 
from Bode diagram, Nyquist diagram and Nichols chart has 
been explained in Section 2.2 and the plots are presented in 
Figs. 11, 12 and 14 respectively with the results presented in 
Table 2. The parameters of interest are the gain and phase 
margins, including the crossover frequencies when gain = 0 dB 
and phase = -180°. It is seen that the integral gain Ki of 0.1 
will provide the highest gain and phase margins. 
The closed-loop characteristics can be determined from the 
open-loop frequency response plots. This is illustrated in 
Nichols chart plotted in Fig. 14, and the frequency responses 
are verified by the closed-loop Bode diagram in Fig. 13. The 
closed-loop characteristics, i.e. the maximum magnitude of the 
frequency response Mp and the resonant frequency r, are 
presented in Table 3. 
TABLE II 
RELATIVE STABILITY OF HYDRAULIC SYSTEM 
Ki 0.1 1 2 3 
20log(Gm) [dB] 26.62 8.19 3.55 1.18 
Pm 58.12 24.74 14.91 6.14 
g 0.71 0.77 0.83 0.87 
p  0.08 0.35 0.56 0.75 
 
TABLE III 
CLOSED-LOOP FREQUENCY CHARACTERISTICS 
Ki 0.1 1 2 3 
Mp [dB] 0.35 7.37 12.4 21.1 
r 0.0658 0.355 0.593 0.792 
 
Investigation on the adjustment of the integral gain Ki has 
also been carried out to yield a better frequency response. 
When an initial value Ki of 3 is selected, a large peak value, 
Mp of 21.1 dB is observed as shown in Fig. 14. As examined 
in transient step responses in Fig. 15 in the next section, it 
gives the highest overshoot of 140% and the longest setting 
time of 68.65 sec which are undesirable. 
To reduce the percent overshoot to 48%, this requires a 
damping ratio ζ of 0.2275 from (13). From Fig. 10, a damping 
ratio ζ of 0.2275 is obtained which corresponds to a maximum 
magnitude Mp of 2.257 or 7.071 dB. As illustrated in Fig. 14, 
the frequency response for Ki = 1 intersects the 7.37 dB 
closed-loop curve. To obtain such frequency response, the 
frequency response has to be lowered by a gain of 7.696 dB, 
which means the integral gain Ki has to be reduced by a factor 
of 2.425 as determined by (14). This yields a new integral gain 
Ki of 1.24, which is close to the correct integral gain Ki of 1. 
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Herein, λ2 is selected as 0.6. As observed from Fig. 3, any 
values of λ1 below 1.05 will result a stable system. λ1 has to be 
a positive value. The hydraulic system now has the following 
transfer function: 
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The integral gain Ki chosen for the study are [0.1, 1, 2, 3]. 
These values are related to the proportional gain Kp by (10) 
and the proportional gains are related to λ1 by (11). Kp and λ1 
resulted from the selection of integral gains Ki are indicated in 
Table 1. All values of λ1 are observed to be below 1.05, hence, 
the system is stable. 
TABLE I 
SYSTEM PROPERTIES 
Ki 0.1 1 2 3 
Kp 0.2067 2.0667 4.1333 6.2000 
λ1 0.0283 0.2832 0.5663 0.8495 
 
The system relative stability is now evaluated to determine 
how much further the system gain can be increased before the 
instability is resulted. Measurement of the relative stability 
from Bode diagram, Nyquist diagram and Nichols chart has 
been explained in Section 2.2 and the plots are presented in 
Figs. 11, 12 and 14 respectively with the results presented in 
Table 2. The parameters of interest are the gain and phase 
margins, including the crossover frequencies when gain = 0 dB 
and phase = -180°. It is seen that the integral gain Ki of 0.1 
will provide the highest gain and phase margins. 
The closed-loop characteristics can be determined from the 
open-loop frequency response plots. This is illustrated in 
Nichols chart plotted in Fig. 14, and the frequency responses 
are verified by the closed-loop Bode diagram in Fig. 13. The 
closed-loop characteristics, i.e. the maximum magnitude of the 
frequency response Mp and the resonant frequency r, are 
presented in Table 3. 
TABLE II 
RELATIVE STABILITY OF HYDRAULIC SYSTEM 
Ki 0.1 1 2 3 
20log(Gm) [dB] 26.62 8.19 3.55 1.18 
Pm 58.12 24.74 14.91 6.14 
g 0.71 0.77 0.83 0.87 
p  0.08 0.35 0.56 0.75 
 
TABLE III 
CLOSED-LOOP FREQUENCY CHARACTERISTICS 
Ki 0.1 1 2 3 
Mp [dB] 0.35 7.37 12.4 21.1 
r 0.0658 0.355 0.593 0.792 
 
Investigation on the adjustment of the integral gain Ki has 
also been carried out to yield a better frequency response. 
When an initial value Ki of 3 is selected, a large peak value, 
Mp of 21.1 dB is observed as shown in Fig. 14. As examined 
in transient step responses in Fig. 15 in the next section, it 
gives the highest overshoot of 140% and the longest setting 
time of 68.65 sec which are undesirable. 
To reduce the percent overshoot to 48%, this requires a 
damping ratio ζ of 0.2275 from (13). From Fig. 10, a damping 
ratio ζ of 0.2275 is obtained which corresponds to a maximum 
magnitude Mp of 2.257 or 7.071 dB. As illustrated in Fig. 14, 
the frequency response for Ki = 1 intersects the 7.37 dB 
closed-loop curve. To obtain such frequency response, the 
frequency response has to be lowered by a gain of 7.696 dB, 
which means the integral gain Ki has to be reduced by a factor 
of 2.425 as determined by (14). This yields a new integral gain 
Ki of 1.24, which is close to the correct integral gain Ki of 1. 
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Herein, λ2 is selected as 0.6. As observed from Fig. 3, any 
values of λ1 below 1.05 will result a stable system. λ1 has to be 
a positive value. The hydraulic system now has the following 
transfer function: 
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The integral gain Ki chosen for the study are [0.1, 1, 2, 3]. 
These values are related to the proportional gain Kp by (10) 
and the proportional gains are related to λ1 by (11). Kp and λ1 
resulted from the selection of integral gains Ki are indicated in 
Table 1. All values of λ1 are observed to be below 1.05, hence, 
the system is stable. 
TABLE I 
SYSTEM PROPERTIES 
Ki 0.1 1 2 3 
Kp 0.2067 2.0667 4.1333 6.2000 
λ1 0.0283 0.2832 0.5663 0.8495 
 
The system relative stability is now evaluated to determine 
how much further the system gain can be increased before the 
instability is resulted. Measurement of the relative stability 
from Bode diagram, Nyquist diagram and Nichols chart has 
been explained in Section 2.2 and the plots are presented in 
Figs. 11, 12 and 14 respectively with the results presented in 
Table 2. The parameters of interest are the gain and phase 
margins, including the crossover frequencies when gain = 0 dB 
and phase = -180°. It is seen that the integral gain Ki of 0.1 
will provide the highest gain and phase margins. 
The closed-loop characteristics can be determined from the 
open-loop frequency response plots. This is illustrated in 
Nichols chart plotted in Fig. 14, and the frequency responses 
are verified by the closed-loop Bode diagram in Fig. 13. The 
closed-loop characteristics, i.e. the maximum magnitude of the 
frequency response Mp and the resonant frequency r, are 
presented in Table 3. 
TABLE II 
RELATIVE STABILITY OF HYDRAULIC SYSTEM 
Ki 0.1 1 2 3 
20log(Gm) [dB] 26.62 8.19 3.55 1.18 
Pm 58.12 24.74 14.91 6.14 
g 0.71 0.77 0.83 0.87 
p  0.08 0.35 0.56 0.75 
 
TABLE III 
CLOSED-LOOP FREQUENCY CHARACTERISTICS 
Ki 0.1 1 2 3 
Mp [dB] 0.35 7.37 12.4 21.1 
r 0.0658 0.355 0.593 0.792 
 
Investigation on the adjustment of the integral gain Ki has 
also been carried out to yield a better frequency response. 
When an initial value Ki of 3 is selected, a large peak value, 
Mp of 21.1 dB is observed as shown in Fig. 14. As examined 
in transient step responses in Fig. 15 in the next section, it 
gives the highest overshoot of 140% and the longest setting 
time of 68.65 sec which are undesirable. 
To reduce the percent overshoot to 48%, this requires a 
damping ratio ζ of 0.2275 from (13). From Fig. 10, a damping 
ratio ζ of 0.2275 is obtained which corresponds to a maximum 
magnitude Mp of 2.257 or 7.071 dB. As illustrated in Fig. 14, 
the frequency response for Ki = 1 intersects the 7.37 dB 
closed-loop curve. To obtain such frequency response, the 
frequency response has to be lowered by a gain of 7.696 dB, 
which means the integral gain Ki has to be reduced by a factor 
of 2.425 as determined by (14). This yields a new integral gain 
Ki of 1.24, which is close to the correct integral gain Ki of 1. 
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Figure 4.14: Nichols chart
Table 4.3: Closed-Loop Frequency Characteristics
Ki 0.1 1 2 3
Mpω [dB] 0.35 7.37 12.4 21.1
ωr 0.0658 0.355 0.593 0.792
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4.3.2 Results using Time Response Method
The frequency response methods are correlated with time response method. Herein, a
transient step response will be examined to observe the system overshoot and settling time.
A system with less overshoot and quicker settling time is considered as a good system.
The hydraulic system when subject to a step disturbance with the integral gain Ki set to
be 0.1, 1, 2 and 3 results in the transient responses as illustrated in Fig. 4.15. The associated
performance characteristics, include rise time, peak time, settling time and overshoot, are
presented in Table 4.4.
As determined in frequency response methods in the previous section, the integral gain
Ki of 0.1 will result in the highest gain and phase margins. This is further investigated
using transient step response as shown in Fig. 4.15. It is observed that this system has the
least overshoot among other values of Ki, however it has a longer settling time.
It is examined that system with integral gain Ki of 1 yields a better response, with low
overshoot and faster settling time. It has a percent overshoot of 57.26% and a settling time
Ts of 36.47sec. The percent overshoot obtained is different from that obtained in frequency
response, due to the reason that this high-order hydraulic system is approximated by the
second-order system.
The system subsides to a steady state value of (1-ess) where ess is the steady state error
derived as following:
ess = lims→0sE(s) =
σ
σ + 1
(4.18)
where, σ is permanent droop.
This shows that the system gains have no effects on determining the final steady-state
value, but it is determined by system permanent droop σ. The steady-state error of this
controller system is 5%.
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B.  Results Using Time Response Method 
The frequency response methods are correlated with time 
response method. Herein, a transient step response will be 
examined to observe the system overshoot and settling time. A 
system with less overshoot and quicker settling time is 
considered as a good system. 
The hydraulic system when subject to a step disturbance 
with the integral gain Ki set to be 0.1, 1, 2 and 3 results in the 
transient responses as illustrated in Fig. 15. The associated 
performance characteristics, include rise time, peak time, 
settling time and overshoot, are presented in Table 4. 
As determined in frequency response methods in the 
previous section, the integral gain Ki of 0.1 will result in the 
highest gain and phase margins. This is further investigated 
using transient step response as shown in Fig. 15. It is 
observed that this system has the least overshoot among other 
values of Ki, however it has a longer settling time. 
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Fig. 15.  Transient Step Response 
 
TABLE IV 
STEP RESPONSE CHARACTERISTICS 
Integral Gain Ki 0.1 1 2 3 
Rise Time   
Settling Time 
Overshoot  
Peak  
Peak Time 
15.47 
53.27 
12.59 
1.07 
33.92 
2.33 
36.47 
57.26 
1.50 
8.48 
6.75 
36.96 
93.10 
1.84 
5.72 
0.72 
68.65 
140.34 
2.29 
4.75 
 
It is examined that system with integral gain Ki of 1 yields 
a better response, with low overshoot and faster settling time. 
It has a percent overshoot of 57.26% and a settling time Ts of 
36.47sec. The percent overshoot obtained is different from that 
obtained in frequency response, due to the reason that this 
high-order hydraulic system is approximated by the second-
order system. 
The system subsides to a steady state value of (1 – ess) 
where ess is the steady state error derived as following: 
( )
1
lim
0 +
==
→ σ
σ
ssEe
s
ss  where, σ is permanent droop. 
This shows that the system gains have no effects on 
determining the final steady-state value, but it is determined by 
system permanent droop σ. 
IV.  CONCLUSION 
In conclusion, the stability of a hydraulic system governed 
by a PID controller is studied in the paper. Relative stability 
has been analysed by utilising frequency response methods, 
namely Bode diagram, Nyquist diagram and Nichols chart. 
The analyses are further investigated using transient step 
responses. An optimum setting for a governor will result in a 
less overshoot and faster settling time in the transient response 
when subject to a step disturbance. An illustrative study case 
has been presented in adjusting the system gains utilising 
Nichols chart to reduce the percent overshoot, as well as to 
improve system relative stability.  
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Figure 4.15: Transient step response
Table 4.4: Step Response Characteristics
Integral Gain Ki 0.1 1 2 3
Rise Time 15.4 2.33 6.75 0.72
Settling Time 53.27 36.47 36.96 68.65
Overshoot 12.59 57.26 93.10 140.34
Peak 1.07 1.50 1.84 2.29
Peak Time 33.92 8.48 5.72 4.75
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4.4 Summary
In conclusion, the stability of a hydraulic system governed by a PID controller is studied
in this chapter. Relative stability has been analysed by utilising frequency response meth-
ods, namely Bode diagram, Nyquist diagram and Nichols chart. The analyses are further
investigated using transient step responses. An optimum setting for a governor will result
in a less overshoot and faster settling time in the transient response when subject to a step
disturbance. An illustrative study case has been presented in adjusting the system gains
utilising Nichols chart to reduce the percent overshoot, as well as to improve system relative
stability.
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Chapter 5
Modelling of Hydraulic Turbine for
Dynamic Studies and Performance
Analysis
Abstract
Classical ideal lossless representation of the hydraulic turbine has been used widely in the
past for governor stability studies. This model is suitable for small perturbations around
the initial operating condition, and approximates to the practical turbine characteristics
at low frequencies only. For satisfactory fast response and stable operation of governor
studies, this classical model may not be adequate, rather a more accurate modelling of
the turbine-penstock characteristics is desired to capture and depict the essential dynamic
performances for wide variety of system analyses. In this chapter, a hydraulic turbine model
with long penstock is represented where the water hammer effects and friction are taken in
consideration. A detailed hydraulic turbine-penstock utilised for governing stability studies
is used to analyse the transient response when subject to a load disturbance. Frequency
response analysis as well as transient response analysis is performed to evaluate the effects
of the detailed modelling of the turbine-penstock to the stability analyses and the dynamic
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performances.
5.1 Introduction
The increasing complexity of the system network as well as the growing market and eco-
nomics require more accurate and detailed representations of the power system components.
This is to allow an adequate and accurate prediction of the system dynamic responses and
performances to be obtained when system stability is analysed through simulation.
In the past, a classical ideal lossless turbine-penstock has been used widely to examine
the stability as well as to obtain the optimum parameters for the hydraulic governing system
[1] - [4]. This simple representation of the hydraulic governor turbine system has eased the
computational requirements in establishing the stability boundaries and the transient re-
sponses subject to a step load disturbance. However, this simple linearised turbine-penstock
model represented in the studies has neglected the effects of water compressibility and pipe
elasticity which are usually encountered in reality; hence the accuracy is in doubt.
Detailed representation of the hydraulic system will assure a greater accuracy in the
governor stability analysis. In a power network, system stability is vital to ensure satis-
factory system operation, thus a faster response of the governor in returning the system
frequency to nominal when subject to load disturbances is desired. This in turn requires
a more detailed representation of the turbine-penstock model where the inherent nonlin-
ear characteristics such as the effects of the water velocity in the penstock, acceleration of
water column, hydraulic head and gate should be accounted for. This is to interpret the
system dynamic behaviours as accurately as possible and to approximate to the practical
cases closely and for a wide frequency range. Thus, of greater importance is to model the
hydraulic system carefully to approximate the practical turbine model at all frequencies
such that reliable stability analysis can be obtained.
Authors in [5] developed more detailed models of hydraulic prime mover/energy supply
for system stability studies. Woodward [6] discussed the achievable enhancements in the
hydraulic turbines representation as prime movers in power system analysis. Sanathanan [7]
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illustrated a method for obtaining accurate reduced-order models for hydro turbines with
long penstocks and demonstrated the inadequacy of the first order model.
In this chapter, a detailed representation of turbine-penstock, accounting for the effects
of water compressibility and pipe elasticity, as well as the friction, is considered for the
stability studies.
5.2 Hydraulic Turbine Model
Fig. 5.1 shows the block diagram of a hydraulic turbine generating system governed by a
proportional-integral-derivative (PID) governing system.
 1 
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In the past, a classical ideal lossless turbine-penstock has 
been used widely to examine the stability as well as to obtain 
the optimum parameters for the hydraulic governing system [1] 
– [4]. This simple representation of the hydraulic governor 
turbine system has eased the computational requirements in 
establishing the stability boundaries and the transient 
responses subject to a step load disturbance. However, this 
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a greater accuracy in the governor stability analysis. In a 
power network, system stability is vital to ensure satisfactory 
system operation, thus a faster response of the governor in 
returning the system frequency to nominal when subject to 
load disturbances is desired. This in turn requires a more 
detailed representation of the turbine-penstock model where 
the inherent nonlinear characteristics, such as the effects of the 
water velocity in the penstock, acceleration of water column, 
hydraulic head and gate should be accounted for. This is to 
interpret the system dynamic behaviours as accurately as 
possible and to approximate to the practical cases closely and 
for a wide frequency range. Thus, of greater importance is to 
model the hydraulic system carefully to approximate the 
practical turbine model at all frequencies such that reliable 
stability analysis can be obtained. 
Authors in [7] developed more detailed models of hydraulic 
prime mover/energy supply for system stability studies. 
Woodward [8] discussed the achievable enhancements in the 
hydraulic turbines representation as prime movers in power 
system analysis. Sanathanan [10] illustrated a method for 
obt ining accura e redu ed-order models for hydro turbines 
with long penstocks and demonstrated the inadequacy of the 
first order model. 
In this paper, a detailed representation of turbine-penstock, 
accounting for the effects of w ter compr ss bility and pipe 
elasticity, as well as the friction, is considered for the stability 
studies.  
II.  HYDRAULIC TURBINE MODEL 
Fig. 1 shows the block diagram of a hydraulic turbine 
generating system governed by a proportional-integral-
derivative (PID) governing system.  
Fig. 1.  Hydraulic Turbine Generating System 
 
The hydraulic governor turbine system as shown in Fig. 1 
has the general open-loop transfer function as derived in the 
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Figure 5.1: Hydraulic turbine generating system
The hydraulic governor turbine system as shown in Fig. 5.1 has the general open-loop
ransfer function as derived in the following:
G =
Kp +
Ki
s +Kds
1 + σ
(
Kp +
Ki
s +Kds
) 1− Tws
1 + 0.5Tws
1
Tms+D
(5.1)
where Kp, Ki and Kd are proportional, integral and derivative gains, s is the Laplace
transform variable, σ represents the permanent speed droop, Tw represents the water start-
ing time, Tm and D are mechanical starting time and self-regulation of turbine and load
respectively. The mid-term of the open-loop transfer function as in (5.1) represents an
ideal lossless turbine model. The following studies involve detailed representations of the
turbine-penstock model as described in Section 5.2.1.
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5.2.1 Turbine-Penstock Model
This paper will be concentrating on the representation of the turbine-penstock model for
system stability studies. The linearised hydraulic turbine model can be represented for
small perturbation about an initial operating condition as follows [6, 8]:
q = a11h+ a12ω + a13g
Pm = a21h+ a22ω + a23g (5.2)
where q = water flow, Pm = mechanical power, h = hydraulic head, ω = speed/frequency,
g = gate,
a11 =
∂q
∂h
, a12 =
∂q
∂ω
, a13 =
∂q
∂g
, a21 =
∂Pm
∂h
, a22 =
∂Pm
∂ω
, a23 =
∂Pm
∂g
.
Usually, the partial derivatives with respect to speed are insignificant.
To account for the dynamic interaction between the hydraulic system and the power
system accurately, a detailed hydraulic system model is necessary which should account for
the effects of water compressibility and pipe elasticity. Head and flow at the turbine end
are related by the transfer function as follows [9]:
H(s)
Q(s)
= −F − Tw
Te
tanh(Tes) (5.3)
where F = friction coefficient, Te = elastic time.
Combining (5.2) and (5.3) yields the following:
Pm
g
=
a23 + (a23a11 − a21a13)F + (a23a11 − a21a13) TwTe tanh(Tes)
1 + a11F + a11
Tw
Te
tanh(Tes)
(5.4)
Equation (5.4) represents a hydraulic turbine-penstock model where the effects of the
pressure wave stretching the water conduit and the friction are taken into consideration.
The ‘a’ coefficients vary depending on the turbine operating condition. For an ideal
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turbine operating at rated speed and head, the a coefficients are a11 = 0.5, a13 = 1.0, a21
= 1.5 and a23 = 1.0 [6, 8].
For an ideal turbine, (5.4) can be simplified to the following general representation:
Pm
g
=
1− F − TwTe tanh(Tes)
1 + 12F +
1
2
Tw
Te
tanh(Tes)
(5.5)
5.2.2 Lumped-Parameter Approximation
The infinite product expansion of the transcendental functions involved in the transfer func-
tions for distributed system developed by Goodson [10] has provided significant advantages
for simulation as the system eigenvalues are mostly preserved. Both system poles and zeros
are retained with the utilisation of the product expansion for any order approximation. It
is crucial to keep the zeros and poles of the characteristic equation in the system as in
a dynamic response, the zeros are of primary importance whilst the poles yield accurate
oscillation frequencies and damping [10].
In [10], Taylor series expansion is demonstrated to have less preservations of the system
zeros over the product expansion for any order approximation. Moreover, the product ex-
pansion has the ability to approximate the response with the extremum amplitude obtained
[10]. These advantages illustrated allow a more precise description of the transient dynamic
response with low-order ordinary differential equations.
The hyperbolic function involved in (5.4) and (5.5) can be approximated by a lumped-
parameter equivalent with a sufficient number of the expansions terms, based on the analysis
objective and the essential precision [9].
tanh(Tes) =
sTe
∏i=∞
i=1
[
1 +
(
sTe
iπ
)2]
∏i=∞
i=1
[
1 +
(
2sTe
(2i−1)π
)2] (5.6)
When the hyperbolic function is approximated to tanh(Tes) ≈ sTe for i = 0, the con-
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ventional ideal lossless turbine assuming an inelastic water column is represented as follows:
Pm
g
=
1− Tws
1 + 12Tws
(5.7)
With the consideration of water hammer effects, the turbine-penstock representations
corresponding to i = 1 and i = 2 are as follows:
for i = 1
Pm
g
=
a23
[
1 +
(
2sTe
π
)2]
+
(
a23
2 − a21
)
sTw
[
1 +
(
sTe
π
)2][
1 +
(
2sTe
π
)2]
+ sTw2
[
1 +
(
sTe
π
)2] (5.8)
for i = 2
Pm
g
=
a23
[
1 +
(
2sTe
π
)2] [
1 +
(
2sTe
3π
)2]
+
(
a23
2 − a21
)
sTw
[
1 +
(
sTe
π
)2] [
1 +
(
sTe
2π
)2][
1 +
(
2sTe
π
)2] [
1 +
(
2sTe
3π
)2]
+ sTw2
[
1 +
(
sTe
π
)2] [
1 +
(
sTe
2π
)2] (5.9)
As observed in (5.8) and (5.9), a more complicated and higher-order of the turbine-
penstock representation is resulted when approximated with a higher expansion term of i.
The magnitude and phase diagrams of the hydraulic turbine transfer functions as shown in
(5.7), (5.8) and (5.9) are plotted in Figs. 5.2 and 5.3 respectively with arbitrary selections
of Tw = 2.0 sec and Te = 1.0 sec.
As interpreted in the bode diagrams shown in Figs. 5.2 and 5.3, the classical ideal
lossless turbine (model with i = 0) agrees with the detailed representation models (i.e.
models with i = 1, and i = 2) up to frequency 0.6 rad/sec only. As for the model with
elementary component of the water column preserved (i.e. i = 1), it agrees with model
including more components of the water column represented, (i.e. i = 2) up to a higher
frequency of 4 rad/sec.
This means that the classical ideal lossless turbine approximates to the practical turbine
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As observed in (8) and (9), a more complicated and higher-
order of the turbine-penstock representation is resulted when 
approximated with a higher expansion term of i. The 
magnitude and phase diagrams of the hydraulic turbine transfer 
functions as shown in (7), (8) and (9) are plotted in Figs. 2 and 
3 respectively with arbitrary selections of Tw = 2.0 sec and Te 
= 1.0 sec.  
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As interpreted in the bode diagrams shown in Figs. 2 and 3, 
the classical ideal lossless turbine (model with i = 0) agrees 
with the detailed representation models (i.e. models with i = 1, 
and i = 2) up to frequency 0.6 rad/sec only. As for the model 
with elementary component of the water column preserved 
(i.e. i = 1), it agrees with model with more components of the 
water column represented, (i.e. i = 2) up to a higher frequency 
of 4 rad/sec.   
This means that the classical ideal lossless turbine 
approximates to the practical turbine at very low frequencies 
only. If the classical ideal lossless turbine is used for stability 
analysis at very high frequencies, the simulation responses are 
erroneous. This classical representation is said to be very 
inaccurate in practical cases. Thus, a more detailed 
representation of turbine-penstock model is desired to predict 
the practical responses more precisely.   
C.  Stability of Hydraulic Turbine Generating Unit 
Hagihara et al [4] demonstrated the stability boundaries of 
a hydraulic system governed by a PID controller, but with the 
turbine-penstock model represented by a simple first-order 
transfer function as obtained in (7). With a more accurate 
turbine-penstock representation utilised for stability studies, 
the optimum parameters obtained in [4] are no longer resulting 
an optimum transient response when subject to load 
disturbances.  
The optimum parameters suggested in [4] are: 
31,3.0,8.0 521 === λλλ                (10) 
The corresponding proportional-integral-derivative gains, 
Kp, Ki and Kd obtained from these λ values are expressed as 
follows: 
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Now, the transient responses of the hydraulic system 
subject to a step load disturbance are investigated with the 
optimum parameters as expressed in (11) utilized. It is shown 
in Fig. 4 that for an ideal lossless turbine assuming an inelastic 
water column, the transient step response is optimum, with less 
overshoot and quicker settling time. However, when the 
fundamental component of the water column is represented 
(i.e. i = 1), the resulting response is oscillatory with higher 
overshoot and longer settling time.  
If a higher-order representation of the turbine-penstock is 
employed, in this case, a turbine-penstock model with i = 2 
(i.e. more components of the water column preserved) yields 
an unstable response as seen in Fig. 5. Thus, this has 
concluded that the optimum parameters for PID governor 
recommended in [4] do not result in an optimum response 
when a higher-order turbine-penstock is modelled.  
Murty et al [5] extended Hagihara et al works by 
considering the influence of water column elasticity on the 
stability boundaries of the hydraulic unit with long penstock 
operating on an isolated load with an additional parameter 
we TT=6λ introduced. However, the optimum parameters for 
the PID governor are not included for their studies.  
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Figure 5.2: Magnitude plots of turbine-penstock models
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As observed in (8) and (9), a more complicated and higher-
order of the turbine-penstock representation is resulted when 
approximated with a higher expansion term of i. The 
magnitude and phase diagrams of the hydraulic turbine transfer 
functions as shown in (7), (8) and (9) are plotted in Figs. 2 and 
3 respectively with arbitrary selections of Tw = 2.0 sec and Te 
= 1.0 sec.  
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As interpreted in the bode diagrams shown in Figs. 2 and 3, 
the classical ideal lossless turbine (model with i = 0) agrees 
with the detailed representation models (i.e. models with i = 1, 
and i = 2) up to frequency 0.6 rad/sec only. As for the model 
with elementary component of the water column preserved 
(i.e. i = 1), it agrees with model with more components of the 
water column represented, (i.e. i = 2) up to a higher frequency 
of 4 rad/sec.   
This means that the classical ideal lossless turbine 
approximates to the practical turbine at very low frequencies 
only. If the classical ideal lossless turbine is used for stability 
analysis at very high frequencies, the simulation responses are 
erroneous. This classical representation is said to be very 
inaccurate in practical cases. Thus, a more detailed 
representation of turbine-penstock model is desired to predict 
the practical responses more precisely.   
C.  Stability of Hydraulic Turbine Generating Unit 
Hagihara et al [4] demonstrated the stability boundaries of 
a hydraulic system governed by a PID controller, but with the 
turbine-penstock model represented by a simple first-order 
transfer function as obtained in (7). With a more accurate 
turbine-penstock representation utilised for stability studies, 
the optimum parameters obtained in [4] are no longer resulting 
an optimum transient response when subject to load 
disturbances.  
The optimum parameters suggested in [4] are: 
31,3.0,8.0 521 === λλλ                (10) 
The corresponding proportional-integral-derivative gains, 
Kp, Ki and Kd obtained from these λ values are expressed as 
follows: 
md
w
m
i
w
m
p TK
T
T
K
T
T
K 27.0,24.0,8.0
2
===          (11) 
Now, the transient responses of the hydraulic system 
subject to a step load disturbance are investigated ith the 
optimum parameters as expressed in (11) utilized. It is shown 
in Fig. 4 that for an ideal lossless turbine assuming an inelastic 
water c lum , the transient step response is optimum, with less 
overshoot and quicker settling time. However, when the 
fundam ntal component of the wat r c lumn is represented 
i. . i = 1), the resul ing response is scillato y with higher 
overshoot and longer s ttling time.  
If a higher-order re resentation of the turbine-penst ck is 
employed, in this case, a turbine-penstock model with i = 2 
(i.e. more compon n s of the water colu n preserved) yields 
an uns abl  response as seen in F g. 5. Thus, this has 
cluded that the optimum parameters for PID governor 
recommended in [4] do not result in an op imum response 
wh n a higher-order turbine-penstock is modelled.  
Murty et al [5] extended Hagihara et al works by 
considering the influence of water column elasticity on the 
stability boundaries of the hydraulic unit with long penstock 
operating on an isolated load with an additional parameter 
we TT=6λ introduced. However, the optimum parameters for 
the PID governor are not included for their studies.  
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Figure 5.3: Phase plots of turbine-penstock models
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at very low frequencies only. If the classical ideal lossless turbine is used for stability
analysis at very high frequencies, the simulation responses may become erroneous. This
classical representation is said to be very inaccurate in practical cases. Thus, a more detailed
representation of turbine-penstock model is desired to predict the practical responses more
precisely.
5.2.3 Stability of Hydraulic Turbine Generating Unit
Hagihara et al. [4] demonstrated the stability boundaries of a hydraulic system governed by
a PID controller, but with the turbine-penstock model represented by a simple first-order
transfer function as obtained in (5.7). With a more accurate turbine-penstock representation
utilised for stability studies, the optimum parameters obtained in [4] are no longer resulting
an optimum transient response when subject to load disturbances.
The optimum parameters suggested in [4] are:
λ1 = 0.8, λ2 = 0.3, λ5 =
1
3
(5.10)
The corresponding proportional-integral-derivative gains, Kp, Ki and Kd obtained from
these λ values are expressed as follows:
Kp = 0.8
Tm
Tw
, Ki = 0.24
Tm
T 2w
, Kd = 0.27Tm (5.11)
Now, the transient responses of the hydraulic system subject to a step load disturbance
are investigated with the optimum parameters as expressed in (5.11) utilised. It is shown in
Fig. 5.4 that for an ideal lossless turbine assuming an inelastic water column, the transient
step response is optimum, with less overshoot and quicker settling time. However, when
the fundamental component of the water column is represented (i.e., i = 1), the resulting
response is oscillatory with higher overshoot and longer settling time.
If a higher-order representation of the turbine-penstock is employed, in this case, a
turbine-penstock model with i = 2 (i.e., more components of the water column preserved)
90
yields an unstable response as seen in Fig. 5.5. Thus, this has concluded that the optimum
parameters for PID governor recommended in [4] do not result in an optimum response
when a higher-order turbine-penstock is modelled.
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As observed in (8) and (9), a more complicated and higher-
order of the turbine-penstock representation is resulted when 
approximated with a higher expansion term of i. The 
magnitude and phase diagrams of the hydraulic turbine transfer 
functions as shown in (7), (8) and (9) are plotted in Figs. 2 and 
3 respectively with arbitrary selections of Tw = 2.0 sec and Te 
= 1.0 sec.  
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Fig. 2.  Magnitude Plots of Turbine-Penstock Models 
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Fig. 3.  Phase Plots of Turbine-Penstock Models 
 
As interpreted in the bode diagrams shown in Figs. 2 and 3, 
the classical ideal lossless turbine (model with i = 0) agrees 
with the detailed representation models (i.e. models with i = 1, 
and i = 2) up to frequency 0.6 rad/sec only. As for the model 
with elementary component of the water column preserved 
(i.e. i = 1), it agrees with model with more components of the 
water column represented, (i.e. i = 2) up to a higher frequency 
of 4 rad/sec.   
This means that the classical ideal lossless turbine 
approximates to the practical turbine at very low frequencies 
only. If the classical ideal lossless turbine is used for stability 
analysis at very high frequencies, the simulation responses are 
erroneous. This classical representation is said to be very 
inaccurate in practical cases. Thus, a more detailed 
representation of turbine-penstock model is desired to predict 
the practical responses more precisely.   
C.  Stability of Hydraulic Turbine Generating Unit 
Hagihara et al [4] demonstrated the stability boundaries of 
a hydraulic system governed by a PID controller, but with the 
turbine-penstock model represented by a simple first-order 
transfer function as obtained in (7). With a more accurate 
turbine-penstock representation utilised for stability studies, 
the optimum parameters obtained in [4] are no longer resulting 
an optimum transient response when subject to load 
disturbances.  
The optimum parameters suggested in [4] are: 
31,3.0,8.0 521 === λλλ                (10) 
The corresponding proportional-integral-derivative gains, 
Kp, Ki and Kd obtained from these λ values are expressed as 
follows: 
md
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K 27.0,24.0,8.0
2
===          (11) 
Now, the transient responses of the hydraulic system 
subject to a step load disturbance are investigated with the 
optimum parameters as expressed in (11) utilized. It is shown 
in Fig. 4 that for an ideal lossless turbine assuming an inelastic 
water column, the transient step response is optimum, with less 
overshoot and quicker settling time. However, when the 
fundamental component of the water column is represented 
(i.e. i = 1), the resulting response is oscillatory with higher 
overshoot and longer settling time.  
If a higher-order representation of the turbine-penstock is 
employed, in this case, a turbine-penstock model with i = 2 
(i.e. more components of the water column preserved) yields 
an unstable response as seen in Fig. 5. Thus, this has 
concluded that the optimum parameters for PID governor 
recommended in [4] do not result in an optimum response 
when a higher-order turbine-penstock is modelled.  
Murty et al [5] extended Hagihara et al works by 
considering the influence of water column elasticity on the 
stability boundaries of the hydraulic unit with long penstock 
operating on an isolated load with an additional parameter 
we TT=6λ introduced. However, the optimum parameters for 
the PID governor are not included for their studies.  
0 5 10 15 20 25 30
-2
-1
0
1
2
3
Time (sec)
A
m
pl
itu
de
Step Responses
 
 
i = 0
i = 1
 
Fig. 4.  Step Responses of Ideal Lossless Turbine and Turbine with Elastic 
Water Column Figure 5.4: Step responses of ideal lossless turbine and turbine with elastic water column
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Fig. 5.  Unstable Step Response of Higher-order Turbine-Penstock Model 
III.  SIMULATION RESULTS 
A hydraulic unit with water starting time Tw = 2.0 sec, 
mechanical starting time Tm = 8.0 sec and elastic time, Te = 1.0 
sec is considered for the stability studies. Worse case scenario 
where purely resistive load with instantaneous voltage 
regulation is considered, thus, self-regulation of turbine and 
load, D is neglected. The permanent speed droop, σ associated 
with the governor is not considered in this study as well.  
Herein, the stability of the hydraulic system is investigated 
to demonstrate the effects of detailed representations of the 
turbine-penstock models onto the transient responses. A base 
case with an ideal lossless turbine-penstock model utilised is 
compared with the study cases where detailed representations 
of the turbine-penstock are considered. These detailed models 
include the effects of the water hammer, i.e. the 
compressibility of the water column and the elasticity of the 
penstock, and may include the effects of friction as well.  
To simplify the stability analysis, an ideal turbine is 
assumed with a coefficients a11 = 0.5, a13 = 1.0, a21 = 1.5 and 
a23 = 1.0 used.  
In this stability analysis, three hydraulic turbine-penstock 
representations, i.e. a classical ideal lossless turbine assuming 
an inelastic water column, a turbine with fundamental 
component of water column preserved (i.e. i = 1) and a turbine 
with more components of water column preserved (i.e. i = 2) 
are used. These three models are then compared to those 
models with friction included; herein frictions of 0.1 and 0.5 
are considered. 
The magnitude and phase plots of the hydraulic turbine-
penstock models are shown in Figs. 6 and 7 respectively. As 
observed in Fig. 7, the friction has little effects on the phase. 
However, significant difference is observed in the magnitude 
plots as in Fig. 6 even at very low frequencies. When friction 
is encountered, it results a lower gain at the early frequency 
ranges but slowly agree with the model without friction when 
the magnitude reaches a higher peak. However, for a more 
detailed representation of the turbine-penstock, significant 
difference resulted when the peak returns to a lower peak. The 
lower peak of the model with friction included has a smaller 
value of magnitude compared to that without friction. This has 
illustrated that for a higher-order representation of turbine-
penstock model, the model with friction included does not 
agree with the model without friction for a wide range of 
frequencies. Thus, the study is mostly erroneous if a classical 
ideal lossless turbine (i = 0, F = 0) is used to predict the 
response of a practical turbine-penstock with friction. 
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Fig. 6.  Magnitude Plots of Turbine-Penstock Models with and without 
Friction 
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Fig. 7.  Phase Plots of Turbine-Penstock Models with and without Friction 
 
Frequency response loci for various hydraulic turbine-
penstock models are included in the study as portrayed in Fig. 
8. The frequency response loci in Fig. 8 agrees with that bode 
diagram as shown in Fig. 6. The apparent drop in gain at low 
frequencies when friction is included may lead to misleading 
results.  
The crosses marked on the frequency response loci are the 
response at frequency of 0.6 rad/sec. When a classical ideal 
lossless turbine model with no water column effect is 
considered, the response is differed from that detailed models 
with i = 1 and 2 at higher frequencies. This ideal lossless 
turbine has a lower gain at frequency of 0.6 rad/sec compared 
to the detailed models. However, with higher-order 
representations of turbine-penstock utilised (i = 1 and 2), the 
responses between both models are the same at frequency of 
0.6 rad/sec. This is the same applied to the models with 
friction included. With a detailed turbine-penstock model 
Figure 5.5: Unstable step response of higher-order turbine-penstock model
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Murty et al. [11] extended Hagihara et al works by considering the influence of water
column elasticity on the stability boundaries of the hydraulic unit with long penstock oper-
ating on an isolated load with an additional parameter λ6 =
Te
Tw
introduced. This parameter
is non-dimensional and has been introduced to accommodate Te, which designates water
reflection time constant [11]. The impact of water column elasticity can be demonstrated
with λ6, which significantly reduces the stability margins. For hydro systems with long
penstocks, the value of λ6 can be higher than 1.0. The stability margins are reduced signif-
icantly with the presence of long penstocks [11]. The derivation of the stability limit curves
for hydro-turbine generating unit with elastic water column, in the non-dimensional rep-
resentation, could function as a guide in adjusting the governor parameters optimally [11].
However, the optimum parameters for the PID governor are not included for the studies.
5.3 Simulation Results
A hydraulic unit with water starting time Tw = 2.0 sec, mechanical starting time Tm = 8.0
sec and elastic time, Te = 1.0 sec is considered for the stability studies. Worse case scenario
where purely resistive load with instantaneous voltage regulation is considered, thus, self-
regulation of turbine and load, D is neglected. The permanent speed droop, σ associated
with the governor is not considered in this study as well.
Herein, the stability of the hydraulic system is investigated to demonstrate the effects
of detailed representations of the turbine-penstock models onto the transient responses. A
base case with an ideal lossless turbine-penstock model utilised is compared with the study
cases where detailed representations of the turbine-penstock are considered. These detailed
models include the effects of the water hammer, i.e. the compressibility of the water column
and the elasticity of the penstock, and may include the effects of friction as well.
To simplify the stability analysis, an ideal turbine is assumed with a coefficients a11 =
0.5, a13 = 1.0, a21 = 1.5 and a23 = 1.0 used.
In this stability analysis, three hydraulic turbine-penstock representations, i.e., a clas-
sical ideal lossless turbine assuming an inelastic water column, a turbine with fundamental
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component of water column preserved (i.e., i = 1) and a turbine with more components of
water column preserved (i.e., i = 2) are used. These three models are then compared to
those models with friction included; herein frictions of 0.1 and 0.5 are considered.
The magnitude and phase plots of the hydraulic turbine-penstock models are shown in
Figs. 5.6 and 5.7 respectively. As observed in Fig. 5.7, the friction has little effects on the
phase. However, significant difference is observed in the magnitude plots as in Fig. 5.6 even
at very low frequencies. When friction is encountered, it results a lower gain at the early
frequency ranges but slowly agree with the model without friction when the magnitude
reaches a higher peak. However, for a more detailed representation of the turbine-penstock,
significant difference resulted when the peak returns to a lower peak. The lower peak of the
model with friction included has a smaller value of magnitude compared to that without
friction. This has illustrated that for a higher-order representation of turbine-penstock
model, the model with friction included does not agree with the model without friction for
a wide range of frequencies. Thus, the study is mostly erroneous if a classical ideal lossless
turbine (i = 0, F = 0) is used to predict the response of a practical turbine-penstock with
friction.
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Fig. 5.  Unstable Step Response of Higher-order Turbine-Penstock Model 
III.  SIMULATION RESULTS 
A hydraulic unit with water starting time Tw = 2.0 sec, 
mechanical starting time Tm = 8.0 sec and elastic time, Te = 1.0 
sec is considered for the stability studies. Worse case scenario 
where purely resistive load with instantaneous voltage 
regulation is considered, thus, self-regulation of turbine and 
load, D is neglected. The permanent speed droop, σ associated 
with the governor is not considered in this study as well.  
Herein, the stability of the hydraulic system is investigated 
to demonstrate the effects of detailed representations of the 
turbine-penstock models onto the transient responses. A base 
case with an ideal lossless turbine-penstock model utilised is 
compared with the study cases where detailed representations 
of the turbine-penstock are considered. These detailed models 
include the effects of the water hammer, i.e. the 
compressibility of the water column and the elasticity of the 
penstock, and may include the effects of friction as well.  
To simplify the stability analysis, an ideal turbine is 
assumed with a coefficients a11 = 0.5, a13 = 1.0, a21 = 1.5 and 
a23 = 1.0 used.  
In this stability analysis, three hydraulic turbine-penstock 
representations, i.e. a classical ideal lossless turbine assuming 
an inelastic water column, a turbine with fundamental 
component of water column preserved (i.e. i = 1) and a turbine 
with more components of water column preserved (i.e. i = 2) 
are used. These three models are then compared to those 
models with friction included; herein frictions of 0.1 and 0.5 
are considered. 
The magnitude and phase plots of the hydraulic turbine-
penstock models are shown in Figs. 6 and 7 respectively. As 
observed in Fig. 7, the friction has little effects on the phase. 
However, significant difference is observed in the magnitude 
plots as in Fig. 6 even at very low frequencies. When friction 
is encountered, it results a lower gain at the early frequency 
ranges but slowly agree with the model without friction when 
the magnitude reaches a higher peak. However, for a more 
detailed representation of the turbine-penstock, significant 
difference resulted when the peak returns to a lower peak. The 
lower peak of the model with friction included has a smaller 
value of magnitude compared to that without friction. This has 
illustrated that for a higher-order representation of turbine-
penstock model, the model with friction included does not 
agree with the model without friction for a wide range of 
frequencies. Thus, the study is mostly erroneous if a classical 
ideal lossless turbine (i = 0, F = 0) is used to predict the 
response of a practical turbine-penstock with friction. 
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Fig. 6.  Magnitude Plots of Turbine-Penstock Models with and without 
Friction 
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Fig. 7.  Phase Plots of Turbine-Penstock Models with and without Friction 
 
Frequency response loci for various hydraulic turbine-
penstock models are included in the study as portrayed in Fig. 
8. The frequency response loci in Fig. 8 agrees with that bode 
diagram as shown in Fig. 6. The apparent drop in gain at low 
frequencies when friction is included may lead to misleading 
results.  
The crosses marked on the frequency response loci are the 
response at frequency of 0.6 rad/sec. When a classical ideal 
lossless turbine model with no water column effect is 
considered, the response is differed from that detailed models 
with i = 1 and 2 at higher frequencies. This ideal lossless 
turbine has a lower gain at frequency of 0.6 rad/sec compared 
to the detailed models. However, with higher-order 
representations of turbine-penstock utilised (i = 1 and 2), the 
responses between both models are the same at frequency of 
0.6 rad/sec. This is the same applied to the models with 
friction included. With a detailed turbine-penstock model 
Figure 5.6: Magnitude plots of turbine-penstock models with and without friction
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Fig. 5.  Unstable Step Response of Higher-order Turbine-Penstock Model 
III.  SIMULATION RESULTS 
A hydraulic unit with water starting time Tw = 2.0 sec, 
mechanical starting time Tm = 8.0 sec and elastic time, Te = 1.0 
sec is considered for the stability studies. Worse case scenario 
where purely resistive load with instantaneous voltage 
regulation is considered, thus, self-regulation of turbine and 
load, D is neglected. The permanent speed droop, σ associated 
with the governor is not considered in this study as well.  
Herein, the stability of the hydraulic system is investigated 
to demonstrate the effects of detailed representations of the 
turbine-penstock models onto the transient responses. A base 
case with an ideal lossless turbine-penstock model utilised is 
compared with the study cases where detailed representations 
of the turbine-penstock are considered. These detailed models 
include the effects of the water hammer, i.e. the 
compressibility of the water column and the elasticity of the 
penstock, and may include the effects of friction as well.  
To simplify the stability analysis, an ideal turbine is 
assumed with a coefficients a11 = 0.5, a13 = 1.0, a21 = 1.5 and 
a23 = 1.0 used.  
In this stability analysis, three hydraulic turbine-penstock 
representations, i.e. a classical ideal lossless turbine assuming 
an inelastic water column, a turbine with fundamental 
component of water column preserved (i.e. i = 1) and a turbine 
with more components of water column preserved (i.e. i = 2) 
are used. These three models are then compared to those 
models with friction included; herein frictions of 0.1 and 0.5 
are considered. 
The magnitude and phase plots of the hydraulic turbine-
penstock models are shown in Figs. 6 and 7 respectively. As 
observed in Fig. 7, the friction has little effects on the phase. 
However, significant difference is observed in the magnitude 
plots as in Fig. 6 even at very low frequencies. When friction 
is encountered, it results a lower gain at the early frequency 
ranges but slowly agree with the model without friction when 
the magnitude reaches a higher peak. However, for a more 
detailed representation of the turbine-penstock, significant 
difference resulted when the peak returns to a lower peak. The 
lower peak of the model with friction included has a smaller 
value of magnitude compared to that without friction. This has 
illustrated that for a higher-order representation of turbine-
penstock model, the model with friction included does not 
agree with the model without friction for a wide range of 
frequencies. Thus, the study is mostly erroneous if a classical 
ideal lossless turbine (i = 0, F = 0) is used to predict the 
response of a practical turbine-penstock with friction. 
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Fig. 6.  Magnitude Plots of Turbine-Penstock Models with and without 
Friction 
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Fig. 7.  Phase Plots of Turbine-Penstock Models with and without Friction 
 
Frequency response loci for various hydraulic turbine-
penstock models are included in the study as portrayed in Fig. 
8. The frequency response loci in Fig. 8 agrees with that bode 
diagram as shown in Fig. 6. The apparent drop in gain at low 
frequencies when friction is included may lead to misleading 
results.  
The crosses marked on the frequency response loci are the 
response at frequency of 0.6 rad/sec. When a classical ideal 
lossless turbine model with no water column effect is 
considered, the response is differed from that detailed models 
with i = 1 and 2 at higher frequencies. This ideal lossless 
turbine has a lower gain at frequency of 0.6 rad/sec compared 
to the detailed models. However, with higher-order 
representations of turbine-penstock utilised (i = 1 and 2), the 
responses between both models are the same at frequency of 
0.6 rad/sec. This is the same applied to the models with 
friction included. With a detailed turbine-penstock model 
Figure 5.7: Phase plots of turbine-penstock models with and without friction
Frequency response loci for various hydraulic turbine-penstock models are included in
the study as port ayed i Fig. 5.8. Th freque cy response loci in Fig. 5.8 agree with the
bode diagram as shown in Fig. 5.6. The apparent drop in gain at low frequencies when
friction is included may lead to misleading results.
The crosses marked on the frequency response loci are the response at frequency of
0.6 rad/sec. Wh n a classical ideal lossless turbin model with no water column effect is
considered, the response is differed from that detailed models with i = 1 and 2 at higher
frequencies. This ideal lossless turbine has a lower gain at frequency of 0.6 rad/sec compared
to the detailed models. However, with higher-order representations of turbine-penstock
utilised (i = 1 and 2), the responses between both models are the same at frequency of 0.6
rad/sec. With a detailed turbine-penstock model utilised, the dynamic behaviours can be
predicted more accurately to the practical responses for a wider range of frequencies.
With the effects of friction considered, the frequency respons loci have significant dif-
ference at most of the frequency ranges as seen in Fig. 5.8. This is true as observed in
94
magnitude plots previously. Hence, the detailed modelling of turbine-penstock is important
to allow a more precise description on the practical cases.
 5 
utilised, the dynamic behaviours can be predicted more 
accurately to the practical responses for a wider range of 
frequencies.  
With the effects of friction considered, the frequency 
response loci have significant difference at most of the 
frequency ranges as seen in Fig. 8. This is true as observed in 
magnitude plots previously. H nce, the detailed modelling of 
turbine-penstock is important to allow a more precise 
description on the practical cases. 
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Fig. 8.  Frequency Response Loci for Hydraulic Turbine-Penstock Models 
 
Now, the transient responses of the hydraulic system with 
different turbine-penstock models utilised are examined for a 
step load disturbance. The proportional-integral-derivative 
gains, Kp, Ki and Kd used are those suggested by Hagihara et 
al as in (11). The resulted transient responses are shown in 
Fig. 9.  
The classical ideal lossless turbine with no water column 
effects yields the optimum transient response as agreed in [4]. 
With elementary component of water column preserved (i.e. i 
= 1) but no friction included, the resulted response is 
oscillatory with a higher overshoot.  
The ideal lossless turbine (i.e. i = 0) but with friction of 0.1 
included results a response with a slightly longer settling time 
than the optimum response. If a higher friction is considered, F 
= 0.5, the transient response is obviously oscillatory and with 
significant settling time.  
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Fig. 9.  Step Responses of Turbine-Penstock Models 
An additional study has been included to compare with the 
turbine-penstock model approximated by Sanathanan [10]. 
Sanathanan employed Maclaurin series to approximate the 
turbine-penstock transfer function and claimed that the similar 
precision is obtained by a reduced second-order transfer 
function provided that the coefficients are selected properly.  
Now, Sanathanan’s turbine-penstock models are compared 
against the models approximated by the product expansions 
with i = 1 and 2 in this paper. Comparison between the 
magnitude and phase plots can be examined in Figs. 10 and 11 
respectively. A model with friction of 0.05 is included in the 
study as well. The transfer function with the fundamental 
component of the water column retained (i = 1) is of fifth-
order expression whilst the transfer function with i = 2 is of 
ninth-order.  
The reduced second-order transfer function of Sanathanan’s 
model, as observed in Figs. 10 and 11, agrees with the detailed 
forth-order model in the frequency range of 0 and 1.6 rad/sec. 
The reduced model approximates to the models approximated 
by the product expansions up to 1.6 rad/sec as well. As for the 
forth-order of Sanathanan’s model, it approximates to the 
models used in this paper up to 2.1 rad/sec.  
A hydraulic turbine-penstock model approximated by the 
product expansions in this paper with the fundamental water 
column component retained (i.e. i = 1) is generally adequate 
for the dynamic response and the performance analysis of the 
power system.  
The transient responses subject to a step load disturbance 
are examined and compared among Sanathanan’s models and a 
model approximated by product expansions (with i = 1, F = 0) 
as portrayed in Fig. 12. It is seen that with a detailed turbine-
penstock represented, the resulted responses are oscillatory 
with longer settling time. The resulting response of a turbine-
penstock model with fundamental water column component 
retained and with no friction is similar to Sanathanan’s forth-
order and reduced second-order responses. This has further 
ensured that the hydraulic turbine-penstock with fundamental 
component preserved is adequate for the stability studies.  
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Fig. 10.  Comparisons of Magnitude Plots 
 
Figure 5.8: Frequency response loci for hydraulic turbine-penstock models
Now, the transient responses of the hydraulic system with different turbine-penstock
models utilised are examined for a step load disturbance. The proportional-integral-derivative
gains, Kp, Ki and Kd used are those suggested by Hagihara et al. as in (5.11). The resulted
transient responses are shown in Fig. 5.9.
The classical ideal lossless turbine with no water colum effects yields the optimum
transient response as agreed in [4]. With elementary component of water column preserved
(i.e., i = 1) but no friction included, the resulted response is oscillatory with a higher
overshoot.
The ideal lossless turbine (i.e., i = 0) but with friction of 0.1 included results a response
with a slightly longer settling time than the optimum response. If a higher friction is
considered, F = 0.5, the transient response is obviously o il atory and with significant
settling time.
An additional study has been included to compare with the turbine-penstock model
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approximated by Sanathanan [7]. Sanathanan employed Maclaurin series to approximate
the turbine-penstock transfer function and claimed that the similar precision is obtained by
a reduced second-order transfer function provided that the coefficients are selected properly.
 5 
utilised, the dynamic behaviours can be predicted more 
accurately to the practical responses for a wider range of 
frequencies.  
With the effects of friction considered, the frequency 
response loci have significant difference at most of the 
frequency ranges as seen in Fig. 8. This is true as observed in 
magnitude plots previously. Hence, the detailed modelling of 
turbine-penstock is important to allow a more precise 
description on the practical cases. 
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Now, the transient responses of the hydraulic system with 
different turbine-penstock models utilised are examined for a 
step load disturbance. The proportional-integral-derivative 
gains, Kp, Ki and Kd used are those suggested by Hagihara et 
al as in (11). The resulted transient responses are shown in 
Fig. 9.  
The classical ideal lossless turbine with no water column 
effects yields the optimum transient response as agreed in [4]. 
With elementary component of water column preserved (i.e. i 
= 1) but no friction included, the resulted response is 
oscillatory with a higher overshoot.  
The ideal lossless turbine (i.e. i = 0) but with friction of 0.1 
included results a response with a slightly longer settling time 
than the optimum response. If a higher friction is considered, F 
= 0.5, the t ansient resp se is obviously oscillatory and with 
significant settling time.  
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An additional study has been included to compare with the 
turbine-penstock model approximated by Sanathanan [10]. 
Sanathanan employed Maclaurin series to approximate the 
turbine-penstock transfer function and claimed that the similar 
precision is obtained by a reduced second-order transfer 
function provided that the coefficients are selected properly.  
Now, Sanathanan’s turbine-penstock models are compared 
against the models approximated by the product expansions 
with i = 1 and 2 in this paper. Comparison between the 
magnitude and phase plots can be examined in Figs. 10 and 11 
respectively. A model with friction of 0.05 is included in the 
study as well. The transfer function with the fundamental 
component of the water column retained (i = 1) is of fifth-
order expression whilst the transfer function with i = 2 is of 
ninth-order.  
The reduced second-order transfer function of Sanathanan’s 
model, as observed in Figs. 10 and 11, agrees with the detailed 
forth-order model in the frequency range of 0 and 1.6 rad/sec. 
The reduced model approximates to the models approximated 
by the product expansions up to 1.6 rad/sec as well. As for the 
forth-order of Sanathanan’s model, it approximates to the 
models used in this paper up to 2.1 rad/sec.  
A hydraulic turbine-penstock model approximated by the 
product expansions in this paper with the fundamental water 
column component retained (i.e. i = 1) is generally adequate 
for the dynamic response and the performance analysis of the 
power system.  
The transient responses subject to a step load disturbance 
are examined and compared among Sanathanan’s models and a 
model approximated by product expansions (with i = 1, F = 0) 
as portrayed in Fig. 12. It is seen that with a detailed turbine-
penstock represented, the resulted responses are oscillatory 
with longer settling time. The resulting response of a turbine-
penstock model with fundamental water column component 
retained and with no friction is similar to Sanathanan’s forth-
order and reduced second-order responses. This has further 
ensured that the hydraulic turbine-penstock with fundamental 
component preserved is adequate for the stability studies.  
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Figure 5.9: Step responses of turbine-penstock models
Now, Sanathanan’s turbine-penstock models are compared against the models approx-
imated by the product expansions with i = 1 and 2 in this chapter. Comparison between
the magnitude and phase plots can be examined in Figs. 5.10 and 5.11 respectively. A
model with friction of 0.05 is included in the study as well. The transfer function with the
fundamental component of the water column retained (i = 1) is of fifth-order expression
whilst the transfer function with i = 2 is of ninth-order.
The reduced second-order transfer function of Sanathanan’s model, as observed in Figs.
5.10 and 5.11, agrees with the detailed forth-order model in the frequency range of 0 and
1.6 rad/sec. The reduced model approximates to the models approximated by the product
expansions up to 1.6 rad/sec as well. As for the forth-order of Sanathanan’s model, it
approximates to the models used in this study up to 2.1 rad/sec.
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A hydraulic turbine-penstock model approximated by the product expansions in this
study with the fundamental water column component retained (i.e., i = 1) is generally
adequate for the dynamic response and the performance analysis of the power system.
 5 
utilised, the dynamic behaviours can be predicted more 
accurately to the practical responses for a wider range of 
frequencies.  
With the effects of friction considered, the frequency 
response loci have significant difference at most of the 
frequency ranges as seen in Fig. 8. This is true as observed in 
magnitude plots previously. Hence, the detailed modelling of 
turbine-penstock is important to allow a more precise 
description on the practical cases. 
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Now, the transient responses of the hydraulic system with 
different turbine-penstock models utilised are examined for a 
step load disturbance. The proportional-integral-derivative 
gains, Kp, Ki and Kd used are those suggested by Hagihara et 
al as in (11). The resulted transient responses are shown in 
Fig. 9.  
The classical ideal lossless turbine with no water column 
effects yields the optimum transient response as agreed in [4]. 
With elementary component of water column preserved (i.e. i 
= 1) but no friction included, the resulted response is 
oscillatory with a higher overshoot.  
The ideal lossless turbine (i.e. i = 0) but with friction of 0.1 
included results a response with a slightly longer settling time 
than the optimum response. If a higher friction is considered, F 
= 0.5, the transient response is obviously oscillatory and with 
significant settling time.  
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An additional study has been included to compare with the 
turbine-penstock model approximated by Sanathanan [10]. 
Sanathanan employed Maclaurin series to approximate the 
turbine-penstock transfer function and claimed that the similar 
precision is obtained by a reduced second-order transfer 
function provided that the coefficients are selected properly.  
Now, Sanathanan’s turbine-penstock models are compared 
against the models approximated by the product expansions 
with i = 1 and 2 in this paper. Comparison between the 
magnitude and phase plots can be examined in Figs. 10 and 11 
respectively. A model with friction of 0.05 is included in the 
study as well. The transfer function with the fundamental 
component of the water column retained (i = 1) is of fifth-
order expression whilst the transfer function with i = 2 is of 
ninth-order.  
The reduced second-order transfer function of Sanathanan’s 
model, as observed in Figs. 10 and 11, agrees with the detailed 
forth-order model in the frequency range of 0 and 1.6 rad/sec. 
The reduced model approximates to the models approximated 
by the product expansions up to 1.6 rad/sec as well. As for the 
forth-order of Sanathanan’s model, it approximates to the 
models used in this paper up to 2.1 rad/sec.  
A hydraulic turbine-penstock model approximated by the 
product expansions in this paper with the fundamental water 
column component retained (i.e. i = 1) is generally adequate 
for the dynamic response and the performance analysis of the 
power system.  
The transient responses subject to a step load disturbance 
are examined and compared among Sanathanan’s models and a 
model approximated by product expansions (with i = 1, F = 0) 
as portrayed in Fig. 12. It is seen that with a detailed turbine-
penstock represented, the resulted responses are oscillatory 
with longer settling time. The resulting response of a turbine-
penstock model with fundamental water column component 
retained and with no friction is similar to Sanathanan’s forth-
order a  r duced second-order respons s. This has further 
ensured that the hydraulic turbine-penstock with fundamental 
component preserved is adequate for the stability studies.  
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 Figure 5.10: Comparisons of magnitude plots
The transient responses subject to a step load disturbance are examined and compared
among Sanathanan’s models and model approximated by product expansions (with i = 1, F
= 0) as portrayed in Fig. 5.12. It is seen that with a detailed turbine-penstock represented,
the resulted responses are oscillatory with longer settling time. The resulting response of a
turbine-penstock model with fundamental water column component retained and with no
friction is similar to Sanathanan’s forth-order and reduced second-order responses. This has
further ensured that the hydraulic turbine-penstock with fundamental component preserved
is adequate for the stability studies.
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IV.  CONCLUSION 
In conclusion, the modelling of the hydraulic turbine-
penstock is vital in evaluating the system stability. An ideal 
lossless turbine assuming an inelastic water column may not 
depict the practical behaviours at higher frequencies and may 
lead to erroneous results. To be able to capture and depict the 
practical system dynamic responses more precisely, a detailed 
representation of the water conduit and penstock is desired. 
This paper demonstrates that the optimum parameters 
suggested for the PID governor based on the conventional 
turbine-penstock model do not result in an optimum response 
when applied to a system with a more detailed turbine-
penstock represented. This further portrays that the 
conventionally-used turbine-penstock model is not adequate to 
depict the practical system dynamic responses and 
performances especially when a turbine with long penstock is 
used. Thus, the water hammer effects as well as the friction 
effects have to be modelled carefully to allow a more accurate 
and reliable analysis in system dynamics to be performed.  
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IV.  CONCLUSION 
In conclusion, the modelling of the hydraulic turbine-
penstock is vital in evaluating the system stability. An ideal 
lossless turbine assuming an inelastic water column may not 
depict the practical behaviours at higher frequencies and may 
lead to erroneous results. To be able to capture and depict the 
practical system dynamic responses more precisely, a detailed 
representation of the water conduit and penstock is desired. 
This paper demonstrates that the optimum parameters 
suggested for the PID governor based on the conventional 
turbine-penstock model do not result in an optimum response 
when applied to a system with a more detailed turbine-
penstock represented. This further portrays that the 
conventionally-used turbine-penstock model is not adequate to 
depict the practical system dynamic responses and 
performances especially when a turbine with long penstock is 
used. Thus, the water hammer effects as well as the friction 
effects have to be modelled carefully to allow a ore accurate 
and reliable analysis in syste  dyna ics to be perfor ed.  
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5.4 Summary
In conclusion, the modelling of the hydraulic turbine-penstock is vital in evaluating the
system stability. An ideal lossless turbine assuming an inelastic water column may not depict
the practical behaviours at higher frequencies and may lead to erroneous results. To be able
to capture and depict the practical system dynamic responses more precisely, a detailed
representation of the water conduit and penstock is desired. This chapter demonstrates that
the optimum parameters suggested for the PID governor based on the conventional turbine-
penstock model do not result in an optimum response when applied to a system with a more
detailed turbine-penstock represented. This further portrays that the conventionally-used
turbine-penstock model is not adequate to depict the practical system dynamic responses
and performances especially when a turbine with long penstock is used. Thus, the water
hammer effects as well as the friction effects have to be modelled carefully to allow a more
accurate and reliable analysis in system dynamics to be performed.
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Chapter 6
Modelling of Hydraulic
Governor-turbine for Control
Stabilisation
Abstract
Power system performance can be affected by dynamic characteristics of hydraulic governor-
turbines during and following any disturbance, such as occurrence of a fault, loss of a
transmission line or a rapid change of load. Accurate modelling of hydraulic governor-
turbines is essential to characterise and diagnose the system response during an emergency
situation. In this chapter, both detailed and simplified hydraulic systems governed by
proportional-integral-derivative (pid) and proportional-integral (pi) controllers have been
modelled. Their transient responses to disturbances are examined through simulation in
Matlab/Simulink. The dynamic performance of an isolated hydraulic system is investi-
gated through evaluating stability margins, eigenvalues, root loci and frequency deviation
time responses of the system and results are reported.
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6.1 Introduction
Since 1973, the demand on modelling requirements for power system components has be-
come more onerous due to the increasing complexity of power system networks [1]. Power
system components such as governor, turbine and generator need to be represented by a
detailed model. Classical representations of a hydraulic system, which assume an ideal
lossless turbine, are limited to small perturbations around an initial operating point. They
depict the actual characteristics at only very low frequencies. For large signal stability stud-
ies, the classical model may not capture the dynamic behaviour accurately and can lead
to erroneous responses. Moreover, conventional governor tuning is performed based on the
classical model, hence the optimal and stable governor settings obtained by the classical
model may differ substantially from the settings obtained from comprehensive models. It
is thus vital to represent the hydraulic model in detail in order to determine the practical
dynamic responses as accurately as possible for a wide variety of system studies.
This chapter presents a detailed mathematical representation of the hydraulic turbine-
penstock. The dynamic performance of the hydraulic system is studied using time domain
and frequency domain methods.
6.2 Mathematical representations of hydraulic system
In this section, a mathematical representation of a hydraulic system, including both turbine-
penstock and the governing system, is introduced. Figure 6.1 shows a block diagram of the
hydraulic governor-turbine system connected to a power system network. The primary
source for the electrical power provided by utilities is the kinetic energy of water which is
converted into mechanical energy by the prime movers. The electrical energy to be supplied
to the end users is then transformed from mechanical energy by the synchronous generators.
The speed governing system adjusts the generator speed based on the input signals of the
deviations of both system frequency and interchanged power with respect to the reference
settings. This is to ensure that the generator will operate at or near nominal speed at all
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times.
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Figure 6.1: Functional block diagram of hydraulic governor-turbine system interconnected
with a power system network
6.2.1 Hydraulic Turbine Model
The dynamic performance of a hydraulic system is affected by the turbine-penstock char-
acteristics which are determined by water inertia, water compressibility, and pipe wall
elasticity in the penstock. The effects of each component need to be modelled carefully to
study their impact on the system dynamic performance. For example, the water inertia
will cause changes in turbine flow to lag behind changes in turbine gate opening, and the
travelling waves of pressure and flow involving a compressible fluid in an elastic pipe lead
to the water hammer phenomenon.
6.2.1.1 Realistic Nonlinear Turbine-penstock Model
IEEE working group [1] and Kundur [2] have discussed the model for a detailed represen-
tation of hydraulic dynamics in the penstock. The hydraulic unit characteristic of a single
penstock is expressed as [2]:
dq
dt
=
(h0 − h− hl)agravityA
L
, (6.1)
q̄ = Ḡ
√
h̄. (6.2)
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where, q = turbine flow, t = time [sec], h0 = initial steady-state head, h = hydraulic head
at gate, hl = head losses due to friction in the conduit, agravity = gravity acceleration, A
= penstock cross section area, L = conduit length, G = ideal gate opening based on the
change from the no load to full load being equal to 1 per unit [pu] and ¯ denotes normalised
value [pu].
The terms for the physical design of the plant describe the water starting time constant
for rated conditions when (6.1) is normalised using the per unit system [3]:
dq̄
dt
=
1− h̄− h̄l
Tw rated
, (6.3)
where Tw rated =
Lqbase
agravityAhbase
, Tw rated = water starting time constant at rated load [sec],
qbase = base value of water flow, hbase = base value of hydraulic head.
The turbine representation is based on steady-state measurements related to output
power and water flow. It can be expressed as follows [3]:
P̄m = Ath̄ (q̄ − q̄noload) , (6.4)
where Pm = mechanical power, q̄noload = per unit no load water flow and turbine gain
At is a proportionality factor and is assumed to be constant. It is expressed as At =
1
ḡFullLoad−ḡNoLoad , where, ḡFullLoad = per-unit full-load gate opening and ḡNoLoad = per-unit
no-load gate opening.
In practice, it is common for governor-turbine manufacturers to indicate the speed ring
position by arranging the gate position sensing device to give readings as a fraction of the
gate stroke from the fully closed to the fully opened setting. In reality, the gates will not
be fully closed at no load and they may not be completely opened at rated load. Hence, it
is assumed that the turbine torque at rated speed and rated head is linearly related to the
gate position sensor reading [4].
The combination of (6.2), (6.3) and (6.4) yields the general dynamic characteristics of
a hydraulic turbine with a penstock, unrestricted head and tail race as shown in the block
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diagram in Figure 6.2. A supplementary term, GD∆ω is subtracted from the output of
the turbine model to represent speed deviation damping due to gate opening [1], where, D
= Self-regulation of load. The speed deviation ∆ω is the deviation of the actual turbine-
generator speed from the nominal speed.
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Figure 6.2: Hydraulic turbine block diagram assuming an inelastic water column
6.2.1.2 Linearised Turbine-penstock Models
The dynamic characteristics of the power system components are normally represented
mathematically by differential equations. The technique of linear system analysis is em-
ployed to investigate the dynamic behaviour of the power system assuming small-signal
conditions. The Laplace transform method is used herein to solve the linear differential
equations; this method replaces the more complicated differential equations with relatively
easily solved algebraic equations.
For a small variation about an equilibrium condition, the turbine is represented by the
linearised equations, normalised based on initial steady-state values, as [1, 2, 5]:
∆q̄ = a11∆h̄+ a12∆ω̄ + a13∆ḡ, (6.5)
∆P̄m = a21∆h̄+ a22∆ω̄ + a23∆ḡ. (6.6)
where, ω = shaft speed, g = movement of wicket gate or the amount of gate opening/closing
[pu], a11 = ∂q/∂h, a12 = ∂q/∂ω, a13 = ∂q/∂g, a21 = ∂Pm/∂h, a22 = ∂Pm/∂ω and
a23 = ∂Pm/∂g.
Both the water flow and the mechanical power of the turbine are functions of head h,
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machine speed ω and gate opening g. The partial derivatives represented by coefficients a1i
and a2i (i = 1,2,3) can be obtained from Thorne and Hill [5] for three different operating
points.
In an interconnected power system, the hydraulic units are synchronised to the system
network. As a result, speed variations ∆ω are fairly small and usually neglected.
Consequently, the mechanical power output of the turbine can be obtained, with the
inclusion of water inertia effect, as [5]:
∆ ˆ̄Pm
∆ˆ̄g
=
a23
a23a11−a21a13
a23
T̂ws+ 1
a11T̂ws+ 1
. (6.7)
where, Tw = Water starting time constant [sec],ˆ denotes Laplace notation and s denotes
Laplace Transform variable.
Equation (6.7) is a conventional expression for a classical non-ideal hydraulic turbine.
The superhat ˆ denotes the notation of the Laplace transform parameters. The typical
values of the coefficients for an ideal lossless turbine are a11 = 0.5, a13 = 1.0, a21 = 1.5, a23
= 1.0. The ideal lossless turbine used in system stability studies can be represented as [5]:
∆ ˆ̄Pm
∆ˆ̄g
=
−T̂ws+ 1
0.5T̂ws+ 1
. (6.8)
The water starting time constant used for the linearised turbine-penstock model cor-
responds to the hydro unit’s operating condition, i.e. Tw is calculated with the current
operating flow and head. For the nonlinear model described in Subsection 6.2.1.1, Tw rated
is obtained at rated conditions using rated head and rated flow as the bases. The application
of the nonlinear model for simulation analysis will be beneficial as it allows one data base to
denote the dynamic models for the system independent of dispatch. This is true if there are
no common flow paths for more than one unit at the plant, for example a shared penstock.
This is not the case for a linearised model where different values of Tw are required as the
dispatch of the hydro units is varied in the initial state load flows [3].
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6.2.2 Hydraulic Governor Model
The fundamental function of a governor is to control the speed and/or load through the
feedback signal of the speed error and/or power variation to control the gate position, which
regulates the water flow through the penstock [2]. This is to ensure the active power balance
in the system as well as to maintain grid frequency within nominal value under electrical
load variations.
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Figure 6.3: pid governor system
An electrohydraulic governor provided with pidcontrollers is shown in Figure 6.3. The
speed deviation is processed by the pid terms into a command signal to a series of hy-
draulic valves and servos to produce a change in throttle valve or gate position of the prime
mover. The time constants TA, TC , TD of these hydraulic actuators are established by the
pressure/flow characteristics of the gate and its servos, where, TA = pilot servomotor time
constant [sec], TC = gate servo gain [sec] and TD = gate servomotor time constant [sec].
. However, the servomotor time constants have been neglected in deriving the governor
response as their effects are substantial only if their poles occur before or near crossover
frequency [1]. For security reasons, the speed of the gate stroke is restricted; it is represented
by a simple rate-limit, which is sufficient for analysis. The gate opening is limited before it
reaches its physical limits. Speed sensing, permanent droop, other measuring and computing
operations are performed electrically. The electrical components provide better flexibility
and enhanced execution with regard to dead bands and time lags [2]. The proportional term
generates an instantaneous response to a speed error input, and it has a significant impact
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on the system stability. The integral term performs together with the proportional term
to determine the stability. Its ability to reduce the speed error to a zero value is known as
“reset”. The derivative term allows the expansion of the stability limits with larger values
of proportional and integral gains whilst retaining the system stability [6].
The occurrence of a power system fault, which is reflected in the frequency deviation
(ωref - ω), will result in compensation operated by the pid governor. The correction exe-
cuted depends on the droop, the dynamic settings and the characteristics of the pid gov-
ernor. The permanent droop determines the speed regulation under steady-state operating
conditions. It is described as the percentage or per unit speed drop needed to drive the
gate from minimum to maximum opening without varying the speed reference [1]. Given
the turbine characteristics, pid gains act to give stable gate position control and follow
command signals in increasing or decreasing power generation.
The pid governor is represented as follows [2]:
ĝ
ω̂ref − ω̂
=
s2K̂d + sK̂p + K̂i
s2σ̂K̂d + s
(
σ̂K̂p + 1
)
+ σ̂K̂i
. (6.9)
where, ωref = reference/nominal speed, Kd = derivative gain, Kp = proportional gain, Ki
= integral gain and σ = permanent speed droop.
With derivative gain excluded, it yields the pi governor, which is represented as:
ĝ
ω̂ref − ω̂
=
sK̂p + K̂i
s
(
σ̂K̂p + 1
)
+ σ̂K̂i
. (6.10)
Small signal analysis is considered in the studies. The perturbations applied to the
system are not significant such that neither the limits of the gate position nor the maximum
gate opening/closing rates are reached. Thus, the windup effects have not been accounted
for in the equations.
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6.2.3 Combined electrical system
The differential equation of speed ω is derived and solved utilising water acceleration of the
turbine and governor response described in Subsections 6.2.1 and 6.2.2 respectively, together
with the swing equation depicting the machine acceleration expressed as dωdt =
Pm−Pe−Dω
Tm
[2], Pe = electrical power. This equation is used to determine the network system stability.
The differential equation is now transformed in Laplace space as
0.5
σ̂K̂d
T̂w
s4ω̂ +
(
σ̂K̂d
T̂w
+ 0.5
K̂dD̂σ̂
T̂m
+ 0.5 + 0.5K̂pσ̂ −
K̂d
T̂m
)
s3ω̂+(
D̂σ̂K̂d
T̂m
+ 1 + K̂pσ̂ + 0.5
D̂T̂w
T̂m
+ 0.5
K̂pT̂wD̂σ̂
T̂m
+ 0.5
K̂pK̂iσ̂T̂m
T̂w
+
K̂d
T̂m
− K̂pT̂w
T̂m
)
s2ω̂ +
(
D̂T̂w
T̂m
+
K̂pT̂wD̂σ̂
T̂m
+
K̂pK̂iσ̂T̂m
T̂w
+ 0.5K̂pK̂iD̂σ̂
+
K̂pT̂w
T̂m
− K̂pK̂i
)
sω̂ +
(
K̂pK̂i + K̂pK̂iD̂σ̂
)
ω̂ = 0. (6.11)
This has fourth-order representation in the form of a0s
4 + a1s
3 + a2s
2 + a3s
1 + a4 = 0,
and it yields the stability limit if (a1a2 − a0a3)a3 − a12a4 = 0 by Routh-Hurwitz criterion.
In control theory, the system is considered to be stable when all roots of the characteristic
equation lie in the left half of the s-plane. Moreover, to ensure stability, all the coefficients
of the polynomial need to have the same sign and must be nonzero [7].
6.3 Simulation Results
Isolated operation of the hydraulic system is used for the case studies. A hydraulic tur-
bine with water starting time, Tw = 2 sec, and mechanical starting time, Tm = 8 sec, is
considered. A purely resistive electrical load with immediate voltage regulation is assumed
with self-regulation D = 0. This is a worse case scenario as the power is independent of the
speed and the inverse relationship between torque and speed makes it adverse for system
stability. Matlab/Simulink is used as a software tool for simulation studies.
The unit impulse involved in the hydraulic turbine-governor transfer functions has the
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value of infinity at t = 0 and zero for all other times. However, this does not appear in
physical systems. In reality, there is a very high finite value for a short period of time. Hydro
turbines typically have initial inverse response characteristics of power to gate changes.
They require provision of transient droop features in the speed controls for stable control
operation, i.e., the governor should exhibit high regulation (low gain) for rapid changes
in the frequency and vice versa [1]. Thus, the impulse functions involved in the turbine-
governor equations are the natural response of the hydraulic system and the existing system
transients. Practical systems are normally operating under steady-state condition with an
operating point. If any fault occurs, the system will be perturbed with reference to this
operating point.
From a simulation perspective, the system will be initialised to avoid any unexpected
response or instability due to the impulse functions as well as to restore the system operating
conditions to a steady state level. These initial transients last for a short time only and
are usually ignored as they do not represent the true behaviour of the system. Also, any
inherently unstable responses and transients in the dynamic systems will be damped out by
the amortisseurs winding of the machine rotors and the interconnected system. The huge
inertia of the machine aids in the damping process as well.
Figure 6.4 shows the stability limit curves of the hydraulic system where a classical
turbine model is utilised. For governor settings bounded within the stability limit curve, a
stable system will result. Governor settings on the stability limit will result in an undamped
oscillatory response. It is observed that the inclusion of the derivative gain Kd extends the
stability boundary. With Kd = 0.5, the governor settings with Kp = 3.0 and Ki = 0.7 result
in a stable response. Instability will result if the derivative gain is neglected.
Figure 6.5 shows the frequency response loci of different linearised hydraulic turbine-
penstock models. The response for the classical model differs significantly from the linearised
models operating at full load and no load for all frequency ranges. The linearised models
agree well at fairly low frequencies. At a frequency of 0.3 rad/sec, the linearised models op-
erating at no load and full load share similar characteristics. However, their characteristics
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differ substantially with that of the classical model due to the fact that the water column
effect is not considered in the classical model.
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Figure 6.4: Stability limit of the hydraulic governor system
Figure 6.6 shows the eigenvalues for the closed-loop hydraulic governor-turbine systems.
The oscillatory mode represented by a pair of complex conjugate eigenvalues is of primary
interest, as the real part of the eigenvalues is the amount of the associated damping, whilst
the imaginary part measures the frequency of oscillations. The classical hydraulic system
with Kd neglected is unstable as a pair of the eigenvalues crosses over the stability limit.
However, with the consideration of a detailed turbine model, both systems (with or without
Kd) become stable. These results are verified by the frequency deviation time responses
as shown in Figures 6.7 and 6.8, when a small amount of load is applied at time, t =
2 sec. An oscillatory but stable response for the classical turbine governed by the pid
controller is observed in Figure 6.7. With a detailed turbine model, the responses reach
steady-state faster with less oscillation, and the deviations resulting are smaller as well.
This comprehensive model incorporates the general dynamic characteristics of a hydraulic
turbine with due consideration of the penstock, unrestricted head and tail race effects, and
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is suitable for most power system analysis.
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6.4 Summary
In this chapter, the time domain analyses of the governing system subject to load distur-
bances are verified by frequency response methods as well as with the stability limit curves
of the hydraulic system. It is concluded that the detailed modelling of power system com-
ponents is vital to capture essential system dynamic behaviour. Also, it is observed that the
pid and pi governors perform better when applied to a more realistic model. Furthermore,
the inclusion of the derivative action in the governor aids in extending the system stability
limit.
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Chapter 7
Subsynchronous Torsional
Behaviour of a Hydraulic
Turbine-Generator Unit Connected
to an HVDC System
Abstract
Torsional interaction is an important phenomenon of concern when a turbine-generator
(TG) unit is connected to a series compensated line or an high voltage direct current
(HVDC) system. The subsynchronous torsional interaction (SSTI) may have significant
impact on the hydraulic system due to the negative damping introduced by HVDC converter
controls. This chapter investigates the SSTI behaviour of hydro TG units interconnected
with an HVDC system for a varying generator-to-turbine inertia ratio. Case studies are
carried out by changing the value of firing angle, applying a three-phase fault at the inverter
bus and line switching at the rectifier ac system.
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7.1 Introduction
The torsional interaction behaviour of the steam TG units have been reported in the lit-
erature, such as the shaft failures at the Mohave Generating Station (in Southern Nevada,
USA) [1] and Square Butte (in North Dakota, USA) [2]. These SSTI are significant on steam
units where significant level of analysis has been carried out. However, little information
exists with regard to hydro systems.
The torsional mode of a Kaplan-type hydraulic unit is normally 10 Hz or less, whilst
the torsional frequency for a Francis or Pelton wheel type hydraulic unit is in the range
between 10 and 24 Hz, with an average around 18 Hz [3]. When the complement frequency
of the electrical resonance frequency, fcomp (i.e. f0 − fer) is approximately equal to the
mechanical torsional mode, fn of the TG unit, while there is insufficient damping in the
combined electro-mechanical systems, sustained shaft oscillations will appear.
A Kaplan type of hydraulic unit could possibly excite torsional interaction problem with
HVDC as its torsional frequency is 10 Hz or less as reported in [3]. The HVDC converters
contribute to the damping of the torsional oscillations of a TG unit depending on the
frequency of oscillation. At low frequency, the converter provides negative damping. If the
turbine modal damping Dn is large enough to overcome the negative damping contributed
by the converter, the torsional oscillations will be damped and subside to steady-state. The
level and the frequency range of negative damping are dependent on the value of the firing
angle and the dc power transfer [4].
In general, steam, gas and nuclear units are more susceptible to SSTI problem as they
have multiple turbine masses and faster moving shafts which are more vulnerable to twisting
compared to hydro units whose mechanical shafts are slow in motion and turbine-generator
masses are large. Typically, the large inertia of the hydro generator provides inherent
damping of torsional oscillations. However, this chapter aims to demonstrate that the
hydro units with low generator-to-turbine inertia ratio n would experience SSTI problem.
In this chapter, SSTI behaviour of a hydro TG unit (with varying generator-to-turbine
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inertia ratio n) interconnected with an HVDC system is investigated. The time domain
simulations are performed by changing the value of firing angle α, applying three-phase
fault at the inverter bus and incorporating line switching at the rectifier ac system.
7.2 Subsynchronous Torsional Interaction Phenomenon
Interactions between wide-bandwidth power controllers, such as HVDC converters, static
var compensator (SVC) systems, power system stabilisers, and TGs has resulted in an
acknowledgement of an extensive range of TG torsional interactions that are categorised as
subsynchronous oscillations [5, 6].
Subsynchronous oscillation has been defined by the IEEE Subsynchronous Resonance
Working Group as an electric power system condition where the electric network exchanges
significant energy with a TG at one or more of the natural frequencies of the integrated
system below the system synchronous frequency following a disturbance from equilibrium
[5, 6].
The TG torsional oscillations cause the modulation of both the amplitude and phase of
the rectifier side AC voltage for an HVDC system. The modulated voltage subsequently
induces a voltage on the dc system commutating bus. With the commonly used equidistant
firing angle control in modern HVDC system, a shift in voltage phase results in an equal shift
in the firing angle. The variations in direct voltage, current and power will be resulted as
a consequence of this firing angle modulation, as well as the alternating voltage amplitude
modulation. The closed-loop current controller acts to rectify these differences. This is
revealed as a change in generator electrical torque, resulting from the correction on the
differences in direct voltage, current and power. If the phase lag between the change in
shaft speed at torsional frequency, and the resulting change in electrical torque of the
generator exceeds 90◦, the torsional oscillations become unstable [7].
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7.3 Modelling of Hydraulic System with an HVDC Link
The modelling of the system network includes the detailed representation of synchronous
generator, exciter, hydraulic turbine-governor and torsional shaft system. The time domain
simulations of an integrated system are investigated to study the SSTI behaviour of a
hydraulic TG unit in the vicinity of an HVDC system.
7.3.1 Modelling of HVDC System
To represent the HVDC systems for power-flow and stability analyses, the following as-
sumptions are made [7, 8]:
• The direct current Id is ripple-free.
• The ac systems at both the rectifier and the inverter compose of purely sinusoidal,
constant frequency and balanced voltage sources behind balanced impedances.
• The converter transformers do not saturate.
The dynamic representation of the HVDC system as shown in Fig. 7.1 is developed as
follows:
İdr =
1
Ld
(Vdr −RdIdr − Vdm) (7.1)
İdi =
1
Ld
(Vdm −RdIdi − Vdi) (7.2)
V̇dm =
1
Cd
(Idr − Idi) (7.3)
Vdr = Vd0rcosα−
3
π
XcrBrIdr (7.4)
Vd0r =
3
√
2
π
BrTrEacr (7.5)
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Vdi = Vd0icosγ −
3
π
XciBiIdi (7.6)
Vd0i =
3
√
2
π
BiTiEaci (7.7)
where, Id is the direct current, Vd is the DC voltage, Vdm is the DC voltage on the dc line,
Rd, Ld and Cd are the dc line resistance, inductance and capacitance respectively, α is the
rectifier ignition delay angle, γ is the inverter extinction advance angle, Rc and Xc are the
equivalent commutating resistance and reactance respectively, B is the number of bridges
in series, T is the transformer ratio, Eac is the AC line-to-line voltages, the subscripts r and
i represent rectifier and inverter respectively, and subscript 0 denotes the initial operating
condition.
Figure 7.1: HVDC T-model transmission line
The rectifier subsystem of the HVDC system is operated in constant current (CC) control
mode and the inverter subsystem is operated in constant extinction angle (CEA) control
mode. The CC control of the rectifier will be modelled as a PI controller as shown in Fig.
7.2.
α =
(
Kp +
Ki
s
)
(Iord − Idr) (7.8)
where Kp = proportional gain, Ki = integral gain, Iord = current order.
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Figure 7.2: Constant current control of the rectifier
7.3.2 Modelling of AC Network
This subsection describes the modelling of a hydro unit together with its exciter, turbine-
governor, and the torsional shaft model. The eigenvalue analysis is employed to determine
the torsional frequency fn of the hydro unit.
7.3.2.1 Hydraulic TG Unit
The salient pole synchronous machine model used in the analysis is the two-axis model.
The IEEE alternator supplied rectifier excitation system (AC1A), the mechanical-hydraulic
governor and a non-elastic water column turbine without surge tank are selected PSCAD
library for developing the PSCAD model.
7.3.2.2 Torsional Shaft Model
The linearised model of the hydraulic TG shaft system is represented based on a mass-
spring-damping model as follows [7]:
∆ω̇gen = −
1
2Hgen
∆Pe +
Dtg
2Hgen
∆ωtur +
Ktg
2Hgen
∆δtur −
Dgen +Dtg
2Hgen
∆ωgen −
Ktg
2Hgen
∆δgen
(7.9)
∆ω̇tur =
1
2Htur
∆Pm −
Dtur +Dtg
2Htur
∆ωtur +
Dtg
2Htur
∆ωgen −
Ktg
2Htur
∆δtur +
Ktg
2Htur
∆δgen
(7.10)
where, ω is the rotor speed, H is the inertia constant, D is the damping coefficient, Dtg and
Ktg are the damping coefficient and spring constant between the turbine and the generator,
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δ is the rotor angle, Pm and Pe are the mechanical and electrical powers respectively.
Subscripts ‘gen’ and ‘tur’ represent generator and turbine respectively.
7.3.2.3 Combined Network System
The combined ac system represented in a small-signal state-space model has the following
expression:
∆ẋ =
[
Asys
]
∆x+
[
Bsys
]
∆u (7.11)
where, the ac system state variables are
∆x = [∆ωgen ∆δgen ∆ψfd ∆ψ1d ∆ψ2q ∆v1∆vcont ∆Efd ∆g ∆Tm ∆ωtur ∆δtur]
T (7.12)
7.3.3 Interaction between AC/DC Systems
The SSTI behaviour of the hydraulic TG unit is analysed in conjunction with CIGRE first
HVDC benchmark model.
The interaction equations, which describe the relationship between AC and DC systems,
are as follows:
Iacr =
√
6
π
IdrBrTr (7.13)
cosφr ≈ cosα−
XcrId√
2TrEacr
(7.14)
where, Iac = the AC line current flowing through the converter transformer and cosφ =
phase angle between fundamental line current and the line-to-neutral source voltage.
7.4 Analytical Methodologies
Torsional instability is normally caused by the control paths such as the supplementary
damping control and the rectifier current control [7]. If the torsional frequency of the gen-
erator unit is low enough and lie within the negative damping frequency range of a normal
HVDC operation, then there is a possibility for the unit to interact with the HVDC converter
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controls and result in instability. Thus, it is important to have analytical methodologies for
the different aspects of the SSTI problem.
7.4.1 Methods for SSTI Analysis
7.4.1.1 Screening Tool
The Unit Interaction Factor (UIF) has been used widely as a screening tool to measure
the influence of dc system controls on torsional stability. It computes the impact of the
fast acting control loops of a dc system on torsional damping of a generator. This factor is
expressed as follows [9, 10]:
UIF =
MVAHVDC
MVAGen
(
1− SCGout
SCGin
)2
(7.15)
where, MVAHVDC and MVAgen are the ratings of the HVDC system and the generator re-
spectively, SCGin and SCGout are the short circuit capacities at the HVDC commutating bus
with and without the generator respectively. The MVAHVDC/MV AGen ratio identifies the
relative size of the HVDC system and the generator, while the term (1− SCGout/SCGin)2
establishes the electrical coupling between the HVDC system and the generator [9].
This method identifies whether detailed studies are required; if UIF is 0.1 or greater,
the system needs further investigation.
7.4.1.2 Time Domain Analysis
PSCAD R©/ EMTDC c© is used as the tool for time domain analysis. It allows detailed
representation of the integrated AC-DC system network. This analysis is useful for analysing
the transient shaft torque oscillations due to SSTI.
7.4.2 Mitigation Methods
To overcome the SSTI problem in the vicinity of an HVDC system, a subsynchronous damp-
ing controller (SSDC) is normally included at a rectifier station to provide an additional
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damping. However, this is not a subject matter of this chapter and hence, it will not be
discussed herein.
7.5 Simulation Results
A hydraulic TG unit connected to an HVDC system shown in Fig. 7.3 is used as the study
system for SSTI analysis. This study system consists of a 500 kV, 1000 MW monopolar DC
link and a 1210 MVA hydraulic system, which represents the aggregated model of multiple
hydro units. The HVDC system is represented by the CIGRE first HVDC benchmark
model [11]. It is considered to operate at normal operation, i.e. the rectifier operates at CC
control mode whilst the inverter operates at CEA control mode. The sensitivity of different
factors such as the value of the firing angle α and the dc power transfer PHVDC , for the
possible initiation of SSTI problem, are investigated. Some of the specific case studies such
as three-phase fault at the inverter commutating bus and line switching at the rectifier ac
system are examined as well. The time domain simulations are conducted using PSCAD R©/
EMTDC c©.
Figure 7.3: A hydro turbine-generator unit interconnected to CIGRE first HVDC bench-
mark model
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7.5.1 Frequency Modulation and Eigenvalue Analysis
A preliminary study is carried out for a hydraulic TG unit interconnected with a constant
voltage source with frequency modulation. The SSTI phenomenon is investigated for a
lower frequency modulation band of 49 Hz ≥ fm ≥ 0.01 Hz, leading to a superimposed
frequency range of 1 Hz ≤ fi ≤ 49.99Hz.
Fig. 7.4 shows the torsional torque deviation of a hydraulic TG unit with different
generator-to-turbine inertia ratio n for a superimposed frequency of 4 Hz ≤ fi ≤ 6 Hz. The
inset shows the torsional torque deviation plot for frequency modulation in the range of 0
Hz ≤ fi ≤ 50 Hz. It is observed that the peak deviation occurs at a superimposed frequency
fi of 5.4 Hz. This indicates that the system could possibly excite the torsional interaction
when the complement of the system network resonance frequency fcomp coincides with the
torsional mechanical frequency fn. The torsional mechanical frequency fn for a hydraulic
system can be evaluated using eigenvalue analysis. A linearised model of the hydraulic
system, including the salient pole synchronous machine, governor, turbine, exciter and
the shaft model, has been developed. The eigenvalue analysis is used to determine the
mechanical torsional modes with the inertia of each mass and the spring constant provided.
The hydraulic units with lower inertia ratio n indicate larger torsional torque deviation over
a wide frequency range of interest.
Fig. 7.5 shows part of the eigenvalues for a hydraulic system. The pair of eigenvalues λ =
-0.04± j33.95 has an oscillation frequency of 5.4034 Hz with a damping ratio of 0.0012; they
are identified as the torsional modes. Another pair of eigenvalues λ = -0.84± j7.72 has an
oscillation frequency of 1.2292 Hz with a damping ratio of 0.1075 and they are identified as
local modes. The torsional modes appear to be the critical modes. The torsional frequency
fn shows a strong agreement with the results obtained from the time domain analysis.
7.5.2 A Hydro Unit Interconnected with CIGRE first HVDC Benchmark Model
The preliminary study carried out in Section 7.5.1 has highlighted the possibility of torsional
torque oscillation at the torsional frequency fn of the hydro unit (especially for hydro units
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Figure 7.4: Torsional torque deviation of hydraulic turbine-generator unit with different
generator-to-turbine inertia n for a frequency range of interest
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Figure 7.5: System eigenvalues of the ac system
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with low n). The following case studies will demonstrate the SSTI behaviour of the hydraulic
TG unit interconnected with the CIGRE first HVDC benchmark model shown in Fig. 7.3.
The system is subjected to various disturbances such as change in firing angle α and dc
power transfer PHVDC , three-phase fault at the inverter bus and line switching at the
rectifier bus.
7.5.2.1 Effect of changing firing angle α and dc power transfer, PHVDC
The fast acting control loops of HVDC converter station can result in SSTI. This phe-
nomenon typically get initiated from control interactions [9]. Such fast response of the
control loops can be simulated by changing the firing angle α or changing the dc power
transfer PHVDC . The response of α and PHVDC are closely-related, as PHVDC = VdId,
where Vd is function of α as indicated in (7.4).
Fig. 7.6 shows the TG torque and system frequency responses of the hydro units (with
different n) for an increment of firing angle α from 21.25◦ to 24.375◦ at t = 5 sec. The
corresponding change in DC power flow PHVDC is shown in Fig. 7.7. It is observed that the
sustained TG torque oscillations are excited on the hydro units with the fast acting converter
controller operation. The SSTI phenomenon is more pronounced for a hydro unit with a low
value of n. This is due to the decrement of the modal damping at the torsional frequency fn.
The modal damping Dn is represented as Dn = n
2Dtur+Dtg(1−1/n)2 [3] where Dtur is the
turbine damping coefficient and Dtg is the damping coefficient between the turbine and the
generator. The low value of n subsequently reduces the modal decrement factor σn and the
log decrement δn. Both σn and δn are represented as σn =
[
nDtur +Dtg(1− 1/n)2
]
/4H
and δn = σn/fn [3]. System frequency is affected relatively when SSTI is resulted in. A
supplementary control in terms of SSDC could provide an additional damping to overcome
such SSTI problem.
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Figure 7.6: Turbine-generator torque and system frequency responses subject to the change
in alpha (α)
Figure 7.7: Firing angle and power transferred in dc link subject to the change in alpha
(α)s
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7.5.2.2 Three-phase fault at the inverter bus
A generator encounters a large number of switching operations throughout its lifetime, and
such disturbances can excite undesired high levels of oscillatory shaft torques. The switching
operations include line switching, system faults, fault clearance, etc. The cumulative shaft
torsional stresses experienced by the unit may result in loss of fatigue life [7, 12].
Typically, three-phase faults can jeopardise the system stability, as well as the TG
condition to a great extent. A five-cycle three-phase fault is applied on the inverter bus at
t = 5 sec and the effect on the shaft system is analysed.
Figure 7.8: Turbine-generator torque and system frequency responses subject to 3 phase
fault at inverter bus
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Figure 7.9: Firing angle and power transferred in dc link subject to 3 phase fault at inverter
bus
Figure 7.10: System responses subject to 3 phase fault at inverter bus
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Figs. 7.8, 7.9 and 7.10 show the system response for a three-phase fault on the inverter
bus. The torsional torque response shown in Fig. 7.8 demonstrates the likelihood of torsional
oscillations on a hydro unit, especially for a low n value. The responses of firing angle α
and dc power transfer PHVDC are depicted in Fig. 7.9. The changes in dc voltage Vd and
dc current Id are shown in Fig. 7.10. The system settles down to a nominal state after
clearing the fault.
7.5.2.3 Line switching
Line switching is performed by switching the ac breaker, which connects the hydro unit to
the HVDC system, to stimulate the torsional modes of shaft vibration. This represents the
case study for the loss of the HVDC link and its impact on the hydro TG unit is examined.
The switching operation is applied at t = 5 sec (by momentarily opening the breaker) and
the system is reconnected back after 0.05 sec.
Similar to the previous studies, large shaft torsional vibrations are experienced when
the hydro unit is disconnected from the HVDC link, especially on the small hydro unit as
seen in Fig. 7.11. It is also observed that the system frequency goes beyond ± 5 %.
As seen in Fig. 7.12, the rectifier side ac system voltage drops down to as low as 0.2 pu.
Thus, adequate protection schemes should be in place to avoid such deteriorating response
from line switching event. Consequently, the dc voltage Vd and the dc current Id drop down
to a very low value, and this also results in the momentary drop out of the dc power flow.
The impact of the loss of HVDC system on the nearby TG unit has been analysed in
an elementary manner. To represent a more realistic situation, HVDC line faults can be
applied by executing the dc line protection and temporarily blocking one of the poles.
7.6 Summary
The torsional interaction behaviour of a hydraulic TG unit interconnected to an HVDC
system has been studied in this chapter. In general, steam, gas and nuclear units are more
susceptible to SSTI problem as they have multiple turbine masses and faster moving shafts
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Figure 7.11: Turbine-generator torque and system frequency responses subject to line
switching at rectifier side AC system
Figure 7.12: System responses subject to line switching at rectifier ac system
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which are more vulnerable to twisting compared to hydro units whose mechanical shafts
are slow in motion and turbine-generator masses are large. Typically, the large inertia of
the hydro generator provides inherent damping of torsional oscillations. This chapter has
demonstrated that the hydro units with a low generator-to-turbine inertia ratio n have a
potential to experience SSTI problem. This is due to the lack of damping at the torsional
frequency fn. The case studies have demonstrated the effects of change in firing angle α,
three-phase fault at the inverter commutating bus and line switching at the rectifier side ac
system. The simulation results have revealed that the shaft vibration can be excited on a
hydro unit, in conjunction with HVDC system.
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Chapter 8
Dynamic Modelling of
Hydroelectric Turbine-Generator
Unit connected to an HVDC
System for Small Signal Stability
Analysis
Abstract
This chapter presents the linearised small-signal dynamic modelling of hydroelectric TG
unit with CIGRE first HVDC benchmark system in the synchronously rotating DQ ref-
erence frame for small-signal stability analysis. The interaction behaviour between the
hydroelectric unit and the dynamics and control of HVDC system is investigated utilis-
ing eigen-analysis, participation factor analysis and by conducting sensitivity studies. The
computation of eigenvalues and eigenvectors for small signal stability analysis provides an
invaluable insight onto the power system dynamic behaviour by characterising the damping
and frequency of the system oscillatory modes. The consequences of different operating con-
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ditions, such as active and reactive power variations, the variation of generator-to-turbine
inertia ratio, as well as the changes of HVDC constant current controller parameters on
small-signal system stability are investigated.
8.1 Introduction
Since the 1920s, power system stability has been a vital aspect of secure system opera-
tion [1]. System stability is defined as the ability of a power system, for a given initial
operating condition, to regain a state of operating equilibrium after being subjected to a
disturbance [1, 2]. A system is said to be small signal stable if the power system is able to
remain in synchronism under small disturbances. A disturbance is considered to be small
if the linearisation of the equations that depict the corresponding response of the system is
permitted for the purpose of analysis [2, 3].
The small signal stability issue generally occurs due to inadequate damping of power
system oscillations [2]. The dynamic characteristics of the power system can be determined
from small-signal analysis using linearisation approaches, and damping controllers can be
designed based on the information provided on system oscillatory modes.
The formulation of the linearised small-signal state space model of the integrated AC-
DC systems can be established by linearising each power system components individually,
transforming input-output variables into common reference frames, and establishing interac-
tion relationship between different power system components [4]. The developed linearised
dynamic model is used to analyse the interaction behaviour between the hydroelectric unit
and HVDC link by manipulating the operating conditions, generator-to-turbine inertia ratio
and controller parameters; the consequences of such variations are depicted in the eigen-
value trajectories. Eigenvalue analysis is used to identify the stability modes and damping
characteristics of the integrated system. The dominant modes will be used to identify sys-
tem stability limit for different operating conditions, generator-to-turbine inertia ratio and
HVDC constant current controller parameters.
For power system analysis, the electrical network is normally represented by means of
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algebraic-equations in which inductances and capacitances are represented by their admit-
tance at fundamental frequency. The dynamic representation of the electrical network based
on linearised differential equations incorporated with linearised dynamic models of hydro-
electric unit and HVDC system is applicable for the investigation of the high-frequency
modes. The SSTI between turbine-generator torsional modes and the fast acting constant
current controller of HVDC system may occur at high-frequency. The integrated linearised
small-signal dynamic system developed in this chapter has included the dynamic represen-
tation of shaft model, which allows the investigation of SSTI phenomena.
The small signal stability analysis of HVDC and static var compensators with their
controllers has been addressed in [5]. Three different modelling approaches for CIGRE
first HVDC benchmark model, namely linear-continuous-detailed model, linear-continuous-
simplified model and linear discrete system model have been presented in [6]. The devel-
opment of a linear continuous time state model of the small-signal dynamics of an HVDC
system using modularisation techniques is detailed in [4]. A parallel ac-dc power system has
been represented with reference to a rotor rotating reference frame in [7] and the capabilities
and limitation of the analog computer in providing solutions to electromechanical problems
have been outlined in [8]. Linearised modelling of TG shaft dynamics and HVDC system
has been presented in [9] and [10] for subsynchronous oscillation analysis.
The main purpose of this chapter is to present the modelling techniques, which depict
the dynamic characteristics of hydroelectric TG unit and HVDC systems using linearised
state space models. This allows the investigation of the small-signal stability aspects asso-
ciated with the control interaction between the hydroelectric unit and the HVDC system
at higher frequencies, using eigen-analysis. The chapter is structured as follows. Section
8.2 illustrates the analytical methodologies for small signal stability analysis. Section 8.3
describes the mathematical modelling of the hydroelectric unit and HVDC system, which
includes detailed representation of governor, turbine, exciter, power system stabiliser (PSS),
torsional shaft model, AC filter, electrical system, converter system and current controller.
Section 8.4 elaborates the integrated study system involving hydroelectric power system
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and CIGRE first HVDC benchmark model and simulation results are presented by apply-
ing small disturbances to the study system. The chapter is concluded in section 8.5.
8.2 Small-Signal Stability Analysis
This section elaborates the small signal stability analysis of a power system when subjected
to small disturbances. Analytical methodologies used to determine the small signal stability
are eigenanalysis, participation factors analysis and sensitivity analysis. Eigen properties
such as damping ratio and oscillation frequency associated with system modes are revealed
as well.
8.2.1 Eigenanalysis
The eigenvalues of the system are the values of λ that fulfil the characteristic equation of
system matrix Asys:
det(λI −Asys) = 0 (8.1)
The analysis of the eigen properties in matrix Asys reveals vital information on the system
stability characteristics. A pair of eigenvalues is represented as λ = σ± jω, where its oscil-
lation frequency and damping ratio are established as f = ω2π and ζ =
−σ√
σ2+ω2
respectively.
System stability can be guaranteed if all the system eigenvalues lie onto left-half plane, i.e.
Re(λi) < 0 for all i [2, 3].
8.2.2 Participation Factor Analysis
Participation matrix, which combines both left and right eigenvectors, is a non-dimensional
scalar that measures the correlation between the state variables and the modes of a linear
system. It implies the relative involvements of the respective states in the corresponding
modes. This is described as [2, 3]:
P = [p1, p2 . . . pn] (8.2)
139
with pi = [p1i, p2i . . . pni]
T = [φ1iψi1, φ2iψi2 . . . φniψin]
T where, φki = k
th entry of the
right eigenvector φi; and ψik = k
th entry of the left eigenvector ψi.
φki evaluates the activity of the k
th state variable in the ith mode, while ψik weighs the
contribution of this activity to the mode [2].
8.3 Linearised State Space Models of Hydroelectric Turbine-Generator
and HVDC Link
The formulation of the linearised state space model for the integrated system involves lineari-
sation of each subsystem, transformation of input-output variables into common reference
frames, and interconnection of the subsystems [4]. Similar techniques have been employed
in this chapter for formulation of the system state equations. Integration of the subsystems
can be carried out as the input-output of a subsystem can be the output-input of another
subsystem. Note that the Park’s components fdq and the Kron’s components fDQ will be
used conventionally throughout the chapter, where f can be any variable. Subscripts dq and
DQ are used to denote variables in rotor and synchronous reference frames, respectively.
8.3.1 Modelling of Hydroelectric Turbine-Generator
A three-phase salient pole synchronous machine, with its equivalent circuits of dq-axes as
shown in Fig. 8.1, is modelled to represent the hydroelectric TG unit. The established
linearised machine model has the following state-space representation:
∆ẋhydro = [Ahydro] ∆xhydro + [Bhydro1] ∆Efd + [Bhydro2] ∆uhydro (8.3)
∆yhydro = [Chydro] ∆xhydro (8.4)
where, ∆xhydro = [∆ψd ∆ψq ∆ψfd ∆ψkd ∆ψkq]
T , ∆uhydro = [∆vd ∆vq]
T , ∆yhydro = [∆id ∆iq]
T ,
Ahydro, Bhydro and Chydro are the state, control or input and output matrices respectively
for a hydro unit. Efd is the field voltage, ψd and ψq are the stator flux linkages per second,
ψfd, ψkd and ψkq are rotor flux linkages per second for a field winding and damper windings
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repectively, vdq and idq are voltages and currents in dq reference frame respectively.
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Figure 8.1: Equivalent circuits of dq-axes for hydroelectric unit
8.3.2 Modelling of Mechanical System
The linearised model of the hydroelectric torsional shaft system is represented based on a
mass-spring-damping model as follows:
∆ẋshaft = [Ashaft]∆xshaft + [Bshaft]∆ushaft (8.5)
∆yshaft = [Cshaft]∆xshaft (8.6)
where, ∆xshaft = [∆ωgen ∆ωtur ∆δgen ∆δtur]
T , ∆yshaft = [∆ωgen ∆δgen]
T , ∆ushaft =
[∆Pm ∆Pe]
T , Ashaft, Bshaft, Cshaft are the state, control or input and output matrices
respectively for the mechanical system. ω and δ are the rotor speed and angle. Pm and Pe
are the mechanical and electrical powers respectively. Subscripts ‘gen’ and ‘tur’ represent
generator and turbine respectively.
8.3.3 Modelling of Electrical System
The linearised representation of the excitation system (exciter and PSS) and governor-
turbine can be expressed as:
∆ẋe = [Ae]∆xe + [Be]∆ue (8.7)
∆ye = [Ce]∆xe + [De]∆ue (8.8)
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where, xe, ye, ue are the state, output and input vectors of the excitation and governor-
turbine system, Ae, Be, Ce and De are the state, control or input, output and feedforward
matrices respectively for the excitation and governor-turbine system.
The AC side filters can be represented in terms of a shunt capacitor with reactance
XCfilter. The state space representation of the rectifier side AC system (in terms of DQ
components of different variables) can be expressed as follows:
∆ẋN = [AN ]∆xN + [BN ]∆uN (8.9)
∆yN = [CN ]∆xN (8.10)
where, ∆xN = [∆vD ∆vQ]
T , ∆yN = [∆vD ∆vQ]
T , ∆uN = [∆iD ∆iQ ∆ihvdcD ∆ihvdcQ]
T ,
AN , BN , CN are the state, control or input and output matrices respectively for the electri-
cal system. vD, vQ are the bus voltages represented in DQ reference frame at the rectifier ac
side, iDQ and ihvdcDQ are generator and HVDC currents in DQ reference frame respectively.
The currents iCDQ flowing through the ac filter at rectifier side are decided by the power
system components connected to the bus. Hydroelectric unit is connected directly to the
bus, and an HVDC link as well in this study system. Thus, generator and HVDC currents
are the inputs to the system.
∆iCDQ = ∆iDQ −∆ihvdcDQ (8.11)
8.3.4 Modelling of HVDC System
The HVDC system can be represented in terms of a T-model as shown in Fig. 8.2. The
linearisation of the dynamic equations for the HVDC system including the constant current
(CC) controller of rectifier, yields equations (8.12), (8.13) and (8.14). The CC controller
has a phase-locked loop (PLL) associated to it, which provides a more stable operation [10].
The phase lag resulting from PLL is represented by αPLL. The dynamics of CC and PLL
are depicted in Fig. 8.3.
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∆ẋhvdc = [Ahvdc]∆xhvdc + [Bhvdc1]∆uhvdc1 + [Bhvdc2]∆uhvdc2 + [Bhvdc3]∆uhvdc3
(8.12)
∆yhvdc1 = [Chvdc1]∆xhvdc + [Dhvdc11]∆uhvdc1 + [Dhvdc12]∆uhvdc2 (8.13)
∆yhvdc2 = [Chvdc2]∆xhvdc + [Dhvdc21]∆uhvdc1 + [Dhvdc23]∆uhvdc3 (8.14)
where, ∆xhvdc = [∆Idcr ∆Idci ∆Vdcm ∆αCCI ∆θPLL]
T , ∆uhvdc1 = [∆Iord ∆γ]
T , ∆uhvdc2 =
[∆Vacr ∆θV acr]
T , ∆uhvdc3 = [∆Vaci ∆θV aci]
T , ∆yhvdc1 = [∆Iacr ∆θIacr]
T , ∆yhvdc2 =
[∆Iaci ∆θIaci]
T , Ahvdc, Bhvdc, Chvdc and Dhvdc are the state, control or input, output and
feedforward matrices respectively for the HVDC system. Idc is the direct current, Vdcm is
the DC voltage on the dc line, αCCI is the rectifier angle output from the integral controller,
θPLL is the PLL output angle, Iord is the reference current, γ is the inverter extinction ad-
vance angle, Vac and θV ac are the AC line-to-line voltages and the phasor associated at the
converter bus, Iac and θIac are the AC line current flowing through the converter transformer
and its associated phasor, subscripts r and i represent rectifier and inverter respectively.
8.3.5 Interface Between AC and DC Systems
The linearised state space model for each subsystem has been represented individually as
shown in subsections 8.3.1, 8.3.2, 8.3.3 and 8.3.4. The linearised representation of the
ac-dc interaction equations, as in equations (8.15) and (8.16), highlights the small-signal
inter-relationship between ac and dc systems as shown below:
∆Iacr =
√
6
π
BrTr∆Idcr (8.15)
∆φacr = −
XcrIdcr0√
2TrV 2acr0sin(φacr0)
∆Vacr +
sin(α0)
sin(φacr0)
∆α+
Xcr√
2TrVacr0sin(φacr0)
∆Idcr
(8.16)
where, B = number of bridges in series, T = transformer ratio, φac = phase angle between
fundamental line current and the line-to-neutral source voltage, Xc = commutating reac-
tance, α = ignition delay angle, subscript r represents the rectifier-side and subscript 0
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denotes the initial operating condition.
Since each subsystem is represented in a different reference frame, it is important to
transform all the variables into common reference frame before the integration of different
subsystems. The linearised transformation between variables in DQ reference frame and
polar coordinates is shown in equation (8.17).
∆fD
∆fQ
 =
sinθfac0 fac0cosθfac0
cosθfac0 −fac0sinθfac0

∆fac
∆θfac
 (8.17)
The linearised transformation from synchronously rotating reference frame to rotor ref-
erence frame is expressed in equation (8.18) [11]. The relationship among variables in rotor,
synchronous reference frames and polar coordinates is illustrated in Fig. 8.4.
∆fd
∆fq
 =
 cosδ0 sinδ0
−sinδ0 cosδ0

∆fD
∆fQ
+
 ∆fq0
−∆fd0
∆δ (8.18)
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Figure 8.4: Phasor diagram of the relationship among variables in dq, DQ reference frames
and polar coordinates
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8.4 Simulation Results
A hydroelectric TG unit connected to an HVDC system (shown in Fig. 8.5), presented in
Chapter 7 will be used as the study system for small signal stability analysis in this Chapter.
As mentioned in Chapter 7, this study system comprises of a 500 kV, 1000 MW monopolar
DC link and a 1210 MVA hydroelectric system. The HVDC system is represented by the
CIGRE first HVDC benchmark model. It is assumed that the rectifier operates at CC
control mode whilst the inverter operates at constant extinction angle (CEA) control mode.
The hydroelectric unit on the rectifier ac side composes of turbine-generator, governor,
excitation system, PSS and shaft system. The overall system comprises of 30 state variables.
Analytical methodologies, such as eigen-analysis, participation factor and sensitivity
analyses, are utilised to investigate the interaction behaviour between the hydroelectric
unit and the dynamics and control of HVDC system. The consequences of different oper-
ating conditions, such as active and reactive power variations, as well as the variations of
generator-to-turbine inertia ratio n and the changes of HVDC constant current controller
parameters Kp and Ki on small-signal stability are investigated in this chapter.
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Figure 8.5: A hydro turbine-generator unit interconnected to CIGRE first HVDC bench-
mark model
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8.4.1 Eigenvalue and Participation Factor Analyses for Initial Operating Condition
This subsection reveals the eigenvalues of each subsystem individually and for an intercon-
nected system at an initial operating condition. The eigenvalue analysis distinctively allows
the investigation of how each power system component influences the overall system eigen-
values. Tables 8.1 and 8.2 shows the eigenvalues of hydroelectric unit and HVDC system
independently. The eigenvalue modes 5 and 6 of hydroelectric unit are the local plant mode
of oscillation, which has an oscillation frequency of 2.0475 Hz and a damping ratio of 0.0699.
The modes 1, 2 and 3, 4 in Table 8.2 represent the dynamics of the HVDC link while mode
5 represents the time constant of the PLL.
Some of the selective eigenvalues for the integrated system are shown in Table 8.3. Modes
12 and 13 are the torsional modes of the hydroelectric unit, and they are critically damped
but are generally stable. This corresponds to a hydroelectric system with generator-to-
turbine inertia ratio n of 10. Such torsional modes have an oscillation frequency of 6.22
Hz.
Figs. 8.6, 8.7 and 8.8 show the participation factor analysis on hydroelectric unit, HVDC
system and the overall system respectively. This analysis reveals the relative involvements
of the respective states in the corresponding modes. The participation factor analysis on
the overall system as seen in Fig. 8.8 shows that state variables 24 and 25 contribute the
most onto mode 20 associated with the exciter. The next highest contribution is from state
variable 24 onto mode 3 associated with the hydro unit. State variables 24 and 25 are
voltage variables of PSS. This suggests that PSS has a considerable effects onto modes 3
and 20.
Table 8.1: Eigenvalues of Hydroelectric Unit
Mode Real(λ) Imag(λ) f (Hz) Damping ratio, σ
1,2 -12.49 ± j313.49 49.8935 0.0398
3 -50.09 j0.00 0.00 1.0000
4 -47.10 j0.00 0.00 1.0000
5,6 -0.90 ± j12.86 2.0475 0.0699
7 -0.55 j0.00 0.00 1.0000
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Table 8.2: Eigenvalues of HVDC System
Mode Real(λ) Imag(λ) f (Hz) Damping ratio, σ
1,2 -38.23 ± j346.91 55.2129 0.1095
3,4 -35.08 ± j69.47 11.0568 0.4507
5 -25.00 j0.00 0.00 1.0000
Table 8.3: Selective Eigenvalues of the Interconnected System
Mode Real(λ) Imag(λ) f (Hz) Damping ratio, σ
1 -1.000 j0.0 0.00 1.000
2,3 -13.854 ± j2292.5 364.86 0.006
4,5 -16.980 ± j1607.0 255.76 0.011
6,7 -38.275 ± j346.8 55.20 0.110
8 -111.396 j0.0 0.00 1.000
9,10 -35.146 ± j69.5 11.06 0.451
11 -52.430 j0.0 0.00 1.000
12,13 -0.000 ± j39.1 6.22 0.000
14 -36.698 j0.0 0.00 1.000
15 -34.392 j0.0 0.00 1.000
16,17 -13.133 ± j14.7 2.35 0.665
18 -28.515 j0.0 0.00 1.000
19 -29.412 j0.0 0.00 1.000
20 -25.000 j0.0 0.00 1.000
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8.4.2 Sensitivity Analysis for Different Operating Conditions
Different operating conditions have considerable effects on system small-signal stability.
In reality, small disturbances always occur in a power system, such as small variations of
load and generation. Thus, it is important to investigate the influence of system operating
conditions on the overall small-signal stability. In this study, the system is subjected to
active (P ) and reactive power (Q) changes and system least stable modes will be used as
an indicator for stability. Two cases have been considered: isolated hydroelectric system
and interconnected hydroelectric system with HVDC system.
Simulation results for influence of PQ variations on system small-signal stability for
isolated and interconnected operations are shown in Figs. 8.9 and Fig. 8.10 respectively.
In an isolated operation, the local plant mode (swing mode) oscillations are used as the
stability indicator. The torsional modes are used as the stability indicator for interconnected
operation as they appears to be the critical modes in the system. It is observed in Fig. 8.9
that the swing mode is not affected substantially by the PQ variations. It is well-damped
for both leading and lagging power factor conditions. However, the swing mode frequency
increases slightly for an increment of active power. On the contrary, the critical modes of
the overall system are sensitive to the PQ changes as seen in Fig. 8.10. For low P injection
into the system, it is more susceptible to instability due to insufficient damping and the
negative damping introduced by HVDC converter controls. Increase in Q may result in
instability.
The torsional modes of the system appear to be system critical mode. Damping con-
troller can be designed based on the information provided on system oscillatory modes, and
incorporated to provide more damping into the system.
8.4.3 Effects of Different Generator-to-Turbine Inertia Ratio
It has been demonstrated in the earlier studies [12] that the hydro units with a low generator-
to-turbine inertia ratio n would experience SSTI problem, which is due to the lack of
damping at the torsional frequency fn. This subsection illustrates the consequences of n
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variation on the small-signal stability. In this study, generator inertia Hgen is 3.0 sec and
remains the same for all n values. It is the turbine inertia Htur that varies throughout the
studies. Fig. 8.11 shows that with an increasing value of n, torsional modes tend to shift
more to the stable region. However, at n = 30, the damping begins to reduce (indicated by
the reduction of torsional modes real part). The increment of n does improve the damping
of the torsional modes. The simulation results also indicate that the hydro unit connected
in the close vicinity of the HVDC system can possibly experience SSTI problem as the
torsional modes for the integrated system have relatively low damping due to the negative
damping introduced by CC controller. This can be evidently seen in Table 8.4.
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Figure 8.11: Torsional modes of the hydroelectric unit subject to variation of generator-to-
turbine inertia ratio (n)
8.4.4 Effects of Constant Current Controller Parameters
The level and the frequency range of negative damping for the ac-dc system are dependent
on the value of the firing angle [12]. Thus, the variation of HVDC constant current controller
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Table 8.4: System Torsional Modes for Different Generator-to-Turbine Inertia Ratio (n)
n Real(λ) Imag(λ) f (Hz) Damping ratio, σ
2 6.9907e-4 ± j20.404 3.247 -3.4261e-5
5 1.7341e-4 ± j28.862 4.594 -6.0082e-6
10 -6.2582e-6 ± j39.080 6.220 1.6014e-7
20 -7.0500e-5 ± j54.000 8.594 1.3056e-6
30 -7.5738e-5 ± j65.609 10.442 1.1544e-6
40 -7.0400e-5 ± j75.450 12.008 9.3307e-7
50 -6.2438e-5 ± j84.153 13.393 7.4196e-7
parameters, Kp and Ki on small-signal stability are also examined in this study. Fig. 8.12
shows the trajectory of the critical system mode, which is identified as the torsional mode,
subject to the variation of HVDC constant current controller parameters Kp and Ki at
rectifier side. It is observed that the damping of the system critical mode can be improved
utilising a low value of Kp and Ki. The mode has less damping with an increment value of
Kp. It is seen in Fig. 8.12(b) that with Kp less than 8.5, all values of Ki ranged from 10 -
100 will result in a stable system. 
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Figure 8.12: Critical mode of overall system subject to constant current PI controller vari-
ation
8.5 Summary
This chapter presents a linearised small-signal dynamic model of hydroelectric system con-
nected to an HVDC system. The eigenvalue analysis has been used as an analytical tech-
153
nique for small signal stability analysis of a sample hydroelectric system connected to CI-
GRE first HVDC benchmark model. The dynamic system response for different operating
conditions, generator-to-turbine inertia ratio and HVDC constant current controller param-
eters has been investigated. The modal analysis for varying P and Q generation demon-
strates that the swing mode of the isolated hydro operation does not get affected substan-
tially. On the contrary, the critical modes of the integrated system, identified as torsional
modes, are sensitive to the P and Q variations and HVDC constant current controller pa-
rameters. It has also been demonstrated that the hydro units with low generator-to-turbine
inertia ratio may experience SSTI problem due to dominant negative damping imposed by
HVDC converter controls.
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Chapter 9
Subsynchronous Torsional
Interaction Behaviour of Wind
Turbine-Generator Unit Connected
to an HVDC System
Abstract
Utilisation of wind energy to generate electricity has attracted considerable attention world-
wide, and is rapidly-growing. The integration of large wind farms with HVDC transmission
network could be one of the preferred options for supplying bulk power over a long dis-
tance. Since HVDC rectifier stations with constant current control may introduce negative
damping on the nearby generating units, it is important to identify the torsional interaction
characteristics between turbine-generator units and the HVDC systems over a frequency
range of interest. However, very little related information exists in regard to wind turbine-
generators. This chapter presents the electromagnetic transient time domain analysis to
investigate the possible SSTI phenomenon of fixed-speed (induction machine based) wind
turbine-generator (WTG) unit interconnected to a CIGRE first HVDC benchmark system.
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Electrical disturbances, such as three-phase short circuit fault at the inverter station and
DC power flow change are simulated to examine the possible dynamic interactions of the
WTG unit. Simulation studies are conducted using PSCAD R©/EMTDC c©.
9.1 Introduction
The grid integration of wind resources is rapidly-growing all over the world due to its
environmental benefits [1, 2]. In 2013, global renewable electricity generation grew to nearly
5,070 TWh and accounted for almost 22% of total power generation worldwide [3, 4]. This
development inexorably integrates WTGs into the electrical network in a large scale, thereby
posing numerous challenges to all parties concerned.
WTG units exhibit different characteristics compared to steam and hydro units, which
typically feature high turbine inertia and low shaft stiffness between the turbine and gen-
erator rotor [2, 5]. These characteristics result in a lightly damped, low frequency torsional
shaft mode oscillations, wherein the turbine (hub and blades) swings coherently against the
generator [6]. It is also demonstrated in [6] that the soft shaft mode can be excited by
random wind variations, which results in large oscillatory fluctuations in the shaft torques
and the electrical power. Prospective interactions of WTG units connected to a series-
compensated line and an HVDC link are discussed in [7]. The performance issues related
to the dynamic characteristics of both conventional induction generators and doubly-fed in-
duction machine based wind turbines are also discussed. However, SSTI between the wind
farm and the HVDC system was not investigated thoroughly.
The undesirable interactions between the HVDC terminal and the 11.5 Hz torsional
mode of an electrically-close turbine-generator unit were noted during the field tests con-
ducted at Square Butte in North Dakota, USA [8]. Subsequently, it was revealed that the
HVDC rectifier stations with constant current control may introduce negative damping on
the nearby generating units [8]. A current-controlled voltage-source converter, located elec-
trically close to the generator may also introduce negative damping in the certain frequency
range and proper design of current controller may nullify the possibility of negative damp-
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ing [9]. SSTI characteristics can possibly be observed when a WTG unit is connected in
the close vicinity of the HVDC system. ABB has conducted comprehensive system studies
for integrating large wind farms in the American electricity network, especially in the close
vicinity of HVDC [10]. However, little information exists in the literature in regard to the
SSTI behaviour of an individual WTG unit connected to HVDC system. The objective
of this chapter is to model a WTG system, including the dynamics of the blade and shaft
systems, connected to an HVDC system for SSTI analysis.
The chapter is structured as follows: Section 9.2 outlines the fixed-speed induction
machine based WTG modelling, which includes blade dynamics, shaft model and induc-
tion generator model. Section 9.3 demonstrates the perturbation analysis for a WTG
unit for an investigation of the possible dynamic interactions. Section 9.4 briefly describes
the SSTI phenomenon when a turbine-generator is connected in the vicinity of an HVDC
system. A study system involving a WTG unit interconnected to a CIGRE first HVDC
benchmark system is presented in Section 9.5. The time domain simulation studies using
PSCAD R©/EMTDC c© and frequency spectrum analysis are used to investigate the SSTI
behaviour of WTG unit for electrical disturbances on HVDC system and the results are
presented in Section 9.6. Section 9.7 concludes the chapter.
9.2 Wind Turbine-Generator Model
The modelling aspects related to wind energy capturing mechanism, torsional shaft system,
the induction machine and the electrical network are presented in this section. The MOD-2
type WTG model is used for the wind system representation in PSCAD R©/EMTDC c©.
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9.2.1 Blade Dynamics
The power extraction from wind and associated mechanical torque can be mathematically
represented as follows [11, 12]:
P =
1
2
ρAυ3wCp(λ, β) (9.1)
T =
P
ωm
(9.2)
where P = wind power in watts, ρ = air density in kg/m3, A = area swept by wind blade
in m2, υw = wind speed in m/s, λ = tip speed ratio, β = blade pitch angle in degrees, Cp
= power coefficient, T = torque in Nm, ωm = turbine mechanical speed in rad/s.
The power coefficient Cp is a function of both λ and β, and is generally nonlinear. The
approximate expressions for nonlinear blade dynamics are as follows [12]:
ωh =
ωm
GR
(9.3)
λ =
2.237υw
ωh
(9.4)
Cp =
1
2
(λ− 0.022β2 − 5.6)e−0.17λ (9.5)
where ωh is a hub speed in m/s and GR is a gear ratio.
A power coefficient versus tip speed ratio (Cp – λ) characteristic curve for a typical
MOD-2 type WTG is shown in Fig. 9.1 for a wind speed of 15 m/s with different blade
pitch angles.
9.2.2 Shaft Model
The mechanical shaft system of a WTG unit generally comprises of a turbine, low-speed
shaft, gearbox, high-speed shaft and generator rotor. It can be represented as a mass-
spring-damper system as shown in Fig. 9.2 [2, 6]. The inertia of the blades are represented
as a lumped inertia. The inertia of the high speed shaft aggregates the individual inertias
of both gearbox and generator, assuming the high speed shaft to be rigid. The inertia of
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the low speed shaft is shared between hub and gearbox [6].
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Figure 9.1: Power coefficient vs tip speed ratio characteristic of a MOD-2 type WTG for
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Figure 9.2: Mass-spring-damper shaft model of WTG unit
The mechanical shaft system of a WTG unit is represented based on a mass-sping-
damper system as follows [6, 13]:
2His∆ωi = ∆Ti + ∆Tij −∆Tjk −Di∆ωi (9.6)
∆Tij = Kij(∆θi −∆θj) +Dij(∆ωi −∆ωj) (9.7)
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where s is the Laplace operator, ω and θ are the rotor speed and angle respectively, Hi is
the inertia constant of mass i, Ti is the external torque applied on mass i, Di is the damping
coefficient of mass i, Tij , Kij and Dij are the torsional torque, spring constant and damping
coefficient between masses i and j respectively. A WTG shaft model with typical values of
inertia constants and spring constants, in accordance with Fig. 9.2 is as shown in Table 9.1.
This tabulated data is used for SSTI analysis presented in this chapter. Typically, torsional
frequencies of oscillation (fn) for the WTG shaft model can be calculated as follows [14]:
fn =
1
2π
√
− b
2
±
√
b2 − 4c
2
(9.8)
where
b = −
[
KBH
(
1
2HB
+
1
2HH
)
+KHG
(
1
2HH
+
1
2HG
)]
c = KBHKHG
(HB +HH +HG)
22HBHHHG
and subscripts G, H and B in the expressions for ‘b’ and ‘c’ refer to generator, hub and
blade masses respectively. Accordingly, it is observed that the torsional frequencies for the
WTG shaft system under consideration are 0.6086 Hz and 4.9818 Hz respectively.
Table 9.1: Shaft Model of WTG Unit [6]
HB HH HG KBH KHG
(s) (s) (s) (pu/el.rad) (pu/el.rad)
9.1150 0.4764 1.0455 2.7410 0.0904
9.2.3 Induction Generator Model
A fixed-speed induction machine of fourth order is used to represent the WTG unit, and
its voltage and current relationship in the synchronously-rotating reference frame can be
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expressed as [15]:
ve = Zimi
e (9.9)
where ve = [veqs v
e
ds v
′e
qr v
′e
dr]
−1, ie = [ieqs i
e
ds i
′e
qr i
′e
dr]
−1; subscripts ‘s’ and ‘r’ represent the
stator and rotor side variables respectively, while superscript ‘′e’ refers to the transformation
of rotor side variables into the stator side using the rotor-to-stator turns ratio. Zim is the
induction machine internal impedance matrix.
9.3 Perturbation Analysis For A WTG Unit
The perturbation analysis is conducted to examine the WTG response at different frequen-
cies. The grid side voltage signal is perturbed at different modulated frequencies as shown
in Fig. 9.3. It can be expressed mathematically as follows:
vac = [ωb +msin(ωmt)]Vpcos(ωbt) (9.10)
where ωb is the base frequency in rad/s, m is the magnitude of the speed deviation, ωm
is the frequency of oscillation of the rotor speed in rad/s, t is the time and Vp is the peak
voltage.
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Figure 9.3: AC voltage perturbation onto WTG unit
A typical time response of the bus voltage for a modulated frequency fm is as shown
in Fig. 9.4(a). The corresponding representative frequency spectrum of the AC voltage is
shown in Fig. 9.4(b). It can be seen that the AC voltage oscillates at fundamental (ffund),
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sub- (fsub) and super-(fsuper) synchronous frequencies as a consequence of the frequency
modulation.
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Figure 9.4: (a) Time response and (b) frequency spectrum of AC voltage at a modulated
frequency, fm of 15 Hz
It is also envisaged that the voltage perturbation at different modulated frequencies
may instigate torsional modes of a WTG unit. The possible dynamic interaction of the
WTG unit can be investigated by examining the resulting deviation in blade-hub and hub-
generator torques (mechanical torques) of the WTG unit. It may very well depict the
WTG response under network disturbances. The simulation results for frequency spectrum
analysis of a typical WTG unit are presented in Section 9.6.1.
9.4 Subsynchronous Torsional Interaction For A Machine Connected To
HVDC System
SSTI phenomenon for the WTG connected to an HVDC system is elaborated in this section
with the assumptions that the generator is directly connected to the HVDC system and the
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commutating voltage and phase angle at the rectifier station are in accordance with those
at the generator internal bus [16].
The machine side AC voltage is oscillating sinusoidally at different frequency compo-
nents, namely fundamental frequency fb, subsynchronous frequency fb − fm and supersyn-
chronous frequency fb + fm as a consequence of torsional oscillations. It can be also looked
at as an amplitude and phase modulation of AC voltage. This results in current oscillations
over the HVDC link depending on the effective impedance of the HVDC system [16]. The
subsynchronous and supersynchronous frequency components of the AC current are subse-
quently induced in the AC system and hence it is apparent that the electromagnetic torque
consists of sub- and super- synchronous frequency components. Typically, negative damping
torque results from the subsynchronous frequency currents whilst positive damping torque
is provided by the supersynchonous frequency currents [16].
The HVDC system can be represented in terms of a T-model as shown in Fig. 9.5. An
aggregated wind system, including the wind energy capturing mechanism and the torsional
shaft system, has been connected to the HVDC system in parallel to the connection of an
infinite bus and an AC filter at the rectifier station as seen in Fig. 9.5. The constant current
(CC) controller is normally installed at the rectifier station with a phase-locked loop (PLL)
to ensure a stable system operation. The system equations to depict the operation of the
HVDC system including the rectifier side CC controller are as follows [13, 17]:
sIdr =
Vdr −RdIdr − Vdm
Ld
(9.11)
sIdi =
Vdm −RdIdi − Vdi
Ld
(9.12)
sVdm =
Idr − Idi
Cd
(9.13)
α = (Kp +
Ki
s
)(Iord − Idr) + αPLL (9.14)
where Id is the DC current, Vd is the DC voltage, Vdm is the DC voltage on the dc line,
Rd, Ld and Cd are the dc line resistance, inductance and capacitance respectively, α is the
rectifier firing angle, Kp and Ki are the proportional and integral gains, Iord is the reference
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current and αPLL is the phase lag resulting from PLL. The subscripts r and i represent
rectifier and inverter side variables respectively. The characteristics of the CC controller
and PLL are illustrated in Fig. 9.6. Fig. 9.6 shows that the phase angle of the rectifier side
AC voltage θEacr has an effect on the firing angle α with equidistant pulse control. PLL is
associated to the controller to synchronise firing angle to the AC voltage [16].
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9.5 Study System
A WTG unit of 1 MVA capacity with a rated voltage of 480 V is directly connected to the
HVDC system as shown in Fig. 9.5. The time domain simulation studies are conducted in
PSCAD R©/EMTDC c© to examine SSTI behaviour of a WTG unit for voltage perturbation
and network disturbances. The data for the WTG unit is as provided in Table 9.2. The
collector system, rated at a voltage of 13.8 kV, connects the WTG unit and a 345 kV AC
system grid through a 13.8/345 kV transformer. The WTG unit has a blade pitch angle
controller of proportional-integral (PI) type, as seen in Fig. 9.7. In case of a high wind
speed condition, the blade pitch angle will be activated and is adjusted to ensure a delivery
of the rated power. The pitch angle is varied utmost at the rate of 3◦ – 10◦ per second
determined by the capacity of the wind turbine [18].
The simulation studies are carried out using fixed-speed induction machine based WTG.
To operate the induction machine within the range of 0.98-0.99 lagging power factor, sup-
plementary reactive support is required [7, 19]. A local capacitor bank is usually connected
at the machine terminal and the rating of the bank is selected to give unity power factor
at rated conditions [20]. In this study, it is assumed that the reactive power requirement of
the machine has been met by the grid.
The HVDC system is represented by the CIGRE first HVDC benchmark model, with
the monopolar DC link rated at 500 kV and 1000 MW [21]. It is considered that the HVDC
system operates at normal conditions, i.e. the rectifier operates at CC control mode whilst
the inverter operates at constant extinction angle (CEA) control mode.
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Figure 9.7: Blade pitch angle controller
167
Table 9.2: WTG Unit Parameters
System quantities Values
Rated speed of machine output 314.1593 rad/s
Wind speed, υw 15 m/s
Gear Ratio, GR 55
Rotor blade radius, R 20.0 m
Rotor blade swept area, A 1256.6 m2
Number of poles, p 6
Gear box efficiency, Geff 97%
Machine rated MVA, GMVA 1.0 MVA
Initial pitch angle, β 0◦
Air density, ρ 1.229 kg/m3
9.6 Simulation Results
Sustained torsional oscillations could be resulted if the complement of the system resonance
frequency is close to the mechanical torsional mode frequency and that the combined elec-
tromechanical system lacks in system damping [22]. The main focus of the chapter is to
investigate the effect of fast-acting control loop associated with the current controller at
the rectifier station, which could possibly excite torsional oscillations on the nearby gener-
ator. PSCAD R©/EMTDC c© simulated model is used to investigate the SSTI interactions of
a WTG unit connected to HVDC system.
Simulated line fault on the HVDC system and sinusoidal modulation of the HVDC ter-
minal at the torsional resonant frequency can excite the torsional modes of shaft oscillation
[23]. Hence, different case scenarios with the application of the disturbances on the HVDC
side, such as three-phase to ground fault at the inverter station and 25% decrement in the
rated DC power flow are considered for SSTI investigation on a WTG unit by conducting
time domain simulation studies.
9.6.1 Frequency Spectrum Analysis for a WTG unit
Perturbation analysis is conducted to investigate the oscillatory response of a WTG unit
for different frequency injections. The grid side voltage is perturbed to depict network
disturbances. The resulting dynamic interactions in blade-hub and hub-generator torques
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(mechanical torques) of the WTG unit are examined for an injection of different modu-
lated frequency, fm. The PSCAD
R©/EMTDC c© simulated circuit for voltage perturbation
is shown in Fig. 9.8.
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Figure 9.8: PSCAD R©/EMTDC c© simulated test system for perturbation analysis
The terminal voltage as shown in Fig. 9.8 is modulated at 5 Hz and 10 Hz. The
corresponding time domain and frequency domain responses of blade-hub and hub-generator
torques, as well as the machine speed are illustrated in Figs. 9.9, 9.10 and 9.11 respectively.
The responses of the WTG unit without any frequency modulation are also presented for
comparative analysis.
It is seen in Fig. 9.9(a) that the blade-hub torque response at a modulated frequency
of 10 Hz does not change appreciably as compared to the torque response without any
modulation. Fig. 9.9(b) illustrates that the torsional mode (with a torsional frequency fn
= 4.98 Hz) will be excited for a modulated frequency of 10 Hz, but it is of very small value
of 0.03 p.u. However, when the terminal voltage is modulated at 5 Hz, growing oscillations
will be evidently seen as shown in Fig. 9.9(c). Fig. 9.9(d) demonstrates that the torsional
mode will be excited when the voltage is modulated at 5 Hz, i.e. close to the torsional mode
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of the WTG unit. It is observed that the blade-hub torque experience oscillatory response
of 0.24 p.u. at 4.98 Hz.
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Figure 9.9: Time response and frequency spectrum of blade-hub torque at a modulated
frequency
Similar time domain and frequency domain responses are observed for a hub-generator
torque as demonstrated in Fig. 9.10. The growing oscillations in the hub-generator torque
can be predominantly seen for a modulated frequency of 5 Hz as shown in Fig. 9.10(c),
whilst the hub-generator torque settles down for a modulated frequency of 10 Hz as shown
in Fig. 9.10(a). It can be evidently seen in Figs. 9.10(b) and 9.10(d) that the torsional
mode oscillation at 10 Hz is of very small value (i.e. 0.00098 p.u.), compared to the one at
a modulated frequency of 5 Hz (i.e. 0.0095 p.u.).
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The machine speed oscillates at a larger value when the network side voltage is modu-
lated at a frequency close to the torsional mode of the WTG unit. Accordingly, it can be
seen in Figs. 9.11(a) and 9.11(c) that the speed deviation at a modulated frequency of 5 Hz
is of larger magnitude as that of the one at a modulated frequency of 10 Hz. The torsional
mode, however, has insignificant contribution to the rotor speed deviation as seen in Figs.
9.11(b) and 9.11(d).
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Figure 9.10: Time response and frequency spectrum of hub-generator torque at a modulated
frequency
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9.6.2 WTG Response to Network Disturbances
Two case scenarios are now considered to investigate the SSTI behaviour of the WTG unit
when connected in the close vicinity of HVDC system, i.e. a three-phase to ground fault at
inverter station and a DC power flow reduction.
9.6.2.1 Three-phase to ground fault at the inverter station
The interaction behaviour of the WTG unit of 1 MVA capacity has been examined by
applying a three-phase to ground fault of 5 cycles on the inverter station at t = 5 s. The
time domain simulation plot and the frequency spectrum for the blade-hub torsional torque
(TBH) and the hub-generator torsional torque (THG) of a WTG unit are shown in Figs.
9.12 – 9.15 for a three-phase to ground fault on the inverter side.
Figs. 9.12 and 9.13 show the corresponding time domain responses of the blade-hub and
hub-generator torques with reference to the inverter side fault. Figs. 9.12(a) and 9.13(a)
show the time domain responses in the time range of 0 – 100 s whilst Figs. 9.12(b) and
9.13(b) give a better illustration on the responses for a shortened time frame of 90 s ≤ t ≤
100 s. The oscillatory transient responses at 5 s as seen in Figs. 9.12(a) and 9.13(a) are due
to the application of the three-phase to ground fault. The transient responses subside to
steady-state as soon as the fault is cleared after 0.1 s. The oscillatory response of the blade-
hub torque is of larger value (with a torque deviation of 0.07 p.u.) as seen in Fig. 9.12(b)
compared to the hub-generator torque response in Fig. 9.13(b) (with a torque deviation of
0.002 p.u.).
It is seen in Figs. 9.14 and 9.15 that the oscillatory fluctuations of 4.98 Hz occur in both
blade-hub and hub-generator torques when a three-phase to ground fault is applied at the
inverter station. Some of the other low-frequency components of very small magnitude also
appear in the blade-hub and hub-generator torques. Fig. 9.14 highlights a large oscillatory
mode of 4.98 Hz with the torque deviation of 0.034 p.u. in the blade-hub torque. Fig. 9.15
demonstrates small oscillatory mode of 4.98 Hz in the hub-generator torque with a torque
deviation of 0.0011 p.u.
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Figure 9.12: Time domain response of blade-hub torque for a three phase fault at the
inverter station
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Figure 9.13: Time domain response of hub-generator torque for a three phase fault at the
inverter station
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Figure 9.14: Frequency spectrum of blade-hub torque for a three phase fault at the inverter
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The time domain responses of the machine speed and the electromagnetic torque output
of the WTG unit for an inverter side fault are illustrated in Figs. 9.16 and 9.17 respectively.
Figs. 9.16(a) and 9.17(a) show the entire time domain responses of the machine speed and
electromagnetic torque for 0 s ≤ t ≤ 100 s, and oscillatory transient responses at 5 s is
resulted from the application of the three-phase to ground fault at the inverter station.
It is observed that the machine speed and the electromagnetic torque settle down very
quickly after the disturbance at the inverter station. However, sustained oscillations from
the disturbances result which can be seen in Figs. 9.16(b) and 9.17(b) respectively, in the
shortened time range of 90 – 100 s.
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Figure 9.16: Time domain response of electrical speed for a three phase fault at the inverter
station
9.6.2.2 Change in DC Power Flow
The behaviour of WTG unit is investigated by decreasing the DC power flow by 25%, i.e.
from 1000MW to 750MW. The resulting time domain simulation plot and the frequency
spectrum of the blade-hub torque TBH and hub-generator torque THG are depicted in Figs.
9.18 – 9.21.
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Figure 9.17: Time domain response of electromagnetic torque for a three phase fault at the
inverter station
Figs. 9.18 and 9.19 illustrate the time domain responses of the blade-hub and the hub-
generator torques resulting from a DC power flow change at t = 5 s. Figs. 9.18(a) and
9.19(a) show the entire time domain responses in the time range of 0 – 100 s whereas Figs.
9.18(b) and 9.19(b) depict torque responses in the shortened time range of 90 s ≤ t ≤
100 s. The oscillatory transient responses at 5 s as seen in Figs. 9.18(a) and 9.19(a) are
due to the sudden change in DC power flow from 1000 MW to 750 MW. The blade-hub
torque deviation as seen in Fig. 9.18(b) is of larger amplitude (≈ 0.0375 p.u.) compared
to the hub-generator torque deviation, which is of approximately 0.0011 p.u. as depicted
in Fig. 9.19(b). The responses of blade-hub and hub-generator torques settle down after
the reduction in the DC power flow, however the sustained oscillatory response can be seen
throughout the simulation. The oscillatory time responses of the torsional torques in Figs.
9.18 and 9.19 contain numerous low-frequency components resulting from the change in
DC power transfer. This is illustrated in Fig. 9.20 where the blade-hub torque component
at 4.98 Hz dominates other low-frequency components and have a value of 0.018 p.u. On
the other hand, the hub-generator torque has a lower value of 0.000625 p.u. at 4.98 Hz as
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shown in Fig. 9.21.
The time domain response of machine speed is shown in Fig. 9.22. It can be seen that
the electromagnetic torque fluctuation is between -0.7625 p.u. to -0.7675 p.u. in case of an
inverter side fault as shown in Fig. 9.17 while the same is between -0.762 p.u. to -0.767 p.u.
for a change in DC power flow as shown in Fig. 9.23. The transient responses resulted in
Figs. 9.22(a) and 9.23(a) at 5 s are due to the sudden DC power flow reduction from 1000
MW to 750 MW.
The simulation results emphasise that there could be torsional oscillations in a WTG
unit when it is connected in the close-vicinity of an HVDC system. The small frequency
components of torsional torques are observed in a WTG unit due to the large turbine inertia,
low generator inertia and low shaft stiffness. It is realised that the modelling of the shaft
system will play key role in the SSTI analysis. It is also observed that the oversimplification
of the shaft model may not adequately represent the torsional dynamics and the simulation
results may be erroneous.
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Figure 9.18: Time domain response of blade-hub torque for 25% decrement of DC power
transfer
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Figure 9.19: Time domain response of hub-generator torque for 25% decrement of DC power
transfer
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Figure 9.20: Frequency spectrum of blade-hub torque for 25% decrement of DC power
transfer
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Figure 9.21: Frequency spectrum of hub-generator torque for 25% decrement of DC power
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Figure 9.22: Time domain response of electrical speed for 25% decrement of DC power
transfer
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Figure 9.23: Time domain response of electromagnetic torque for 25% decrement of DC
power flow
9.7 Summary
This chapter investigates the SSTI behaviour of a fixed-speed induction machine based
WTG unit using time domain simulation studies conducted in PSCAD R©/EMTDC c© envi-
ronment. The perturbation analysis has been conducted for a WTG unit to analyse the time
response and frequency spectrum of different torque components at modulated frequencies.
It is observed that there will be growing torque oscillations if the modulated frequency is
close to the torsional mode of a WTG unit and the combined electromechanical system
lacks damping. The torsional mode will be excited with the significant deviation in the
torque components. In order to examine the effect of negative damping being introduced
by the rectifier side current control of an HVDC system, the time domain simulation studies
are conducted for a WTG unit interconnected to a CIGRE first HVDC benchmark system.
The subsynchronous torsional behaviour of a WTG unit has been investigated under two
case scenarios highlighting network disturbances i.e. a three-phase to ground fault at the
inverter station and change in DC power flow. It is observed that the low-frequency tor-
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sional mode will be excited for a WTG unit connected in the close vicinity of an HVDC
system. The resulting oscillatory fluctuations in the blade-hub torque of a WTG unit are
substantially high in comparison with the one in the hub-generator torque for the specified
electrical disturbances. The torsional torques may eventually settle down after a certain
time interval, however, the sustained torsional oscillations may result in fatigue damage and
reduce the fatigue life of the mechanical shaft system.
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Chapter 10
Analysis of Subsynchronous
Torsional Interaction of HVDC
System Integrated Hydro Units
with Small Generator-to-Turbine
Inertia Ratios
Abstract
The constant current controllers at HVDC rectifier stations and the outer loops which set
the reference to the current controller have potential to introduce negative damping on
the nearby generating units. It is therefore vital to investigate the torsional interaction
behaviour between TG units and the HVDC systems over a frequency range of interest.
In this chapter, SSTI phenomenon for hydroelectric TG units with small generator-to-
turbine inertia (GTI) ratios interconnected to an HVDC system has been investigated. The
sensitivity of different system parameters, such as generating capacity and loading, DC
power flow, AC network strength and current controller gains, towards electrical damping
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contribution is also examined. Hydro units with different shaft systems are examined for
SSTI proneness by conducting perturbation analysis. The impact of hydroelectric TG units
with different GTI ratios has also been examined by applying a three-phase to ground fault
at the rectifier station. Simulation studies have been carried out in PSCAD R©/EMTDC c©
environment. Due to lack of modal damping with relatively low decrement factor and
logarithmic decrement, sustained and growing TG torque oscillations are noted for certain
operating conditions of hydro units with small GTI ratios interconnected with an HVDC
system.
10.1 Introduction
SSTI between a steam TG unit and an HVDC system received deliberate attention espe-
cially after the field tests at Square Butte, North Dakota, USA revealed the undesirable
interactions between the HVDC terminal and an electrically-close TG unit [1]. The increas-
ing complexity of the electrical network as well as the stressed system conditions under
various contingencies demand dynamic interaction studies from stability perspective.
To date, various research aspects associated with SSTI behaviour of turbogenerators
have been reported in the literature. However, limited number of research studies have
been conducted for hydroelectric TG units, especially in the close vicinity of HVDC sys-
tems, due to the fact that the high inherent GTI ratios of hydro units enhance the modal
damping at torsional frequencies, thereby minimising the risk of sustained torsional oscil-
lations [2]. Unlike Francis and Pelton wheels, Kaplan units could be more prone to SSTI
due to their torsional frequencies within the negative damping frequency range of normal
DC operation [3]. Authors of [3] have also indicated that the hydroelectric TG units with
a low GTI ratio may be susceptible to SSTI problem. However, thorough investigations for
different system conditions are required to depict the realistic behaviour of hydroelectric
TG units connected to HVDC systems. Moreover, it is very important to investigate the
hydroelectric TG response for network side perturbations and the effect of negative damp-
ing posed by an HVDC current controller and the outer loops which set the reference to the
187
current controller. This is because there could be certain network conditions such as close
association of an HVDC system with a hydroelectric unit with small GTI ratio, wherein the
negative damping introduced by the HVDC current controller and the outer loops which
set the reference to the current controller may trigger sustained torsional oscillations on the
shaft of the machine [3].
The complex torque coefficients method has been proposed in [4, 5] for SSTI analysis
of TG sets. The interaction phenomenon for the electrical and the mechanical systems has
been explained in [4] while the applicability of the proposed approach on a test network is
presented in [5]. Complex torque analysis computes the change in electromagnetic torque in
terms of synchronising and damping torque components [4, 6]. It facilitates the formulation
of state-space model and transfer function representation of each power system component
[6]. The system stability can be assured if the electrical damping is positive for the requisite
frequency range of interest. The proof of the positive-net-damping stability criterion has
been presented in [7] using the Nyquist criterion. The clarification has also been made in
[7] that the net damping should be assessed for the open-loop resonances, as well as for low
frequencies where the loop gain goes beyond unity.
The multi-infeed HVDC interactions have been analysed in [8] using small-signal analy-
sis and verified with the aid of PSCAD R©/EMTDC c©. The application of frequency-domain
analysis for investigating SSTI between synchronous machine and a current-controlled volt-
age source converter (VSC) has been demonstrated in [6]. The subsynchronous resonance
characteristic of the VSC-based HVDC using damping torque analysis, eigenvalue analy-
sis, and transient simulation studies has been investigated in [9]. The performance indices
to assess torsional damping and system susceptibility to experience torsional oscillations
have been presented in [10]. The evaluation and enhancement of small signal stability of
a renewable-energy-based electricity distribution system have been detailed in [11] while
hydrokinetic-energy-conversion systems, which consists of a number of cascaded stages, are
studied in [12, 13]. The development of high performance control systems for an HVDC
converter connected to a weak AC network is described in [14].
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A sustained subsynchronous power oscillation, however, was observed within the normal
frequency range of hydropower unit torsional modes during a startup test of an electrical
island in the Nordic power system although hydroelectric units are not known to be relatively
susceptible to SSTI [15]. It was noted that self-excitation may happen due to the induction
generator effect regardless of the inertia ratio and the mechanical damping if the electrical
network size is small. This stability criterion is governed by the total effective resistance of
the electrical system at the resonance frequency. Turbine damping and the inertia ratio are
the most vital factors which decide the stability condition close to the stability boundary
[15].
This chapter aims to investigate SSTI phenomenon for HVDC system integrated hydro
units under different system conditions. Damping torque analysis has been carried out to
determine the degree of sensitivity of system parameters, such as hydroelectric unit with
different power output capacities and loading levels, varying power flows through a DC
link, different levels of AC system strength and current controller gains towards electrical
damping contribution. Perturbation analysis is conducted to assess the dynamic response
of a hydroelectric unit with different GTI ratios.
The chapter is structured as follows. Section 10.2 describes the system model. Section
10.3 describes the modal analysis of a hydroelectric TG unit. Section 10.4 outlines the effect
of HVDC constant current controller on electrical damping and illustrates the methodology
to investigate system stability. The hydroelectric unit integrated to CIGRE first HVDC
benchmark system has been used as a test case and presented in Section 10.5. Simulation
results are presented in Section 10.6. The chapter is concluded in Section 10.7.
10.2 System Model
For representing the system model involving generator, HVDC system and AC system, the
dynamic characteristics of the power system, described by a set of first order non-linear
differential-algebraic equations, are linearised at an equilibrium point [16]. The overall
system dynamics are represented in the synchronously rotating dq reference frame fixed in
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the rotor.
10.2.1 Linearised Synchronous Machine Model
A three-phase salient pole synchronous machine is modeled in detail to represent the hy-
droelectric TG unit. The equivalent circuits of dq-axes are shown in Figs. 10.1(a) and (b)
respectively. The rotor of a hydroelectric unit normally comprises of a field winding and an
armortisseur (damper) winding on the direct axis and a damper winding on the quadrature
axis. The linearised machine model has the following state-space representation [16, 17]:

∆ψ̇d
∆ψ̇q
∆ψ̇fd
∆ψ̇kd
∆ψ̇kq
∆ ω̇rωs
∆δ̇r

=
[
Asm
]

∆ψd
∆ψq
∆ψfd
∆ψkd
∆ψkq
∆ωrωs
∆δr

+
[
Bsm
]

∆ved
∆veq
∆v′rfd
∆v′rkd
∆v′rkq

(10.1)
where, the state vector of the synchronous machine comprises of state variables d- and
q- axes stator flux linkages per second (ψd and ψq), rotor flux linkages per second for a
field winding (ψfd) and for d- and q- axes damper windings (ψkd and ψkq), rotor speed
(ωr), nominal frequency (ωs) and rotor angle (δr). The input vector comprises of d- and q-
axes voltage referred to the synchronous rotating reference frame (ved and v
e
q) and voltages
referred to a reference frame fixed in the rotor (v′rfd, v
′r
kd and v
′r
kq). Asm is the state matrix
and Bsm is the input matrix. Appendix A details the small-signal state space modelling
of the individual power system subsystems. The components of the state matrix and the
input matrix are presented in the appendix.
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Figure 10.1: Equivalent circuits of dq-axes for synchronous machine
10.2.2 Linearised HVDC System
The T-model of an HVDC system, as shown in Fig. 10.2, has a linearised, state-space
formulation as follows:

∆İdr
∆İdi
∆V̇dm
 =

−RdLd 0 −
1
Ld
0 −RdLd
1
Ld
1
Cd
− 1Cd 0


∆Idr
∆Idi
∆Vdm
+

1
Ld
0
0 − 1Ld
0 0

∆Vdr
∆Vdi
 (10.2)
where, the three state variables are the dc-side currents at rectifier and inverter stations
(Idr and Idi) and the capacitor voltage at the middle point of the DC transmission line
(Vdm). The two inputs are the direct voltages at rectifier and inverter stations (Vdr and Vdi)
respectively.
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Figure 10.2: HVDC T-model transmission line
The direct voltage and current can be manipulated by controlling the internal voltages
(Vd0r cosα and Vd0i cos γ). Vd0r and Vd0i refer to the ideal no-load direct voltages at rectifier
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and inverter stations respectively, α is the ignition delay angle and γ is the extinction
advance angle [16].
10.2.3 Linearised AC Electrical Network
An electrical network comprises of an impedance connected in series with the generator
(ZSM ), an ac system connected in parallel to the generator (Zsys) and filter impedance
(Zfilter).
The impedances, in general, have the following representation in the dq-reference frame
[17]:
Z =
R+ sL −ωsL
ωsL R+ sL
 (10.3)
where, R is the resistance and L is the inductance.
Accordingly, the dq component of voltage can be expressed as:
∆Vdq = [ZSM + (Z
−1
sys + Z
−1
filter)
−1]∆Idq (10.4)
10.2.4 Interface between AC and DC Systems
The linearised state-space model for each subsystem has been represented individually as
shown in Subsections 10.2.1, 10.2.2 and 10.2.3. The linearised representation of the ac-dc
interaction equations derived from the power balance equation, as in (10.5), highlights the
small-signal inter-relationship between ac and dc systems as shown below:
∆iacr
∆φacr
 =
 0 0
√
6
π BrTr
xacdc1
sinα0
sinφacr0
xacdc2


∆vacr
∆α
∆Idr
 (10.5)
where, xacdc1 = − XcrIdr0√2Trv2acr0 sinφacr0
and xacdc2 =
Xcr√
2Trvacr0 sinφacr0
, iac = RMS value of the
alternating current at fundamental frequency, φac = phase angle between fundamental line
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current and the line-to-neutral source voltage, vac = line-to-line voltage of an ac system, B =
number of bridges in series, T = transformer ratio, Xc = commutating reactance, subscript
r represents the rectifier-side and subscript 0 denotes the initial operating condition.
Since each subsystem has been represented in a different reference frame, all the variables
need to be transformed into common reference frame before the integration of different
subsystems.
10.3 Modal Analysis of a Hydroelectric Turbine-Generator Unit
The mechanical shaft system of a hydroelectric TG unit typically consists of three rotor
masses, which are turbine, generator and exciter. It can be represented as a lumped mass-
spring-damper system. The torsional oscillations can be mathematically represented by the
equation of motion [18]:
2Hθ̈ +Dθ̇ +Kθ = T (10.6)
where H is the diagonal matrix of inertia constant for all three masses, D and K are
tridiagonal symmetric matrices of damping coefficient and spring stiffness respectively. θ is
the vector of rotor angle whilst T is the vector of the externally applied torque.
Modal analysis can be performed on the system represented by (10.6) with the substi-
tution of θ = Qθm as modal angle transformation and premultiplication of Q
t, where Q is
the transformation matrix, Qt is the transpose of Q and θm is the modal angle [18].
2QtHQθ̈m +Q
tDQθ̇m +Q
tKQθm = Q
tT (10.7)
Equation (10.7) can be rewritten as follows:
2Hmθ̈m +Dmθ̇m +Kmθm = Q
tT (10.8)
where Hm, Dm and Km denote the modal inertia, damping coefficient and shaft stiffness
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matrices respectively. Equation (10.8) is in decoupled form, wherein Hm, Dm and Km
matrices are in diagonal form with the proper selection of Q.
Consider a two-mass hydroelectric unit with turbine and generator rotor. The modal
inertia (Hm), modal damping coefficient (Dm), decrement factor (σm) and logarithmic
decrement (δm) for the torsional mode (fn) of the modal system can be represented as
follows [3, 18]:
Hm = GTI (Htur +Hgen) (10.9)
Dm = GTI
2Dtur +Dtg(GTI + 1)
2 (10.10)
σm =
Dm
4Hm
(10.11)
δm =
σm
fn
(10.12)
where GTI is the generator-to-turbine inertia ratio and the subscripts ‘gen’ and ‘tur’ refer
to generator and turbine respectively, and ‘tg’ refers to turbine-generator.
For a high GTI ratio, the modal inertia of the shaft system is large as indicated by
(10.9). This large modal inertia subsequently reduces the decrement factor of the electrical
damping (σe), which is described as follows [9]:
σe =
De
4Hm
(10.13)
where De is the electrical damping coefficient.
The inherent mechanical modal torsional damping may become adequate to counteract
the effect of negative damping posed by HVDC current-controller. A thorough investigation
of this particular aspect has been conducted in this chapter for a hydroelectric generator
connected to an HVDC system.
Torsional interactions are principally a transient torque phenomenon, and they arise
as a result of normal switching operations and faults. Significant torque oscillations at
torsional frequencies are caused by a switching incident on the transmission system [19].
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If the complement of the system resonance frequency is close to the mechanical torsional
mode frequency and the combined electro-mechanical system lacks in system damping, then
it may result in sustained or growing torsional oscillations in torque and subsequently result
in instability [20].
System SSTI stability can be determined by system modal decrement factor or log-
arithmic decrement as indicated by (10.11) and (10.12). The pictorial representation of
the decrement factor is shown in Fig. 10.3 for a variation of turbine damping (Dtur) and
generator-to-turbine inertia ratio. The hydroelectric unit may experience SSTI instability
with sustained or growing torque oscillations for any combination of Dtur and the GTI ratio
that falls below the stability boundary as shown in Fig. 10.3. The decrement factor plot
also depends on Dtg as seen in (10.10), and for a higher Dtg, the system modal damping
will be greatly improved. Accordingly, a wide range of turbine-generator damping has also
been accounted in this chapter to analyse its impact on modal damping.
10.4 Effect of HVDC Constant Current Controller on Electrical Damping
This section discusses the effect of HVDC current controller on electrical damping for a
hydro machine connected to an HVDC system. It is assumed that the commutating voltage
and phase angle at the rectifier station of an HVDC system are strongly dependent on the
generator internal bus [18].
Consider that the generator rotor is oscillating sinusoidally at a constant speed of ωs:
ωr = ωs +m sin(ωmt) (10.14)
where, ωr is the rotor speed in rad/sec, ωs is the nominal frequency in rad/sec, m is the
magnitude of the speed deviation, ωm is the frequency of oscillation of the rotor speed in
rad/sec, and t is the time in sec.
With the changes in internal flux linkages neglected, the voltage induced in the armature
of a generator is composed of three components, which are 1) nominal frequency (ωs), 2)
195
 
Generator-to-turbine 
inertia (GTI) ratio 
 
 
 
Figure 10.3: System modal decrement factor in determining SSTI stability
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subsynchronous frequency (ωs − ωm), and 3) supersynchronous frequency (ωs + ωm) as
seen in (10.15).
vac = Vp cos(ωst)−
mVp
2
sin(ωs − ωm)t+
mVp
2
sin(ωs + ωm)t (10.15)
where Vp is the amplitude of the fundamental ac voltage.
The HVDC system is considered to operate at normal conditions, i.e. the rectifier oper-
ates in constant current (CC) control mode and the inverter operates in constant extinction
angle (CEA) control mode. Both CC and CEA controllers are based on proportional and
integral (PI) logic to adjust the firing angle at rectifier and inverter stations respectively.
The linearised PI controller operation at the rectifier station can be represented as follows:
∆α =
(
Kp +
Ki
s
)
∆Idc (10.16)
where, ∆ represents small deviations, α is the rectifier firing angle, Kp and Ki are the
proportional and integral gains respectively, s is the Laplace transform variable and Idc is
the dc-side current.
The linearised dc-side current of an HVDC system can be represented as follows [8, 21]:
Ldc
d∆idc
dt
+Rdc∆idc = ∆vdc = ∆vdcr −∆vdci (10.17)
where, idc is the dc-side current, vdcr and vdci are the direct voltage at rectifier and inverter
respectively. Ldc is the DC line inductance and Rdc is the DC line resistance.
Assuming that the system on the inverter side is a relatively strong system, its voltage
is held approximately constant by CEA control, where ∆vdci = 0 (i.e. ∆vdc will be equal
to ∆vdcr). Thus, the HVDC load can be described in s-domain as follows:
∆Idc = Z
−1
hvdc(s)∆Vdc (10.18)
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where Vdc is the direct voltage and Zhvdc is the DC line impedance, which can be represented
as Rdc + sLdc.
The average direct voltage is represented as follows [8, 16]:
Vdc =
3
√
2
π
BrTrVacr cosα (10.19)
where, Br and Tr are the number of bridges in series, and the transformer turns ratio at
the rectifier station respectively, and Vacr is the line-to-line AC voltage.
Linearisation of (10.19) yields the representation of the direct voltage with respect to
the changes in rotor speed (∆ωr) and rectifier firing angle (∆α) as follows:
∆Vdc =
3
√
2
π
BrTrVacr0(cosα0∆ωr − sinα0∆α) (10.20)
where, Vacr0 is the initial AC voltage, α0 is the initial rectifier firing angle and ∆Vacr =
Vacr0∆ωr.
Substituting (10.20) into (10.18), and by considering a PI type current controller op-
eration at the rectifier station as described by (10.16), the dc-side current change can be
expressed with respect to the change in rotor speed as follows:
∆Idc(s)
∆ωr(s)
=
Z−1hvdc(s)
3
√
2
π BrTrVacr0 cosα0
1 + Z−1hvdc(s)
3
√
2
π BrTrVacr0 sinα0
(
Kp +
Ki
s
)
(10.21)
The current flowing into AC system (iac) is related to the dc-side current (Idc) by the
following equation that expresses the AC-DC interaction [16, 18].
iac =
√
6
π
BrTrIdc cos(ωst− α) (10.22)
Linearisation of (10.22) yields the small-signal inter-relationship between AC and DC sys-
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tems of an HVDC system, as described below:
∆iac =
√
6
π
BrTr cos(ωst− α)∆Idc +
√
6
π
BrTrIdc0 sin(ωst− α)∆α (10.23)
where, Idc0 is the initial dc-side current.
The linearised ac-side current representation as in (10.23) can be rewritten as follows
using (10.14) and (10.16):
∆iac =
√
6
π
BrTr
∣∣∣∣∆Idc∆ωr (ωm)
∣∣∣∣m{sinB cosA− KiIdc0ωm sinA cosB +KpIdc0 sinA sinB}
(10.24)
where, A = ωst− α, B = ωmt+ φ and ∆Idc∆ωr (jωm) =
∣∣∣∆Idc∆ωr (ωm)∣∣∣∠φ(ωm).
The representation of (10.24) in terms of the subsynchronous (ωsub) and supersyn-
chronous (ωsuper) frequency components of the AC current can be illustrated as follows:
∆iac =
√
6
2π
BrTr
∣∣∣∣∆Idc∆ωr (ωm)
∣∣∣∣m[x− y + z] (10.25)
where,
x =
(
1− KiIdc0
ωm
)
sin (ωsupert− α+ φ) ,
y =
(
1 +
KiIdc0
ωm
)
sin (ωsubt− α− φ) ,
z = KpIdc0 [cos (ωsubt− α− φ)− cos (ωsuper − α+ φ)] .
The electromagnetic torque (Te) can be represented as:
∆Te =
Vacr∆iq
ωr
(10.26)
where Vacr is the commutating voltage at the rectifier bus and iq is the q-axis current. The
electromagnetic power (Vacr∆iq) is the power at synchronous speed. This electromagnetic
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power is equal to the electromagnetic torque with the assumption that ωr = 1.0 pu. It
is thus obvious that the electromagnetic torque consists of sub- and super- synchronous
frequency components.
A damping torque analysis is used in this chapter to identify the contribution made by
the network towards the electrical damping of the generator unit of interest. As discussed
earlier, perturbation of the rotor speed will be reflected on the stator terminal voltage,
causing the current to oscillate depending on the network impedance as seen from the
generator perspective [22]. The sequence components of stator currents contain sub- and
super- synchronous frequency components. This results in a change in electrical torque at
a modulated frequency (ωm).
The combined AC and HVDC system as seen in Fig. 10.4 is used to illustrate the
damping torque analysis.
The electrical torque deviation can be obtained by disabling the rotor dynamics associ-
ated with the generator unit (i.e. neglecting the mechanical torque deviations) [6, 22], and
applying a sinusoidal small speed perturbation (∆ωr). The rotor speed to electrical torque
transfer function (Ge) can be computed by repeating this procedure for the frequency range
of interest. The mathematical expression for Ge can be given as:
∆Te
∆ωr
(jω) = |Ge(ω)|∠φGe(ω) (10.27)
where, φGe is the relative phase angle.
The electrical damping can be plotted against the modulated frequency to depict the
amount of electrical damping contribution from the electrical network, and thereby deter-
mining the system stability. The system is considered to be stable if the electrical damping
is positive and associated phase angle lies between +90◦ and −90◦.
To calculate the electrical damping at the modulated frequency, the rotor speed and the
electromagnetic torque signals are passed through a narrow-bandpass filter (with high qual-
ity factor) to extract the frequency components of interest. The 2nd-order mid-pass filter is
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used for extracting the related frequency component. The effective electrical damping (De)
and synchronising coefficient (Se) can be calculated as follows [1, 22]:
De(ω) = <{Ge(s)} = |Ge(ω)| cosφGe (10.28)
Se(ω) = ={Ge(s)} = |Ge(ω)| sinφGe (10.29)
Machine and AC/DC 
Electrical Network, 
Ge(s)
Rotor Mechanical 
System, Gm(s)
ω
ω b
Δ r
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ΔTm
Figure 10.4: Electrical and mechanical systems diagram
10.5 Test Case
A hydroelectric turbine-generator unit connected to an HVDC system, with a parallel con-
nection of an AC system is shown in Fig. 10.5. This is used as test case for damping torque
analysis with a monopolar DC link rated at 500 kV, 1000 MW connected to a hydroelectric
unit. Hydroelectric units with rated capacities of 500 MVA, 840 MVA and 1000 MVA are
considered for detailed investigation. The data for 500 MVA hydroelectric unit are obtained
from [17]. The 840 MVA and 1000 MVA hydroelectric generators are represented by Sanxia
generator data given in [23].
The HVDC system is represented by the CIGRE first HVDC benchmark model [24]. It
is considered that the HVDC system operates with CC control mode on the rectifier side
and CEA control mode on the inverter side as shown in Fig. 10.6. Accordingly, HVDC
system can be represented as load, where the inverter side voltage is assumed to be constant.
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Figure 10.5: Hydroelectric unit connected to an HVDC system
The dc-side current is kept constant by varying the firing angle (α) at the rectifier station.
The rectifier controller mode will be changed to constant ignition angle (CIA) control mode
if the minimum firing angle αmin is hit, as no further direct voltage increment is allowed.
For small signal analysis, it is assumed that the converter controllers are operating close to
the normal operating conditions without changing the controller modes.
Figure 10.6: Converter control steady state characteristics
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Both CC and CEA controllers are based on the PI logic to adjust the firing angle at the
rectifier and inverter stations respectively. The difference between measured dc-side current
and the current order is used as an input to the CC controller, whilst the difference between
measured extinction angle and the extinction angle order is used as an input to the CEA
controller as illustrated in Figs. 10.7(a) and 10.7(b) respectively.
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Figure 10.7: HVDC control modes: (a) Constant current controller at rectifier station (b)
Constant extinction angle controller at inverter station
The rest of the AC systems on the rectifier and inverter sides have been modeled as
AC grid equivalents with equivalent Thevenin impedances of Zsys and Zsi respectively (as
shown in Fig. 10.5). Accordingly, the system strength of the parallel AC network on the
rectifier side can be determined based on Zsys, which is inversely proportional to the short
circuit ratio (SCR). In the simulation study, Zsys is assumed to be very high so as to depict
the worse case scenario, where the electrical damping of the interconnected AC-DC system
is contributed solely by the HVDC system. In this chapter, the AC system with short
circuit ratios (SCRs) of 2.5∠84◦ and 10∠75◦ is considered to represent the weak and strong
system respectively [24].
10.6 Simulation Results
The interaction behaviour of an HVDC system with a nearby generator is investigated
through sensitivity analysis. It identifies the system parameters at different operating con-
ditions, that may result in instability or pose negative damping.
Extensive simulation studies have been conducted to examine the amount of the electri-
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cal damping for the interconnected AC-DC system within the frequency range of interest.
Different scenarios as highlighted below have been investigated:
• Hydroelectric unit with different power output capacities (Shydro),
• Hydroelectric unit with different loading levels (Phydro),
• Varying power flows through a DC link (Pdc),
• Different levels of AC system strength (Zsys), and
• Different current controller gains.
The following subsections demonstrate the perturbation analysis as a screening tool to
investigate the effect of negative damping, contributed inherently by the current controller
operation at the HVDC rectifier station, on hydroelectric turbine-generator units. It is
assumed that the firing angle at the rectifier station varies between 15 to 20 degrees.
10.6.1 Perturbation analysis from machine side (mechanical system perturbation)
A PSCAD R©/EMTDC c© simulated model is used for damping torque analysis as described
in Section 10.4. A small sinusoidal perturbation of rotor speed (∆ωr) of 0.01sin(ωmt) is
introduced on the synchronous machine by disabling the rotor dynamics. The resulted
electromagnetic torque deviation (∆Te) is measured and the magnitude and phase angle of
electrical damping (De) are also calculated for the frequency range of interest. The system
stability can be determined from the electrical damping and phase angle plots. Torsional
interactions between the hydroelectric unit and HVDC system are investigated through
sensitivity analysis at different operating conditions for 0 Hz ≤ fm ≤ 50 Hz.
Fig. 10.8(a) shows the time response of the generator internal bus voltage resulting
from a modulated frequency (fm) of 10 Hz. Frequency spectrum of the AC voltage as
seen in Fig. 10.8(b) illustrates that fundamental (ffund), sub- (fsub) and super-(fsuper)
synchronous frequency components exist when the rotor speed is modulated at 10 Hz, with
extra frequency components possibly arising as a result of multiple armature reaction.
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Figure 10.8: (a) Time response and (b) Frequency spectrum of AC voltage at a modulated
frequency, fm of 10 Hz
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10.6.1.1 Hydroelectric unit with different power output capacities
The electrical damping plots for a hydroelectric TG unit connected in parallel with a weak
AC network (SCR of 2.5∠84◦), and with the rated DC power transfer, are shown in Fig.
10.9(a). It is assumed that the hydroelectric unit operates at 0.85 power factor lagging. It is
observed that the negative damping exists for a frequency range of 4 Hz ≤ fm ≤ 9 Hz. The
torsional frequency of a hydroelectric TG unit falls well within the frequency range where
the negative damping persists. This suggests that the current controller of the rectifier can
possibly destabilise the torsional interaction. However, if the mechanical damping exceeds
the electrical damping in magnitude, the system could be stable. Modal analysis will be
elaborated later to further evaluate the possible SSTI behaviour of the hydroelectric unit
with an HVDC system.
The system electrical damping for a hydroelectric TG unit connected in parallel with
a strong AC network (SCR of 10∠75◦), with the rated DC power transfer and the rated
generator loading, is greatly enhanced as shown in Fig. 10.9(b). A much higher amount of
positive electrical damping is provided for most of the frequency range of interest. Thus,
SSTI is highly unlikely to be observed on any hydroelectric unit when a strong AC network
is connected in parallel to the rectifier station.
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Figure 10.9: Electrical damping for a hydroelectric turbine-generator unit with (a) a weak
AC link in parallel (b) a strong AC link in parallel
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10.6.1.2 Hydroelectric unit with different loading (Phydro)
Hydroelectric units operating at different loading levels, i.e. Phydro = 0.75 pu, 0.5 pu and
0.25 pu, are investigated. Figs. 10.10(a) – (c) highlight the electrical damping contribution
for hydroelectric units with different capacities and loadings, connected in parallel with a
weak AC system interconnected to the HVDC system. It is shown in Fig. 10.10(c) that
the hydroelectric unit of 1000 MVA experiences electrical damping of −4.5 pu for 0.85 pu
loading. Similarly, electrical damping contribution from the network increases to −1.5 pu
for 0.25 pu loading.
Negative electrical damping contributions for hydroelectric units of 500 MVA and 840
MVA are observed in Fig. 10.10(a) and (b) respectively. The hydroelectric units of 840
MVA and 500 MVA experience electrical damping of −4 pu and −1.5 pu for 0.85 pu loading
under normal operation.
0 10 20 30 40 50
−2
0
2
4
6
8
10
D
am
pi
ng
 fa
ct
or
 (
pu
)
Modulated frequency, f
m
 (Hz)
(a)
 
 
0 10 20 30 40 50
−5
−2.5
0
2.5
5
7.5
10
Modulated frequency, f
m
 (Hz)
(b)
D
am
pi
ng
 fa
ct
or
 (
pu
)
 
 
0 10 20 30 40 50
−5
−2.5
0
2.5
5
7.5
10
D
am
pi
ng
 fa
ct
or
 (
pu
)
Modulated frequency, f
m
 (Hz)
(c)
 
 
Phydro = 0.25 pu
Phydro = 0.50 pu
Phydro = 0.75 pu
Phydro = 0.85 pu
Phydro = 0.25 pu
Phydro = 0.50 pu
Phydro = 0.75 pu
Phydro = 0.85 pu
Phydro = 0.25 pu
Phydro = 0.50 pu
Phydro = 0.75 pu
Phydro = 0.85 pu
P
dc
 = 1.00 pu
S
hydro
 = 500 MVA
P
dc
 = 1.00 pu
S
hydro
 = 840 MVA
P
dc
 = 1.00 pu
S
hydro
 = 1000 MVA
Figure 10.10: Electrical damping for a hydroelectric turbine-generator unit with a weak
parallel AC network connection and different generator loadings, Phydro and capacities,
Shydro
10.6.1.3 DC line operating at different power flow (Pdc)
Simulation results presented in Figs. 10.11(a)–(c) show that the system is more susceptible
in imposing negative damping when the DC line is operating at a higher level of power flow.
In fact, positive damping has been provided for the frequency range of interest when the
DC power flow (Pdc) is 0.5 pu and 0.25 pu for all hydroelectric units of different capacity
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and loading. It can be summarised that for a hydroelectric unit connected in parallel with a
weak AC system integrated to the HVDC system, the overall contribution of the electrical
damping increases with low DC power transfer.
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Figure 10.11: Electrical damping for a hydroelectric turbine-generator unit with a weak
parallel AC network connection and varying DC power flow
10.6.1.4 Sensitivity analysis of current controller gains on electrical damping
The torsional interactions between the generator unit and the HVDC system are highly sen-
sitive to the current controller gains. The effect of the rectifier current controller gains (Kp
and Ki) onto the electrical damping is examined. The sensitivity of the current controller
integral gain (Ki) on the electrical damping with proportional gain (Kp) set to 1.0989 is
demonstrated in Fig. 10.12(a), whereas Fig. 10.12(b) presents the sensitivity of the pro-
portional gain (Kp) on the electrical damping with Ki set to 91.58 for 0 < fm ≤ 50 Hz.
It is observed that the frequency range in which the negative damping persists varies with
the change in Ki as shown in Fig. 10.12(a). The effect of Ki on the damping contribution
is predominant when the torsional mode of 6.3 Hz is selected for the study as seen in Fig.
10.13(a) with a fixed value of Kp. It is observed in Fig. 10.12(b) that the negative damping
exists for a frequency range of 4 Hz ≤ fm ≤ 9 Hz for most of the Kp values with Ki set to
91.58. The torsional mode of a hydro unit falls well within the frequency range where the
negative damping persists. The decrease in Kp results in a large contribution of negative
damping.
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Figure 10.13: Sensitivity analysis of current controller (a) Ki and (b) Kp gains on electrical
damping for the torsional mode of hydro unit fn = 6.3 Hz
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The dependency of Ki and Kp on the electrical damping for the torsional mode (fn)
of 6.3 Hz can be evidenced in Figs. 10.13(a) and (b). Fig. 10.13(a) shows the electrical
damping as a function of Ki for different values of Kp. The torsional mode experiences the
least damping when Ki is 150. The electrical damping can be improved by increasing Kp.
The electrical damping presented as a function of Kp for different values of Ki is demon-
strated in Fig. 10.13(b). As seen in the figure, the electrical damping contribution is con-
sistent for Kp variation with a high value of Ki. For a low value of Ki (i.e. Ki = 50),
positive electrical damping is obtained for the torsional mode for low values of Kp (i.e. Kp
≤ 1). However, increase in Kp results in a decrement in electrical damping, and the mode
becomes unstable.
10.6.2 Perturbation analysis from AC network side (electrical system perturbation)
Voltage perturbation at different modulated frequency (fm) is applied at the terminal bus to
depict the perturbation arising from HVDC system operation (network side perturbation).
The perturbation is mathematically expressed in (10.15). The resulting deviation in the
TG torque (mechanical torque) of the hydroelectric unit is then measured for different
modulated frequencies. The TG torque signal is further passed through the bandpass filter
so as to extract the frequency component of interest.
The torsional data for hydroelectric units presented in Table 10.1 is derived from [3] and
is used for torsional interaction studies reported in this chapter. Perturbation signal (∆ωr)
of 0.1 pu is applied so as to depict the severe faults at the generator terminal. Fig. 10.14
shows the resulting deviation in TG torque of the hydroelectric units, rated at 500 MVA,
840 MVA and 1000 MVA with different shaft parameters (as given in Table 10.1), for 0 Hz
≤ fm ≤ 12 Hz. As seen, TG torque oscillations can be excited at torsional frequency of the
mechanical shaft.
The three shaft systems under investigation have the torsional frequencies (fn) of 8.6, 6.3
and 7.2 Hz. These torsional frequencies fall between 4−9 Hz, where the electrical damping
contribution from the system is negative as discussed in the previous Section. TG torque
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deviations are found to be 1.0 pu, 1.5 pu and 0.6 pu for a 500 MVA hydroelectric unit with
shaft system 1, 2 and 3 respectively. For hydroelectric units rated at 840 MVA and 1000
MVA, the resulting TG torque deviations are less than 0.5 pu for all shaft systems under
consideration.
Table 10.1: Hydroelectric Torsional Shaft System Data
Shaft 1 2 3
Speed (rpm) 136.4 100 115.4
Hgen (s) 4.54 2.16 2.29
Htur (s) 0.22 0.26 0.22
GTI 20.5 8.2 10.6
fn (Hz) 8.6 6.3 7.2
0 2 4 6 8 10 12
0
0.5
1
(a)
T
tg
 (
pu
)
 
 
0 2 4 6 8 10 12
0
1
2
(b)
T
tg
 (
pu
)
 
 
0 2 4 6 8 10 12
0
0.2
0.4
0.6
(c)
T
tg
 (
pu
)
S
hydro
 = 500 MVA
S
hydro
 = 840 MVA
S
hydro
 = 1000 MVA
fm (Hz)
fm (Hz)
fm (Hz)
Shaft 1
Shaft 3
Shaft 2
Figure 10.14: Turbine-generator torque vs modulated frequency
This screening analysis demonstrates that TG torque can be excited at the torsional
frequency on a hydroelectric unit. It is vital to carry out further investigations especially
using time domain simulations.
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10.6.3 Time Domain Analysis
Subsections 10.6.1 and 10.6.2 have presented the perturbation analysis for investigating
the potential SSTI phenomenon. This subsection further examines the SSTI behaviour
of hydroelectric units with different shaft systems (as given in Table 10.1), for a sample
network depicted in Fig. 10.5, through time domain simulation studies conducted using
PSCAD R©/EMTDC c©. Hydroelectric units rated at 500 MVA, 840 MVA and 1000 MVA are
considered for the investigation. It is assumed that the hydroelectric unit and DC line are
operating at rated condition, i.e. Phydro = 0.85 pu and Pdc = 1.0 pu. Moreover, the firing
angle (α) varies between 15◦ and 20◦.
10.6.3.1 Three-phase to ground fault at the rectifier station
As per IEEE Std C50.12-2005, the initial steady-state voltage at the generator bus is set
to be at 1.05 pu before applying electrical perturbation. A three-phase to ground fault is
applied at the rectifier station at t = 0.5 sec, and is cleared in 3 cycles, i.e. 0.06 sec for a 50
Hz system. A three-phase to ground fault at the rectifier station is considered as worst case
scenario, and will have greater impact on the generator unit due to the electrically-close
distance between the unit and the rectifier station.
This disturbance was noted to induce small voltage fluctuations between the frequency
range of 35 Hz ≤ f ≤ 65 Hz. There are still other frequency components present in the
voltage fluctuations, but they are of relatively small magnitude. The mechanical torsional
mode frequency (fn) falls well-within the complement of the system resonance frequency
range (fm = fb − fsub or fsuper − fb). This complement frequency range is between 0 Hz ≤
fm ≤ 15 Hz.
Figs. 10.15 – 10.17 show the TG torque for hydroelectric units with capacities of 500
MVA, 840 MVA and 1000 MVA associated with shaft system 1, 2 and 3 respectively for
a three-phase to ground fault at the rectifier station. The total simulation time of 150
sec is considered. Insets have been included in the figures to demonstrate the oscillation
frequency of the response for the snapshot of 0.4 sec. It is observed that the sustained TG
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torque oscillations are present due to the occurrence of the three-phase fault in most of
the cases. However, the oscillating TG torque for the hydroelectric unit of 500 MVA (with
shaft systems 2 and 3) eventually settles down, as seen in Figs. 10.15(b) and (c), while
Figs. 10.16(b), 10.17(b) and 10.17(c) demonstrate the cases of growing oscillations in TG
torque for the hydroelectric unit of 840 MVA capacity associated with shaft system 2, and
1000 MVA hydroelectric unit with shaft systems 2 and 3. It is seen in Fig. 10.17(a) that
the oscillations grow slowly even with a high GTI ratio of 20.5.
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Figure 10.15: TG torque response of 500 MVA hydro unit for three-phase to ground fault
at the rectifier station
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Figure 10.16: TG torque response of 840 MVA hydro unit for three-phase to ground fault
at the rectifier station
The corresponding frequency spectrums of the TG torque are shown in Fig. 10.18(i).
These figures demonstrate the contribution from the torsional modes towards the TG torque
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oscillation, and also suggest that the TG torque deviation is the highest when the hydro-
electric TG unit has the lowest GTI ratio. From the system studies, the second shaft system
presented in Table 10.1 has the lowest GTI of 8.2, followed by the third shaft system with
a ratio of 10.6 and lastly, the first shaft system having the GTI value of 20.5. The corre-
sponding TG torque deviation for hydroelectric unit with first shaft system in service is the
least (i.e. < 0.05 pu). It is also observed that the TG torque deviation is higher when a
hydroelectric unit of higher capacity is in operation. As shown in Fig. 10.18(ii), it is noted
that the torsional modes of hydroelectric units with shaft systems under investigation have
very little contribution to the rotor speed deviation ∆ωr. It is noted that ∆ωr is less than
0.35 rad/sec for hydroelectric unit associated with shaft system 2 while ∆ωr is less than
0.04 rad/sec for hydroelectric unit with shaft system 1.
Figs. 10.19 − 10.21 illustrate the time responses of the rotor speed oscillations for
hydroelectric units of capacities (Shydro) 500 MVA, 840 MVA and 1000 MVA associated
with shaft system 1, 2 and 3. The rotor speed oscillation eventually damps down for most
cases as shown in Figs. 10.19 − 10.21, however, there are cases where the rotor speed
oscillation grows, leading to the system instability as seen in Figs. 10.20(b), 10.21(b) and
10.21(c).
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Figure 10.18: Frequency spectrum of (i) TG torque (ii) Rotor speed of hydroelectric unit
for a three-phase to ground fault at the rectifier station
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Figure 10.19: Rotor speed response of 500 MVA hydro unit for three-phase to ground fault
at the rectifier station
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Figure 10.20: Rotor speed response of 840 MVA hydro unit for three-phase to ground fault
at the rectifier station
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Figure 10.21: Rotor speed response of 1000 MVA hydro unit for three-phase to ground fault
at the rectifier station
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10.6.3.2 Step change applied on the current controller
SSTI is generally resulted from the interaction of a TG unit with fast acting controllers of
power system components. The hydro unit’s responses are observed with a step change ap-
plied on the current controller. Similar results as that subjected to a three-phase to ground
fault are obtained. The TG torque responses of 500 MVA, 840 MVA and 1000 MVA hydro
units for a step change on the current controller are shown in Figs. 10.22 – 10.24 respec-
tively. Insets have been included in the figures to demonstrate the oscillation frequency of
the response for the snapshot of 0.4 sec. The corresponding rotor speed responses of the
hydroelectric units are given in Figs. 10.25 – 10.27. Growing TG torque oscillations are
expected for the hydro units with higher capacities (840 MVA and 1000 MVA) associated
with shaft systems 2 and 3, which have low GTI ratios of 8.2 and 10.6 respectively. These
are evidenced in Figs. 10.23(b), 10.23(c), 10.24(b) and 10.24(c).
The decrement factor of the integrated hydroelectric unit and an HVDC system is
demonstrated in Fig. 10.28 as a function of GTI ratio and turbine damping (Dtur) for
turbine-generator damping (Dtg) between 0 pu and 1.0 pu. The generator inertia (Hgen) of
2.158 sec is considered. The worst electrical damping factor of −4.5 pu has been taken into
account in order to obtain the respective modal damping, decrement factor and logarithmic
decrement of the integrated AC-DC system.
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Figure 10.22: TG torque response of 500 MVA hydro unit for a step change applied on the
current controller
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Figure 10.23: TG torque response of 840 MVA hydro unit for a step change applied on the
current controller
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Figure 10.24: TG torque response of 1000 MVA hydro unit for a step change applied on
the current controller
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Figure 10.25: Rotor speed response of 500 MVA hydro unit for a step change applied on
the current controller
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Figure 10.26: Rotor speed response of 840 MVA hydro unit for a step change applied on
the current controller
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Figure 10.27: Rotor speed response of 1000 MVA hydro unit for a step change applied on
the current controller
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It is observed in Fig. 10.28 that the decrement factor of the integrated system becomes
negative for a low GTI ratio of hydroelectric TG unit when Dtg = 1.0 pu. This may result
in sustained or growing subsynchronous oscillations. Fig. 10.29 presents the side view of
the system decrement factor, with a clearer view shown in the inset. The decrement factor
becomes negative when GTI < 1 as seen in Fig. 10.29. If Dtg is negligible (Dtg ≈ 0 pu),
there may be a system, with different combination of GTI ratio and Dtur, experiencing
SSTI. This is shown in Fig. 10.28, as indicated by a stability boundary of σm = 0. For
a system with any combination of Dtur and GTI that falls below the indicative stability
boundary, the system experiences unstable SSTI phenomenon.
As shown in Fig. 10.29, the negative system decrement factor is observed for all GTI
values with Dtg = 0 pu, which suggests that the system may experience SSTI instability
even when a hydroelectric unit with higher GTI ratio is in operation. The growing sub-
synchronous oscillations in TG torque, as seen in Figs. 10.17(b), 10.17(c), 10.24(b) and
10.24(c) for a 1000 MVA hydroelectric unit operating close to the HVDC system, are due
to lack of modal damping in the system with a relatively low value of modal decrement
factor.
10.6.3.3 Damping improvement by subsynchronous damping controller
Subsynchronous damping controller (SSDC), constituting a washout filter, a SSDC gain
block and a lead-lag phase compensator, as seen in Fig. 10.30 can be designed and incorpo-
rated to the current controller of the rectifier to overcome the torsional interaction between
the TG unit and the HVDC system. The phase characteristics of SSDC can be designed
properly to compensate any phase lead/lag between the current controller input and the
generator electrical torque, so as to provide positive damping at the required frequency
range [21, 25]. The frequency response between the constant current controller input and
the generator electrical torque, to determine the phase compensation required, can be ob-
tained with the assumption that the generator angle is maintained constant. A washout
filter, which is a high pass filter, is also included to remove the steady speed variations [25].
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Figure 10.28: Decrement factor of the integrated hydroelectric unit and an HVDC system
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Figure 10.29: Decrement factor with respect to generator-to-turbine inertia ratio for a hydro
unit connected to HVDC
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Figure 10.30: Constant current controller with SSDC at rectifier station
It is noted that the torsional interactions between the HVDC controls and the hydro TG
shaft system predominantly exist for the largest hydroelectric unit of 1000 MVA capacity
with a small GTI ratio, where the turbine modal damping may not be sufficient to counteract
the negative damping introduced by the HVDC current controller. Accordingly, a typical
SSDC has been incorporated to demonstrate the mitigation of SSTI between the largest
hydroelectric unit and the HVDC system at vulnerable torsional frequencies.
It is demonstrated that the TG torque deviation is critical for the largest hydro unit
with the shaft system 2 (GTI ratio of 8.2). A typical SSDC is designed to improve the
damping of the torsional mode for this machine. The improvement in TG torque response
for a three-phase to ground fault at rectifier station when a SSDC is incorporated can be
seen in Fig. 10.31(a). The corresponding rotor speed response is shown in Fig. 10.31(b).
The system with no SSDC results in growing oscillations in TG torque and rotor speed
responses as evidenced in Figs. 10.17(b) and 10.21(b) respectively. With the incorporation
of a SSDC into the system, it is observed that the TG torque oscillations have subsequently
been damped out and the system remains stable.
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Figure 10.31: (a) TG torque response and (b) Rotor speed response of 1000MVA hydro
unit for three-phase to ground fault at the rectifier station with SSDC incorporated in CC
controller at rectifier
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10.7 Summary
This chapter has investigated SSTI for a hydroelectric TG unit connected to an HVDC
system under different operating conditions. Damping torque analysis has been conducted
to examine the SSTI. Sensitivity analysis has revealed that a system with a higher hydro-
electric generator loading, higher DC power transfer or a weak AC link is more susceptible
to SSTI instability. It is found that the torsional frequency of a hydroelectric TG unit
may fall well-within the frequency range of the negative damping introduced by the HVDC
current controller. The modal torsional damping may be sufficient to diminish the nega-
tive damping effect posed by the HVDC current controller with a relatively high value of
generator-to-turbine inertia ratio. It is also observed that the hydroelectric TG units may
experience instability for large disturbances such as three-phase to ground fault at the rec-
tifier station. Sustained and growing TG torque oscillations are noted for some operating
conditions, for which the rotor speed oscillations may grow, resulting in system instability.
SSTI phenomenon is predominant for an HVDC system integrated hydroelectric unit with
low generator-to-turbine inertia ratio due to deficiency in modal damping.
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Chapter 11
Conclusions and Recommendations
for Future Work
11.1 Conclusions
This thesis has investigated the dynamic interactions of the hydroelectric TG unit when
connected in close vicinity of HVDC system. The development of the small-signal stability
model to analyse the dynamic interactions of the hydroelectric TG unit and the HVDC
system has been presented. As our research focuses on the electrical and electromechanical
behaviours of hydroelectric unit, thus, only salient pole machine representation is described
in the thesis. Stator transients have been included in the formulation of the synchronous
machine for detailed analysis. The dynamics of all AC network elements, including trans-
mission lines, transformers, loads, filters and etc, have also been encountered for detailed
analysis, especially when HVDC and SSTI are of interest, where the frequency of interest is
larger. The conventional steady-state representation of the system network only allows for
the electromechanical oscillation analysis, and it will not be adequate for HVDC and SSTI
analysis.
Chapter 2 has investigated the transient stability of the power system when subjected to
large disturbances. Various transient stability assessments have been used to evaluate the
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transient stability of SMIB system and multimachine system. It has demonstrated a com-
parative study of the different techniques in assessing transient stability. The effectiveness
of the assessments compared to the conventional TD approach has been illustrated.
Chapter 3 has further investigated the small-signal stability of a power system when
subjected to small disturbances using different techniques, these include eigenvalue analysis,
participation factors analysis and transient security assessment using transient security
index. Participation factors determine the dominant state variables associated with the
mode (eigenvalues). This allows the determination of an optimal site to install a power
system stabiliser for Hopf bifurcation control in the critical mode.
Stability of a hydroelectric system governed by a PID controller has been studied in
Chapter 4. It is important to control and maintain the overall system frequency to ensure
satisfactory operation of the power system. System frequency relies heavily on the gen-
eration/load balance; any frequency deviation resulted from active power imbalance will
initiate the response of the governor, to restore the frequency in accordance with the per-
manent speed droop settings of the units. An optimum setting for a governor will result in a
desired transient response with least speed deviation and faster restoration to conventional
speed when subject to a step load change. Frequency response methods has been utilised
to determine the stability criterion to govern an isolated hydroelectric system as well as
relative stability of the hydroelectric system. Procedure in adjusting the system gains to
improve the relative stability has also been presented.
Detailed representation of hydroelectric turbine-penstock has been presented in Chapter
5. Frequency response analysis as well as transient response analysis has been performed
to evaluate the effects of the detailed modelling of the turbine-penstock to the stability
analyses and the dynamic performances. The classical ideal lossless representation of the
hydroelectric turbine, used widely in the past for governor stability studies, may not be ad-
equate for satisfactory fast response and stable operation of governor studies as this model
is suitable for small perturbations around the initial operating condition, and approximates
to the practical turbine characteristics at low frequencies only. Rather, a more accurate
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modelling of the turbine-penstock characteristics is desired to capture and depict the essen-
tial dynamic performances at higher frequencies for wide variety of system analyses. The
optimum parameters suggested for the PID governor based on the conventional turbine-
penstock model do not result in an optimum response when applied to a system with a
more detailed turbine-penstock represented. It is suggested that the water hammer effects
as well as the friction effects have to be modelled carefully to allow a more accurate and
reliable analysis in system dynamics to be performed.
Chapter 6 further concluded that the detailed modelling of power system components is
vital to capture essential system dynamic behaviour. The pid and pi governors have been
observed to perform better when applied to a more realistic model. Accurate modelling of
hydroelectric governor-turbines is essential to characterise and diagnose the system response
during an emergency situation. The inclusion of the derivative action in the governor aids
in extending the system stability limit.
This thesis has mainly focussed on the torsional interaction, an important phenomenon
of concern when a TG unit is connected to a series compensated line or an HVDC system,
and has been described in Chapter 7. In general, steam, gas and nuclear units are more
susceptible to SSTI problem as they have multiple turbine masses and faster moving shafts
which are more vulnerable to twisting compared to hydro units whose mechanical shafts
are slow in motion and turbine-generator masses are large. Typically, the large inertia
of the hydro generator provides inherent damping of torsional oscillations. However, it is
demonstrated that the hydro units with a low GTI ratio n would experience SSTI problem.
This is due to the lack of damping at the torsional frequency fn. The simulation results
have revealed that the shaft vibration can be excited on a hydro unit, in conjunction with
HVDC system
Chapter 8 extended the studies in Chapter 7 by presenting the linearised small-signal
dynamic modelling of hydroelectric TG unit with CIGRE first HVDC benchmark system in
the synchronously rotating D-Q reference frame for small-signal stability analysis. The in-
teraction behaviour between the hydroelectric unit and the dynamics and control of HVDC
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system is investigated utilising eigen-analysis, participation factor analysis and conduct-
ing sensitivity studies. The computation of eigenvalues and eigenvectors for small signal
stability analysis provides an invaluable insight onto the power system dynamic behaviour
by characterising the damping and frequency of the system oscillatory modes. The conse-
quences of different operating conditions, such as active and reactive power variations, the
variation of GTI ratio, as well as the changes of HVDC constant current controller parame-
ters on small-signal system stability have been investigated. The modal analysis for varying
P and Q generation demonstrates that the swing mode of the isolated hydro operation does
not get affected substantially. On the contrary, the critical modes of the integrated system,
identified as torsional modes, are sensitive to the P and Q variations and HVDC constant
current controller parameters. It has also been demonstrated that the hydro units with low
GTI ratio may experience SSTI problem due to dominant negative damping imposed by
HVDC converter controls.
Utilisation of wind energy to generate electricity has attracted considerable attention
worldwide, and is rapidly-growing. The integration of large wind farms with HVDC trans-
mission network could be one of the preferred options for supplying bulk power over a
long distance. Since HVDC rectifier stations with constant current control may introduce
negative damping on the nearby generating units, it is important to identify the torsional in-
teraction characteristics between TG units and the HVDC systems over a frequency range of
interest. However, very little related information exists in regard to wind turbine-generators.
Chapter 9 has presented the electromagnetic transient time domain analysis to investigate
the possible SSTI phenomenon of fixed-speed (induction machine based) WTG unit inter-
connected to a CIGRE first HVDC benchmark system. The perturbation analysis has been
conducted for a WTG unit to analyse the time response and frequency spectrum of differ-
ent torque components at modulated frequencies. Growing torque oscillations have been
observed if the modulated frequency is close to the torsional mode of a WTG unit and the
combined electromechanical system lacks damping. The torsional mode will be excited with
the significant deviation in the torque components. The resulting oscillatory fluctuations
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in the blade-hub torque of a WTG unit are substantially high in comparison with the one
in the hub-generator torque for the specified electrical disturbances. The torsional torques
may eventually settle down after a certain time interval, however, the sustained torsional
oscillations may result in fatigue damage and reduce the fatigue life of the mechanical shaft
system.
The constant current controllers at HVDC rectifier stations and the outer loops which
set the reference to the current controller have potential to introduce negative damping on
the nearby generating units. It is therefore vital to investigate the torsional interaction
behaviour between TG units and the HVDC systems over a frequency range of interest. In
Chapter 10, extensive investigations have been carried out to examine the SSTI phenomenon
of hydroelectric TG units connected to an HVDC system under different operating condi-
tions using damping torque analysis. Sensitivity analysis has revealed that a system with
a higher hydroelectric generator loading, higher DC power transfer or a weak AC link is
more susceptible to SSTI instability. Hydro units with different shaft systems are exam-
ined for SSTI proneness by conducting perturbation analysis. The impact of hydroelectric
TG units with different GTI ratios has also been examined by applying a three-phase to
ground fault at the rectifier station. The torsional frequency of a hydroelectric TG unit
may fall well-within the frequency range of the negative damping introduced by the HVDC
current controller. The modal torsional damping may be sufficient to diminish the negative
damping effect posed by the HVDC current controller with a relatively high value of GTI
ratio. The hydroelectric TG units may experience instability for large disturbances such
as three-phase to ground fault at the rectifier station. Sustained and growing TG torque
oscillations have been noted for some operating conditions, for which the rotor speed oscil-
lations may grow, resulting in system instability. SSTI phenomenon is predominant for an
HVDC system integrated hydroelectric unit with low GTI ratio due to deficiency in modal
damping with relatively low decrement factor and logarithmic decrement.
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11.2 Recommendations for Future Work
The work presented in this thesis is mainly concentrated on the development of an analytical
method in investigating the stability aspect, in particular, SSTI behaviour of a hydroelectric
turbine-generator unit connected to an HVDC system.
The dynamic interactions of the power system can be analysed using the developed
small-signal model. Future research can be conducted by extending this small-signal model
to include other dynamic power system components to further investigate the dynamic
interactions in the power system. General directions for future work are provided below:
• Chapter 9 has investigated the SSTI behaviour of a fixed-speed induction machine
based wind turbine-generator unit using time domain simulation studies conducted in
PSCAD R©/EMTDC c© environment. The grid integration of wind resources is rapidly-
growing all over the world. This development inexorably integrates WTGs into the
electrical network in a large scale, thereby posing numerous challenges to all par-
ties concerned. The generating mechanisms for WTG, for example, variable-speed or
doubly-fed induction generators, permanent magnet generators and induction gener-
ators together with the controllers could possibly exhibit different characteristics and
dynamic interactions. SSTI between the WTGs and the HVDC system could be fur-
ther investigated through incorporating the dynamic characteristics of different type
WTGs into the small-signal stability model.
• The developed small-signal model can be further extended to a combined model which
represents both conventional synchronous generator (for example, hydroelectric TGs)
and WTGs for SSTI analysis with HVDC system. Both SSTI of hydroelectric TGs
and WTGs with HVDC system can be further analysed by considering their dynamic
characteristics. An offshore wind farm can be included to study its dynamic charac-
teristics associated with the HVDC system.
• The developed combined small-signal model which represents both conventional syn-
chronous generator and WTGs can be further extended to multi-machine system,
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which include a variety of TGs, such as steam and gas TGs, to investigate their
dynamic characteristics and SSTI with HVDC system in the power system.
• The small-signal model with the voltage-source converter (VSC) type HVDC system
can be further expanded to develop a multi-terminal HVDC (MTDC) transmission
system. There is an increasing interest in the MTDC system in today’s advanced
power systems. This MTDC system can be developed similarly to the approach used
in this thesis in developing the two-terminal HVDC system. Further investigation is
required to analyse the interactions of the TGs with this MTDC system. Furthermore,
a continue research can be carried out to investigate the dynamic interactions between
this MTDC system and the multi-machine system, which includes a variety of TGs,
such as hydroelectric unit, WTGs, steam and gas TGs.
• The guidelines for a generic SSDC design have been presented in Chapter 10. The
robust design methodologies for supplementary subsynchronous damping controller
(SSDC) to provide sufficient positive damping in improving the dynamic performance
of the ac/dc system and to overcome the negative damping produced inherently by
DC current control at the rectifier can be further investigated. A study approach in
obtaining the optimum gain for SSDC would be beneficial.
Appendix A
Linearised Models
A.1 Linearised Synchronous Machine Model
The representation of a three-phase salient pole synchronous machine is generally of 5th
order for conventional stability analysis with stator transients neglected. The rotor of the
salient pole synchronous machine comprises of a field winding and an armortisseur (damper)
winding on the direct axis and a damper winding on the quadrature axis. This detailed
model of synchronous machine is designated as model (2.1), where the first number indicates
the number of windings on d-axis and the second number indicates the number of windings
on q-axis [1]. Its equivalent circuits of dq-axes are shown in Fig. A.1(a) and (b). A round
rotor synchronous machine can be easily represented by incorporating an additional kq
winding in q-axis, which yields a 6th order representation.
Hydroelectric TGs are salient pole machines. Steam and gas TGs are round (or cylindri-
cal) machines. Our research focuses on the electrical and electromechanical behaviours of
hydroelectric unit, thus, only salient pole machine representation is described in the thesis.
Stator transients have been included in the formulation of the synchronous machine for
detailed analysis; this yields 7th order model for salient pole machine, and 8th order model
for round rotor machine (with two additional differential equations for the stator flux com-
ponents in dq axes included). The linearised state space model of a synchronous machine
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is formulated with the assumptions that the stator current flowing out of the terminal is
positive.
The established linearised machine model has the following state-space representation
[1, 2, 3]:

∆ψ̇d
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∆ψ̇fd
∆ψ̇kd
∆ψ̇kq
∆ ω̇rωb
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
=
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Asm31 0 Asm33 Asm34 0 0 0
Asm41 0 Asm43 Asm44 0 0 0
0 Asm52 0 0 Asm55 0 0
Asm61 Asm62 Asm63 Asm64 Asm65 Asm66 0
0 0 0 0 0 Asm76 0

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∆ψd
∆ψq
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
Bsm11 Bsm12 0 0 0
Bsm21 Bsm22 0 0 0
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0 0 0 0 Bsm55
0 0 0 0 0
0 0 0 0 0

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(A.1)
where, the seven state variables are d- and q- axes stator flux linkages per second (ψd and
ψq), rotor flux linkages per second for a field winding (ψfd) and for d- and q- axes damper
windings (ψkd and ψkq), rotor speed (ωr), nominal frequency (ωs) and rotor angle (δr). The
five inputs are d- and q- axes voltage referred to the synchronous rotating reference frame
(ved and v
e
q) and voltages referred to a reference frame fixed in the rotor (v
′r
fd, v
′r
kd and v
′r
kq).
The components of the synchronous machine state matrix Asm and the input matrix
Bsm are given as follows:
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Figure A.1: Equivalent circuits of dq-axes for hydroelectric unit
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A.2 Linearised Mechanical System
The linearised model of the hydroelectric torsional shaft system is represented based on
a mass-spring-damping model as seen in Fig. A.2. With the exciter mass neglected, the
torsional shaft system of a hydroelectric unit generally comprises of turbine and generator
masses, and it can be mathematically described as follows:

∆ω̇g
∆δ̇g
∆ω̇t
∆δ̇t

=

−Dg+Dtg2Hg −
Ktg
2Hg
Dtg
2Hg
Ktg
2Hg
ωb 0 0 0
Dtg
2Ht
Ktg
2Ht
−Dt+Dtg2Ht −
Ktg
2Ht
0 0 ωb 0


∆ωg
∆δg
∆ωt
∆δt

+

0 − 12Hg
0 0
− 12Ht 0
0 0

∆Tm
∆Te
 (A.2)
where, the four state variables are the generator rotor speed and angle (ωg and δg) and
turbine rotor speed and angle (ωt and δt), the two inputs are mechanical and electrical
torques (Tm and Te).
Dt
Dtg
Ktg
Gen
Hg
Tur
Ht
Dt
Figure A.2: Mass-spring-damper mass
Equation (A.2) describes a state-space representation of a two-masses shaft system, and
it can be easily extended to include more masses in the state-space representation.
239
A.3 Linearised AC Electrical Network System
The dynamics of all AC network elements, including transmission lines, transformers, loads,
filters and etc, will need to be encountered for detailed analysis, especially when HVDC and
SSTI are of interest. The conventional steady state representation of the system network
only allows for the electromechanical oscillation analysis, but it will not be adequate for
HVDC and SSTI analysis. This section explains the linearised modelling of the AC electrical
network, including their dynamic effects.
Consider an electrical network of a series resistance R and an inductive reactance XL,
the electrical network can be represented in DQ-synchronously rotating reference frame as
follows: ∆ ˙iD
∆ ˙iQ
 =
−ωRXL ω
−ω −ωRXL

∆iD
∆iQ
+
 ωXL 0
0 ωXL

∆vD
∆vQ
 (A.3)
where, the two state variables are the electrical network currents in DQ-synchronously
rotating reference frame (iD and iQ) and the two output variables are the electrical network
voltages in DQ-synchronously rotating reference frame (vD and vQ).
A.4 Linearised HVDC System
The analytical modelling of an HVDC system has been demanding due to the inherently
nonlinear characteristics of the DC converter. The complexity of the HVDC system mod-
elling involves modelling of the 12-pulse Graetz converter bridge, phase locked oscillator
(PLO), firing and valve blocking controls and firing angle α and extinction angle γ mea-
surements, as well as the RC snubber circuits for each thyristor. For small-signal stability
analysis, some assumptions are made to represent the linearised HVDC system. The three-
phase ac systems are assumed to be balanced at fundamental frequency and higher order
harmonics have been neglected [4].
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A.4.1 Converter model
The converters perform ac-dc and dc-ac conversion and comprises of valve bridges and
transformer with tap changers. The direct voltage considering commutation overlap and
ignition delay is given by the equation as follows:
Vdr =
3
√
2
π
BrTrVacrcosα−
3
π
XcrBrIdr (A.4)
Vdi =
3
√
2
π
BiTiVacicosβ +
3
π
XciBiIdi (A.5)
where, Vac is the line-to-line voltage of an ac system, B = number of bridges in series, T
= transformer ratio, Id = direct current, Xc = commutating reactance, α is the ignition
delay angle, β is the ignition advance angle, subscripts r and i represent the rectifier-side
and inverter side respectively.
Linearisation of (A.4) and (A.5) yields the representation of the direct voltage at rectifier
and inverter stations with respect to the changes in rotor speed (∆ωr), rectifier firing angle
(∆α), ignition advance angle (∆β) and direct current at rectifier and inverter stations (∆Idr
and ∆Idi) as follows:
∆Vdr =
3
√
2
π
BrTrVacr0(cosα0∆ωr − sinα0∆α)−
3
π
XcrBr∆Idr (A.6)
∆Vdi =
3
√
2
π
BiTiVaci0(cosβ0∆ωr − sinβ0∆β) +
3
π
XciBi∆Idi (A.7)
where, Vacr0 and Vaci0 is the initial AC voltage at rectifier and inverter stations respectively,
α0 is the initial rectifier firing angle, β0 is the initial ignition advance angle, ∆Vacr =
Vacr0∆ωr and ∆Vaci = Vaci0∆ωr.
A.4.2 DC Transmission Line Model
The T-model HVDC system as shown in Fig. A.3 has a linearised, state-space formulation
as given in (A.8).
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
∆İdr
∆İdi
∆V̇dm
 =

−RdLd 0 −
1
Ld
0 −RdLd
1
Ld
1
Cd
− 1Cd 0


∆Idr
∆Idi
∆Vdm
+

1
Ld
0
0 − 1Ld
0 0

∆Vdr
∆Vdi
 (A.8)
where, the three state variables are the dc-side currents at rectifier and inverter stations
(Idr and Idi) and the capacitor voltage at the middle point of the DC transmission line
(Vdm). The two inputs are the direct voltages at rectifier and inverter stations (Vdr and Vdi)
respectively.
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Figure A.3: HVDC T-Model Transmission Line
A.4.3 HVDC Controllers
The HVDC system is considered to operate at normal conditions, i.e. the rectifier operates
in CC control mode whilst the inverter operates in CEA control mode as shown in Fig. A.4.
It is assumed that the converter controllers are operating close to the normal operating
conditions without changing the controller modes for small signal analysis.
Both CC and CEA controllers are based on proportional and integral logic to adjust the
firing angle at rectifier and inverter stations respectively. The difference between measured
dc-side current and the current order is used as an input to the CC controller, whilst the
difference between measured extinction angle and the extinction angle order is used as an
input to the CEA controller as illustrate in Figs. A.5(a) and A.5(b).
The state-space formulation of the CC controller at rectifier station and its respective
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change in the firing angle are given in the following:
∆ẋcc = Ki (∆Idr −∆Iord) (A.9)
∆α = Kp (∆Idr −∆Iord) + ∆xcc (A.10)
where, α = firing angle at rectifier station, Kp = proportional gain, Ki = integral gain, Iord
= current order.
As for the CEA controller at inverter station, its state-space representation and the
respective change in the firing angle are as follows:
∆ẋcea = Ki (∆γ −∆γord) (A.11)
∆αinv = Kp (∆γ −∆γord) + ∆xcea (A.12)
where, αinv = firing agle at inverter station, γord = extinction angle order.
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Figure A.4: Converter control steady state characteristics
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Figure A.5: Constant Current Control of the Rectifier
A.4.4 Phase Locked Oscillator
The block diagram of the phase locked oscillator (PLO), used in the 6-pulse bridge compo-
nent as shown in Fig. A.6, is of the DQZ type. The three major components comprise of
an error signal calculator, PI controller and voltage-controlled oscillator (VCO) [4].
The PLO is based on the phase vector technique. This technique exploits trigonometric
multiplication identities to form an error signal, which speeds up or slows down the VCO in
order to match the phase between the ac voltage and PLO output. The input to the PLO is
the phase angle component of the ac bus voltage in the synchronous reference frame. The
output signal θPLO generated is a ramp synchronised to the ac voltage. The error signal of
the phase between the ac voltage and PLO output is passed through the PI controller to
obtain the angular frequency error, which is then added to the nominal frequency ω0. The
subsequent frequency is integrated to acquire the phase angle. The integrator, representing
the VCO operation, is necessary so to allow the PLO to trace changes in the ac bus voltage
frequency with zero steady-state error [4, 5].
All PLO schemes have their own controller with two adjustable parameters. The benefit
of having two additional controller gains is that they can be applied to optimise the system
stability, and possibly to overcome the stability issues by adjusting the controller parameters
[6].
The small-signal state-space representation of the PLO model is given in (A.13). The
resulting phase angle from the PLO, i.e. θPLO, is added to the desired firing angle αcc to
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acquire the firing instant α as seen in Fig. A.7.
∆ẋPLO
∆θ̇PLO
 =
0 −KiPLOV 2p
1 −KpPLOV 2p

∆xPLO
∆θPLO
+
KiPLOV 2p
KpPLOV
2
p
[∆δ] (A.13)
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Figure A.6: Phase Locked Oscillator
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A.4.5 Interface Between AC and DC Systems
The linearised state space model for each subsystem has been represented individually as
shown in subsections A.1, A.2, A.3 and A.4. These linearised models of the subsystems can
be combined together to obtain the overall small-signal state space model of the electrical
network system. The linearised representation of the ac-dc interaction equations derived
from the power balance equation, as in (A.14), highlights the small-signal inter-relationship
between ac and dc systems as shown below:
∆iacr
∆φacr
 =
 0 0
√
6
π BrTr
xacdc1
sinα0
sinφacr0
xacdc2


∆vacr
∆α
∆Idr
 (A.14)
where, xacdc1 = − XcrIdr0√2Trv2acr0 sinφacr0
and xacdc2 =
Xcr√
2Trvacr0 sinφacr0
, iac = RMS value of the
alternating current at fundamental frequency, φac = phase angle between fundamental line
current and the line-to-neutral source voltage, vac = line-to-line voltage of an ac system, B =
number of bridges in series, T = transformer ratio, Xc = commutating reactance, subscript
r represents the rectifier-side and subscript 0 denotes the initial operating condition.
Since each subsystem has been represented in a different reference frame, all the variables
need to be transformed into common reference frame before the integration of different
subsystems.
The linearised transformation between variables in DQ reference frame and polar coor-
dinates is shown in (A.15).
∆fD
∆fQ
 =
sinθfac0 fac0cosθfac0
cosθfac0 −fac0sinθfac0

∆fac
∆θfac
 (A.15)
The linearised transformation from synchronously rotating reference frame to rotor refer-
ence frame is expressed in (A.16) [1]. The relationship among variables in rotor, synchronous
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reference frames and polar coordinates is illustrated in Fig. A.8.
∆fd
∆fq
 =
 cosδ0 sinδ0
−sinδ0 cosδ0

∆fD
∆fQ
+
 ∆fq0
−∆fd0
∆δ (A.16)
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Figure A.8: Phasor diagram of the relationship among variables in dq, DQ reference frames
and polar coordinates
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