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概要 
人間工学，市場戦略などに用いられる視線情報は，自然な状態に置かれた多くの被験者
から得られることが望ましい．そのため，視線推定システムには広く普及することと，非
接触型であることが求められる．これらの条件を満たすためには，Web カメラもしくはそ
れに相当する可視光カメラを用いることが有効である．Web カメラ相当の可視光カメラを
用いて非接触型視線推定を実現する場合，使用する目画像の解像度が低く，誤差が生じる．
これに対し，これまで我々は可視光カメラから得られる低解像度目画像を用いて，眼球の
回転角度を連続値で詳細に推定する非接触型視線推定手法を提案した．前研究では，バイ
キュービック補完を用いて目領域の画像を拡大したうえで，目画像の二値化により瞳輪郭
を抽出し，輪郭を楕円近似することにより視線方向を推定した．しかし，二値化の段階で
影などの影響を排するために閾値を手動で調整する必要があり，実用的でなかった．その
ため，本稿では目画像二値化の閾値を自動で調整し，残った影領域を除去することで瞳輪
郭を正確に楕円近似する手法を提案する．これにより，水平誤差 7.0°，垂直誤差 4.3°の
精度で視線推定を実現した． 
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1 はじめに 
人間は興味の対象を注視するという性質を持つ．そのため，視線情報は心理学，人間工
学，市場戦略など，人間の行動についての研究，推定に有効である．また，障害者向けの
入力インタフェースに視線情報が用いられている． 
人間の行動に関する研究，推定においては，自然な状態に置かれた多くのユーザから得
られた視線情報を用いることが望ましい．そのために，視線推定システムには，1)広く普及
することと，2)ユーザに負担をかけないこと(非接触型)が求められる．そのため，近年は非
接触型視線推定手法の研究がおこなわれ[4，7，8，9，10，14]，実用化されている[1，11，
12]．現在は赤外光を用いた非接触型視線推定手法[4，7，8，10]が主流である．赤外光を用
いる場合，専用の機材を用意する必要があり，普及は難しい． 
これに対し，赤外線を用いた手法より普及しやすい機材を用いた視線推定手法として，
Web カメラもしくはそれに相当する程度の可視光カメラを用いた手法が研究されている[9，
14]．Web カメラは Skype などの PC を使ったテレビ電話システムの流行により普及した．
近年，Web カメラ付きノート PC，カメラ付きタブレット端末の普及により，Web カメラ
相当のカメラの普及がさらに広がっている． 
Web カメラ相当の可視光カメラを用いて非接触型視線推定を実現する場合，使用する目
画像の解像度の低さが問題になる．これまで，低解像度目画像を用いた視線推定手法では，
Model-Based 手法[14]と，Appearance-Based 手法[9]とが提案されている．Model-Based
手法では，あらかじめさまざまな角度で回転させた眼球モデルとのマッチングを行ってい
る．この手法では，モデルの回転角度が量子化されており，モデル自体が誤差を生む．ま
た，Appearance-Based 手法では機会学習によって視線方向を推定するが，個人毎に顔の位
置，視線方向に対応した多量の学習を行う必要があるため，実用的でない． 
これに対し，我々はこれまでにWebカメラ相当の可視光カメラから得られる低解像度目
画像を用いて，眼球の姿勢を連続値で推定する非接触型視線推定手法を提案した[2]．前研
究では，バイキュービック補完を用いて目領域の画像を拡大したうえで，輝度値に閾値を
設けて目画像を二値化し，その輪郭を得た．さらに，目画像の輝度値を線形補間すること
でサブピクセル精度の瞳輪郭を抽出した．その後，得られた瞳輪郭の形状を定量化し，光
の反射による歪みと瞼による歪みを除去したうえで瞳を楕円推定することによって視線を
推定していた．しかし，この手法において，目画像の 2 値化に用いた閾値は人手で決定す
る必要があった．特に，近年のカメラは環境照明の状態に合わせて輝度値を自動で調整す
るため，固定の閾値を用いた場合，瞼による影の影響で瞳輪郭が歪んでしまう．そのため，
常に閾値を変更する必要があり，実用的ではなかった． 
そこで，本稿では閾値などのパラメタを手動で設定する必要性を排したうえでの低解像
度目画像を用いた視線推定の実現を目的とする．本手法では，閾値を輝度値ヒストグラム
への混合 t分布当てはめによって決定する．しかし，厳密な閾値の決定は困難であり，瞼に
よる影領域が残る場合がある．よって，瞳輪郭の形状を定量化し，影領域を除去すること
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によって正確な瞳楕円推定を実現する．これにより，低解像度目画像からの視線推定を，
人手の調整を要さない形で実現する． 
2 関連研究 
 非接触型視線推定手法は，Model-based と Appearance-based とに分けられる．また，
Model-based 手法は使用する機材の特徴から，赤外線を用いた手法と可視光を用いた手法
とに分類できる． 
2.1 Appearance-based視線推定 
Appearance-Based 視線推定は，画像の特徴量と視線方向とを結び付ける手法であり，主
に学習器を用いる．2006 年に東京大学の Ono らは，N モード SVD(Singular Value 
Decomposition : 特異値分解)を用いて，低解像度かつ，切り出し領域が不安定な目領域画
像からの視線推定手法[9]を提案している． 
Nモード SVDとは，N個のモードと呼ばれるデータ変動の原因となる要素で構成される
対象データに対し，モードごとに基底を求めることで対象データを表現する手法である．
単純な SVDは，対象データから単一の基底を求める．そのため，対象データに変動を与え
る要因が複数あった場合，それぞれの変動要因を区別することができない．しかし，N モ
ード SVDはモードごとに基底を求めるため，複数の変動要因を区別することができる．Ono
らは，目領域の切り出し，視線方向，画素をそれぞれのモードとしている．よって，切り
出し，視線方向，画素が相互に与える影響を小さくし，それぞれの特徴を抽出することが
可能にしている．よって，目領域画像の切り出しについてロバストな視線推定を実現して
いる．また，24×12 ピクセルの低解像度目画像から平均誤差 2.6°という高い精度の視線
推定を実現している．しかし，一個人の視線推定を行うために，システムは最低でも 20点
の注視による学習を要し，被験者の大きな負担となり実用的ではない．学習の負担の大き
さは，Appearance-Based手法共通の問題である． 
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2.2 Model-based視線推定 
Model-Based視線推定は学習セットを必要とせず，ユーザへの負担はAppearance-Based
と比較して軽い．Mode-Based手法はさらに赤外線を用いた手法と可視光を用いた手法に分
類できる． 
2.2.1 赤外線を用いた手法 
赤外線を用いた手法[4，7，8，10]は，赤外光を眼球に照射し，その反射像(プルキニエ像)
から角膜球の中心，半径を推定する．その後，観測される瞳孔の中心点と角膜球の中心と
を結んだ直線を視線とする． 
赤外線を用いた手法では，眼球を強膜球とそれに埋め込まれた角膜球としてモデル化す
る(図 2-1)．カメラ 1 台で撮影されたプルキニエ像 1 つにつき，像と光源の位置関係から，
角膜球の中心座標候補の平面が 1つ求められる(図 2-2)． 
 
 
2006年に University of British Columbiaの Hennesseyらは，赤外線カメラ 1台，赤外
線光源 2 台を用いて，角膜球中心位置候補を，1 直線に限定する手法を提案した[4]．その
図 2-1 赤外線を用いた手法の眼球モデル 
図 2-2角膜球中心位置候補平面 p 
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うえで，角膜球半径を人間の平均値と仮定し，角膜球中心位置候補を 1 点に絞っている．
しかし，角膜球半径には個人差があり，角膜球半径を固定値として扱った場合，誤差を生
じる危険性がある． 
 2004年にNational Chi Nan Universityの Shihらは，赤外線カメラ 2台と赤外線光
源 2台を使用する手法を提案している[10]．これにより，プルキニエ像は合計 4つ観測され
る．よって，角膜球の中心位置候補平面は 4 つになる．そのうち 3 平面の交点を角膜球の
中心としている．角膜球中心位置が推定できるため，角膜球半径も推定可能である． 
2004年に NTTコミュニケーション科学基礎研究所の Ohonoらは，可視光カメラ 2台に
よって眼球の位置を推定したうえで，赤外線光源を用いて角膜球半径を推定している[8]．
ただし，Ohono らの研究の主軸は，視線と光軸の関係が一定であるという前提のもと，キ
ャリブレーションを簡素化した点である．キャリブレーションとは，推定視線と実視線と
の差異を埋めるために，被験者に特定の動作をさせ，修正用の情報を得る手続きである． 
赤外線を用いた手法の精度は高く，誤差約 1°であり市販の視線推定システムにも採用さ
れている．しかし，市販の視線推定システム[1，11，12]は 1 組数百万円と高価であり，一
般家庭への普及は難しい． 
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2.2.2 可視光を用いた手法 
可視光を用いた手法では一般的なカメラが用いられている．2003 年に提案された Wang
らの手法[13]は，瞳を円盤としてモデル化し(図 2-3)，可視光カメラで撮影された瞳の輪郭
を楕円に近似することによって瞳の法線方向を求め，眼球の回転角度を詳細に推定するも
のである． 
 
図 2-4 は Wang らの手法における瞳法線方向の推定例である．目尻P1，目頭P2，法線の
解n1，n2眼球中心O1，O2が推定される．眼球中心は，瞳の中心から，法線の反対方向に眼
球半径だけ離れた点として推定している．このときの眼球半径は，人間の平均値としてい
る．ここで， 
 
|O1P1 −O1P2| ≤ |O2P1 −O2P2| (1) 
であった場合，法線はn1であるとし，そうでなければ法線はn2であるとしている．この
ようにして法線を一意に定める方法をWangらは One-Circleアルゴリズムと名付けた． 
また，このモデルでは，眼球半径の個人差が視線方向推定に影響を与えない．また，眼
球の回転角度，眼球 3次元位置を連続値で得ることができるため，詳細なモデルである． 
これにより，誤差約 1°という高い精度での視線推定を実現している．しかし，Wangら
の手法では解像度 640×480 の目領域画像を要する．この高解像度目画像を Web カメラ相
当のカメラから得るにはユーザの頭を固定する必要がある． 
 
 
これに対して，2008年に提案された Yamazoeらの手法[yamazoe]は，Webカメラから得
ることが可能な 30×15という低解像度の目画像からの視線推定を実現している．Yamazoe
らの手法では，事前に生成された眼球モデルの 2次元射影画像とWebカメラから得られた
目画像とを比較し，最尤推定によって，眼球の 3 次元位置を推定している．最尤推定によ
図 2-3 Wangらの眼球モデル 
図 2-4 Wangらの法線方向選定(解が𝐧𝟏の場合) 
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って得られた眼球の中心と，瞳の中心とを結ぶ直線を視線としている．精度は水平方向の
平均誤差が 5.3°，垂直方向の平均誤差が 7.7°である．これは，事前に生成される眼球モ
デルの回転角度が 5°区切りであるため，推定される眼球モデルの回転角度が不正確である
ことに起因する． 
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2.3 まとめ 
本章では，非接触型視線推定手法を網羅的に紹介してきた．表 2-1 は，接触型視線推定
手法と非接触型視線推定手法の比較である．自然な状態の視線情報を得るという点におい
て，非接触型手法の方が優れていると言える．また，表 2-2 に，非接触型視線推定手法を
Appearance-BasedとModel-Basedに分類してまとめる． 
表 2-1，表 2-2 より，自然な状態の被験者から得られる視線推定を普及させることを目
的としたとき，可視光カメラを用いた，低解像度目画像によるModel-Based視線推定が最
適であることがわかる． 
表 2-1接触型対非接触型 
  特徴 
接触型 ・被験者が装置装着 
非接触型 ・被験者に装置装着なし 
・自然な状態の視線情報が得られる 
表 2-2 Appearance-Based対 Model-Based 
分類 代表手法 特徴 
Appearance-Based Onoら[9] ・Nモード SVDによる視線方向推
定 
・1 個人，1 ポーズに 20枚の学習
画像が必要 
・パラメタ設定について記述なし 
Model-Based(赤外線) 共通 ・赤外線光源から得られるプルキ
ニエ像から，角膜球中心，半径を
推定． 
・角膜球中心と瞳孔中心を結ぶベ
クトルを眼球光軸とする 
・パラメタ設定について記述なし 
・光源を用意しているため，パラ
メタ調整は容易だと考えられる 
Hennesseyら[4] ・角膜球半径を人間の平均で固定 
・赤外線カメラ 2 台，赤外線光源
1台 
Shihら[10] ・角膜球中心位置候補平面の交点
を角膜球中心とする 
・赤外線カメラ 2 台，赤外線光源
2台 
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Ohonoら[8] ・可視光カメラによる眼球位置測
定 
・赤外線カメラ 1 台，赤外線光源
1台，可視光カメラ 2台 
Model-Based(可視光) Wangら[13] ・瞳を円盤としてモデル化 
・眼球モデルパラメタの個人差の
影響なし 
・カメラが高価 
・パラメタ設定について記述なし 
・光源変化，カメラによる調整が
発生した場合に閾値を変更する必
要があるものと考えられる 
Yamazoeら[14] ・事前生成の 3 次元眼球モデルを
2次元画像に射影 
・射影画像を用いて最尤推定で眼
球パラメタを推定 
・生成モデルのパラメタが不連続
であるため，精度低下 
・パラメタ設定について記述なし 
・光源変化，カメラによる調整が
発生した場合に閾値を変更する必
要があるものと考えられる 
Fukudaら[2] ・瞳を円盤としてモデル化 
・眼球モデルパラメタの個人差の
影響なし 
・低解像度目画像を使用 
・システムパラメタの手動調整の
必要あり 
  
11 
 
3 視線推定手法の提案 
既存の可視光画像を用いたモデルベース視線推定手法は，瞳輪郭を楕円に近似するもの
が高い精度を示した．しかし，低解像度目画像を用いた場合，ノイズの影響を強くうける
ために正確な楕円近似を行うことは難しい．これに対し，これまで我々は低解像度の目画
像から瞳輪郭を楕円近似する手法[2]を提案したが，目画像二値化の閾値を人手で設定する
必要があった．これに対し，本稿で提案する手法では目画像二値化において瞳領域を抽出
可能な閾値を自動で設定し，影領域が残った場合にそれを除去する．本項では，二値化閾
値の自動決定，影領域の除去を行う瞳輪郭の楕円禁じ包の詳細と，それに基づく視線推定
手法について述べる． 
3.1 提案手法概要 
本手法では，Wangら[13]が用いた眼球モデルを採用し，カメラによって観測された瞳の
輪郭を楕円近似することにより視線方向を算出する． 
本手法で用いるカメラはWebカメラ相当であるため，目画像の解像度は低い．低解像度
目画像を用いる場合，近似楕円も小さくなるため，1ピクセルの近似誤差が視線推定に与え
る影響が大きくなる．そのため，本手法では目画像を拡大する．しかし，低解像度目画像
を拡大すると瞼による影，光の反射など，瞳輪郭を歪ませる要因の影響を強く受ける．そ
のため，本手法では瞳輪郭の形状を定量化し，輪郭の歪んだ部分を除去することで，正確
な楕円近似を実現する． 
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3.2 眼球モデル 
本手法では，Wangら[13]と同じ眼球モデルを用いる．Wangらは瞳を円盤であると仮定
した．傾斜，回転をした円盤はカメラで撮影された画像上で楕円として観測される．図 3-1
は観測される瞳の模式図である．(a)のように観測された瞳は(b)のように楕円近似され，(c)
に示した楕円が得られる．これにより楕円の長軸長 a，短軸長 b，楕円の回転角度Ψが得ら
れる(図 3-2)．また，その楕円の長軸-短軸比，回転角度から円盤の傾斜，回転角度を推定す
ることができる．Wangらは求められた瞳円盤の法線を視線とした．本手法においても，瞳
円盤の法線を視線とする． 
 
 
  
図 3-1 観測された瞳円盤の楕円形 
図 3-2 楕円パラメタ 
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図 3-3 に，本手法の眼球モデルを示す．カメラの光軸を z 軸として，左手系の 3 次元座
標空間を定義する．また，y軸は下方向を正とする．z軸と視線が作る角の大きさθ，視線
を xy平面上に射影した半直線と y軸が作る角の大きさφは， 
θ = arctan (
a
b
) (2) 
ϕ = π −ψ or − ψ (3) 
 
 
  
図 3-3 眼球モデル 
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3.3 システム構成 
 本稿では，Webカメラ 2台を用いた視線推定システムを提案する．図 3-4に本システ
ムの概観を示す．本手法における注視対象は PC のディスプレイとし，Web カメラは 2 台
ともディスプレイの上端に取り付ける．ここで，2台のカメラの光軸方向は並行とし，カメ
ラ間の距離( DISTCAM _ )は既知とする． 
 
図 3-4 システム概観 
 
図 3-5 システム全体の処理の流れ 
図 3-5に本システムの処理の流れを示す． 
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3.3.1 目画像取得 
「目画像取得」では，Haar-Like 特徴量を用いた Ada-Boost 検出器[6]を用いて，2 台の
カメラで撮影された画像中の目を検出する．検出結果をもとに目画像を抽出し，「楕円推定」
処理に渡す．目の検出において，画像全体を探索すると処理時間が増大する．そのため，
目と同様に Haar-Like 特徴量を用いた Ada-Boost 検出器を用いて事前に顔領域を検出し，
目の探索範囲を顔領域に限定し高速化を図った． 
3.3.2 楕円推定 
「楕円推定」は，視線方向を推定するために瞳輪郭の近似楕円を得る処理である．本手
法においては目画像の解像度が低く，影や光の反射の影響を強く受け，瞳輪郭が歪む．そ
のため，本稿では瞳輪郭の歪んでいる部分を除去する手法を提案する．これについては後
述する． 
3.3.3 距離測定 
「距離測定」は，視差による測量を用いて瞳の 3 次元座標を求める処理である．視差と
は，異なる位置に配置された 2 台のカメラが同じ対象を撮影した場合に生じる，画像上の
位置のずれである．楕円推定によって得られた瞳の中心座標を元に，瞳の三次元座標は以
下の式で求められる． 
parallax
x
WIDTHIMG
x
WIDTHIMG
x
CAM_DIST
2
_
2
_
10 


















  (4) 
parallax
y
HEIGHTIMG
y
HEIGHTIMG
y
CAM_DIST
2
_
2
_
10 



















 
(5) 









2
__
tan2
__
DEGRANGECAM
parallax
DISTCAMWIDTHIMG
z
 
(6) 
ここで，   1100 ,,, yxyx は一方の瞳が 2台のカメラそれぞれの画像に映った座標であり，
単位はピクセルである．ここで，カメラは水平方向に並び，光軸が並行であるため 10 yy 
である． DISTCAM _ はカメラ間の距離であり，座標空間の距離単位に合わせる．
DEGRANGECAM __ はカメラの視野角である(図 3-6)．また，図 3-7 に示すように，
10 xxparallax  が視差である．同様に， WIDTHIMG_ ， HEIGHTIMG_ は Web
カメラが撮影した画像の幅，高さであり，単位はピクセルである．  
3.3.4 視線方向推定 
「視線方向推定」は，「楕円推定」から得られた楕円パラメタと式(2),(3)を用いて視線方
向を算出する処理である．本手法では，2 台のカメラそれぞれに 2 つの瞳が映り，合計 4
つの瞳についてそれぞれの視線方向を求める． 
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図 3-6 DEGRANGECAM __  
カメラ 
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図 3-7 WIDTHIMG_ ， HEIGHTIMG_ ， parallax
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「注視点推定」は「距離測定」で得られた瞳の 3 次元座標と「視線方向推定」で得られ
た視線方向を元に視線を 3 次元空間上の直線として定義し，注視対象との交点として注視
点を求める処理である．本手法では，左右の瞳の三次元座標の中点を通り，4つの視線方向
の平均の傾きを持つ直線を視線とする．ここで，視線方向の平均は，x,y方向それぞれの角
度を算出し，その平均値とした．また，注視対象はディスプレイであるため，3次元空間上
の平面として定義できる．よって，視線を 








tez
tey
tex
z
y
x
 
(7) 
とし，注視対象を 
0 dczbyax
 (8) 
とすると，注視点はこれらを連立方程式としたときの tについての解 
zyx cebeae
d
t


 
(9) 
を式(7)に代入することで求められる． 
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3.4 楕円推定 
 本手法では，目画像に画像処理，幾何学処理を施すことによって瞳輪郭の近似楕円を
得る．目画像とは顔画像から，目のみが映るように指定した矩形で指定される領域を切り
出したものである(図 3-8)．また，目画像の座標系は，水平方向に x軸，垂直方向に y軸を
取る．左上を原点とし，x軸は右方向を正に，y軸は下方向を正とする． 
図 3-9 に，目画像から瞳輪郭の近似楕円を抽出するプロセスを示す．まず，1 ピクセル
の誤差を相対的に小さくすることと，楕円推定に用いる点をより多く確保することを目的
に，目画像を拡大する．次に，目画像を二値化することにより瞳領域を切り出す．その後，
切り出された瞳領域の輪郭を抽出し，楕円近似を行う．しかし，切り出された瞳領域には
避けられない影，光の反射，瞼などによる歪みが存在する場合がある．そのため，輪郭解
析の段階で輪郭の曲がり具合を定量化し，影，光の反射，瞼による歪みを取り除く．以下，
各段階について詳細を述べる． 
 
 
図 3-9 楕円推定のプロセス 
  
図 3-8 目画像の例 
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3.4.1 目画像拡大 
解像度が低い目画像を用いて瞳輪郭を楕円近似すると，1ピクセルの誤差が視線推定に大
きな影響を与える．例として直径 15 ピクセルの真円が正解である場合を考える．この時，
1 ピクセルの誤差が生じて，長軸 15 ピクセル，短軸 14 ピクセルの楕円に推定されたとす
る．この時，視線方向には約 21°の誤差が生じる．これに対し，目画像を拡大することに
よって 1 ピクセルの誤差の影響を相対的に小さくする．本手法では，現実的な時間でもっ
とも高い再限度を示すバイキュービック補間[5]によって目画像を拡大する．この際，画像
のアスペクト比が変化しないように拡大する． 
3.4.2 目画像二値化 
図 3-10に，目画像二値化処理の流れを示す．二値化は，瞳領域の輝度値が低いという仮
定に基づき，閾値より低い輝度値をもつ領域を瞳として抽出することを目的としている．
目画像を二値化するに当たり，閾値の決定が重要である．閾値の設定を誤ると，瞳領域の
抽出に失敗する．これに対し，本手法では，目画像の輝度値ヒストグラムに混合 t分布を当
てはめることにより目画像二値化の閾値を決定する．  
 
図 3-10 目画像二値化の流れ 
 
輝度値ヒストグラムから閾値を算出する前に，輝度勾配低減処理を行う．輝度勾配低減
処理とは，方向が偏った光源の影響を抑えるために，目画像の輝度勾配を調整する処理で
ある．幅𝑤𝑖𝑑𝑡ℎピクセル，高さℎ𝑒𝑖𝑔ℎ𝑡ピクセルの画像に対し，輝度勾配低減処理は以下のよ
うに行う． 
(1) 四隅 10ピクセル角の正方形領域の平均輝度値𝑢𝑟, 𝑢𝑙, 𝑏𝑟, 𝑏𝑙を取る(図 3-11) 
 𝑢𝑟：画像右上の一辺 10ピクセルの正方形領域の平均輝度値 
 𝑢𝑙：画像左上の一辺 10ピクセルの正方形領域の平均輝度値 
 𝑏𝑟：画像右下の一辺 10ピクセルの正方形領域の平均輝度値 
 𝑏𝑙：画像左下の一辺 10ピクセルの正方形領域の平均輝度値 
(2) 水平方向勾配𝑥_𝑑𝑖𝑓𝑓，垂直方向勾配𝑦_ 𝑑𝑖𝑓𝑓を以下のように算出する 
 𝑥_𝑑𝑖𝑓𝑓 =
(𝑢𝑟 − 𝑢𝑙) (𝑏𝑟 − 𝑏𝑙)
 𝑤𝑖𝑑𝑡ℎ
 
 𝑦_𝑑𝑖𝑓𝑓 =
(𝑏𝑟 − 𝑢𝑟) (𝑏𝑙 − 𝑢𝑙)
 ℎ𝑒𝑖𝑔ℎ𝑡
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(3) 全ての画素の輝度値が 0である画像𝑔𝑟𝑎𝑑_𝑖𝑚𝑔を生成する 
(4) 𝑥_𝑑𝑖𝑓𝑓 < 0であれば𝑔𝑟𝑎𝑑_𝑖𝑚𝑔の全ての画素に𝑥_𝑑𝑖𝑓𝑓 × 𝑤𝑖𝑑𝑡ℎを加算する 
(5) 𝑦_𝑑𝑖𝑓𝑓 < 0であれば𝑔𝑟𝑎𝑑_𝑖𝑚𝑔の全ての画素に𝑦_𝑑𝑖𝑓𝑓 × ℎ𝑒𝑖𝑔ℎ𝑡を加算する 
(6) 𝑔𝑟𝑎𝑑_𝑖𝑚𝑔の画素𝑔𝑟𝑎𝑑_𝑖𝑚𝑔(𝑖, 𝑗)に𝑥_𝑑𝑖𝑓𝑓 × (𝑤𝑖𝑑𝑡ℎ − 𝑖)   𝑦_𝑑𝑖𝑓𝑓 × (ℎ𝑒𝑖𝑔ℎ𝑡 − 𝑗)を加算 
 𝑖は𝑔𝑟𝑎𝑑_𝑖𝑚𝑔の𝑥座標であり，𝑗は𝑔𝑟𝑎𝑑_𝑖𝑚𝑔の𝑦座標である 
(7) 元画像に𝑔𝑟𝑎𝑑_𝑖𝑚𝑔を加算する 
以上により輝度勾配の影響が低減される． 
 
図 3-11 grad_img 
 
次に，輝度勾配の影響を低減した画像を二値化する閾値を決定する．目画像はその輝度
値から肌，白目，瞳，影の 4段階に分けられる．そのため，4クラスタの混合 t分布を EM
アルゴリズムによって輝度値ヒストグラムにフィッティングし，輝度値ヒストグラムをク
ラスタリングする．その際，画像撮影時の光源強度の関係で画像の輝度値が偏っている場
合がある．この時，フィッティングの小さな誤差がクラスタリングに大きな誤差を生むた
め，画像の輝度値を最小値が 0，最大値が 255になるように正規化する． 
正規化した輝度値ヒストグラムに 4クラスタ混合 t分布を当てはめると図 3-12のように
なる．平均値が低い順にクラスタに番号をつけると，第 1 クラスタが瞳の輝度値である．
よって，第 2 クラスタの最小値の 1.05 倍を閾値 th とし，th 未満の輝度値を持つピクセル
を仮瞳領域として抽出する． 
ここで，二値化による抽出結果(図 3-13)には，瞳以外の小さい領域が残る場合がある．
そのため，二値化結果のうち，最大の面積を持つものを仮瞳領域として扱う． 
 
ul ur 
bl br 
 
元画像 𝑔𝑟𝑎𝑑_𝑖𝑚𝑔 
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図 3-12 目画像の輝度値ヒストグラムと混合 t分布 
図 3-13 二値化結果 
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3.4.3 瞳輪郭抽出 
二値化によって仮瞳領域を決定したのちに，その輪郭をとる．輪郭は，8近傍に仮瞳領域
以外のピクセルが 1 つ以上存在するピクセルの集合である．また，本手法においては，最
も上，つまり y座標値が最も小さい点から反時計まわりに輪郭点をたどって番号付けをし，
 ,, 10 ppP とする(図 3-14)． 
 
3.4.4 輪郭解析 
二値化によって得られる仮瞳領域は，影，光の反射，瞼によって歪む場合がある(図 3-15)．
影による歪みは，本来瞳ではない領域に影による領域が付加されるものである．また，光
の反射による歪みは，本来瞳であるはずの領域の一部の輝度値が上がり，瞳領域ではない
と判断される状況である．瞼による歪みは，瞼によって瞳が遮蔽されたために，正しい輪
郭が隠されてしまっている状況である．正確な楕円近似を行うためには，影の領域を除去
し，光によって欠損した領域の輪郭点と瞼によってゆがめられた輪郭点を除去する必要が
ある．これには輪郭の曲がり具合を求める必要がある． 
 
  
図 3-14 輪郭追跡と点列番号 
図 3-15 光，影による瞳領域の歪み 
影 
光 
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理想的な瞳の輪郭は楕円形である．そのため，反時計回りに輪郭を走査すると，輪郭点
は常に走査方向に対して左にある．この位置を反時計回りの位置とする(図 3-16)．これに
対して，走査方向に対し右側に点が存在する位置関係を時計回りの位置とする．この定義
付けの元，影の領域と光による窪み，瞼によって遮蔽された瞳輪郭には以下の性質がある． 
 
 影領域 
 影と瞳の境界では，輪郭は時計回りに曲がる 
 この点を境界点と定義する 
 瞳の中心との位置関係で今日回転前後の輪郭が伸びる方向が決まる 
 輪郭が伸びる方向：境界点などの基準点と一定以上離れた輪郭点を結んだ線
分の方向 
 瞳本体と比較して非常に細長い 
 瞳領域を拡張する 
 光による窪み 
 窪みの輪郭と本来の瞳の輪郭の境界の２点は反時計回りに曲がる 
 窪みの輪郭は時計回りに曲がっている 
 瞳領域を拡張しない 
 瞼によって遮蔽された瞳輪郭の特徴(図 3-17) 
 極端に曲がった点に挟まれる 
 ほぼ水平になっている 
 瞳領域を拡張しない 
よって，これらを除去する処理は以下のようになる 
 影領域の切除 
 影領域の判別 
 時計回りに曲がっている点の存在 
 瞳の中心との位置関係 
 切除方向の決定 
 切除基準点と瞳中心との位置関係 
 光の反射による窪みの排除 
 瞳輪郭の凸包をとる 
 凸包によって凹となっている部分を埋める 
 瞼によって遮蔽された瞳輪郭の除去 
 極端に曲がっている点とその位置関係を用いる 
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これら条件から影領域を切除することができる． 
以上より，影，光の反射，瞼によって遮蔽された瞳輪郭を除去する輪郭解析のプロセス
は図 3-18のようになる．以下，それぞれの段階について詳細を述べる． 
 
図 3-16 走査方向 
 
 
図 3-18 輪郭解析の流れ 
  
  
  
 
 
   走査方向 
時計回り 反時計回り 
図 3-17 瞼による遮蔽と瞳輪郭形状 
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(1) 輪郭点列の曲がり具合κ算出 
影によって歪んでいる領域と，瞼によって歪んでいる領域を除去するために，輪郭の曲
がり具合を定量化し，その中でも特に強く曲がっている点を抽出する． 
輪郭が連続な曲線であった場合(図 3-19)，輪郭曲線上の点 ip における曲がり具合 i は，
その前後の輪郭曲線上に点 11,  ii pp をとり， 1101 , sppspp iiii   と置いて以下の式で
定義できる． 
  11
11
10
11
11
0
1
lim
10



 






iiii
iiiiiiii
iiii
ss
i
pppp
pppp
ss
pppp
pppp
  
(10) 
 
 
図 3-19 輪郭曲線が連続である場合の曲がり具合 
式(10)は輪郭が連続な曲線である場合の曲がり具合である．これに対し，本手法で扱う輪
郭点列は目画像のピクセルに基づくものであり，離散的な点列である． 
i 番目の輪郭点 ip における輪郭の曲がり具合は，前後の輪郭点を用いて，また，隣接 1
点のみを用いると，局所的なノイズの影響を強く受ける．よって，基準点の前後それぞれ n
点を用いて， i を以下の式で定義する． 
 









n
k
kiiiki
kiiikikiiiki
kiiiki
i
pppp
pppp
n
pppp
pppp
0 2
1
  
(11) 
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i は以下の性質を持つ． 
(1) i は基準点を中心とした局所的な曲がり具合を示す 
(2) 曲がり具合が強いほど i は大きくなる 
(3) 0i なら反時計回り， 0i なら時計回り方向に曲がっている 
以上によって算出された i を用いて，歪みを除去する基準となる極端に曲がった点を選
出する．この時，単純に i が極値をとる点を順に取り出すと，人間が見て曲がっていると
判断できるような点を中心にその周辺の点も抽出されてしまう．図 3-19に，曲がり具合κ
のグラフを示す．後述する手順で抽出した点も図中に示したが，その前後にも極値を取る
点が存在している．これらの点は，その点を基準に曲がっているわけではないが，前後の
曲がっている点の影響で極値を取っている点である．そのため，抽出する点が一定以上の
間隔を持つように閾値を設ける．ただし，曲がっている方向が逆の点は隣接していても抽
出される必要があるため，点同士の距離は曲がっている方向が同じもののみで考える．以
上の条件のもと，極端に曲がっている点を抽出する手順を示す． 
28 
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(定義) 
輪郭点の個数：N  
輪郭点列：   iNiN ppppp   ,,,, 110 P  
輪郭点列を i

で昇順に並べたもの：  110 ,,,  Nqqq Q  
QとPとの間のインデックス関係：   iqIdxqp jji  QP  
一時的に抽出した点を保持する集合  ,, 10 cctmp C  
抽出された極端に曲がった点の集合：C  
極端に曲がった点が最低限取るべき距離： thdist _  
 
(手順) 
(1) tmpC を空集合， 0j とする 
(2) Nj  であれば(6)へ遷移する 
(3)  jqIdxi  とする 
(4) 全ての  1,,1,0  Ckck について， lk pc  として thdistli _ であ
れば jをインクリメントし(2)へ戻る 
(5) 1 ii  かつ 1 ii  であれば tmpC に ip を加え， jをインクリメント
し(2)へ戻る 
(6) 
tmpC の要素をすべてCにコピーする 
(7) 
tmpC を空集合， 1 Nj とする 
(8) 0j であれば(12)へ遷移する 
(9)  jqIdxi  とする 
(10) 全ての  1,,1,0  Ckck について， lk pc  として thdistli _ であ
れば jをデクリメントし(7)へ戻る 
(11) 1 ii  かつ 1 ii  であれば tmpC に ip を加え， jをデクリメントし
(7)へ戻る 
(12) 
tmpC の要素をすべてCにコピーする 
(13) 0i とする 
(14) Ni  なら(17)へ遷移する 
(15) 全ての  1,,1,0  Ckck について， lk pc  として thdistli _ であ
れば
tmpC に ip を加える 
(16) iをインクリメントし(14)へ戻る 
(17) 
tmpC の要素をすべてCにコピーする 
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以上により，輪郭点のうち，極端に曲がっている点が抽出される．(13)～(17)の処理は，
抽出される点の間隔が開きすぎている個所から新たに点を抽出するものである．この処理
によって抽出される点は一定以下の間隔を保つ．このようにすることで，輪郭の形状を抽
出される点だけで捕えることができるようになる． 
(2) 縮退領域 
(1)で抽出した点を基準に影領域の切断を行う場合，瞳の中心点が既知であり，瞳領域と
影領域が大まかに判別されていることが望ましい．本手法では，影領域が瞳と比較して細
長いと仮定し，仮瞳領域を縮退することによって影領域と瞳領域とを分断する．分断され
た領域のうち，最大面積のものを瞳とし，その重心を仮の瞳中心 to として扱う． 
(3) 影領域除去 
(1)で抽出された点群に基づき，影，光の反射，瞼によって歪められた輪郭の一部を除去
し，瞳の輪郭である点を抽出する． 
(1)で抽出された点のうち，時計回り方向に曲がっている点を基準に領域を切断すること
で影領域を除去することが可能である．影領域の切断は直線で行うが，基準点を通り，理
想的な瞳輪郭上の点を通り，瞳領域と影領域とを分断する傾きを持つことが望ましい．楕
円上の点 ip で切断する場合， ip と仮中心 to とを結んだ線分に垂直な直線がこの条件を満た
す(図 3-21)． 
 
  
図 3-21 楕円と切り取る直線 
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ここで，光の反射によって窪んだ領域の輪郭にも時計回り方向に曲がっている点が存在
する(図 3-22)ことについて議論する．切断の基準とする点が，光の反射によって窪んだ領
域の輪郭であった場合，瞳領域を切断してしまう．これにより，瞳の楕円推定に致命的な
誤りが生じる．そのため，切断基準点とする時計回りに曲がっている点が影領域の始点か，
光の反射による欠損の内部なのかを判別する必要がある．瞳領域を歪ませる影は瞼によっ
て生じるため，瞳領域の上端，もしくは下端から瞳の外側に，横方向に延びるという傾向
を持つ．そのため，(2)で求めた縮退領域，その重心として求める瞳の仮中心と切断基準点
との位置関係，前後の輪郭の方向を加味して，切断すべき点であるか否かを判定する必要
がある． 
  
  
図 3-22 光の反射と輪郭の曲がり方 
反時計回りに曲がっている点 
時計回りに曲がっている点 
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まず，基準点の前後の輪郭の方向を定義する．時計回りに曲がった点を ipcwt  とし， ip
の直前のCの要素を
prec ， ip の直後のCの要素を proc とする． ip と prec と proc とから作ら
れるベクトルを用いることで， ip の前後の輪郭の方向を表現することができる．ここで，
輪郭の方向を扱うに当たり，顔の傾きに頑健である必要があることに留意し，3.3.1 で指定
した左右の目領域それぞれの矩形の中心座標𝐫𝐜l, 𝐫𝐜r ∈ 𝐑
2を用いて顔を基準とした水平方向
ベクトルを𝐡face = 𝐫𝐜r − 𝐫𝐜lとして定義する．ここで，𝒓𝒄𝑙は画像上で左側に存在する目領域
矩形の中心点であり，𝒓𝒄rは画像上で右側に存在する目領域矩形の中心点である(図 3-23)．
以上を元に，以下の手順で ip を基準に領域を切断するか否かを決定する． 
 
図 3-23 目領域矩形中心と水平ベクトル 
  
𝒓𝒄𝑙  𝒓𝒄𝑟  
目領域矩形 
𝒉face 
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瞳の仮中心に対する i
p
の位置を判別する 
  0 tiface oph であれば右，   0 tiface oph であれば左とする 
  0 tiface oph であれば下，   0 tiface oph であれば上とする． 
以上の組み合わせより，右上，右下，左上，左下の 4種に分類する． 
(1) 82.0

proiprei
proiprei
cpcp
cpcp
であれば(4)へ遷移する 
(2) 左下，もしくは右上であった場合 
(ア) 
 
 
8.0
2
1
2
1
















preipreit
preipreit
cpcpo
cpcpo
かつ    0 tipreiproiprei opcpcpcp であれば切断し
終了 
(イ) 5.0

faceproi
faceproi
cp
cp
h
h
かつ    0 tiproipreiproi opcpcpcp であれば切断し終了 
(3) 左上，もしくは右下であった場合 
(ア) 
 
 
8.0
2
1
2
1
















proiproit
proiproit
cpcpo
cpcpo
かつ    0 tiproipreiproi opcpcpcp であれば切断
し終了 
(イ) 5.0

faceproi
faceproi
cp
cp
h
h
かつ    0 tipreiproiprei opcpcpcp であれば切断し終了 
(4)  
 
5.0
2
1
2
1
















propretpropre
propretpropre
ccocc
ccocc であれば切断し終了 
 ただし，切断する直線が縮退した瞳領域と交差する場合は，切断しない． 
 式中の数値は実験的に求めた． 
 以上によって，影領域は除去される． 
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(4) サブピクセル精度輪郭取得 
ピクセルに基づく輪郭座標は整数値のみを取る．しかし，実際の輪郭座標は小数値も取
りうる．瞳楕円推定の精度を向上するためには，小数値精度，つまりサブピクセル精度で
輪郭を推定する必要がある．本手法では，撮影された画像において 256 段階の離散値を取
っている輝度値を x 軸方向に線形に補間することで，サブピクセル精度で二値化閾値に等
しい輝度値を持つ座標を推定する． 
例えば，78，83の値をもつピクセルが図 * ARABIC ¥s 1SEQ 2121-    図のように並ん
でいるとする．また，閾値を 0.80th とする． 0p は値 78を持つピクセルの中心であり， 1p
は値83を持つピクセルの中心である．p0，p1がそれぞれ値78，83を持っていると考え，p0，p1
の間の値を，図 * ARABIC ¥s 1SEQ 2121-    図内のグラフのように線形補完する．補間
した部分で 値が 80.0となる xを，推定点PSUBの x座標とする．y座標に関しては，p0，p1の y
座標を採用する． 
精度向上を目的とする場合，算出の段階においてもサブピクセル精度輪郭を用いるべき
であるように考えられる．しかし，の算出の段階で小数点精度の数値を扱うことは計算量
の増大につながるため，整数値で行うべきである．また，は前後の複数の点を考慮してい
るため，整数値であるために発生する誤差の影響は小さい．よって，の算出，それに基づ
く影除去を経た現段階でサブピクセル精度の推定を行うことが適切である． 
 
  
図  * ARABIC ¥s 1SEQ 
2121-    図 サブピクセル輪郭推
定 
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(5) 凸包取得 
光の反射による窪みは瞳輪郭の凸包の頂点を取ることで除去する．これは以下の理由に
よる． 
 光の反射は瞳輪郭を窪ませる 
 影を除去しているため，瞳の外側の領域が存在しない 
 凸包は瞳領域外の領域を含まない 
 凸包の頂点以外は直線 
 直線は瞳輪郭に一致しない 
 よって頂点のみを用いる 
図 3-24 は凸包によって光の反射による歪みを埋めた例である．赤線が元の輪郭であり，
それに重なる白い線が凸包の輪郭である．ただし，凸包によって窪みを埋めると，その輪
郭は直線となる．そのため，凸包の頂点のみを楕円近似に用いる点の候補とする． 
 
  
図 3-24 凸包による補間 
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(6) 瞼による歪み除去 
(3)，(5)によって影による歪み，光の反射による歪みを除去した．ここで，瞼による歪み
の除去を行う．瞳が瞼に覆われることによって生じる歪みは極端に曲がった二点に挟まれ
ており，その二点は概ね水平に並んでいるという傾向を持つ．そのため，(5)において取得
した凸包の頂点に以下の条件を設け，瞼に歪められていない輪郭点だと判断される部分の
みを残す．凸包の頂点をn個として 
(1) 凸包の隣接する頂点 1
, ii hphp を取りだす 
(2) 8.0
1
1




faceii
faceii
hphp
hphp
h
h
であれば 1, ii hphp を残す 
(3) (1),(2)をすべての ni について行う 
 以上の条件に基づいて残された凸包の頂点を楕円近似の標本とする．図 3-25に示す桃
色の点が抽出された楕円近似の標本である． 
 
  
図 3-25 抽出された輪郭点 
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3.4.5 楕円近似 
3.4.4 を通して，仮瞳領域の輪郭から歪められた部分を取り除き，本来の瞳輪郭であると
推定される点のみを抽出した．これらの点を標本とした最小二乗法によって瞳輪郭の楕円
近似を行う． 
最小二乗法とは，理想関数  xfy  と，n個の観測点      111100 ,,,,,,  nn yxyxyx  があ
った時，  
    



1
0
2
n
k
kk xfyxf  (8) 
を最小化する  xf のパラメタを求めることで，観測点列を理想関数  xf に近似する手
法である．  
3.4.4 で歪みの除去を行った輪郭点列を，理想関数を楕円として近似した結果が図 3-26
である．ここで得られた楕円のパラメタによって，3.2におけるθ，φを算出する． 
 
3.5 まとめ 
本節では，本稿で提案する視線推定手法における眼球モデル，モデルパラメタ推定，そ
れに基づく視線推定手法について説明した．3.2では本手法で用いる眼球モデルについて説
明し，3.3では本手法の全体像について述べ，撮影された画像から注視点が算出されるまで
の手順を説明した．この全体像に 3.4で説明した低解像度目画像からの瞳楕円推定手法を組
み込むことにより，低解像度目画像からの視線推定を実現できる． 
  
図 3-26 楕円近似結果例 
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4 視線推定制度と処理時間に関する評価実験 
本節では，3で説明した提案手法の性能を評価するための実験について説明する．本実験
では，視線推定の精度と動作時間を測定する．推定精度は，注視対象上に用意した正解点
と，それを注視している被験者の注視点推定結果との差として求める．また，動作時間は，
一回の推定結果を算出するまでの時間と，目検出，楕円推定などの内訳を計測する． 
4.1 実験環境・条件 
図 4-1 実験環境に実験環境を示す．本実験では，PC のディスプレイを注視対象とし，
ディスプレイ上に 2台のWebカメラを設置する．推定に使用する PCは 1台である．表 4-1
に性能，被験者の条件などを示す． 
表 4-1 実験条件 
CPU 
Core i7 950(基本 3.06GHz 4コア 8スレッド) 
ただし，システムはシングルスレッドで動作 
ディスプレイ 
20inch  
解像度 1600×1200ピクセル 
Wenカメラ 
Logicool C500 
解像度 640×480にて動作 
2台 
システム 
言語：C++ 
使用ライブラリ：OpenCV 
DirectShow+EWCLIB 
環境光源 室内の蛍光灯のみ 
被験者 
20代男性 5名 
眼鏡無し 
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図 4-1 実験環境 
4.2 実験手順 
本実験では，注視対象に表示した正解点を被験者に注視してもらい，提案手法による視
線推定結果を得る．図 4-2 に本実験で用いる正解点を示す．正解点は解像度 1600×1200
ピクセルのディスプレイ上に表示され，その座標はそれぞれ{(50,50) , (800,50) , (1550,50) , 
(50,600) , (800,600) , (1550,600) , (50,1150) , (800,1150) , (1550,1150)}とした．1人の被験
者に対する実験では，正解点毎に 10 回，合計で 90 回の推定結果を得る．その後，全推定
結果における誤差角度の平均を算出する． 
誤差角度は，提案手法によって測定された瞳の 3 次元位置から正解点を結んだ直線と，
推定視線との角度差として算出する(図 4-3)．ここで，−
𝜋
2
≤ 𝜃𝑥 , 𝜃𝑦 ≤
𝜋
2
である．正解点
pans = (xans, yans)，推定結果pest = (𝑥𝑒𝑠𝑡, 𝑦𝑒𝑠𝑡)について， 
𝑥𝑎𝑛𝑠 > 𝑥𝑒𝑠𝑡 → 𝜃𝑥 > 0 (9) 
yans > 𝑦𝑒𝑠𝑡 → 𝜃𝑦 > 0 (10) 
となる． 
また，視線推定を行った時のカメラの入力をビットマップ画像として保存した． 
動作速度は ANSI 標準ライブラリ関数 clock()をコードの随所に挿入し，保存したビット
マップを用いて視線推定を行う処理族度を計測した． 
  
カメラ 
注視対象 
被
験
者 
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図 4-2 正解点 
0 x 
y 
図 4-3 誤差角度の算出 
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4.3 実験結果 
4.3.1 誤差角度 
実験結果から，被験者毎に𝑁 = 90回分の推定結果に対して以下を算出した．𝑖回目の推定
結果に対する水平方向誤差を𝜃𝑥𝑖，垂直方向誤差を𝜃𝑦𝑖として， 
|𝜃𝑥|̅̅ ̅̅ ̅ =
1
N
∑|𝜃𝑥𝑖|
𝑁
𝑖=1
 
|𝜃𝑦|
̅̅ ̅̅ ̅ =
1
N
∑|𝜃𝑦𝑖|
𝑁
𝑖=1
 
σx = √
1
𝑁
∑(𝜃𝑥̅̅ ̅ − 𝜃𝑥𝑖)2
𝑁
𝑖=1
 
σy = √
1
𝑁
∑(𝜃𝑦̅̅ ̅ − 𝜃𝑦𝑖)
2
𝑁
𝑖=1
 
ただし， 
𝜃𝑥̅̅ ̅ =
1
𝑁
∑𝜃𝑥𝑖
𝑁
𝑖=1
, 𝜃𝑦̅̅ ̅ =
1
𝑁
∑𝜃𝑦𝑖
𝑁
𝑖=1
 
である．； 
表 4-2に実験結果を示す． 
表 4-2 推定誤差角度(Yamazoeらの手法との比較) 
提案手法 Yamazoeらの手法[14] 
被験者 |𝜃𝑥|̅̅ ̅̅ ̅[deg] |𝜃𝑦|
̅̅ ̅̅ ̅[deg] σx σy 被験者 |𝜃𝑥̅̅ ̅|[deg] |𝜃𝑦̅̅ ̅|[deg] 
A 6.9  4.0  8.8  5.0  F 3.7 8.7 
B 8.4  4.7  10.6  4.8  G 4.6 6.1 
C 6.3  4.4  8.3  5.3  H 8.7 9.1 
D 9.0  7.7  9.9  5.3  I 3.8 7.8 
E 7.9  8.5  9.9  5.7  J 5.6 6.6 
平均 7.7  5.9  9.5  5.3  平均 5.3 7.7 
平均誤差は，水平方向に 7.7°，垂直方向に 5.9°を示した．また，誤差の標準偏差の平
均は，水平方向に 9.5，垂直方向に 5.3であった． 
図 4-5，図 4-6，図 4-7，図 4-8，図 4-9 にそれぞれ被験者 A，B，C，D，E の推定結
果を図示する．それぞれの推定結果は図 4-4 に示す同じ番号の正解点を注視した場合の視
線推定結果である． 
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図 4-4 実験結果の凡例 
 
正解点 1 正解点 2 正解点 3 
正解点 4 正解点 5 正解点 6 
正解点 7 正解点 8 正解点 9 
図 4-5 被験者 Aの視線推定結果 
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図 4-6 被験者 Bの視線推定結果 
図 4-7 被験者 Cの視線推定結果 
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図 4-8 被験者 Dの視線推定結果 
図 4-9 被験者 Eの視線推定結果 
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ここで，図 4-8より，被験者 Dの視線推定結果に一定の傾向が見て取れる．同様に，図 4-9
より被験者Eの視線推定結果にも一定の傾向を見て取れる．誤差の傾向を以下にまとめる． 
 被験者 E 
 異なる正解点に対する推定点同士の距離が近い 
 全推定結果が水平正方向にずれている 
 全推定結果が垂直正方向にずれている 
 被験者 D 
 全推定結果が垂直負方向にずれている 
以上より，本実験において，以下のように眼球 3 次元位置の推定に失敗していると考え
られる． 
 被験者 D 
 距離が近く推定されている 
 水平方向位置が正方向にずれている 
 垂直方向位置が正方向にずれている 
 被験者 E 
 垂直方向位置が負方向にずれて推定されている 
これらの誤差は，カメラが固有の歪みを持っていることが原因であると考えられる．こ
れらの誤差に対し，被験者 D,E について眼球 3 次元位置測定に一定の修正をかけたうえで
再び実験を行った．以下に実験条件を示す． 
 推定元データは，本実験時に撮影した被験者 D,Eの画像を用いる 
 被験者 D 
 CAM_DIST=19：距離の測定値を 1.27倍にする 
 眼球の水平座標を 2cm減 
 眼球の垂直座標を 8cm減 
 被験者 E 
 眼球の垂直座標を 10cm減 
以上により被験者 D,Eについて再実験を行った結果を表 4-3に示す． 
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表 4-3 再実験結果(Yamazoeらの手法との比較) 
提案手法 Yamazoeらの手法[14] 
被験者 |𝜃𝑥|̅̅ ̅̅ ̅[deg] |𝜃𝑦|
̅̅ ̅̅ ̅[deg] σx σy 被験者 |𝜃𝑥̅̅ ̅|[deg] |𝜃𝑦̅̅ ̅|[deg] 
A 6.9  4.0  8.8  5.0  F 3.7 8.7 
B 8.4  4.7  10.6  4.8  G 4.6 6.1 
C 6.3  4.4  8.3  5.3  H 8.7 9.1 
D 5.4 4.0 6.6  5.0  I 3.8 7.8 
E 8.0 4.4 9.9  5.6  J 5.6 6.6 
平均 7.0 4.3 8.9  5.2  平均 5.3 7.7 
平均誤差は，水平方向に 7.0°，垂直方向に 4.3°を示した．また，誤差の分散の平均は，
水平方向 8.9に，垂直方向に 5.2であった． 
また，図 4-10，図 4-11にそれぞれ被験者 D，Eの再実験における推定結果を示す． 
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図 4-10 被験者 Dの再実験結果 
 
図 4-11 被験者 Eの再実験結果 
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表 4-4 に，我々の全研究[3]との比較を示す．本実験では誤差に一定の傾向が観られなか
ったため，誤差傾向の推定に基づくキャリブレーションを行なっていない．そのため，キ
ャリブレーションを行なっている[2]との比較は行わない．表 4-4 より，前手法に対して，
提案手法の誤差角度が 2倍程度になっている事がわかる． 
表 4-4 前手法との比較 
提案手法 前手法[3] 
被験者 |𝜃𝑥|̅̅ ̅̅ ̅ 
[deg] 
|𝜃𝑦|
̅̅ ̅̅ ̅ 
[deg] 
σx σy 被験者 |𝜃𝑥|̅̅ ̅̅ ̅ 
[deg] 
|𝜃𝑦|
̅̅ ̅̅ ̅ 
[deg] 
σx σy 
A 6.9  4.0  8.8  5.0  K 5.4 1.9 25.1 2.4 
B 8.4  4.7  10.6  4.8  L 3.4 2.1 5.9 3.0 
C 6.3  4.4  8.3  5.3  M 3.3 1.5 4.9 1.4 
D 5.4  4.0  6.6  5.0  N 3.5 1.9 5.5 1.8 
E 8.0  4.4  9.9  5.6  O 3.3 1.9 4.5 2.3 
平均 7.0  4.3  8.9  5.2  平均 3.8 1.9 9.2 2.2 
 
4.3.2 処理速度 
 表 4-5に提案手法の，1回の推定に要する処理時間を示す．1回の視線推定を行う平均
処理時間は 346.6msであった．そのうち，目検出処理時間が 119.0msであり，瞳楕円近似
処理にかかる時間が 216.0ms であった．ここで，目検出は 2 枚の画像から目を検出する時
間であり，瞳楕円近似処理時間は 4つの瞳全ての楕円推定に要する処理時間である． 
表 4-5 処理時間 
平均処理時間[ms] 
346.6 
目検出処理時間[ms] 瞳楕円近似処理時間[ms] その他 
119.0 216.0 10.4 
混合 t分布当てはめ その他 
184.0 32.7 
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4.4 実験結果に関する考察 
4.4.1 誤差角度 
(1) 精度評価 
誤差角度について，提案手法と近い解像度の目画像を用いた Yamazoe ら[14]の手法と比
較を行う．表 4-3より，水平方向誤差については Yamazoeらの手法が勝り，垂直方向誤差
については提案手法が勝っていることが分かる．しかし，提案手法の x 軸方向誤差は
Yamazoeらの手法のy軸方向の誤差より小さい．また，提案手法のy軸方向誤差は，Yamazoe
らの手法の x 軸,y 軸両方向の誤差より小さい．よって，統合的に判断し，提案手法の精度
が高いと判断できる． 
(2) 3次元位置測定の誤りとカメラが持つ歪み 
図 4-8，図 4-9 より，被験者 D,E の視線推定結果が一定の傾向を持っていると推測でき
た．これに対し，被験者 D，Eそれぞれに眼球 3次元位置の修正を行ったところ、表 4-2，
表 4-3 に示すとおり，精度が向上した．よって，眼球の 3 次元位置測定に誤りが生じてい
ると考えられる．この誤りは，カメラが歪みを持っていることが原因であると考えられる．
そのため，カメラの歪みを測定し，修正することでより正確に提案手法の評価を行うこと
が今後の課題である． 
(3) カメラ位置と誤差傾向の関係 
図 4-5，図 4-6，図 4-7，図 4-10，図 4-11 より，ディスプレイ上部に近づくほど x 軸
方向の視線推定のばらつきが大きくなっている傾向があることが分かる．ここで，表 4-6
と表 4-7正解𝑖の水平，垂直方向視線推定誤差の標準偏差σix, σiy(𝑖 = 1, ,⋯ ,9)を示す．また，
σix, σiyの平均値をグラフ化したものが図 4-12である．これより，ディスプレイ上部の正解
点(正解点 1,2,3)の標準偏差が大きく，正解点がディスプレイの下部に近づくにつれてσixが
小さくなる傾向を見て取れる．これは，カメラが注視対象上部に設置されていることに起
因する．カメラが上部に設置されているため，注視対象上部を注視する場合，視線はカメ
ラに向く．視線がカメラに向くと，得られる輪郭点は瞳の左右に集中する．輪郭点が左右
に集中していると，近似楕円が縦に長くなるという誤りが発生する．図 4-13 に例を示す．
(a)は提案手法によって瞳輪郭の近似楕円を得たものである．微笑に残った影により，誤っ
た輪郭点が含まれたため，本来なら(b)のように推定される瞳輪郭の近似楕円が縦に長くな
っている．近似楕円が縦長になると，推定視線の水平方向の傾きが大きくなる．そのため，
注視対象上部を注視している場合の x軸方向誤差が大きくなるものと考えられる． 
これに対し，σiyは正解点の位置によらずおよそ一定である．これは，図 4-13 に示す誤
りが以下の性質を持つためである． 
 推定される視線の垂直軸方向角度が 0に近い値を取る 
 視線がカメラの方を向いている時の y軸方向が推定される 
 視線がカメラに向かう場合に発生する 
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よって，ｙ軸方向の推定結果は常に標準偏差は小さい．つまり，推定結果がばらつかず，
安定することが分かる．よって，カメラを注視対象の上下に配置し，推定結果の垂直位置
に応じて視線方向推定に用いるカメラを選択し，常に視線がカメラに向かない状況を作り
出すことによって，水平方向の視線推定がより安定し，精度向上につながると考えられる． 
 
表 4-6 正解点の位置と水平方向誤差標準偏差 
被験者  1𝑥  2𝑥   𝑥   𝑥   𝑥   𝑥   𝑥   𝑥   𝑥 
A 7.4  12.9  12.5  3.5  2.8  4.8  2.7  4.1  2.5  
B 10.5  7.3  4.1  10.0  7.5  4.7  3.0  3.9  6.5  
C 3.5  5.5  5.5  4.4  5.7  4.2  6.1  2.0  6.3  
D 5.3  7.0  7.3  2.4  8.0  4.1  1.9  3.8  4.9  
E 8.9  13.8  10.4  6.2  10.0  6.3  4.2  1.9  3.8  
平均 7.1  9.3  8.0  5.3  6.8  4.8  3.6  3.1  4.8  
 
表 4-7 正解点の位置と垂直方向誤差標準偏差 
被験者  1𝑦  2𝑦   𝑦   𝑦   𝑦   𝑦   𝑦   𝑦   𝑦 
A 3.3  2.9  5.9  1.9  5.6  3.1  4.4  1.6  2.8  
B 2.6  2.6  2.0  4.9  2.3  2.2  1.7  1.9  3.5  
C 4.8  4.9  5.1  3.9  6.8  2.3  3.7  2.5  2.9  
D 5.2  6.5  3.6  4.4  4.3  3.8  2.1  4.2  3.8  
E 1.6  1.8  3.5  2.7  1.4  4.5  3.8  3.8  3.4  
平均 3.5  3.7  4.0  3.5  4.1  3.2  3.1  2.8  3.3  
図 4-12 𝛔𝐢𝐱, 𝝈𝒊𝒚の平均値 
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図 4-13 注視点上部を注視している時の瞳楕円近似失敗例 
楕円推定 
(a) (b) 
抽出された輪郭点 
 推定楕円 
凡例 
誤った輪郭点 
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(4) 目尻目頭による誤り 
図 4-6より，被験者 Bの結果において，推定結果 9が，正解点から一定の距離を置いて
集中していることがわかる．これは，被験者が流し目で正解点を注視していたことに起因
する．流し目は，瞳が目尻もしくは目頭に寄る．この時，本手法では想定していない過剰
な影により，輪郭の歪みが起こる．  
過剰な影とは，上瞼から下瞼まで途切れることのない影であり，これは瞳輪郭の左右い
ずれか一方の領域を全て覆ってしまう．図 4-14に流し目の例を示す．瞳が目頭に寄ってし
まったため，領域 Aが影となり，輪郭の抽出が不可能になってしまっている． この誤りは，
流し目特有の状態である．そのため，目尻，目頭の位置を判別したうえで特有の処理を行
う必要があると考えられる． 
 
  
図 4-14 流し目 
領域 A 
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4.4.2 処理速度 
表 4-5に示した通り，提案手法の視線推定処理時間は 346.6msである．これは，秒間約
2.9回の推定を行える処理時間である．この速度は視線推定システムとしては不十分である．
視線推定においては，素早い視線移動である”saccade”と，一点を注視し続ける”fixiation”
との区別が求められる．saccade と fixiation の判別は，100ms 単位で行われることが望ま
しく，視線推定システムは秒間 10回以上推定が必要となる．よって，提案手法には高速化
が必要である． 
提案手法における 1回の推定処理時間 346.6msのうち，瞳の楕円近似処理は 216.7msを
占める．1回の視線推定において，瞳の楕円近似処理は 4回行われる．この 4回の楕円近似
で扱われる瞳は全て異なるものであるため，それぞれの楕円近似処理は独立である．その
ため，4回の楕円近似は並列距離が可能である．並列処理することで瞳楕円近似の処理時間
は平均 54.2ms となり，全体の平均処理時間を 184.0ms まで抑えることが可能であると考
えられる． 
また，同様に 1回の推定の際に行われる 2枚の画像に対する目検出も並列化可能である．
目検出の総処理時間は平均 119.0ms である．よって，目検出を並列化することによって全
体の平均処理時間を 59.5ms減らすことができる．瞳の楕円近似の並列化を組み合わせるこ
とで全体の平均処理時間を 124.6ms に抑えることが可能であると考えられる．また，目検
出処理は前処理として顔検出を行っている．顔検出は目検出の探索範囲を縮小するための
ものであるため，高い精度は求められない．そのため，顔検出の段階で用いる画像の解像
度を下げることにより，さらなる高速化が可能であると考えられる． 
以上によって，提案手法の推定 1 回の処理時間を 124.6ms まで抑えることが可能である
と考えられる．しかし，これでも秒間 10回の推定速度には及ばない．よってさらなる高速
化が必要であり，今後の課題である．  
4.4.3 光源に対する頑健性についての考察 
本実験においては環境光源を室内の蛍光灯に限定した．蛍光灯は上部から光を照射する
ものである．しかし，実際の環境光には，上部以外から強弱様々な光を照射するものがあ
る．そのため，これらの光源に対する頑健性について考察する．上部以外からの環境光に
は以下の 2種類が考えられる． 
1. 窓などからの日光 
 横方向からの強力な光 
2. 逆光 
 顔が極端に暗くなる 
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(1) 窓などからの日光 
窓などから差す日光が光源である場合，図 4-15に示すように，横方向からの強い光を受
ける．このとき，目領域には光を受けていない部分が影となり，瞳領域の抽出に失敗する．
図 4-16 に，瞳領域抽出の失敗例を示す．(a)は元画像であり，(b)は楕円推定結果である．
(b)の赤い太線は二値化による瞳領域抽出結果である．(a)に見えるように，画像右側から強
い光を受け，左側が影となっているため，領域抽出に失敗している．今後，一定方向から
強力な光が照射される場合について，瞳領域の抽出に失敗する条件の定量的評価と対処が
今後の課題である． 
 
図 4-15 窓などからの光を受ける被験者 
 
図 4-16 窓などからの日光による瞳領域抽出の失敗例 
  
(a) (b) 
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(2) 逆光 
逆光を受けた場合，撮影された被験者の顔は輝度が下がる．それにより顔領域全体の輝
度値が下がり(図 4-17)，瞳領域とそれ以外との輝度差が小さくなる．図 4-18瞳領域抽出の
失敗例を示す．(a)は元画像であり，(b)は楕円推定結果である．(b)の赤い太線は二値化によ
る瞳領域抽出結果である．(a)に見えるように，全体の輝度値が下がり，白目領域と瞳領域
との区別がつきにくい．今後，逆光によって瞳領域とそれ以外との区別がつきにくい状況
について，瞳領域の抽出に失敗する条件の定量的評価と対処が今後の課題である． 
 
図 4-17 逆光を受けた被験者 
 
図 4-18 逆光による瞳領域抽出の失敗例 
  
(a) (b) 
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5 まとめ 
本稿では，Web カメラ相当の可視光カメラから得られる低解像度目画像を用いた視線推
定手法を提案した．本手法は，2 台の Web カメラから得られた画像から目領域を抽出し，
瞳輪郭を楕円近似することによって視線方向を推定するものである． 
本手法は Model-Based 視線推定手法である．従来の低解像度目画像を用いた
Model-Based 視線推定手法では，事前に生成した複数の眼球モデルとの画像マッチングを
用いて眼球の 3 次元位置を推定していた．しかし，この眼球モデルは回転角度が量子化さ
れているため，推定結果が不正確であった．可視光カメラによる目画像を用いた手法では，
視線方向を連続値で推定できる手法として，瞳輪郭を楕円近似する手法が存在した．しか
し，低解像度の目画像を用いた場合，輪郭に歪みが生じ．正確な視線推定は実現されてい
なかった．これに対し，本手法では瞳輪郭の形状を定量化し，歪みを除去することで正確
な瞳輪郭の楕円近似を実現した．  
5 人の被験者による実験を行った結果，水平方向誤差が 7.0°，垂直方向誤差が 4.3°で
あった．また，１回の推定処理時間が平均 346.6ms であり，並列化をすることで 124.6 ま
で短縮することができると考えられる． 
本手法には以下の３つの課題が残されている． 
 
高速化の必要性 
本手法は並列化によって１回の推定について 124.6ms の速度を出している．しかし，視
線情報の分析は 100ms単位で行われる．そのため，さらなる高速化が必要である． 
 
多様な光源への対応 
今回の実験では光源を室内の蛍光灯に限定した．しかし，自然光源には逆光，一定方向
からの強力な光源など，偏りのある光源が存在する．これらの光源に対しては，影が発生
し，瞳領域の抽出に失敗した．そのため，これらの光源における瞳領域抽出の定量的な評
価を行い，頑健性の向上を図ることが今後の課題となる． 
 
３次元位置測定の高精度化 
今回の実験の中で眼球の 3 次元位置測定に誤りが生じていることがわかった．これは，
カメラが持つ歪みによるものであると考えられる．そのため，カメラが持つ歪みを測定し，
撮影画像に修正をかけ，本手法のより正確な評価を行うことが今後の課題である． 
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