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Abstract. While data in healthcare is produced in quantities never
imagined before, the feasibility of clinical studies is often hindered by
the problem of data access and transfer, especially regarding privacy con-
cerns. Federated learning allows privacy-preserving data analyses using
decentralized optimization approaches keeping data securely decentral-
ized. There are currently initiatives providing federated learning frame-
works, which are however tailored to specific hardware and modeling
approaches, and do not provide natively a deployable production-ready
environment. To tackle this issue, herein we propose an open-source fed-
erated learning frontend framework with application in healthcare. Our
framework is based on a general architecture accommodating for differ-
ent models and optimization methods. We present software components
for clients and central node, and we illustrate the workflow for deploy-
ing learning models. We finally provide a real-world application to the
federated analysis of multi-centric brain imaging data.
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1 Introduction
The private and sensitive nature of healthcare information often hampers the use
of analysis methods relying on the availability of data in a centralized location.
Decentralized learning approaches, such as federated learning, represent today
a key working paradigm to empower research while keeping data secure[11].
Initially conceived for mobile applications [8], federated learning allows to
optimize machine learning models on datasets that are distributed across clients,
such as multiple clinical centers in healthcare [4]. Two main actors play in the
federated learning scenario: clients, represented for instance by clinical centers,
and a central node that continuously communicate with the clients [23].
Federated learning methods must address three main issues: security, by pre-
venting data leakages and respecting privacy policies such as the EU general data
protection regulation (GDPR) [22], communication efficiency, by optimizing the
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rounds of communication between clients and the central node, and heterogeneity
robustness, by properly combining models while avoiding biases from the clients
or adversarial attacks aiming to sabotage the models [2,1]. These issues are cur-
rently tackled through the definition of novel federated analysis paradigms, and
by providing formal guarantees for the associated theoretical properties [12,13].
Besides the vigorous research activity around the theory of federated learning,
applications of the federated paradigm to healthcare are emerging [6,7,10]. Nev-
ertheless, the translation of federated learning to real-life scenarios still requires
to face several challenges. Besides the bureaucratic burden, for federation still
requires to establish formal collaboration agreements across partners, the imple-
mentation of a federated analysis framework requires to face important technical
issues, among which the problem of data harmonization, and the setup of soft-
ware infrastructures. In particular, from the software standpoint, the practical
implementation of federated learning requires the availability of frontend frame-
works that can adapt to general modeling approaches and application scenarios,
providing researchers with a starting point overcoming problems of deployment,
scalability and communication over the internet.
In this work we propose Fed-BioMed, an open-source production-ready frame-
work for federated learning in healthcare. Fed-BioMed is Python-based and
provides modules to deploy general models and optimization methods within
federated analysis infrastructures. Besides enabling standard federated learning
aggregation schemes, such as federated averaging (FedAVG) [8,14], Fed-BioMed
allows the integration of new models and optimization approaches. It is also
designed to enable the integration with currently available federated learning
frameworks, while guaranteeing secure protocols for broadcasting.
We expect this framework to foster the application of federated learning to
real-life analysis scenarios, easing the process of data access, and opening the
door to the deployment of new approaches for modeling and federated optimiza-
tion in healthcare. The code will be freely accessible from our repository page
(https://gitlab.inria.fr/fedbiomed).
2 Related works
NVIDIA Clara is a large initiative focusing on the deployment of federated learn-
ing in healthcare [24], currently providing a service where users can deploy per-
sonalized models. The code of the project is not open, and it requires the use
of specific hardware components. This may reduce the applicability of federated
learning to general use-cases, where client’s facilities may face restrictions in the
use of proprietary technology.
The Collaborative Informatics and Neuroimaging Suite Toolkit for Anony-
mous Computation (COINSTAC) [17] focuses on single-shot and iterative opti-
mization schemes for decentralized multivariate models, including regression and
latent variable analyses (e.g. principal/independent-component analysis, PCA-
ICA, or canonical correlation analysis, CCA). This project essentially relies on
distributed gradient-based optimization as aggregating paradigm. A frontend
Title Suppressed Due to Excessive Length 3
distributed analysis framework for multivariate data modeling was also pro-
posed by [20]. Similarly to COINSTAC, the framework focuses on the federation
of multivariate analysis and dimensionality reduction methods. The PySyft ini-
tiative [18] provides an open-source wrapper enabling federated learning as well
as encryption and differential privacy. At this moment however this framework
focuses essentially on optimization schemes based on stochastic gradient de-
scent, and does not provide natively a deployable production-ready framework.
Fed-BioMed is complementary to this initiative and allows interoperability, for
example by enabling unit testing based on PySift modules.
3 Proposed Framework
3.1 Architecture
Fed-BioMed is inspired by the 2018 “Guide for Architectural Framework and
Application of Federated Machine Learning” (Federated Learning infrastructure
and Application standard)4 basing the architecture on a server-client paradigm
with three types of instances: central node, clients and federators.
The clients are responsible for storing the datasets through a dedicated
client application (Figure 1, right). Since not every client is required to store the
same type of data, this enables studies with heterogeneous or missing features
across participants. Moreover, depending on the target data source and on the
analysis paradigm, centers can be either included or ignored from the study.
Each client verifies the number of current jobs in queue with the central node,
as well as data types and models associated to the running jobs.
The central node consists in a secured RESTful API interfacing the fed-
erators with the clients, by storing their jobs in queue and submissions. This
instance also allows researchers to deploy jobs using predefined models and data.
The federators are in charge of combining the models submitted by the
clients for each job, and sharing the global model back through the central node.
For this initial stage, Federated Averaging is used as the default federating ag-
gregator. However, as each federator instance is conceptualized as an isolated
service, alternative federated aggregators can be included, such as based on dis-
tributed optimization via Alternating Direction Method of Multipliers (ADMM)
[3]. To allow clients and federators to interact with the RESTful API, we provide
a dedicated standard Python library (fed-requests). This eases the procedure
for deploying new models or federators into the framework.
Communication scheme: Every instance is packaged and deployed in form
of Docker containers [15] interacting between each other through HTTP requests.
Containerized instances help to overcome software/hardware heterogeneity is-
sues by creating an isolated virtualized environment with a predefined operating
system (OS), thus improving reproducibility as every center run on the same soft-
ware environment. This scheme also achieves scalability and modularity when
4 https://standards.ieee.org/project/3652 1.html
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dealing with large amounts of clients. In this case, multiple instances of the API
can be created under a load balancer, while federator instances can be separately
deployed on a dedicated computation infrastructure.
Security: Fed-BioMed addresses typical security issues regarding communi-
cation (e.g. man-in-the-middle and impersonation attacks) and access permis-
sions as follows: 1) all requests are encrypted by using HTTP over SSL, 2) user
authentication relies on a password-based scheme, and 3) reading/writing oper-
ations are restricted by role definitions. Protection from adversarial or poisoning
attacks [2] is currently not in the scope of this work, but can be naturally in-
tegrated as part of the federator. In the future, malicious attacks will be also
prevented by implementing certification protocols attesting the safety of the
model source code before deployment [19].
Traceability: to allow transparency to the centers and for the sake of tech-
nical support, each instance leverages on a logging system that allows to keep
track of every request made, shared data and of the current available jobs.
The architecture behind Fed-BioMed is illustrated in Figure 1, left. The
common procedure involves the deployment of one or multiple jobs from the
researchers. Each job must contain the architecture model to be trained and its
initialized parameters for reproducibility, the number of rounds, and the feder-














Fig. 1. Left: Clients providing different data sources share their local model param-
eters with the central node. The central node creates the jobs that will be run by
the clients, and transmits the initialization parameters for the models in training. The
federator gathers the collected parameters and combines then into a global model that
is subsequently shared with the clients for the next training round. As instances are
isolated in containers, new instances, such as a new federators (dashed line), can be
introduced without altering the behavior of the infrastructure. Right: Screenshot of
the “Manage Data” section in the client application.
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3.2 Workflow
Deploying a new model. Fed-BioMed relies on a common convention for
deploying a new model. A model must be defined as a PyTorch [16] module
class, containing the common methods for any torch module:
– init (**kwargs) method: defines the model initialization parameters;
– forward() method: provides instructions for computing local model updates.
Fig. 2. Examples of model declaration (left) and creation of a new federator (right).
Once the new class is defined, it can be integrated in the model zoo for both
clients and federators (Figure 2, left).
Deploying a new federator or aggregation function in the backend is obtained
by creating a containerized service that queries the API for the necessary sub-
missions at each round, and subsequently aggregates the submitted local updates
(Figure 2, right).
4 Experiments
This experimental section illustrates our framework on two different applications:
1) an analysis on the MNIST dataset [9] involving 25 clients, and 2) a multi-
centric analysis of brain imaging data involving four research partners based on
different geographical locations.
MNIST analysis: The 60000 MNIST images were equally split among 25 cen-
ters. Each center was synthetically emulated and setup in order to interact with
the centralized API. The model was represented by a variational autoencoder
(VAE) implementing non-linear encoding and decoding functions composed by
three layers respectively, with a 2-dimensional associated latent space. For train-
ing we used a learning rate of l = 1 × 10−3, 10 local epochs for 30 optimization
rounds, while the federated aggregating scheme was FedAVG.
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Brain imaging data analysis: In this experiment we use our framework to
perform dimensionality reduction in multi-centric structural brain imaging data
(MRI) across datasets from different geographical locations, providing cohorts
of healthy individuals and patients affected by cognitive impairment.
Four centers participated to the study and were based geographically as
follows: two centers in France (Center 1 and Center 4), one in the UK (Center
3), and a last one in the US (Center 2). The central node and the federator
were also located in France. Each center was running on different OS and the
clients were not 100% online during the day allowing to test the robustness of
the framework in resuming the optimization in real-life conditions.
For each center, data use permission was obtained through formal data use
agreements. Data characteristics across clients are reported in Table 1. A total
of 4670 participants were part of this study, and we note that the data distribu-
tion is heterogeneous with respect to age, range and clinical status. 92 features
subcortical volumes and cortical thickness were computed using FreeSurfer [5]
and linearly corrected by sex, age and intra-cranial volume (ICV) at each center.
This analysis involved data standardization with respect to the global mean
and standard deviation computed across centers, and dimensionality reduction
was performed via a VAE implementing a linear embedding into a 5-dimensional
latent space. Federated data standardization was implemented as in [20], while
VAE’s parameters aggregation was performed through FedAVG. Federated learn-
ing was performed by specifying a pre-defined budget of 30 rounds of client-server
iterations in total with 15 epochs/client-round at a learning rate of l = 1×10−3.
Table 1. Demographics for each of the centers sharing brain-imaging data. MCI: Mild
Cognitive Impairment; AD: Alzheimer’s Disease.
Center 1 Center 2 Center 3 Center 4
No. of participants (M/F) 448/353 454/362 1070/930 573/780
Clinical status
No. healthy 175 816 2000 695
No. MCI and AD 621 0 0 358
Age ± sd (range) [years] 73.74 ± 7.23 28.72 ± 3.70 63.93 ± 7.49 67.58 ± 10.04
Age range [years] 54 - 91 22 - 37 47 - 81 43 - 97
5 Results
The evolution of the models during training can be assessed by analyzing the
weights’ norm across iterations (Figure 3 and supplementary material for the
complete set of weights). MNIST parameters evolution is shown in the top panel,
while the related test set projected onto the latent space is shown in Figure 4,
left panel, describing a meaningful variability across digits and samples.
Concerning the brain imaging data analysis experiment, the evolution of
the encoding parameters throughout the 30 optimization rounds is shown in
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Fig. 3. Illustration of parameter evolution for VAE parameters (input layer). The fed-
erated model closely follows the clients’ weights distribution. Top: MNIST across 25
centers with equally distributed data. Bottom: brain-imaging heterogeneous dataset
across 4 centers with unevenly distributed data. Continuous lines: clients weights’ norm.
Dashed lines: federated model weights’ norm.
Figure 3, bottom panel. For this real-world application we also collected each
client’s elapsed time to report its local updates to the central node, as well as the
average time per round in the best scenario (Figure 5). As expected, the clients’
time varies depending on the geographical proximity with the central node, as
well as on the local upload/download speed. The model was further investigated
by inspecting the latent space on the subset of the training data available to the
coordinating Center 1. The right panel of Figure 4 shows that although most
of the training data for the VAE comes from healthy and young participants,
the model is also able to capture the pathological variability related to cogni-
tive impairment in aging. The latent variables associated to the observations of
Center 1 indeed show significantly different distributions across different clinical
groups, from healthy controls (CN), to subjects with mild cognitive impairment
(MCI), and patients with Alzheimer’s disease (AD).
6 Conclusions
This work presents an open-source framework for deploying general federated
learning studies in healthcare, providing a production ready reference to deploy
new studies based on federated models and optimization algorithms. Our ex-
perimental results show that the framework is stable in communication, while
being robust to handle clients going temporarily out of the grid. Scalability is
obtained thanks to the use of containerized services. The ability to handle client-
authentication and the use of secured broadcasting protocols are also appealing
security features of Fed-BioMed. While the experiments mostly focused on VAE
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Fig. 4. Left: MNIST pixel data projected onto the latent space. Right: Brain features
of Center 1 projected onto the first 2 components in the latent space. Although the
model was trained with unbalanced data, it is still able to capture pathological vari-
ability. CN: healthy controls; MCI: mild cognitive impairment; Dementia: dementia
due to with Alzheimer’s disease.


































Fig. 5. Top: User average elapsed time per round (since a new version of the model is
made available and each user to submit its local update). Geographical and data dis-
tribution: Center 1 (FR) , Center 2 (US), Center 3 (UK) and Center 4 (FR). Bottom:
Averaged elapsed time across centers per round of updates.
and Federated Averaging as aggregating paradigm, our framework is completely
extensible to other distributed optimization approaches. Future work will there-
fore integrate additional models for the analysis of different data modalities and
bias, as well as enhanced secure P2P encryption. Concerning the clinical experi-
mental setup, the brain application was chosen to provide a demonstration of our
framework to a real-life analysis scenario, and it is not aimed to address a spe-
cific clinical question. In the future, the proposed work Fed-BioMed will be a key
component for clinical studies tailored to address challenging research questions,
such as the analysis of imaging-genetics relationships in current meta-analysis
initiatives [21].
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