A fuzzy rough granular self-organizing map (FRGSOM) involving a 3-dimensional linguistic vector and connection weights, defined in an unsupervised manner, is proposed for clustering patterns having overlapping regions. Each feature of a pattern is transformed into a 3-dimensional granular space using a π-membership function with centers and scaling factors corresponding to the linguistic terms low, medium or high. The threedimensional linguistic vectors are then used to develop granulation structures, based on a user defined α-value. The granulation structures are labeled with integer values representing the crisp decision classes. These structures are presented in a decision table, which is used to determine the dependency factors of the conditional attributes using the concept of fuzzy rough sets. The dependency factors are used as initial connection weights of the proposed FRGSOM. The FRGSOM is then trained through a competitive learning of the self-organizing map. We also propose a new ''fuzzy rough entropy measure'', based on the resulting clusters and using the concept of fuzzy rough sets. The effectiveness of the FRGSOM and the utility of ''fuzzy rough entropy'' in evaluating cluster quality are demonstrated on different real life datasets, including microarrays, with varying dimensions.
Introduction
Granulation is an important step in the human cognition process. This is also a computational paradigm, among others such as self-organization, self-replication, evolution, perception, functioning of brain, group behavior, cell membranes, and morphogenesis, which are abstracted from natural phenomena. A good survey on natural computing explaining its different facets is provided in [1] . Granulation of an object (i.e., a data set, a decision table containing the data set, an image, etc.) involves the collection of granules from the object, where each granule represents a group of data points that have very similar characteristics. These characteristics may refer to similarity, equality and proximity between the data points. The concept of information granulation is described in [2] , where perceptions are considered to have fuzzy boundaries and the values of attributes they can take are granulated (a clump of indistinguishable data points/patterns).
Granular Computing (GrC) is an approach, where computation and operations are performed on information granules. The information granules can be developed by fuzzy sets, rough sets, neural networks, etc. For example, the fuzzy set theory is used to describe features in terms of information granules low, medium or high. The development of information granules, using fuzzy set theory and rough set theory, can be found in [2, 6] . In neural networks, the Kohonen self-organizing map (SOM) [13] is a pattern discovery technique that organizing data in clusters/groups, reflecting the underlying structures, through the competitive learning. Each such group can be represented as an information granule. The granules can be further incorporated into different types of neural network techniques like multi-layer perceptron, self-organizing map, support vector machines, etc., to develop efficient granular neural networks for discovering the patterns in the object.
Different types of granular neural network architectures are described in [3] . Herbert and Yao [12] proposed a granular computing framework for hierarchical self-organizing maps, where training is performed using a bidirectional update propagation method. Mitra and Pal [5] developed a self organizing neural network architecture as a fuzzy classifier. A knowledge based unsupervised network, called Rough SOM, is developed in [4] for discovering underlying clusters in a given data. Here, rough sets are used to encode the weights as well as to determine the size of the network, and fuzzy sets are used for discretization of feature space. Lingras et al. [14] proposed an adaption of self-organizing maps, based on the properties of rough sets, to find interval set representation of clusters of web users on three educational web sites. Investigations have also been carried out in integrating fuzzy sets and rough sets to handle uncertainty and provide a high degree of flexibility [11, 20, 21, 9, 10] .
In this article, we propose a network by integrating fuzzy sets, fuzzy rough sets and the Kohonen self-organizing map (SOM) [13] , where two facets of natural computation, viz, granulation and self organization are integrated. A preliminary version of this investigation is reported in [18] . In this investigation, fuzzy sets are used to develop linguistic input vectors or information granules, fuzzy rough sets are used to extract the crude domain knowledge about data in the form of rules, using a fuzzy reflexive relation, and SOM is used for clustering the data by integrating fuzzy sets and fuzzy rough sets. Here, the significance of the fuzzy reflexive relation is that it measures the similarity between any two patterns in a universe. There is also a possibility of outliers to be present in the data due to noise. This is effectively reduced by using the concept of fuzzy rough sets based on the fuzzy reflexive relation. The concept of an information granule is incorporated, in our methodology, in two different ways: (i) each feature value of data is defined as an information granule in terms of low, medium or high using fuzzy sets and (ii) by using an user defined α-value (α-cut), between 0 and 1, to generate the granulation structures (information granules). These granulation structures, when presented to a decision table, help in extracting domain knowledge about the data in the form of rules. These rules are encoded into SOM and they are used as network parameters (initial connection weights). The resultant network is called a fuzzy rough granular self-organizing map (FRGSOM) and it consists of two layers: input layer and SOM's output layer. The arrangement of the nodes in the input layer and SOM's output layer of the network, incorporation of rules into the network, and training of the network are as follows:
The number of nodes in the input layer is determined by a 3n-dimensional linguistic vector (low, medium and high), describing a n-dimensional pattern, using fuzzy sets. The number of nodes in the SOM's output layer is considered to be the same as the expected number of clusters. The nodes are then arranged in a two-dimensional grid. The connection weights between nodes in the input layer and nodes in the SOM's output layer are initialized by dependency factors. The initial knowledge based network (FRGSOM) is trained through the competitive learning process of the conventional SOM. After completion of the training process, the network determines the underlying granulation structures/clusters of the data. These are formed at the nodes of the SOM's output layer in a topological order.
We also propose a new entropy measure, called fuzzy rough entropy, based on the lower and upper approximations of a set, and provide some of its properties. In general, in real life data sets, pattern classes have overlapping boundaries, resulting in uncertainty with respect to class belongingness of patterns. The uncertainty can be handled by defining degrees of membership of the patterns, belonging to lower and upper approximations of a set, corresponding to each cluster. Several researchers have defined entropy measures, based on fuzzy set theory and rough set theory, in the past few years. Sen and Pal [22] proposed different classes of entropy measures using fuzzy rough sets. Entropy measure is also determined in [23] , using fuzzy rough sets with T -norms, to quantify the uncertainty in T -generalized fuzzy rough sets. In this investigation, the lower and upper approximations are defined by the concept of fuzzy rough sets. We use the proposed entropy measure to quantify the uncertainty in each cluster. The performance of FRGSOM and some related clustering methods like rough selforganizing map (Rough SOM), fuzzy self-organizing map (FSOM) and self-organizing map (SOM) is then evaluated, based on the proposed fuzzy rough entropy, β-index [31] and Davies-Bouldin index (DB-index) [30] for different real life data sets, viz., Telugu vowel data, medical data and microarray data.
The paper is organized as follows: we describe the methodology of FRGSOM in Section 2. A new fuzzy rough entropy measure is proposed, based on the concept of fuzzy rough sets, and its properties are discussed in Section 3. In Section 4, a brief description of the various real life data sets, that are used in our experiments, is given. The FRGSOM is compared with Rough SOM, FSOM and SOM on these data sets and using the proposed fuzzy rough entropy measure, β-index [31] and Davies-Bouldin index (DB-index) [30] . Finally, Section 5 concludes this investigation.
Proposed fuzzy rough granular self-organizing map
Here, we describe the process of integrating fuzzy sets and fuzzy rough sets with SOM [13] in order to develop the proposed FRGSOM. The main steps of our methodology are:
Represent input vector of SOM in terms of fuzzy granules:
The input vector of SOM is described in terms of fuzzy granules low, medium and high, using the concept of fuzzy sets. The procedure of defining the fuzzy granules using fuzzy sets is explained in Section 2.1.
Granulate the linguistic input data based on α-cut:
The linguistic input data is granulated in two phases. While the first phase computes the pairwise similarity matrix among the patterns using t-norm and implication operator, the second phase generates the granulation structures. The value of α, used to generate granulation structures, is chosen between 0 to 1 in the second phase. The complete procedure of defining granular structures is explained in Section 2.2. The granulation structures are first labeled  according to decision class information and then presented to a decision table. Based on the decision table, a fuzzy reflex- ive relation is defined to measure a feature-wise similarity between two patterns in the universe, thereby approximating each such structure using lower and upper approximations. The lower approximation is used to define a positive degree of a pattern in a universe and a dependency degree of a conditional attribute. The lower approximations, positive degrees, and dependency degrees are then used to extract the domain knowledge about the data. These are discussed in detail in Section 2.3.
Introduce the concept of fuzzy rough sets to extract domain knowledge of data:

Incorporate the domain knowledge in SOM:
The domain knowledge is encoded in the form of connection weights between the nodes of the input layer and the nodes of the output layer of self-organizing map (SOM). The knowledge encoding procedure and the network configuration of the FRGSOM are explained with an example in Section 2.4.
Train the FRGSOM and cluster the data:
The FRGSOM is trained with the competitive learning of SOM and the data is clustered. These are explained in Section 2.5.
Input vector representation of SOM in terms of fuzzy granules
In general, human minds can perform a wide variety of physical and mental tasks without any measurement or computation. Familiar examples of such tasks include parking a car, driving in heavy traffic, and understanding speech. For performing such tasks, one needs perceptions of size, distance, weight, speed, time, direction, smell, color, shape, force, etc. But a fundamental difference between such measurements on the one hand and perception on the other hand is that the measurements are crisp numbers, whereas perceptions are fuzzy numbers or, more generally, fuzzy granules [15] .
A fuzzy granule is a group of patterns defined by the generalized constraint form "X isr R" , where, 'R' is a constrained relation, 'r' is a random set constraint and a combination of probabilistic and possibilistic constraints, and 'X' is a fuzzy set valued random variable which takes the values low, medium and high. Using fuzzy-set theoretical techniques, a pattern point x, belonging to the universe U, may be assigned a grade of membership with a membership function, µ A (x), to a fuzzy set A. This is defined as
(1)
In Eq. (1), the membership values are defined by the π -membership function, with range [0, 1] and x ∈ R n , and is defined as [16] π (x, C , λ) =
where λ > 0 is a scaling factor (radius) of the π function with C as a central point, and ∥ · ∥ 2 denotes the Euclidean norm.
Choice of parameters of π functions for numerical features
Let {F ij }, for i = 1, 2, . . . , s; j = 1, 2, . . . , n; represent a set of s patterns with n features for a given data set, and F j minm and F j maxm denote the minimum and maximum values along the jth feature, considering all the s patterns. In general, real-life data contains outliers which can affect the parameters, center and scaling factor of π-membership function. 
Incorporation of granular concept
An n-dimensional pattern can be represented as a 3n-dimensional linguistic vector [5] . If F i1 , F i2 , . . . , F in represent the n features of the ith pattern F i , then the fuzzy granule of the features is defined as
where µ indicates the value of the π -membership function along each feature axis, and corresponds to a fuzzy granule low, medium or high.
Granulation of linguistic input data based on an α-cut
Here, we recall some preliminaries on granulations based on rough sets, fuzzy sets and fuzzy rough sets. Then, the proposed granulation of linguistic data, based on an α-cut, is explained. In rough sets, the granulation structure is typically a partition of the universe. For preliminaries on granulations, based on rough sets, one may refer to [6] [7] [8] .
In fuzzy sets, patterns belong to a set, and a couple of patterns belong to a relation with a given degree. A fuzzy relation
, where a mapping is expressed by a membership function R(x, y) of a relation R, i.e.,
For each y ∈ U, the R-foreset of y is a fuzzy set R y , defined by R y (x) = R(x, y), for all x ∈ U.
In fuzzy rough set theory, a similarity between any two patterns in U is modeled by a fuzzy relation R, which is defined as
for all x, y, z in U. Given a t-norm (or a T -norm), if R does not satisfy symmetry and T -transitivity properties then R is called a fuzzy reflexive relation (fuzzy T -equivalence relation). In general, for the fuzzy T -equivalence relation, we call R y a fuzzy T -equivalence class (fuzzy equivalence granule) of y. The following fuzzy logical counterparts of connectives [19] are used in generalization of lower and upper approximations in fuzzy rough set theory. For all x and y ∈ [0, 1], an operator T , mapping
We use T M and T L to represent t-norms, and these are defined as
On the other hand, a mapping 
Algorithm 1. Similarity Matrix
3. /*a set of 3n-dimensional granular data*/ 4. Output: m(i, j), i, j = 1, 2, . . . , s.
5. /*a similarity matrix*/ 6. Method:
for j ← 1 to s do 3: for k ← 1 to 3n do 4:
/* Use Eq. 5 */ 6:
8:
9:
/* Use Eq. 7 */ 11:
end fork 13: for k ← 1 to 3n do 14 :
end for k 16: end for j 17: end for i Algorithm 2. Granulation Structures for j ← 1 to s do 7: if m(i, j) > α then 8: /*use < continue > statement*/ 9: flag(j) ← 1; 10: g(p, array(p)) ← j; 11: end if 12: end for j 13: end for i 14: for i 1 ← 1 to p do 15: for j 1 ← 1 to p(i 1 ) do 16: val ← g(i 1 , array(j 1 )); 17: for k ← 1 to 3n do 18 :
end for k 20: end for j 1 21: end for i 1 
Determination of granulation structures
As mentioned earlier, the linguistic input data is granulated to find the granulation structures of the data in two phases, using two different algorithms. While the first phase computes a pairwise similarity matrix of the size s × s, where s is the total number of patterns (see Algorithm 1), the second phase generates the granulation structures (see Algorithm 2). Algorithm 1 is used to define a pairwise similarity matrix among the linguistic input data, using fuzzy logic connectives (see Eqs. (5) and (7)). The similarity matrix is then used to develop the granulation structures based on an α-value, where the value of α is chosen between 0 and 1. The method of determining granulation structures (i.e., p groups in Algorithm 2) is shown in Algorithm 2. The resultant structures (p groups) can be viewed as partitions or clusters. These partitions are arranged in decreasing order according to the size of the group. Here, the size is defined by the number of points in a group. It may be noted that, for different α-values, between 0 to 1, the number of granulation structures will be different.
We performed experiments with different α-values and for every α-value, we select the top c groups, based on their size, in all p groups where c represents the user defined number of clusters. The compactness of the first c groups, for every α-value, are then calculated using the proposed fuzzy rough entropy (FRE) (defined in Section 3) and the granulation structures, corresponding to a particular α-value, which provide the lowest average FRE, are accepted. These are presented to a decision system S to extract the domain knowledge (explained in Section 2.3).
Introduce the concept of fuzzy rough sets to extract domain knowledge about data
Let the number of patterns in all the c-groups, obtained using the selected α-value, be denoted by r. These r patterns from c-groups, represented by {x 1 , x 2 , . . . , x r }, are then presented to a decision system S = (U, A ∪ {d}), where U represents the universe and A represents the attributes, say {a 1 , a 2 , . . . , a 3n }. Here, each attribute is constructed by considering the corresponding dimension, from the 3n-dimensional linguistic vectors (see Eq. (3)), for all the patterns. The decision attribute d is defined as X k , where k = 1, 2, . . . , c. The value of X k , corresponding to a pattern, is assigned according to its group. Each X k can be treated as a decision class. Each pattern x i in U is classified by its decision classes. The fuzzy reflexive relation R a , between any two patterns x and y in U, with respect to a quantitative attribute a ∈ A, is defined as
where 
where F ij is the value of the jth component of the ith pattern. Note that, when the value of a feature for all the patterns in a class is the same, then the standard deviation will be zero. In that case, we consider V kj = 0.000001 (for the sake of computation) so that the weighting distance Z ik becomes high and the membership value of the ith pattern, belonging to the kth class along that feature, becomes low. The membership value of the ith pattern in the kth class is defined as [24] 
where f e and f d are fuzzifiers. It may be noted that when a pattern has different membership values then its decision attribute becomes quantitative. It can be shown in two different ways, namely, (1) the membership values of all patterns in the kth class to its own class is defined as
where µ k ( − → F i ) represents the membership value of the ith pattern to the kth class, and (2) the membership values of all patterns in the kth class to other classes is defined as
where k and l = 1, 2, . . . , c. For any two patterns x and y ∈ U, with respect to an attribute a ∈ {d}, the fuzzy decision classes are defined as
Here, D kk represents the membership value of each pattern − → F i belonging to the same class (k = l), and D kl represents an integer value '1' for all the patterns from other than the kth class (k ̸ = l).
The lower and upper approximations of a fuzzy set A ⊆ U, with a reflexive relation R under the fuzzy logic connectives, Eqs. (5) and (7), are defined as [21] ,
respectively, for all y in U. For any B ⊆ A, the fuzzy positive region can be defined, based on the B-indiscernibility relation R B , for x ∈ U, as
for all y in U. The degree of dependency of γ , on the set of attributes B ⊆ A, is defined as
where | · | denotes the cardinality of a set U, and the value of γ is 0 ≤ γ ≤ 1. 
Incorporation of domain knowledge in SOM
In this section, we first describe how the decision table can be used to explain the concept of granulation by partition and fuzzy rough set approximations, based on a fuzzy reflexive relation. Based on this principle, knowledge about the data is extracted and incorporated into the self-organizing map (SOM). It is then used for competitive learning. The knowledge encoding procedure is as follows:
Knowledge encoding procedure:
Let us recall the aforesaid decision table S = (U, A ∪ {d}) with its set of conditional attributes, decision attributes, set of patterns, and labeled values of patterns corresponding to 3n-dimensional conditional attributes. The following steps are applied to the decision table S = (U, A ∪ {d}) for extracting the domain knowledge about data.
Step 1. Generate a fuzzy reflexive relational matrix by using the fuzzy reflexive relation (see Eq. (8)) on all possible pairs of patterns and obtain additional granulation structures based on the relational matrix.
Step 2. Use a fuzzy reflexive relational matrix to compute the membership value (belonging to lower approximation, using Eq. (14)) of every pattern of a concept, for each conditional attribute with respect to decision classes (using Eq. (13)).
Step 3. Calculate the fuzzy positive region (using Eq. (16)) of every pattern for each conditional attribute.
Step 4. Calculate the degree of dependency (using Eq. (17)), of each conditional attribute, corresponding to patterns within the concept, with respect to each decision class. Assign the resulting dependency factors as initial weights between the input layer nodes and c-number of output layer nodes in SOM, where c represents the user defined number of clusters.
Example
Let us consider an example data set [20] , and two granulation structures, shown in Table 1 . Each conditional attribute (feature) in Table 1 is transformed into a 3-dimensional granular space using Eq. (3). Then the resulting decision table is shown in Table 2 . We apply the concept of fuzzy rough sets based on the fuzzy reflexive relation on the example data set to determine the initial weights of the FRGSOM. The fuzzy membership values of the patterns (using Eqs. (11) and (12)) are presented under the decision columns D kk and D kl in Table 2 . Two typical examples of fuzzy reflexive relational matrices, resulting from conditional attributes L 1 and M 1 , are as follows: Similarly, the fuzzy reflexive relational matrices
, and R H 3 (x, y) can be determined for the remaining attributes. We then calculate a membership value of an pattern, belonging to the lower approximation, using the values in the decision columns D kk and D kl corresponding to the decision classes X 0 = {1, 3, 6} and X 1 = {2, 4, 5} in Table 2 . Table 2 Decision table. The membership value of pattern 1, belonging to the lower approximation (using Eq. (14)), with respect to the decision
For the remaining patterns, the membership values belonging to the lower approximation are
The membership value of pattern 1, belonging to the lower approximation (using Eq. (14)), with respect to the decision 
Hence, the positive regions (using Eq. (16)) of patterns in the concept {1, 3, 6}, with respect to decision class X 0 = {1, 3, 6}, are defined as follows:
For the remaining patterns, the positive regions are
Similarly, the positive regions of patterns in the concept, {2, 4, 5}, with respect to decision class
The dependency degree of the attribute L 1 with respect to decision class x 0 = {1, 3, 6} is
The dependency degree of the attribute L 1 with respect to decision class
The dependency degrees for the remaining attributes with respect to each decision class are as follows:
Let us now define the initial structure of FRGSOM for the above said example data set in Table 2 . The data has nine input features (conditional attributes), so the number of input layer nodes of the FRGSOM is set to nine. The number of output layer nodes of the FRGSOM is set to two as it is assumed that there are two granulation structures in this data. The aforesaid dependency degrees, corresponding to the decision class X 0 , are used as initial connection weights between the nine input layer nodes to the first node in the SOM's output layer. Similarly, the dependency degrees, corresponding to the decision class X 1 , are used as initial connection weights between the nine input nodes to the second output node. The network is then trained through a competitive learning of SOM for clustering of the input data, as explained in the next section.
Train the FRGSOM and cluster the data
In this section, first we provide a brief description of the conventional self-organizing map (SOM) [13] , and then we explain the training process of the proposed FRGSOM.
n denote a sequence of input vectors and {w ij (t), i = 1, 2, . . . , N; j = 1, 2, . . . , n} denote a set of network parameters (initial connection weights), where t is the time coordinate, N is the number of nodes in the output layer, and n represents the dimension of the input vector as well as the number of nodes in the input layer. Initially, the network parameters in SOM are chosen as small random numbers. At each successive instant of time, t, an input vector x j (t) is randomly presented to the network. The Euclidean distance, d i , between the input vector, x j (t), and weight vector, w ij (t), is computed as
The winning neuron obtained in the output layer, denoted by a, is determined by
The nodes in the output layer are arranged in a two-dimensional lattice. The neighborhood set, say N a , around the winning neuron a, is defined in [13] as
where r c and r c represent the coordinates of winning node a and a node c within the neighborhood N a , respectively. Here, σ (t) is the width of the neighborhood set and is decreased with every iteration. The value of σ is chosen as in [13] . Now, the weights of neurons within the neighborhood set, N a , are updated and neurons outside N a are left intact. The updated weight of any neuron is defined as
where α is a learning parameter, chosen between 0 and 1, and i represents the number of neurons within the neighborhood set N a . Eq. (21) updates the weights of the winning neuron and its neighborhood neurons. The updated weights are more likely to become similar to the input patterns, which are presented to the network during training. In the proposed FRGSOM, the input data is first transformed into 3-dimensional granular space using Eq. (3). During the training process of FRGSOM, instead of choosing the initial connection weights in SOM as small random numbers they are determined using the concept of fuzzy rough sets, explained in Section 2.4. The FRGSOM is then trained through the competitive learning process using Eq. (21) . After completion of the competitive learning, FRGSOM is able to partition the granular input data into the groups/clusters (granulation structures) in a topological order. Here, the input data is partitioned by FRGSOM in a topological order in the sense that the weight updates of the neighborhood neurons, of a winning neuron, cause the whole output space to become approximately ordered [13] .
Fuzzy rough entropy measure
The performance of clustering methods is evaluated using a newly defined entropy measure along with some of the existing ones and the results are reported. Before defining the proposed entropy measure, we explain the concept behind it. Let us consider, as an example, three clusters, say, C 1 , C 2 and C 3 . Let p 1 , p 2 and p 3 denote the number of patterns belonging to C 1 , C 2 and C 3 , respectively. It may be noted that the data used for evaluation of the clusters, based on fuzzy rough entropy measure, is defined in terms of membership values using Eq. (2), where the parameters in Eq. (2) are considered corresponding to a linguistic term medium to reduce computational complexity.
Let X i denote the ith set, with all the patterns, corresponding to the cluster C i , i = 1, 2 and 3. That is, for i = 1, X 1 = p 1 .
The entropy measure for a cluster C i is defined based on the roughness values of the set X i , which is as follows: 
. . . , a n class 2
Roughness of a set X 1 in a universe U
Let S i = (u i , A ∪ {d}) be a decision system corresponding to a cluster C i , i = 1, 2 and 3. For i = 1, S 1 = (u 1 , A ∪ {d}) represents the decision system for the set X 1 , where A = {a 1 , a 2 , . . . , a n } represents the conditional attributes, and d (d / ∈ A) represents a decision attribute. Here, universe
The patterns, p 1 , are labeled with an integer value ''1'', representing the decision class 1, and all other patterns, p 2 ∪ p 3 are labeled with an integer value ''2'', representing the decision class 2. The methodology, say Procedure 1, of defining roughness of the set X 1 , using the concept of fuzzy rough sets, is as follows:
Procedure 1:
(S1) For a quantitative attribute a ∈ A, we calculate the fuzzy reflexive relation using Eq. (8).
(S2) For a qualitative decision attribute a ∈ {d}, we define a fuzzy way of decision classes for the patterns p 1 and to the other class (k = 2), and assigning it to each pattern − → F i in the other decision class (k = 2). So the average membership value of all the patterns in the kth class to its own class is defined as
where r represents the total number of classes.
The average membership values of all the patterns in the kth class (k = 1) to the other decision class (say, k = 2)
are defined as
where |m k | indicates the number of patterns in the kth class. For a qualitative attribute 'a' ∈ {d}, the fuzzy decision classes are defined as
for all x and y in u 1 .
A detailed description of defining the decision classes, in a fuzzy way, of the data can be found in [17] . A decision table S 1 along with fuzzy decision classes, for a set X 1 corresponding to a cluster C 1 , is shown in Table 3 , as an example.
Let x 0 = {p 1 } and x 1 = {p 2 ∪ p 3 } denote two subsets of the universe u 1 . For each conditional attribute (feature) a ∈ A, we now compute the membership values of the patterns in the subset x 0 , for belonging to the lower and the upper approximations of X 1 , using Eqs. (14) and (15), respectively. Thereafter, for each conditional attribute a ∈ A, we calculate the sum of weighted membership values of all the patterns in a subset x 0 in two ways:
(i) by multiplying the membership value of a pattern y to a subset x 0 , with its membership value, for belonging to a lower approximation of X 1 . For x ∈ u 1 , it is denoted by LS, and is defined by
where m(y) represents the membership value of a pattern y to a subset x 0 , and (R ↓ Ax)(y) represents its membership value, for belonging to a lower approximation of X 1 , corresponding to a conditional attribute a ∈ A.
(ii) by multiplying the membership value of a pattern y in a subset x 0 , with the membership value, for belonging to a upper approximation of a pattern y in a subset x 0 . For x ∈ u 1 , it is denoted by US, and is defined as
For a conditional attribute a ∈ A = {a 1 , a 2 , . . . , a n }, the LS and US then become LS a i and US a i for i = 1, 2, . . . , n. Therefore, the roughness of the set X 1 corresponding to the cluster C 1 is defined as
Here, R(X 1 ) quantifies the uncertainty in terms of roughness in the set X 1 , corresponding to a cluster C 1 .
The fuzzy rough entropy (FRE) of a cluster C 1 , based on the roughness measure defined in Eq. (27) of the set X 1 , is defined as
For the remaining clusters C i , i = 2 and 3, we apply the same procedure for defining the FRE. Therefore, the fuzzy rough entropy (FRE) of a cluster C i is defined as (29) where i = 1, 2, . . . , c, and the average fuzzy rough entropy is defined as
The fuzzy rough entropy measure, FRE(C i ), i = 1, 2, . . . , c, satisfies the following properties:
4. Maximality and normality: When lower approximation of the set, X i , is zero then the roughness value of the set is equal to 1. This implies that the entropy measure FRE(C i ) attains the maximum value of unity.
Resolution: For any C
As FRE(C i ), i = 1, 2, . . . , c satisfies all the above mentioned properties, the average fuzzy rough entropy (FRE) also satisfies them. A lower value of FRE for a cluster indicates that the cluster is good (in terms of compactness). It may noted that a symmetry property is not discussed here because we do not consider the compliment of the set X i , while defining the entropy measure of each cluster.
Time complexity
In this section, we discuss about the time complexity of FRGSOM involving 3-dimensional linguistic vectors, Algorithms 1 and 2, fuzzy decision classes, initial connection weights and SOM. The time complexity of FRE and FRGSOM with FRE is also provided.
Time complexity of 3n-dimensional linguistic data: Considering the procedure for transforming an n-dimensional data into a 3n-dimensional linguistic data (see Sections 2.1, 2.1.1 and 2.1.2), the total time complexity is O(ns + n + nl + n + nh + n + s(3n)), where ns + n, nl + n, and nh + n refer to the time complexities for defining the centers and scaling factors of all the features corresponding to the linguistic terms medium, low and high, respectively and s(3n) is the complexity for transforming n-features into 3n-dimensions of s patterns. Here, s, l and h represent the total number of patterns along three feature axes, corresponding to linguistic terms medium low and high, respectively. Therefore, the asymptotic time complexity is O(s(3n)) as s(3n) is greater than each of the remaining terms. Note that s is also the total number of patterns. 
Time complexity of initial connection weights:
The time complexity in computing initial connection weights, determined by using the concept of fuzzy rough sets shown in Section 2.4, is described as follows:
The time complexity in computing the fuzzy reflexive relational matrices of sizes r × r (see Step + N + Nn) ), where, t is the number of iterations, and s is the number of patterns. Therefore, the asymptotic time complexity is O(tsNn). In FRGSOM, the number of nodes in the SOM's input layer is set corresponding to a 3n-dimensional linguistic vector. So, the asymptotic time complexity of SOM, incorporated in FRGSOM, is O (tsN(3n) ).
Time complexity of FRGSOM:
The time complexity of FRGSOM will involve all the asymptotic time complexities discussed so far. Hence, the worst case 
Time complexity of fuzzy rough entropy (FRE)
In Fuzzy Rough Entropy (FRE) (see Section 3), the time complexity for defining the sets X i , i = 1, 2, . . . , c, corresponding to the clusters 1c p 2c n) , where c represents the number of clusters, p 1c is the number of patterns within the cth cluster, p 2c is the number of patterns belonging to all other clusters (other than the cth cluster) and n is the number of features.
Time complexity of fuzzy reflexive relational matrices:
The time complexity in computing the pairwise fuzzy reflexive relational matrices of sizes s × s (see S1 in Section 3), corresponding to all the conditional attributes (n) and all the clusters (c), is O(cns 2 ), where s = p 1c + p 2c .
Time complexity of fuzzy decision classes:
For all the clusters, the time complexity in computing 2 fuzzy decision classes (see S3 in Section 3), involving weighted distances (see Eq. (9) 
Time complexity of membership values of patterns for belonging to lower and upper approximations:
The aforesaid fuzzy reflexive relational matrices and the fuzzy decision classes will be required in computing membership values of the patterns p 1c for belonging to lower and upper approximations. Considering the fuzzy reflexive relational matrices of the sizes p 1c × s and the fuzzy decision classes of patterns p 1c , for all the conditional attributes (n) and all the clusters (c), the time complexity in computing the membership values of patterns for belonging to lower and upper approximations is O (cnp 1c s) , where p 1c is the number of patterns in a set x 0 .
Time complexity of roughness of sets (clusters):
The time complexity of multiplying the actual membership values of the patterns of a set x 0 , corresponding to a single attribute and a cluster, with their membership values for belonging to lower approximations, and then taking the sum over all of them (see Eq. (25) 
in Section 3) is O(p 1c ). So for all the attributes it becomes O(np 1c
). This is also the same for upper approximations (see Eq. (26) in Section 3). Hence, the time complexity in computing roughness of the sets, which involves the ratio of lower and upper approximations corresponding to the clusters, is O(cnp 1c ).
Time complexity of FRE:
The time complexity of average FRE will involve all the complexities mentioned in Section 4.1. Therefore, the worst case time complexity of average FRE is O(c (n(p 1c s) 
Experimental results
The clustering algorithms like SOM, FSOM, Rough SOM and FRGSOM are implemented in the C language and all the programs are executed on the Linux operating system installed in a HP computer. The computer is configured with Intel Core i7 CPU 880 @ 3.07GHZ processor and 16 GB RAM. All the clustering algorithms are tested on three different types of real-life data sets, namely, Telugu vowel [24] , medical [25] , and gene expression microarray data sets like Cell Cycle [27] , Yeast Complex [26] and [28] , and All Yeast [28] .
Description of data sets
Here, we provide a brief description of the data sets, used in this investigation.
(i) Telugu vowel data:
The Telugu vowel data [24] deals with 871 Indian Telugu vowel sounds. It consists of 871 patterns, and each of these patterns is described by 3 features and belongs to one of the 6 vowel classes. These classes are denoted by δ, a, i, u, e and o. (
ii) Medical data set:
The medical data set [25] deals with various Hepatobiliary disorders of 536 patient cases, and it consists 9 features and 4 classes. Fig. 2 shows that the projection of the 536 patterns with the first three consecutive feature values, for each class, in the F 1 -F 2 feature plane.
(
iii) Gene expression microarray data sets:
For microarray gene expression analysis, data sets like Cell Cycle [27] , Yeast Complex [26, 28] , and All Yeast [28] , are chosen. The genes in these data sets belong to Saccharomyces cerevisiae and are classified into 16, 16 and 18 groups, respectively, according to the functional annotations of the Munich Information for Protein Sequences (MIPS) [29] database. Table 4 shows the name of the data sets, number of genes in each data set, the number of time points (attributes), and the number of top level functional categories (classes) for a particular data set. Microarray data sets are often with missing gene expression values due to experimental problems. In this investigation, for Cell-Cycle data, out of 653 genes, 19 genes with missing gene expression values are first eliminated from the data set. Thereafter, the remaining 634 genes, with all expression values, are used in our experiment. Similarly, for All Yeast data, out of 6221 genes, 6072 genes, with all expression values, are used in our experiment. The Yeast Complex complex data has no missing gene expression values.
Results on Telugu vowel data
The Telugu vowel data is first transformed into a 3n-dimensional (n = 3) granular space using Eq. (3). If F i1 , F i2 and F i3 represent the 1st, 2nd and 3rd features of the ith pattern F i , then the fuzzy granules of the features (in terms of low, medium and high) are quantified as
, and The transformed data is then used to find a similarity matrix using Algorithm 1. Algorithm 2 (see Section 2. groups and the average FRE value are calculated. Similarly, we do the same process for the remaining values of α. Here, the average FRE of the first 6 groups is seen to be minimum for α = 0.35. These 6 groups are most compact and hence presented to a decision system S. The knowledge about data, in S, is then extracted using the fuzzy rough concepts and incorporated in FRGSOM. The values of parameters, f d and f e , in Eq. (10), were considered to be 1. During learning of the FRGSOM, 9 neurons are considered for the input layer as there are 3 input features in the vowel data and each feature has 3 dimensions. In the output layer of the SOM, we have considered 6 neurons corresponding to the 6 clusters. The initial connection weights, from the nodes in the input layer to the 6 nodes in SOM's output layer, are determined by dependency factors. The resultant network is then trained with competitive learning (see Section 2.5). After the completion of the learning process, the number of samples, obtained at each of the 6 output nodes of SOM, is shown in Table 5 . For example, 100 data points are obtained at node 1 and 204 data points are obtained at node 6, in the SOM's output layer. The description of these clusters, in the form of a confusion matrix, is shown in Table 6 . From the results in Table 6 , obtained with FRGSOM using fuzzy rough sets, the sum of the diagonal elements is found to be 513. The data points belonging to different clusters and the sum of the diagonal elements are seen to corroborate well with the actual class description (see Fig. 1 ).
Comparison of FRGSOM with related algorithms
The performance of the FRGSOM is compared with the related algorithms, like (SOM) [13] and fuzzy self-organizing map (FSOM). The initial connection weights of SOM are chosen as random numbers within −0.5 to 0.5. In FSOM, an n-dimensional input vector is transformed into a 3n-dimensional linguistic input vector corresponding to the linguistic terms low, medium and high (see Sections 2.1, 2.1.1 and 2.1.2). The number nodes in the SOM's input layer of FSOM is set equal to a 3n-dimensional linguistic input vector and in the SOM's output layer, the number of nodes is set equal to the number of classes. The initial connection weights FSOM are chosen as random numbers within −0.5 to 0.5.
Time complexity of FSOM:
The time complexity of FSOM is O(s(3n) + tsN(3n)), where s is the number of patterns and 3n is the number of features, t is the number of iterations and N is the number of nodes in the SOM's output layer. Here, O(s(3n)) represents the time complexity for transforming an n-dimensional input vector into a 3n-dimensional linguistic vector and tsN(3n) refers to the time complexity of SOM, with the number of nodes in the input layer equal to the 3n-dimensional linguistic vector. Therefore, the asymptotic time complexity of FSOM is O (tsN(3n) ). Tables 7 and 8 show the performance of SOM. The results of FSOM are shown in Tables 9 and 10 . The results in Tables 8 and 10 show that the SOM and FSOM are clustering the data points into 6 groups and the sum of the diagonal elements is 441 and 502, respectively. Let us now analyze the cluster wise results of FRGSOM, as compared to SOM and FSOM. Cluster 1:
It can be observed from Fig. 1 that cluster 1, corresponding to class δ, has overlapping boundaries with the classes a, e and o. This information is also preserved and reflected in our results for cluster 1 using FRGSOM, where, out of 100 data points (see node 1 in Table 5 ), 43, 11 and 41 data points belong to the classes δ, a and e (see Table 6 ), respectively. In contrast, using SOM, out of 104 data points at node 1 (see Table 7 ), 41, 14, 45 and 1 data points belong to the classes δ, a, e and o, respectively, i.e., only 41 points belong to class δ. Using FSOM, out of 106 data points at node 1 (see Table 9 ), 46, 11 and 40 data points belong to the classes δ, a and e, respectively (see cluster 1 in Table 10 ), i.e., only 46 samples correspond to class δ. Although the overlapping class information is reflected in the results for all the methods, the number of data points (100, 104 and 106, respectively) allotted in cluster 1 for all the methods are higher than the actual number of points (72) and FRGSOM is moderately better than related methods. The results for SOM and FSOM show that class δ does not have overlapping information with class o, which is in contrast with the actual class information. Moreover, in SOM, the actual number of points (diagonal entry) belonging to class δ is less than those points belonging to class e, whereas, for a confusion matrix, the diagonal entry should be the dominant entry in each row. Cluster 6:
Now consider cluster 6, where class o has overlapping boundaries with the classes δ, a, u and e (see Fig. 2 ). This information is supported by FRGSOM (see Table 6 ), where, out of 204 data points at node 6 (see Table 5 ), 3, 12, 76, 5, and 108 data points belong to the classes δ, a, u, e, and o, respectively. In contrast, while using SOM, 46 data points are obtained at node 6 (see Table 7 ), and 8, 7, 3, 12, and 13 data points belong to the classes δ, a, u, e, and o, respectively (see Table 7 ). From the results of FSOM, we can observe that 191 data points are obtained at node 6 (see Table 9 ), and 2, 12, 74, 5, and 98 data points belong to the classes δ, a, u, e, and o. Here, FRGSOM performs better than SOM and FSOM in terms of the total number of data points and actual data points. Moreover, this shows the effectiveness of incorporating fuzzy rough sets in extracting domain knowledge. The results of SOM also show that the class o has an overlapping boundary with the class i, which is not correct. Similar conclusions on the FRGSOM, SOM and FSOM can also be made, based on results for the remaining clusters.
Evaluation of clusters
In this section, we evaluate clusters, obtained by using SOM, FSOM and FRGSOM, based on the proposed fuzzy rough entropy (FRE) for c = 4, 6 and 8. In addition, comparisons are provided using the β-index [31] and Davies-Bouldin index (DB-index) [30] . A higher value of β-index indicates that the clustering solutions are compact whereas it is the opposite for the FRE and DB-index. For a given c and a clustering method, all indices are computed on the resulting clustering solution and the results are reported in Table 11 .
From Table 11 , for c = 4, 6 and 8, we find that the values of β-index and DB-index for FRGSOM are higher and lower, respectively, than those of FSOM and SOM. The FRE values for FRGSOM are also lower than those of FSOM and SOM. This signifies that the proposed FRGSOM performs the best in terms of all the indices. We can also observe that, for FRGSOM, FSOM and SOM, the β-index and DB-index for c = 4 are higher and lower, respectively, than those values for c = 6 and 8. This means c = 4 is the best choice for Telugu vowel data according to the β-index and DB-index. In contrast, for all the clustering methods, FRE values are seen to be the lowest for c = 6. Note that Telugu vowel data has 6 overlapping classes (shown in Fig. 1 ) and this information is therefore truly reflected by FRE. Table 11 , for Telugu vowel data. It is evident that the CPU time for FRGSOM, which has the highest time complexity, for c = 4, 5 and 6 is higher than FSOM and SOM. However, the performance of FRGSOM shown in Table 11 is better than the FSOM and SOM.
As a typical example, now we compare the values of FRE for clusters obtained by SOM, FSOM and FRGSOM for c = 6. The results are shown in Table 13 . The FRE values for cluster 1, obtained by SOM and FSOM, are 0.3950 and 0.6340, respectively. In contrast, the same for cluster 1, obtained by FRGSOM, is 0.1818, and it indicates that cluster 1 for FRGSOM is more compact than SOM and FSOM. Similar results are observed for the remaining clusters, except cluster 5, where SOM performs the best and FRGSOM is the second best. As per the average FRE, the proposed FRGSOM is therefore seen to be the best.
Results on medical data
For medical data [25] , first, c is chosen as 4 as the actual number of clusters is four and the actual number of points in each cluster (from 1 to 4) is 116, 178, 124 and 118, respectively. The number of nodes in the SOM's input layer is set to 27 in the fuzzy rough granular self-organizing map (FRGSOM). The number of nodes in the SOM's output layer is set to 4 and these are arranged in a 2 × 2 grid. The dependency factors for medical data are determined by using fuzzy rough sets in a similar way, as explained for Telugu vowel data in Section 5.2.
FRGSOM partitions the data into four clusters (see Table 14 ). The confusion matrix corresponding to these clusters is shown in Table 15 and the number of data points in each cluster is 141, 143, 124 and 128. In contrast, the number of data points in each cluster for SOM and FSOM, which are also set to partition the data into four clusters, is 169, 86, 112, 169 (see Table 16 ) and 131, 126, 167, 112 (see Table 18 ), respectively. The confusion matrix corresponding to the clusters of SOM and FSOM is shown in Tables 17 and 19 , respectively. From the results in the confusion matrix we can observe that the overlapping information is preserved by all the clustering algorithms. The number of data points in cluster 2, obtained by SOM and FSOM, is 86 and 126, respectively. In contrast, this is 143 for FRGSOM and is much closer to the actual number of points. Additionally, for SOM, in cluster 3, the diagonal entry is not a dominant entry in that row. Similarly, comparison between FRGSOM and the related clustering algorithms can be made from the remaining part of the experimental results and it can be concluded that FRGSOM performs better for medical data.
Evaluation of clusters
Here, we evaluate clusters (for c = 2, 4 and 6) produced by SOM, FSOM and the proposed FRGSOM, based on fuzzy rough entropy (FRE), β-index and DB index, and the results are depicted in Table 20 .
From Table 20 , it is clear that the value of β-index for FRGSOM is higher than the values of FSOM and SOM for c = and 2 respectively. Considering the actual number of clusters in the medical data, which is four, it can be concluded that it is only FRE which truly reflects the fact. Table 21 provides CPU time in seconds for FRGSOM, FSOM and SOM, corresponding to the clustering solutions in terms of indices in Table 20 , for medical data. It is clear that the CPU time for the FRGSOM for all the clusters is higher than the FSOM and the SOM. However, the performance of the FRGSOM, shown in Table 20 , is better than the SOM and the FSOM. The results are presented in Table 22 . By observing FRE values of the clusters and the average FRE of them from Table 22 , we can say that, FRE values for FRGSOM are the lowest and it performs better than FSOM and SOM.
Results on microarray data sets
The performance of the proposed FRGSOM is also compared with SOM and FSOM, using gene expression microarray data sets, like Cell Cycle, Yeast Complex and All Yeast. After clustering the genes, using the aforementioned algorithms, one or several functional categories are assigned to each cluster by calculating the P-values for different functional categories in Munich Information for Protein Sequences (MIPS) [29] . Using hypergeometric distribution, the probability (P-value) of observing at least m genes from a functional category within a cluster of size n is given by
where f is the total number of genes within a functional category and N is the total number of genes within the genome. Tables 23-25 , respectively. For each data set, the cluster numbers, the number of genes in each cluster, the name of the functional category (obtained from the most significant P-value using Eq. (31)), the actual number of genes within the category, the actual number of genes within the genome, and the functional category related P-values are also shown in the tables. Using FRGSOM on Cell Cycle data, we found that every cluster shows functional enrichment in cell-cycle, mitotic cell cycle, cell cycle control and mitotic cell cycle as the data is itself related with cell cycle. The lowest and highest P-values involved in these functional categories are 2.38e −76 and 2.31e −03 , respectively. The functional enrichment in other categories, other than Cell Cycle, are shown in Table 23 . From Table 23 
where P i represents the most significant P-value (lowest one) associated with the ith cluster, and n represents the total number of clusters obtained using any clustering method. Here, (1 − P i ) gives the probability of not observing the related functional enrichment in the ith cluster and NP represents the probability of not observing any functional enrichment in all the clusters, found by any clustering method. So, a higher NP value for a clustering method indicates that the genes have a better functional relationship in the clustering solutions. Using Cell Cycle data, the values of NP for FRGSOM, SOM and FSOM are found to be 0.99, 0.94, and 0.95, respectively. The experimental results for Yeast Complex and All Yeast microarray data sets, using FRGSOM, are presented in Tables 24 and 25 
Evaluation of clusters
In this section, clustering solutions of the Cell-Cycle, Yeast Complex and All Yeast microarray data sets are also evaluated in terms of β-index, DB-index and FRE. The values of indices are depicted in Table 26 . It can be seen from Table 26 that the values of DB-index and FRE are smallest for FRGSOM as compared to FSOM and SOM for all the gene expression microarray data sets. The results signify that the proposed FRGSOM clusters microarray data sets and groups the functionally related genes in a better fashion than the other two related clustering methods. The β-index is also seen to corroborate with FRE and DB, except for the Yeast Complex data. Table 27 provides CPU time in seconds for FRGSOM, FSOM and SOM, corresponding to clustering solutions in Table 26 , for gene expression data sets. It can be observed that FRGSOM takes more time than FSOM and SOM for all the data sets. However, from Table 26 , the performance of FRGSOM is seen to be better than the FSOM and SOM.
Comparison of FRGSOM with Rough SOM
So far we have demonstrated the performance of the proposed method (FRGSOM) with SOM and FSOM in detail. In a part of the experiment, we also compared the performance of FRGSOM with RSOM (Rough SOM) [4] . The methodology of Rough SOM is described in [4] as follows:
Step 1. An n-dimensional input data is transformed into a 3n-dimensional linguistic data, using a π-membership function with centers and scaling factors, corresponding to linguistic terms low, medium and high.
Step 2. Attributes which have membership values ≥ threshold value (0.5) are represented with 1 and others are represented with 0, in order to make a binary valued data.
Step 3. The most representative pattern, i.e., a pattern which is repeated a maximum number of times, is selected from the resultant binary valued data to serve as an object. Step 4. m objects, selected from m different sets, are presented to the attribute value table of size m×3n, where m represents the number of objects, and 3n represents the size of the 3n-dimensional binary valued attributes.
Step 5. Let n
Step 6. A heuristic threshold, Tr, is defined as
where TH is a threshold chosen within 0 to 1. Now, the objects which have the cardinalities less than the threshold value Tr are removed from the attribute valued Step 7. Attribute reducts are generated from information system S based on the methodology explained in [4] . Let U = {x 1 , . . . , x p } and A = {a 1 , a 2 , . . . , a 3n } be the set of objects and the set of binary valued attributes, respectively, appearing in S. A discernibility matrix, c ij of S, of size p × p, is defined as
where a(x i ) and a(x j ) represent the attribute values of the patterns x i and x j , respectively. For each object x i ∈ U, the discernibility function f
where  (c ij ) is the disjunction of all variables of a such that a ∈ c ij .
In Rough SOM, the number of nodes in the input layer is determined corresponding to 3-dimensional features, and in the SOM output layer, it is defined based on the number of reducts. Here, every node in the output layer is set corresponding to a reduct. The initial connection weights, between nodes of the input layer and the output layer of Rough SOM, are defined with large random numbers for the attributes appearing in the reducts and with small random numbers for the attributes which did not appear in the reducts. O(s(3n) ), where s is the number of patterns and 3n is the number of features. In computing a binary valued data (see Step 2 in Section 5.6), the time complexity is O(s(3n) ). The time complexity in finding the most representative patterns (see Step The time complexity in computing the initial connection weights of Rough SOM is O(r(3n)), where r is the number of reducts and 3n is the number of features. Therefore, the time complexity of Rough SOM is O(s
2 ) + r(3n) + tsN(3n)), where the term O (tsN(3n) ) is the time complexity of SOM. Here, 3n represents the number nodes in the SOM's input layer, which is set equal to a 3n-dimensional attributes. Table 28 show the performance of FRGSOM and Rough SOM in terms of β-index, DB-index and fuzzy rough entropy (FRE).
For both the methods, the results are shown on Telugu vowel data and medical data for 6 clusters. The value corresponding to f c in Table 28 represents the sum of diagonal elements in the confusion matrix for Telugu vowel data.
From the results in Table 28 , we observe that FRGSOM performs better than Rough SOM for Telugu vowel data in terms of β-index and DB-index, whereas, FRE values of FRGSOM and Rough SOM are seen to be almost the same. The f c values for Telugu vowel data indicate that, the total number of points, correctly classified by FRGSOM is much higher than that of RSOM (e.g., 513 vs. 464). Similar results are also found for medical data where FRGSOM performed better than the Rough SOM in terms of all three indices. It can also be observed that the CPU time for FRGSOM is higher than Rough SOM for both the data sets. Note that the f c is not computed for medical data as the actual number of clusters is 4 in contrast to 6 clusters, obtained using FRGSOM and Rough SOM. We obtain 6, 12 and 14 reducts for Cell-Cycle, Yeast Complex and All Yeast data sets, respectively, by using Rough SOM where each reduct corresponds to one cluster. Hence, for the purpose of comparison the performance of FRGSOM, FSOM and SOM is also tested on the same numbers of clusters (6, 12 and 14) for those data sets. The performances of all the clustering methods in terms of β-index, DB-index and fuzzy rough entropy (FRE) for different data sets are shown in Tables 29-31 . From the results given in Table 29 , it can be observed that the β-index for FRGSOM is higher than that of RSOM, FSOM, SOM, and the DB index and FRE values for FRGSOM are less than that of RSOM, FSOM and SOM. It is also observed that the CPU time for FRGSOM, which has the highest time complexity, is higher than all other methods. It is less for RSOM as compared to FSOM as FSOM converges slower than RSOM, where the initial connection weights are defined from the rough rules instead of random values chosen within −0.5 to 0.5. However, the performance of FRGSOM in terms of indices is better than the RSOM, FSOM and SOM for Cell Cycle data although it has the highest time complexity. Similar observations can also be made from the results shown in Tables 30 and 31 for Yeast Complex and All Yeast data sets, respectively.
The salient differences between the FRGSOM and the Rough SOM are as follows:
1. In Rough SOM, the network is mainly modeled by the integration of the fuzzy sets and rough sets with SOM. In contrast, the proposed FRGSOM is developed by the integration of fuzzy set theory and fuzzy rough sets with SOM. 2. In Rough SOM, rough set theory is used to extract attribute reducts from data and further each reduct is used to generate a set of rules. In contrast, fuzzy rough set theory is used in FRGSOM to generate rules in terms of dependency factors. 3. The number of nodes, in the output layer of Rough SOM, is based on the attribute reducts, whereas the number of nodes in the output layer of the FRGSOM is set according to the class information of the data. 4. The initial connection weights, between nodes of the input and output layers of Rough SOM, are defined with large random numbers for attributes which appeared in the rules, and for the attributes that did not appear in the rules, are defined with small random numbers. In contrast, no such attribute reducts are generated using fuzzy rough sets for defining the initial connection weights in the FRGSOM. Attribute dependency factors, determined using the concept of fuzzy rough sets, are used in FRGSOM as initial connection weights.
Conclusion
In this study, we proposed a fuzzy rough granular neural network (FRGSOM) by integrating the concept of fuzzy rough sets with SOM, to predict the underlying clusters in a data set and to handle the uncertainty that comes from patterns of the overlapping regions. Fuzzy rough sets, based on a fuzzy reflexive relation, are used to extract the domain knowledge in the form of dependency factors of conditional attributes. The dependency factors are encoded as the initial weights of the network, and the input vector of the network is defined in terms of fuzzy granules low, medium and high. The superiority of the FRGSOM, as compared to SOM, FSOM, and RSOM, is extensively demonstrated on Telugu vowel, medical, and microarray gene expression data sets, with dimensions varying from 3 to 93.
A new fuzzy rough entropy measure (FRE) is also proposed using the concept of fuzzy rough sets, based on a fuzzy reflexive relation. The uncertainty arising from overlapping regions is quantified based on this measure. The lower the value of entropy of a cluster, the higher is its compactness. The FRE is seen to reflect well the actual number of clusters for a data set as compared to the β-value and DB-index. Apart from showing the superiority of FRGSOM, the investigation demonstrates a way of integrating two different facets of natural computing, namely, granular computing, and self-organization in a soft computing framework.
