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Résumé
Les sources d’énergies renouvelables représentent un gisement intéressant mais l’intermit-
tence de leur production impose une meilleure anticipation des besoins et la mise en place d’un
système de stockage d’énergie. Le stockage thermochimique par adsorption dans un système
intégrant le couple zéolithe 13X/eau semble être une solution adaptée à un stockage de l’énergie
à basse température pour une application aux bâtiments. Notre objectif consiste à reproduire
le comportement de ce type de problèmes thermiques non-linéaires. En effet, une simulation
précise et rapide du comportement du système sélectionné permettrait une régulation lors de
son utilisation. Un modèle bidimensionnel de stockage d’énergie dans un adsorbeur cylindrique
a été développé. La résolution numérique de ce modèle, dit d’ordre élevé, implique l’intégration
d’un système de quelques centaines à quelques milliers d’équations fortement non-linéaires et
couplés. Les coûts de calculs générés pouvant être prohibitifs, l’application d’une méthode de
réduction a ainsi été envisagée afin de conserver les caractéristiques, le couplage des transferts
de chaleur et de masse ainsi que les non-linéarités de ce modèle tout en limitant le temps de
calculs. La projection de Galerkin des équations de ce dernier sur la base, obtenue grâce à une
décomposition orthogonale aux valeurs propres, permet de construire un système dynamique
d’ordre faible. Sa résolution est moins coûteuse que celle du modèle d’ordre élevé et reproduit
correctement la dynamique de l’adsorbeur.
Mots clés : réduction de modèles, non-linéarités, décomposition orthogonale aux valeurs propres,
stockage thermochimique par adsorption, zéolithe, transferts couplés.
i

Resolution and reduction of a
non-linear energy storage model by
adsorption on zeolites
Abstract
Renewable energy sources will play a key role in meeting future energy demand. One major
criticism of those sources stands in their intermittency requiring both a more effective ma-
nagement of demand and efficient storage systems. We focus on thermo-chemical storage by
adsorption-desorption mechanism. Eco friendly, economically viable and suitable with solar
energy temperature range made the zeolite 13X - water pair ideal for buildings applications.
We built an energy storage model in a cylindrical adsorber which contains the mentioned zeolite
13X - water pair. Energy storage has been modeled to present coupled heat and mass transfers
thanks to a bi-dimensional model. The numerical simulations lead to the time-space evolution
of the heating fluid and adsorbent temperatures and pressure. These knowledge models include
typically a great amount of coupled differential equations to solve and strong non linearities.
The originality of this study is to build a knowledge model of coupled heat and mass transfer
in an adsorber and use the Proper Orthogonal Decomposition (POD) and Galerkin projection
to build a minimal model of lower dimension without significant loose of accuracy.
Keywords : Model reduction, non linerarity, Proper Orthogonal Decomposition, Thermo-
chemical storage by adsorption, zeolite 13X, coupled transfers.
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Introduction
La résolution numérique d’un problème de thermique non-linéaire, défini sur un do-
maine spatial continu, implique l’intégration temporelle d’un nombre d’équations diffé-
rentielles égal au nombre de nœuds de discrétisation du maillage. Celui-ci augmentant
avec la complexité et la dimension du système ainsi qu’avec la précision souhaitée, les
coûts de calculs générés peuvent être considérables.
Afin de pallier ce problème, plusieurs options sont envisageables. Une première op-
tion consiste à réduire le nombre de paramètres intervenant dans le modèle par le biais
d’analyses dimensionnelles menant à des hypothèses simplificatrices. Une deuxième ap-
proche fait appel à une discrétisation du système plus grossière. Une troisième serait
de tenter de linéariser le problème étudié. Ces techniques induisent généralement une
perte de précision nuisant à la qualité du modèle initial, appelé modèle d’ordre élevé.
Ainsi, des techniques de réduction de modèles peuvent être utilisées pour conserver les
caractéristiques et les non-linéarités de ce dernier.
L’objectif de ces travaux de thèse consiste à développer une méthode permettant
la résolution de problèmes thermiques fortement non-linéaires dont les équations sont
fortement couplées, en un temps raisonnable. Un de ces problèmes étant le stockage
d’énergie, nous l’avons sélectionné pour tester notre méthode. Cet exemple d’application
s’inscrit dans le contexte environnemental mondial actuel.
Le réchauffement climatique est reconnu en grande partie imputable à l’augmentation
des émissions de gaz à effet de serre liées à la combustion des énergies fossiles [GIEC,
2001] et à l’épuisement de ces énergies. Pour y faire face, il faut consommer moins
d’énergie et utiliser des sources faiblement émettrices de CO2. En France, le secteur
du bâtiment est responsable d’environ un quart des émissions de CO2 et de presque
la moitié des consommations énergétiques [Grenelle 2007]. Les énergies renouvelables,
notamment solaires, représentent un gisement intéressant d’énergie pauvre en carbone.
Leur intermittence impose cependant une meilleure anticipation des besoins et la mise en
place d’un système de stockage afin de contrôler leurs flux et de valoriser l’énergie solaire
thermique dans le bâtiment. Pour une application à ce secteur, le stockage d’énergie est
réalisé à basse température et constitue un enjeu à la hauteur de celui de la consom-
mation énergétique car il représente une étape primordiale dans la rationalisation de
la gestion des énergies. La modélisation de ce type de stockage consiste à résoudre des
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systèmes de plusieurs milliers d’équations couplées fortement non linéaires. Le dévelop-
pement d’une méthode de réduction des problèmes thermiques fortement non linéaires
peut donc s’appliquer, entre autre, à cette problématique actuelle.
Ces travaux de thèse s’articulent en quatre chapitres.
Tout d’abord, le chapitre 1 est dédié à la description de l’exemple d’application.
Dans le chapitre 2, nous présenterons le système de stockage d’énergie, le problème
physique qui lui est associé, ses hypothèses et sa formulation.
Ensuite, dans le chapitre 3, nous détaillerons la stratégie numérique utilisée pour mo-
déliser le système sélectionné ainsi que les résultats qui en découlent. Un soin particulier
sera apporté à la résolution du modèle d’ordre élevé car les données utilisées dans le cha-
pitre 4 en seront extraites pour construire le modèle d’ordre réduit. Il est donc essentiel
que le choix du solveur du modèle d’ordre élevé soit approprié et que la résolution de ce
modèle soit de qualité pour capter toute la dynamique du système physique étudié.
Nous expliquerons dans le chapitre 4, la nécessité d’appliquer une méthode de ré-
duction pour l’exemple sélectionné. Nous aborderons succinctement les méthodes de
réduction usuelles afin d’en sélectionner une adaptée aux problèmes thermiques forte-
ment non-linéaires. Nous orienterons notre choix vers la décomposition orthogonale aux
valeurs propres puis nous construirons un modèle d’ordre réduit et en présenterons les
résultats. Enfin, nous aborderons la possibilité d’utiliser de nouvelles bases de projection,
d’autres sollicitations et précisions pour optimiser notre modèle d’ordre réduit.
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Chapitre 1
Stockages d’énergie pour une
application aux bâtiments
L’épuisement progressif des énergies fossiles et leur impact sur l’environnement, com-
binés à une augmentation de la demande énergétique, soulève aujourd’hui des interro-
gations majeures. Des solutions comme le recours aux énergies renouvelables, immédia-
tement disponibles, en particulier l’énergie solaire, doivent être sérieusement envisagées.
Variables dans le temps, ces énergies ne sont pas forcément synchrones avec les besoins,
d’où la nécessité de moyens de stockage efficaces pour pallier cette intermittence.
Alors qu’en France presque la moitié des dépenses énergétiques concerne l’Habitat,
une prise de conscience a conduit à des réglementations de plus en plus strictes (RT
2012 et RT 2020) afin de limiter la part revenant à la consommation des bâtiments.
Ainsi, des démarches sont mises en place afin de réduire leurs impacts environnementaux
et économiques tout en maintenant, voire améliorant, le confort des habitants. Pour
une application aux bâtiments, le stockage d’énergie est réalisé à basse température et
constitue un enjeu à la hauteur de celui de la consommation car il représente une étape
primordiale dans la rationalisation de la gestion des énergies.
Dans ce chapitre, nous allons tout d’abord présenter et comparer les différents types
de stockage pouvant être intégrés aux bâtiments afin de déterminer celui qui nous semble
le plus adapté à l’application visée. Ensuite, nous décrirons les systèmes et matériaux as-
sociés au type de stockage sélectionné. Enfin, nous préciserons le système qui constituera
notre exemple d’application et les raisons de notre choix.
1.1 Types de stockage
Le concept de « stockage d’énergie » est d’apporter de la flexibilité et de renforcer
la fiabilité des systèmes énergétiques. Il s’agit d’équilibrer dans le temps l’offre et la
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demande en énergie [CEA, 2012]. Les différents types de stockage ont donc été dévelop-
pés afin d’emmagasiner de l’énergie pendant une période où elle est abondante et/ou
moins coûteuse (solaire, tarifs de nuit...) pour l’utiliser pendant une période durant la-
quelle elle est rare ou plus chère [Dumas, 2002]. Les types existants se différencient selon
l’application visée (bâtiments, usages industriels, transports) mais aussi par les réac-
tions physico-chimiques (stabilité chimique, absence de décomposition et corrosion. . . )
et thermodynamiques (température de fusion, capacité calorifique, conductivité ther-
mique. . . ) inhérentes aux capacités des matériaux utilisés à cette fin. Les différents types
de stockage appliqués aux bâtiments sont présentés dans la sous-section suivante afin de
sélectionner ensuite le système de stockage à modéliser.
1.1.1 Stockage par chaleur sensible
Dans le stockage par chaleur sensible, l’énergie est emmagasinée sous la forme d’une
élévation de température du matériau de stockage au sein d’un système fermé au sens
thermodynamique, c’est-à-dire sans échange avec le milieu extérieur.
L’expression de la chaleur sensible pouvant être stockée découle du premier principe
de la thermodynamique (équation 1.1.1) :
Qstocke´e = m c4T (1.1.1)
avec Qstocke´e, la chaleur sensible (J), m, la masse du matériau de stockage (kg), c,
la chaleur massique du matériau (J.kg−1K−1), 4T , la différence entre températures
moyennes finale et initiale (K).
La quantité d’énergie stockée est donc proportionnelle à la masse, à la capacité calori-
fique et à la différence de températures entre l’entrée et la sortie du matériau de stockage
[Kuznik, 2010], [Van Berkel, 2000] et [Dincer, 2002].
Les matériaux de stockage par chaleur sensible se divisent en deux catégories : les
liquides, comme l’eau, l’huile, les sels fondus etc., et les solides, tels que la pierre, la
brique, le sable etc. [Dincer, 2002] et [Hasnain, 1998].
Par exemple, l’eau liquide à pression atmosphérique et à 20°C a une grande capacité
calorifique (4185 J.kg−1K−1). De plus, son accessibilité, la disponibilité immédiate d’eau
chaude, son prix, sa fiabilité et sa non toxicité font du stockage par chaleur sensible de
l’eau le plus répandu.
Cependant, des inconvénients majeurs interviennent en sa défaveur puisque ce type
de stockage est limité par :
– la différence de températures disponibles,
– les déperditions thermiques entre l’intérieur et l’extérieur du système qui requiert
une bonne isolation,
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– l’apparition de problèmes de dilatation plus ou moins gérables selon le matériau
considéré et les conditions imposées par les cahiers des charges des industriels (com-
patibilité avec les fluides caloporteurs et leur tenue dans le temps par exemple).
De nombreuses applications de ce type de stockage existent dans le secteur du bâti-
ment. Les matériaux entrant en jeu dans le stockage par chaleur sensible sont stockés
dans des réservoirs de natures différentes comme des cuves de petites ou grandes tailles
(notamment des ballons d’eau chaude), dans des systèmes de stockage souterrain, en
aquifère artificiel, ou encore dans des matériaux spéciaux (comme la féolite [Baker, 2008] :
matériau utilisé pour fabriquer des briques réfractaires à haut pouvoir d’accumulation).
1.1.2 Stockage par chaleur latente
Dans le stockage par chaleur latente, l’énergie est emmagasinée grâce au changement
d’état d’un matériau de stockage. La chaleur latente est la quantité de chaleur absorbée
ou restituée par un matériau lors de son changement de phase, à température et pression
constantes. Elle s’exprime ainsi (équation 1.1.2) :
Qlatent = m ` (1.1.2)
avecm, la masse du matériau de stockage (kg) et `, la chaleur massique de changement
d’état du matériau (J.kg−1).
Un large choix de matériaux à changement de phase, notés MCP, est disponible. Ils
se répartissent en deux familles : les MCP organiques, paraffine et non paraffine comme
les acides gras et les MCP inorganiques tels que les hydrates de sel et les métaux.
Ils présentent des avantages et inconvénients différents selon chaque famille décrits
dans le tableau 1.1) [Kuznik, 2010].
Avantages Inconvénients
Non corrosif Changement de phase
Organiques Peu ou pas de surfusion enthalpique peu avantageux
Stabilités chimique et thermique Faible conductivité thermique
Inflammabilité
Changement de phase Surfusion
Inorganiques enthalpique avantageux Corrosion
Sous refroidissement Séparation de phase
Ségrégation de phase
Manque de stabilité thermique
Tableau 1.1: Avantages et inconvénients des MCP
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Les MCP peuvent subir quatre types de changement de phase :
– solide-solide (peu utilisé pour le stockage d’énergie), ce changement de phase se
traduit par une transformation structurelle liée à une variation du volume molaire
donc à une variation des distances inter-atomiques du matériau [Ensmp, 2012],
– liquide-gaz (grande chaleur de transformation mais associée à un changement de
volume conséquent donc peu utilisé),
– liquide-solide (faible volume associé à une petite plage de températures et grande
capacité de stockage donc le plus utilisé),
– solide-gaz (généralement développé dans le cas des systèmes d’air conditionné et de
réfrigération).
Les applications possibles de MCP dans le secteur du bâtiment sont :
– le stockage de froid (température de changement de phase comprise entre 5°C et
18°C),
– les microcapsules de MCP incorporées dans les éléments de construction (tempéra-
ture de changement de phase proche de 22°C), visant à améliorer l’inertie thermique
des parois des bâtiments,
– le stockage de chaleur d’origine solaire permettant l’optimisation de fonctionne-
ment de chaudières (température approximative de changement de phase de 60°C)
[Kuznik, 2010],
– le refroidissement de l’air.
1.1.3 Stockage thermochimique
Le stockage thermochimique s’appuie sur un mécanisme physico-chimique réversible :
AB + Chaleur ←→ A+B
Le matériau AB absorbe de la chaleur ce qui engendre l’apparition des deux compo-
sants A et B, distincts, pouvant être stockés séparément. Ce phénomène endothermique
est appelé la charge, phase de stockage de chaleur. Inversement, la mise en contact des
composants A et B provoque la formation d’un composant AB et la libération de chaleur.
Ce phénomène exothermique correspond à la décharge, phase de restitution de chaleur
[NTsoukpoe, 2009]. Chaque système faisant appel au stockage thermochimique possède
un cycle de fonctionnement s’articulant en ces deux étapes de charge et de décharge.
Les matériaux associés à ce type de stockage sont primordiaux car l’efficacité des
systèmes en dépend. Ils peuvent être séparés en trois catégories, explicitées dans le
tableau 1.2.
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Adsorbants organiques Adsorbants minéraux Autres adsorbants
Charbons actifs Gels de silice Polymères synthétiques
Tamis moléculaires carbonés Alumines activées Heatsorp
Nanomatériaux carbonés Zéolithes Sulfure de Sodium
Fullerènes et Hétéro-fullerènes Ettringite Matériaux nanoporeux hybrides
Micro-perles de mésocarbone Oxydes de métal
Tableau 1.2: Matériaux Adsorbants [Akgün, 2006]
1.1.4 Stockage chimique
Le stockage d’énergie par réactions chimiques est un procédé lors duquel les molécules
d’adsorbat sont fixées par liaison covalente à la surface de l’adsorbant provoquant l’irré-
versibilité du mécanisme [Van Berkel, 2000], [NTsoukpoe, 2009], [Gil, 2010] et [Marsteau,
2005]. Ce type de stockage consiste par exemple à utiliser l’énergie solaire pour initier
une réaction chimique endothermique. La chaleur est stockée au sein du système et peut
être restituée souvent à l’aide d’un catalyseur.
Un prototype faisant appel à ce type de réactions a été réalisé au cours de la tâche 32
du programme SHC de l’IEA, International Energy Agency, [Bales, 2007], de même que
dans les travaux de thèse de S. Hongois [Hongois, 2011].
La tâche 32 a permis d’identifier des réactions chimiques adaptées à ce type de stockage
dont certains exemples sont mentionnés dans le tableau 1.3
Matériaux Réactions de dissociation Densité Température
énergétique de réaction
GJ/m3 (°C)
Sulfate de Magnésium MgSO4.7H2O ←→MgSO4(s) + 7H2O 2, 8 122
Oxyde de silicium SiO2 ←→ Si+O2 37, 9 4065
Carbonate de fer FeCO3 ←→ FeO + CO2 2, 6 180
Sulfate de Calcium CaSO4.2H2O ←→ CaSO4 + 2H2O 1, 4 89
Tableau 1.3: Matériaux identifiés comme adaptés au stockage chimique au cours de la
tâche 32 dans l’IEA [Pinel, 2011]
Les réactions précédentes présentent toutes des densités énergétiques intéressantes et
peuvent être utilisées pour des applications aux bâtiments. Cependant,la partie endo-
thermique est souvent assez complexe et peut nécessiter d’être réalisée dans un environ-
nement industriel.
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1.1.5 Comparaison des différents types de stockage
D’un point de vue économique, l’évaluation nécessite de prendre en compte le coût
d’investissement mais aussi les coûts d’exploitation, de maintenance et de recyclage d’un
système de stockage. Le volume de ce dernier est souvent la variable prépondérante de
cette évaluation car il induit des coûts en termes d’isolation et en raison de la quantité
de matériaux mobilisés [CEA, 2012].
Dans [Hadorn, 2008], les différents types de stockage ont été comparés grâce au calcul
des volumes de stockage nécessaires pour emmagasiner une énergie de 6,7 MJ. La figure
1.1 illustre cette comparaison [Pinel, 2011]. Les densités entrant en jeu dans le stockage
par chaleur sensible sont faibles. Les volumes sont donc grands comme le montre la figure
1.1 [Aristov, 2011]. Ceci est un inconvénient pour l’application visée.
Figure 1.1.1: Volume requis pour le stockage de 6,7 MJ [Pinel, 2011]
Dans le stockage par chaleur latente, l’énergie emmagasinée dépend de la chaleur
latente et de la masse du MCP. La forte densité de stockage d’énergie des MCP permet
une réduction de leur poids et de leur volume offrant ainsi une compacité attractive
[Hasnain,1998]. De plus, la température de décharge des MCP reste constante [Aristov,
2011].
Comparativement au stockage par chaleur sensible, la capacité de stockage de l’éner-
gie thermique des MCP est plus grande donc nécessite moins de volume. Le stockage
thermique par changement de phase est efficace pour des différences de températures
faibles et si les périodes de charge et de décharge se succèdent à température constante.
Par contre, il présente un coût d’investissement plus élevé. Par ailleurs, la faible conduc-
tivité thermique des matériaux implique des phases lentes de charge et de décharge, en
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particulier pour les MCP organiques. Ils présentent également un risque de perte de
stabilité de la solution [Kuznik, 2010].
La figure 1.1.2 présente la densité énergétique en fonction de la température pour
les différents types de stockage existants. Ce graphe permet de corroborer nos propos
précédents. En effet, les stockages par chaleur sensible et latente sont réversibles mais
leurs densités de stockage sont inférieures à celles des stockages thermochimique et
chimique.
Théoriquement, le stockage chimique est le plus performant en terme de densité éner-
gétique de stockage. Cependant, il présente des inconvénients rédhibitoires pour une
application aux bâtiments :
– les températures auxquelles se produisent les réactions sont trop élevées,
– les réactions sont peu réversibles, voire irréversibles car les liaisons formées entre les
molécules sont covalentes,
– les matériaux utilisés sont généralement toxiques.
Figure 1.1.2: Densités d’énergie et gamme de températures pour chaque type de sto-
ckage [Kuznik, 2009]
Le stockage thermochimique donne accès à de grandes densités d’énergie pour de
petits volumes (figure 1.1.1). De plus, pour une application au bâtiment, le stockage
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d’énergie est réalisé à basse température (<120°C) et la figure 1.1.2 montre que le sto-
ckage thermochimique, bien que légèrement moins performant que le stockage chimique,
se produit dans une gamme de températures appropriée. Enfin, de nombreux matériaux
sont adaptés à ce type de stockage et facilement accessibles.
Notons pour terminer que lors de l’étude du besoin se pose également la question de
la durée de stockage :
– de quelques heures à une journée pour la gestion des sources intermittentes produc-
trices de chaleur en journée et restituée le soir,
– de plusieurs mois pour un stockage saisonnier du surplus de chaleur produit en été
et restitué en hiver.
Le stockage saisonnier par chaleur sensible présente des pertes thermiques assez im-
portantes du fait de la longue durée de stockage qui engendre un surcoût de l’énergie
stockée. Le stockage thermochimique est alors plus particulièrement adapté au stockage
saisonnier car il n’entraîne pas de perte avec le temps [CEA, 2012]. De plus, le système
peut également stocker de l’énergie la journée et la restituer le soir et la nuit.
Finalement, cette étude nous permet de déduire que le stockage thermochimique aussi
appelé stockage par sorption semble être la solution la plus adaptée au stockage d’éner-
gie à basse température pour une application aux bâtiments. En effet, il présente les
caractéristiques requises en termes de gamme de températures, de réversibilité et de
sécurité.
Nous allons à présent définir le terme général de sorption. La sorption est un phé-
nomène de capture ou de fixation d’une phase gazeuse ou liquide, appelé sorbat, par
un matériau poreux solide ou liquide, le sorbant. Elle implique simultanément des mé-
canismes thermophysiques et thermochimiques. Le terme général de sorption englobe
l’absorption et l’adsorption. L’absorption est un phénomène de volume au cours duquel
un liquide ou un gaz pénètre dans un solide ou un liquide. L’absorption d’un gaz par
un liquide, la plus répandue pour le stockage de l’énergie, ne pose aucun problème tech-
nique et sa densité de stockage est deux fois plus élevée que celle de l’eau ce qui explique
l’utilisation de ce phénomène dans certains systèmes [NTsoukpoe, 2009], [Van Berkel,
2000]. L’adsorption correspond à la fixation des molécules d’une phase gazeuse ou li-
quide, appelé adsorbat, à la surface d’un matériau poreux solide ou celle d’un liquide,
l’adsorbant. Les interactions entre adsorbant et adsorbat sont de nature électrostatique,
dues essentiellement aux forces de Van der Waals, donc elles sont faibles et réversibles
[Marsteau, 2005]. La figure 1.1.3 illustre ce mécanisme. Bien que plus onéreux que le
stockage par chaleur sensible de l’eau, ce procédé donne accès à une grande densité de
stockage [Dincer, 2002], [Hasnain, 1998], [Van Berkel, 2000].
Nous avons donc choisi d’orienter nos travaux vers le stockage thermochimique par
adsorption.
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Figure 1.1.3: Adsorption-Désorption [Palomo, 2009]
L’adsorption libère une chaleur d’adsorption et comme toute réaction exothermique,
elle est favorisée par les basses températures.
Lorsqu’un adsorbant atteint la saturation, on procède généralement à sa régénération.
À l’inverse de l’adsorption, cette opération de désorption est favorisée par les hautes
températures et les faibles concentrations. Elle nécessite un apport de chaleur et permet
ensuite le stockage d’énergie au sein de l’adsorbant [Marsteau, 2005].
1.2 Systèmes et matériaux de stockage
Le stockage thermochimique par adsorption étant sélectionné, il s’agit maintenant
d’étudier les systèmes et les matériaux appropriés parmi les nombreux choix existants.
1.2.1 Systèmes de stockage
Les systèmes à adsorption présentent comme avantages principaux :
– l’absence de compression mécanique donc la limitation des vibrations et du bruit,
– la possibilité d’utiliser une énergie calorifique disponible et d’éviter ainsi la consom-
mation électrique du compresseur,
– la parfaite autonomie,
– le procédé classique des systèmes à adsorption [Marsteau, 2005] opère avec un seul
adsorbeur, il présente donc l’avantage d’être simple technologiquement, lui conférant
des qualités de simplicité d’entretien et de fiabilité dans le temps,
– l’intermittence du cycle de base associé à ces systèmes représente une caractéris-
tique utile dans les applications solaires où l’énergie n’est disponible que de manière
discontinue. Ces systèmes sont donc adaptés à cette énergie.
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– le fonctionnement intermittent permet de diminuer le nombre de composants du
système, de réduire les coûts de fonctionnement et d’entretien, d’assurer une durée
de vie de ces systèmes plus longue [COV, 2001].
Parmi les systèmes à adsorption, deux types de configurations sont possibles : le sys-
tème est dit ouvert si l’adsorbat est libéré dans l’environnement, fermé si le fluide adsorbé
circule en circuit fermé.
Dans un système ouvert en phase de décharge, le matériau de stockage adsorbe la
vapeur d’eau contenue dans l’air humide et libère la chaleur d’adsorption. La vapeur
d’eau est libérée pendant la phase de désorption, qui s’accompagne d’une production de
chaleur s’il y a condensation. L’eau est directement libérée dans l’environnement d’où
l’appellation de système ouvert.
Contrairement aux systèmes ouverts, les systèmes fermés ne mettent en jeu aucun
échange de matière avec l’environnement. En mode de décharge, un système fermé se
comporte comme une pompe à chaleur, c’est-à-dire que la chaleur utile produite provient
à la fois du milieu de stockage et de l’air ambiant ou d’une source de chaleur auxiliaire.
Les échanges de matières y sont plus aisés à contrôler [Hongois, 2011]. Nous orienterons
donc nos travaux vers un système fermé.
Le principe de ces systèmes est illustré à la figure 1.2.1.
Figure 1.2.1: Systèmes à adsorption ouverts et fermés [Hauer, 2001]
1.2.2 Matériaux de stockage
A la lumière de tout ce qui précède, le choix du couple adsorbant/adsorbat constituant
le système de stockage apparaît primordial puisque l’efficacité du système en dépend.
Ce choix repose sur les critères suivants [Hongois, 2011] :
– la densité de stockage d’énergie du matériau, correspondant à l’énergie stockée par
unité de masse ou de volume, facteur indispensable pour assurer la compacité du
système de stockage,
– la tenue au cyclage, déterminant la durée de vie du système,
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– la non toxicité,
– le coût,
– la capacité d’autodécharge liée à la stabilité chimique et mécanique du matériau.
La figure 1.2.2 permet de comparer les différentes densités énergétiques de la plu-
part des adsorbants que nous allons présenter par la suite ainsi que leurs gammes de
températures de fonctionnement.
Figure 1.2.2: Densités d’énergie et gamme de températures des matériaux adsorbants
[Aristov, 2011] et [Kuznik, 2010]
Le choix d’un adsorbant relève évidemment d’autres propriétés physiques et chimiques
intrinsèques [Marsteau, 2005] telles que : sa forme (poudres, granulés. . . ), sa surface
spécifique, la distribution des diamètres de pores et son volume poreux, ses masses
volumiques (apparente, réelle. . . ), ses tenues mécanique et en température, ses affinités
polaires (hydrophile ou hydrophobe), sa capacité d’adsorption, sa compatibilité chimique
avec l’adsorbat etc. La surface spécifique désigne la superficie réelle de la surface d’un
objet. Cela a une grande importance pour les phénomènes faisant intervenir les surfaces,
comme l’adsorption. Elle s’exprime en général en surface par unité de masse, (m2.g−1).
Concernant les aspects écologiques et économiques, le choix de l’adsorbant doit être mo-
tivé par certains critères (sans toxicité, sans caractère corrosif, une détérioration limitée
face au temps et à l’usage, un coût abordable et une large disponibilité etc).
Quant au choix d’un adsorbat, celui-ci est régi aussi par ses propriétés physico-
chimiques [Marsteau, 2005] et [Chekirou 2008] : sa chaleur latente d’évaporation et d’ad-
13
Chapitre 1 Stockages d’énergie pour une application aux bâtiments
sorption, sa chaleur d’adsorption, sa conductivité thermique, sa masse et sa structure
moléculaire (s’il est constitué de petites molécules facilement adsorbables), sa réactivité
chimique, son inflammabilité, ses limites d’explosivité, son caractère corrosif etc. L’uti-
lisation et la fabrication des adsorbats doivent également respecter l’environnement.
Certains adsorbats respectent un nombre élevé des conditions précédentes, notamment
l’ammoniac, le méthanol ou encore l’eau. Cette dernière étant parfaitement sûre pour
l’Homme et disponible, elle apparaît comme l’adsorbat idéal pour une application aux
bâtiments. Elle a de bonnes propriétés thermiques et une pression de fonctionnement
faible dans les pompes à chaleur à adsorption (20mbar-80mbar) [Chekirou 2008].
Dans les matériaux adsorbants les plus courants, le tableau comparatif 1.5 nous permet
de déduire que les charbons actifs, les gels de silice et les zéolithes sont ceux présentant les
plus grandes surfaces spécifiques et par conséquent, les plus susceptibles d’emmagasiner
le plus d’adsorbat. Nous allons donc présenter de manière non exhaustive et succinctes
les différents adsorbants existant dans la littérature.
Adsorbants Surface Tailles Porosité Masse volumique
spécifique des pores interne apparente
(m2.g−1) (nm) (kg.m−3)
Adsorbants à base 100 - 700 4 - 20 0.4 - 0.6 400 - 700
de polymères
Alumines activées 200 - 400 1 - 6 0.3 - 0.6 800 - 950
Charbons actifs 400 - 2000 1 - 4 0.4 - 0.8 300 - 600
Gels de silice 600 - 800 2 - 5 0.4 - 0.5 700 - 800
Tamis moléculaires 300 - 600 0.3 - 0.8 0.35 - 0.5 500 - 700
carbonés
zéolithes 500 - 800 0.3 - 0.8 0.3 - 0.4 600 - 750
Tableau 1.4: Principales caractéristiques physiques des adsorbants les plus connus
Adsorbants organiques
Les charbons actifs font partie des adsorbants organiques et sont de loin les adsorbants
les plus fabriqués et utilisés industriellement. Ils peuvent être obtenus à partir d’un grand
nombre de matériaux carbonés (bois, charbon, noix de coco, résidus pétroliers, etc.), par
des processus de carbonisation suivis de processus d’activation dûment contrôlés. Ils
sont composés de microcristallites élémentaires de graphite qui sont assemblées avec
une orientation aléatoire. Les espaces entre ces cristallites forment les pores dont la
distribution des tailles est assez large et va des micropores (<2 nm) aux mésopores (2
à 50 nm) et aux macropores (> 50 nm). Les charbons actifs utilisés pour la séparation
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en phase liquide ont des tailles de pores distribuées autour ou supérieures à 3 nm tandis
que ceux utilisés en phase gazeuse ont des tailles de pores inférieures.
La surface des charbons actifs est essentiellement non polaire, même si une légère
polarité peut se produire par une oxydation de surface. En conséquence, ils n’ont pas
besoin de séchage préalable sévère et adsorbent de préférence les composés organiques
non polaires ou faiblement polaires. Ils sont fréquemment utilisés pour la récupération des
vapeurs de solvants et d’hydrocarbures, la décoloration de sucres, la purification d’eau,
l’élimination d’odeur, etc. Du fait de leur distribution assez large de tailles de pores,
les charbons actifs ont des sélectivités plutôt faibles pour l’adsorption des molécules de
tailles différentes.
Pour augmenter les sélectivités, il est possible de préparer des charbons actifs avec une
distribution de pores très étroite par des processus d’activation spécifiques, en utilisant
par exemple un post-traitement des charbons actifs par le craquage ou la polymérisation
de certaines espèces comme le benzène ou l’acétylène sur la surface. Les charbons actifs
ainsi obtenus sont appelés tamis moléculaires carbonés. Ce type de charbons actifs est
utilisé pour la production de N2 à partir de l’air avec un procédé de séparation basé sur
des sélectivités cinétiques. Les tailles effectives des micropores dans les tamis moléculaires
carbonés peuvent varier entre 0, 3 et 0, 8 nm [Sun, 2003].
D’une façon générale, malgré la grande surface spécifique des charbons actifs, les
adsorbants lui correspondant, c’est-à-dire l’ammoniac et le méthanol, ne semblent pas
adaptés à une application aux bâtiments pour des raisons d’hygiène et de sécurité. En
effet, l’ammoniac est toxique et dangereux car il présente des risques d’inflammation
au contact de l’air mais aussi de détérioration des constituants des systèmes étudiés.
De même, le méthanol est toxique et inflammable [Van Berkel, 2000]. Ainsi les couples
charbons actifs/méthanol et charbons actifs/ammoniac ne sont pas retenus. Par la suite,
nous décrivons les différents adsorbants envisageables et choisissons de les éliminer si leur
affinité pour l’eau est restreinte.
Adsorbants minéraux
Gels de silice
Les gels de silice (SiO2 · nH2O) peuvent être obtenus par précipitation de silice en
faisant réagir une solution de silicate de sodium avec un acide minéral (sulfurique ou
chlorhydrique). Le gel obtenu est ensuite lavé, séché et activé. La structure des pores
est créée par l’agglomération des microparticules sensiblement sphériques de dimension
à peu près uniforme comprise entre 2 et 20 nm. La surface des gels de silice est rendue
polaire par les groupements hydroxyles et ces gels adsorbent de préférence les molécules
polaires comme l’eau et les alcools. Les utilisations principales des gels de silice sont le
séchage, la séparation des composés aromatiques, le traitement du gaz naturel etc [Sun,
2003].
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Figure 1.2.3: Gels de silice schématisés, en vrac et en conditionnés sachet [Palomo,
2009]
MCM
Une famille de silicates mésoporeux, les MCM (Mobil Crystalline Materials), a égale-
ment été découverte en 1992 [Beck, 1992]. Ces matériaux, schématisés sur la figure 1.2.4,
sont amorphes mais présentent une méso-porosité uniforme.
Figure 1.2.4: Schématisation des MCM-41 [Palomo, 2009]
Ils sont synthétisés par formation en solution aqueuse de gels de silice en présence
de surfactants, généralement des ammoniums quaternaires [Yang, 2003]. Les surfactants
s’assemblent pour former des micelles organisées en structures tubulaires. Les précurseurs
silicates se condensent sur les parois de ces tubes. La matière organique est éliminée par
calcination dans l’air. Il ne reste alors qu’une structure silicate. La possibilité de contrôler
les propriétés de structure et de surface à partir des paramètres de synthèse est l’un des
atouts de ces matériaux. Par exemple, le choix de surfactant peut faire varier la taille
des pores de 2 a` 10 nm [Hongois, 2011]. Les MCM ne sont pas retenus dans le cadre de
notre étude car ils présentent une affinité restreinte pour l’eau.
SAPO et Aérogels de silice
D’autres adsorbants sont également composés de silice comme le SAPO ainsi que les
aérogels de silice. Le SAPO est un aluminophosphate microporeux modifié par incorpo-
ration de silice [Jänchen, 2002] et [Jänchen, 2005]. Il possède des propriétés d’adsorption
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intéressantes. Plusieurs catégories d’aérogels ont également été synthétisés. A ce jour, il
existe : les aérogels d’oxyde simple qui sont les plus communs, les aérogels d’oxyde mixte
ou d’ordre supérieur, les aérogels organiques, les aérogels hybrides organique/minéraux
ou à base de métalloïdes, les aérogels dopés, essentiellement par des atomes métalliques,
les aérogels densifiés et les composites. Tous proviennent d’un même procédé de fabri-
cation mais ont des propriétés physiques différentes. Les aérogels de silice font partie
des aérogels d’oxyde simple [Spagnol, 2007]. Ils ont une grande surface spécifique et un
volume de pore important mais leur stabilité mécanique et leur masse volumique sont
faibles [Aristov, 2011]. Ces adsorbants ne sont donc pas adaptés à l’application visée.
Alumines activées
On peut aussi citer les alumines activées, obtenues par déshydratation thermique du
trihydrate d’alumine. Très hydrophiles, elles sont couramment utilisées pour le séchage
et comme agents dessicateurs de substances organiques polaires. Très peu de systèmes
de stockage thermique utilisent l’adsorption sur les alumines activées. Cependant, son
emploi est à l’essai dans des composites alumine/sel hygroscopique [Hongois, 2011].
Zéolithes
Les zéolithes sont des minéraux microporeux, naturels ou synthétiques appartenant
à la famille des aluminosilicates. Leur structure et leurs propriétés leur confèrent une
grande capacité d’adsorption des composés à l’état gazeux ou liquide. Leur développe-
ment et leur utilisation sont en plein essor dans l’industrie, en particulier dans la pé-
trochimie et dans la protection de l’environnement, comme dans le cas du lave-vaisselle
proposé dans [Hauer, 2011] où les propriétés des zéolithes sont utilisées pour faire des
économies d’énergie. Une meilleure compréhension des mécanismes fondamentaux mis
en jeu au cours du processus d’adsorption s’avère par conséquent indispensable dans
tout contexte d’application [Bales, 2008]. Elles sont synthétisées industriellement pour
un prix tout à fait abordable (200 à 600 US $/tonne selon les types de zéolithes soit
150 à 460 euros/tonne). Leur température de régénération et leur compacité en font un
matériau utilisable pour une application aux bâtiments [Van Berkel, 2000]. Les caracté-
ristiques communes aux différents types de zéolithes sont [Plee, 2003] : une faible densité
et des volumes poreux importants, une stabilité cristalline à l’état déshydraté, des pro-
priétés d’échanges cationiques, une taille de pores uniforme, des propriétés d’adsorption
de gaz et de vapeurs, des propriétés catalytiques.
La structure zéolithique repose sur un enchaînement de tétraèdres d’atomes d’oxygène
au centre desquels se trouvent des ionsAl3+ et Si4+. Les tétraèdres SiO4 etAlO−4 sont liés
entre eux par un échange d’ions oxygène. Cette structure est semblable à celle des MCM,
dont la description a été réalisée dans le paragraphe précédent, sauf qu’elle contient des
cations compensateurs de charge. En effet, chaque tétraèdre AlO−4 présent est compensé
par des cations échangeables, tels que le sodium (Na+), le potassium (K+), le calcium
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(Ca2+), le lithium (Li+). Leur nature et leur positionnement dans les zéolithes ont
une grande influence sur les propriétés d’adsorption qu’ils affectent tant par obstruction
partielle des micropores que par interactions spécifiques avec les molécules adsorbées. La
possibilité de remplacer des ions dans les zéolithes par d’autres types d’ions permet de
modifier leurs propriétés d’adsorption pour les rendre plus adéquates à des applications
spécifiques [Sun, 2003]. Le rapport Si/Al dans les zéolithes est toujours supérieur ou égal
à 1 (pour des raisons de répulsion électrostatique : règle de Loewenstein [Plee, 2003])
mais n’a pas de limite supérieure. En règle générale, une zéolithe riche en aluminium
a une grande affinité pour l’eau et d’autres molécules polaires, tandis qu’une zéolithe
pauvre en aluminium est plutôt hydrophobe et adsorbe de préférence les hydrocarbures
[Ruthven, 1984]. Les possibilités d’arrangements des SiO4 et AlO4 sont multiples : parmi
les 800 structures cristallines possibles, environ 40 ont été découvertes à l’état naturel.
Les premiers travaux de synthèse de zéolithes datent des années 1940. Depuis, la chimie
a permis de synthétiser en laboratoire près de 200 types différents. La particularité de
ces matériaux réside dans l’uniformité de la porosité. Elles se distinguent des adsorbants
traditionnels par leur structure cristalline conduisant à des micropores réguliers de taille
uniforme [Sun, 2003] et [Ruthven, 1984].
Bien qu’un très grand nombre de structures cristallines soient connues, seules quelques-
unes ont une application industrielle. Parmi celles-ci, on citera [Sun, 2003] :
– en adsorption : zéolithes A, X, Y, chabazite,
– en catalyse : zéolithes ZSM5, USY, mordénite, L, béta,
– en échange d’ions : zéolithe A (détergence), clinoptilolite.
Les trois types de zéolithes principalement commercialisés sont les zéolithes de types A,
X et Y, schématisées sur la figure 1.2.5.
Figure 1.2.5: Unité structurale des zéolithes de types A, X et Y [Palomo, 2009]
Les zéolithes présentent une structure régulière constituée d’unités structurales inter-
connectées, appelées cages. L’élément structurel de base est commun aux trois types de
zéolithe. Il s’agit d’un octaèdre tronqué, appelé cage sodalite, ou cage béta. L’assemblage
de ces cages donne naissance à des polyèdres secondaires tels que des cubes, des prismes
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ou des octaèdres. Il en résulte un réseau cristallin régulier tridimensionnel. La taille des
fenêtres à l’intérieur des cages des zéolithes peut être contrôlée en fixant le nombre de
cations compensateurs et varie de 0, 3 à 1, 4 nm. La grande sélectivité de l’adsorption
provient de la taille de ces pores. Les pores de la zéolithe A sont formés par des anneaux
de 8 ions oxygène, tandis que ceux des zéolithes X et Y sont formés par des anneaux de
12 ions oxygène, ce qui correspond à la plus grande taille de pores pour cette famille de
matériaux. Le tableau 1.5 fournit quelques caractéristiques des zéolithes de types A, X
et Y.
Famille zéolithe Ratio Types Cation Diamètre
de zéolithe naturelle Si/Al de zéolithe compensateur des pores
correspondante
A Sodalite 1 3A K+ 0.3 nm
4A Na+ 0.4 nm
X Faujasite 1 à 1.5 13X Na+ majoritairement 1.0 nm
Y Faujasite 1.5 à 3 Y Na+,K+, Ca2+ 0.7 nm
> 3 USY Na+,K+, Ca2+ 1.4 nm
(Ultra Stable Y)
Tableau 1.5: Caractéristiques des zéolithes de type A, X et Y [Hongois, 2011]
Les zéolithes sont reconnues non toxiques. Aucun effet négatif n’a été décelé sur le
traitement biologique de l’eau, ni de toxicité aiguë sur les algues, les invertébrés ou
les poissons. L’ingestion par les rats de 5 g.kg−1 de poids pendant sept jours n’a pro-
duit aucun effet secondaire. Enfin, les risques d’explosion et d’incendie sont sans objet
concernant les zéolithes n’ayant adsorbé aucune substance [Plee, 2003].
Parmi les zéolithes, les zéolithes synthétiques de type X présentent une structure
cristalline identique à celle de la zéolithe naturelle faujasite. L’unité structurale de la
zéolithe 13 X porte donc le nom de cette zéolithe naturelle. La cage faujasite, composée
de 192 tétraèdres de (Si, Al)O4, est formée par 8 octaèdres tronqués (cages sodalites)
reliés entre eux par des ponts de 6 ions oxygène O2−, comme illustré à la figure 1.2.6.
Figure 1.2.6: Cage Faujasite-unité structurale des zéolithe X [Hongois, 2011]
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Le nombre d’ions aluminium par unité structurale peut varier de 96 à 77, ce qui cor-
respond à un rapport Si/Al de 1 à 1.5. La structure des zéolithes X présente la plus
grande porosité de toutes les zéolithes : le diamètre de la cavité centrale de la cage,
formées par des anneaux de 12 ions oxygène, s’élève à 13.7 Å [Yang, 2003]. Lorsque
le matériau est saturé en vapeur d’eau, une cage faujasite peut contenir environ 235
molécules d’eau. La nature et la distribution des cations compensateurs dans la struc-
ture cristalline détermine l’appellation de la zéolithe : par exemple, une majorité d’ions
calcium Ca+ caractérise la zéolithe 10X, tandis que la zéolithe 13X est définie par une
majorité d’ions sodium Na+.
Le tableau 1.6 permet également de comparer les densités énergétiques des zéolithes
de type X à celles des gels de silice et des SAPO présentés précédemment.
Matériau Température de Quantité d’eau Densité Température maximale
de désorption sorbée kg.kg−1 d’energie dans le milieu
(°C) de sorbant Wh.kg−1 de stockage (°C)
LiLSX 200 0.24 225 107
NaLSX 200 0.23 185 97
Gels de silice 120 0.18 123 62
SAPO 100-150 0.23 154 72
Tableau 1.6: Caractéristiques de quelques matériaux de sorption [Hongois, 2011]
De 2003 à 2007, l’IEA a coordonné la tâche 32, évoquée précédemment, portant sur les
concepts de stockage innovants pour les bâtiments solaires et à basse consommation (Ad-
vanced Storage Concepts for Solar and Low Energy Buildings). La sous-tâche B, dédiée
au stockage chimique et à sorption (Chemical and Sorption Storage) fait état de six pro-
jets dont deux sur le stockage thermique dans un système fermé à adsorption : le projet
SPF (Solartechnik Prüfung Forschung) et le projet Modestore orchestré par l’AEE-Intec
(Arbeitsgemeinschaft Erneuerbare Energie-Institut für Nachhaltige Technologien).
Le projet SPF a porté sur l’étude du couple zéolithe 13X/eau et celui Modestore sur
celui gels de silice/eau. La densité énergétique du matériau figurant dans le tableau 1.7
représente l’énergie stockée par unité de volume de substance active, à l’état saturé en
eau, grandeur calculée dans les conditions opératoires. La densité énergétique du sys-
tème quant à elle, rend compte du volume de tous les éléments du prototype, autrement
dit, les différents containers, les canalisations et les échangeurs de chaleur. L’étude s’est
achevée par une comparaison de ces procédés dans le cas de stockage de petites capa-
cités (70 kWh) et de grandes capacités (1000 kWh) associés à une maison individuelle
[Hongois, 2011].
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Projets Couple Température Puissance Taille Densité
de charge de décharge du stockage énergétique
Modestore Gel de 88°C 0.5− 1kW de 70kWh matériau
AEE-Intec silice 1.7m3 50kWh
Autriche eau de 1000kWh système
23m3 33kWh
SPF zéolithe 180°C 0.8− 1.8kW de 70kWh matériau
Suisse 13X 1.2m3 180kWh
eau de 1000kWh système
17m3 50kWh
Tableau 1.7: Comparaison de projets de stockage dans des systèmes fermés à adsorption
de la tâche 32 de l’IEA [IEA, 2007]
Le projet Modestore a montré qu’au-delà de 13% d’humidité, l’élévation de tempéra-
ture au cours de l’adsorption devient insuffisante. Par ailleurs, lors de la désorption, le
niveau de température à disposition ne permet pas à l’humidité de descendre en dessous
de 3%. Ainsi, les gels de silice ne peuvent utiliser tout leur pouvoir de stockage, puisqu’en
pratique, ils ne peuvent être utilisés que dans une plage d’humidité comprise entre 3 et
13% [Kuznik, 2010].
Les tableaux 1.6 et 1.7 montrent que le couple zéolithe 13X/eau semble donc être
la solution la plus adaptée à un stockage de l’énergie à basse température pour une
application aux bâtiments. Le choix s’est porté sur ce couple pour ses propriétés remar-
quables, notamment sa grande porosité et sa chaleur d’adsorption élevée. De plus, sa
mise en forme en billes permet une plus grande maniabilité du matériau de stockage.
Nous allons néanmoins poursuivre succinctement notre démarche afin de confirmer la
pertinence de notre choix en éliminant les autres adsorbants potentiels.
Ettringite
L’ettringite est une espèce minérale composée de sulfate de calcium et d’aluminium
hydraté, de formule : Ca6Al2(SO4)3(OH)12.26H2O. La figure 1.2.7 représente une pho-
tographie au MEB (Microscopie Electronique à Balayage) de l’ettringite synthétisée par
Nishikawa et al [Nishikawa, 1992]. Cet hydrate de ciment Portland est formé lors de
l’hydratation de l’aluminate tricalcique Ca3Al2O6 (C3A en notation cimentaire) en pré-
sence des sulfates de calcium CaSO4 sous forme de gypse. L’ettringite est principalement
connue pour son rôle de régulateur de prise, afin d’éviter la fausse prise de la pâte du
ciment due à réaction rapide des aluminates tricalciques avec l’eau ce qui a pour effet
de diminuer le degré d’hydratation de la pâte de ciment, donc de diminuer sa résistance
mécanique à long terme.
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Figure 1.2.7: Photographie au MEB de l’ettringite synthétisée [Nishikawa, 1992]
Cependant, dans le cadre de notre étude, certaines de ses caractéristiques peuvent
s’avérer intéressantes. En effet, elle peut subir des cycles d’une part d’adsorption/désorption
d’autre part d’hydratation et déshydratation et possède des qualités non négligeables
pour le stockage d’énergie. Sa densité est de 1780 kg.m−3 et sa chaleur massique est
élevée Cp = 1, 3 J.g−1.K−1. De plus, une variation d’enthalpie importante est engendrée
par son hydratation ∆H = 0., 4 a` 0, 8 kJ.g−1 et elle possède des températures de réac-
tions d’hydratation basses (30 à 55°C) à pression atmosphérique. Enfin, les réactions
hydratation/déshydratation que l’ettringite subit sont réversibles [Struble, 1986]. Son
utilisation est limitée, notamment par le phénomène de carbonatation au contact du
CO2 atmosphérique. Cet adsorbant n’est donc pas retenu dans le cadre de notre étude.
Autres adsorbants
Matériau Heatsorp
Le matériau Heatsorp est un matériau composite de SiO2, CaCl2 (et/ou LiBr) com-
binant les effets d’un MCP avec un phenomène d’adsorption. Sa température de régéna-
ration est de 110°C, température aisément atteinte avec des collecteurs d’énergie solaire.
Il a été développé en 1996 en Russie à l’institut BIC (Boreskov Institute of Catalysis) à
Novosibirsk (BIC) par le Professeur Valentin N. Parmon et le Docteur Yuri I. Aristov.
Ce matériau a été utilisé pour le stockage d’énergie solaire par l’entreprise allemande
SAKIA-solar GmbH, à Ilmenau, en collaboration avec l’Université de Technologie de
Ilmenau et l’entreprise SESOL GmbH à Langewiesen. D’après leurs études, un volume
de stockage de 4 m3 pour un stockage saisonnier d’énergie solaire suffirait à alimenter
une maison individuelle. Avec un stockage par chaleur sensible, pour le même résultat, il
faudrait 20m3 d’eau stockée dans un système de 110m3 de volume. Le prix des matériaux
et les éventuels inconvénients ne sont pas spécifiés. Suite à des tests à Mittelbach, en
2000, sa densité énergétique a été évaluée à 680MJ/m3 et sa grande affinité pour l’eau a
été mise en évidence. Le Heatsorp semble être une solution très prometteuse par rapport
aux autres adsorbants comme le montre la figure 1.2.2 mais coûteuse et ses propriétés
22
1.2 Systèmes et matériaux de stockage
physiques sont encore peu connues [Van Berkel, 2000]. Ceci explique pourquoi nous ne
l’avons pas retenu pour cette étude.
Sulfure de sodium
Le sulfure de sodium est un composé chimique de formule Na2S couramment répandu
sous la forme nonahydratée Na2S.9H2O. Les batteries constituées de sulfure de sodium
sont utilisées pour stocker de l’énergie et impliquent des températures élevées, de l’ordre
de 300°C. Cette technologie a été développée il y a plus de 30 ans. Un système, appelé
Tepidus, basé sur l’utilisation du sulfure de Sodium a été développé en Suisse dans les
années 70. Il a été abandonné car l’intégration de sulfure de sodium au système était
à l’origine de problèmes techniques [Solpros, 1996]. Selon les développeurs de Na2S
système SWEAT, ces problèmes étaient liés à la corrosion des matériaux constituant
le condenseur et l’évaporateur lors de la formation de gaz non condensables. Le sulfure
de sodium n’est donc pas non plus retenu dans le cadre de notre étude car il semble
dégrader les composants du système auquel il est intégré [Van Berkel, 2000].
Matériaux nanoporeux hybrides
Les matériaux nanoporeux hybrides sont à présent brièvement abordés. Ils associent
des métaux à des molécules organiques [Snurr, 2004].
Dans les années 80, les aluminophosphate et les métal-aluminophosphate sont apparus.
Ils représentent la première famille de structure d’oxydes synthétisées sans silice. La taille
de leurs pores est de 0.3 à 0.8nm et ils sont formés de 6,10, 12 ou 18 canaux annulaires.
Ces matériaux ne sont pas sélectionnés dans le cadre de ces travaux car ils ne sont pas
fiables à long terme et possèdent des capacités d’adsorption et de régénération moyennes
par rapport aux autres adsorbants [Aristov, 2011].
Figure 1.2.8: Aluminophosphate [Aristov, 2011]
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Dans les années 90, de nouveaux matériaux nanoporeux hybrides sont synthétisés.
Les MOFs, Metal-Organic Frameworks, sont constitués d’une matrice rigide, souvent
des molécules organiques, et d’ions métalliques ou d’agrégats formant des structures
cristallines, mono, bi ou tridimensionnelle.
Figure 1.2.9: Metal-organic-frameworks [Aristov, 2011]
Dans certaines applications, les pores des MOFs servent à éliminer des molécules
(comme des solvants), dans d’autres, à stocker des gaz, comme l’hydrogène ou de l’éner-
gie. Cependant, ils présentent une affinité restreintes pour l’eau et ne sont par conséquent
pas retenus dans le cadre de notre étude.
1.3 Discussion
Ce premier chapitre permet de situer l’application visée relative au stockage d’énergie.
Nous y avons rappelé les différents types de stockage faisant appel à la chaleur sensible,
la chaleur latente de changement de phase, les voies thermochimiques et chimiques.
Nous avons comparé ces différents types de stockage notamment en termes de densité
de stockage et de volume requis, éléments importants pour une application au bâtiment.
Si le stockage chimique est à ce titre des plus intéressants, en revanche, les niveaux de
température nécessaires, la complexité des réactions, pouvant être non réversibles, et la
toxicité des matériaux utilisés sont des arguments qui font que cette approche ne peut
pas être retenue pour une application au bâtiment. La voie thermochimique reposant sur
le principe d’adsorption-désorption a donc été retenue. Après avoir comparé les divers
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systèmes et matériaux associé à ce type de stockage, nous avons sélectionné le couple
zéolithe 13 X/eau intégré à un système fermé de stockage.
Pinel et al réalisent dans [Pinel, 2011] un état de l’art sur le stockage d’énergie dans
le secteur du bâtiment. L’une de leurs conclusions est que les modélisations numériques
des transferts de chaleur et de masse survenant dans les matériaux de stockage restent
relativement basiques (souvent monodimensionnelle et faisant appel à de nombreuses
hypothèses simplificatrices). Dans le tableau 1.7, la différence entre la densité énergé-
tique du matériau et celle du système montre la nécessité d’améliorer la modélisation
de ces phénomènes pour mieux comprendre et optimiser le fonctionnement des systèmes
de stockage. Nous allons donc dans les chapitres suivants proposer une modélisation
bidimensionnelle de ces transferts au sein du système.
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Chapitre 2
Modélisation du stockage
thermochimique par adsorption
Dans un premier temps, nous présenterons le système de stockage sélectionné au cha-
pitre précédent. Nous déterminerons le problème physique étudié et définirons les notions
d’équilibre de sorption, puis d’isotherme d’adsorption ainsi que les différents modèles
élaborés pour décrire la cinétique d’adsorption afin d’en sélectionner un adapté à notre
système. Nous aborderons ensuite les hypothèses utilisées pour modéliser le comporte-
ment de l’adsorbeur au cours de cycles désorption-adsorption. Enfin, nous présenterons
la traduction des phénomènes physiques en formulation mathématique dimensionnée
et les adimensionnerons en vue du développement du modèle bidimensionnel, appelé
modèle d’ordre élevé (MOE), reproduisant la dynamique de l’adsorbeur.
2.1 Système de stockage
2.1.1 Description du système
Les systèmes à adsorption ont fait l’objet de nombreuses études [Lemmini, 1992], [Mar-
mottant, 1992], [Cacciola, 1995], [Szarzynski, 1998], [Pons, 1999], [Pons, 2000], [Yong,
2002], [Chahbani, 2004], [Hildbrand, 2004], [Yong, 2004]. Ils sont constitués d’un ou
deux adsorbeurs [Szarzynski, 1997]. Nous choisissons d’étudier un système fermé à un
adsorbeur comme l’illustre le schéma 2.1.1 en nous basant sur les travaux de Pons et
al. [Pons, 1999]. Ce système est également composé d’un système alternatif de chauf-
fage, par exemple un capteur solaire pendant la journée, et de refroidissement, comme
l’eau froide du réseau, d’un évaporateur et d’un condenseur. Les deux derniers étant
des échangeurs diphasiques classiques largement étudiés dans la littérature, nous nous
sommes focalisés sur la modélisation bidimensionnelle du stockage de l’énergie dans
l’adsorbeur, élément clé de la machine à adsorption. En effet, celui-ci contient le milieu
poreux où se produisent les transferts couplés de chaleur et de masse. L’évaporateur et
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le condenseur ne sont donc pas modélisés dans notre étude. Cependant, pour respecter
la physique du système, ces deux composants sont pris en compte dans la modélisation
de l’adsorbeur, tout comme le système alternatif, au niveau des conditions limites du
système d’équations.
Figure 2.1.1: Fonctionnement simplifié d’un système à adsorption
De nombreux travaux portant uniquement sur l’adsorbeur peuvent être cités [Mhimid,
1997], [Fedorov, 1999], [Zhang, 1999], [Zhang, 2000], [Pei-Zhi, 2009].
2.1.2 Description de l’adsorbeur
L’adsorbeur étudié est classique. Il est constitué d’un fluide caloporteur qui circule
dans un tube métallique entouré par un lit de zéolithes 13X cylindrique comme l’illustre
la figure 2.1.2. Ses parois internes, c’est-à-dire en r = R2, et externes, c’est-à-dire en
r = R3, du lit d’adsorbant sont imperméables.
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Figure 2.1.2: Schéma de l’adsorbeur
Un cycle à adsorption fonctionne de manière similaire à un cycle thermique ordinaire.
Il s’articule habituellement en quatre phases : une phase de chauffage isostérique, une
phase de désorption, une phase de refroidissement isostérique et une phase d’adsorption
décrites ci-après [Pons, 1999]. Les phases de chauffage et de désorption permettent le
stockage d’énergie au sein de l’adsorbeur quand cette dernière est disponible. Le refroi-
dissement et l’adsorption permettent la restitution de l’énergie en fonction des besoins.
La quantité d’énergie stockée (ou déstockée) dans le lit d’adsorbant, grandeur d’intérêt
nous concernant, dépend de la quantité d’eau présente en son sein.
Lors de la mise en route du système de stockage d’énergie, les quatre clapets présentés
sur la figure 2.1.1 sont fermés et le lit d’adsorbant est saturé en vapeur d’eau. Il est
en équilibre thermodynamique avec son environnement, c’est-à-dire à la température
ambiante au démarrage du système. Sa température T et sa pression p sont considérées
uniformes.
Au cours du chauffage isostérique, le fluide caloporteur provenant du système alternatif
en mode de chauffage entre dans le tube métallique par son extrémité gauche et s’écoule
vers son extrémité droite, chauffant ainsi le lit d’adsorbant comme l’illustre la figure
2.1.3. La température et la pression augmentent plus rapidement à l’extrémité gauche
du lit d’adsorbant qu’à l’extrémité droite, ce qui correspond au temps de séjour du fluide.
Durant cette phase, tous les clapets restent fermés. La pression p et la température T
du lit d’adsorbant, initialement basses, augmentent contrairement à la quantité d’eau
présente dans le lit d’adsorbant qui reste constante.
31
Chapitre 2 Modélisation du stockage thermochimique par adsorption
Figure 2.1.3: Phase de chauffage isostérique
Lorsque la pression de l’extrémité gauche du lit d’adsorbant dépasse légèrement la
pression du condenseur, le clapet 1 s’ouvre, ce qui initie la désorption au niveau de
cette extrémité. Les clapets 2, 3 et 4 sont alors fermés. Quand la pression de l’extrémité
droite dépasse légèrement la pression du condenseur, le clapet 2 s’ouvre, initiant la
désorption au niveau de cette extrémité du lit d’adsorbant. Les clapet 3 et 4 restent
fermés. La vapeur d’eau est désorbée et s’écoule vers le condenseur comme le représente
la figure 2.1.4. Tant que la pression des extrémités de l’adsorbeur est égale à celle du
condenseur, les clapets 1 et 2 restent ouverts. Le lit d’adsorbant est alors connecté au
condenseur. La pression de ce dernier, notée pcond est donc imposée aux deux extrémités
du lit d’adsorbant. Le fluide continue à chauffer le lit d’adsorbant pour entretenir le
processus de désorption. Dans le condenseur, la vapeur d’eau désorbée est refroidie et
se condense. L’eau liquide traverse un détendeur dans lequel elle passe de haute à basse
pression puis vient remplir l’évaporateur sans changer d’état. La totalité de la vapeur
d’eau n’a pu être désorbée. Une quantité « résiduelle » de vapeur d’eau subsiste donc
dans le lit d’adsorbant à la fin de cette phase. A ce moment, les clapets 1 et 2 sont
ouverts contrairement aux clapets 3 et 4, toujours fermés.
Figure 2.1.4: Phase de désorption
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Quand les besoins en énergie le requièrent, un liquide froid provenant du système
alternatif en mode de refroidissement entre dans le tube métallique par son extrémité
gauche et refroidit le lit d’adsorbant comme le montre la figure 2.1.5. Dès le début de
cette phase, la diminution de pression est à l’origine de la fermeture des clapets. Le
mécanisme étant réversible, la température et la pression diminuent plus rapidement à
l’extrémité gauche du lit d’adsorbant qu’à l’extrémité droite, ce qui est lié au temps de
séjour du fluide. Durant cette phase, la pression p et la température T du lit d’adsor-
bant, initialement hautes, diminuent contrairement à la quantité d’eau présente dans le
matériau qui reste constante.
Figure 2.1.5: Phase de refroidissement isostérique
Lorsque la pression de l’extrémité gauche du lit d’adsorbant devient légèrement in-
férieure à la pression de l’évaporateur, le clapet 3 s’ouvre, ce qui initie l’adsorption au
niveau de cette extrémité. Les clapets 1, 2 et 4 sont alors fermés. Quand la pression de
l’extrémité droite devient légèrement inférieure à la pression de l’évaporateur, le clapet
4 s’ouvre, initiant l’adsorption au niveau de cette autre extrémité du lit d’adsorbant.
Les clapets 1 et 2 restent fermés. Dans l’évaporateur, l’eau liquide est vaporisée puis
s’écoule de l’évaporateur vers l’adsorbeur, comme le représente la figure 2.1.6, où elle
est adsorbée. Tant que la pression des extrémités de l’adsorbeur est égale à celle de
l’évaporateur, les clapets 3 et 4 restent ouverts. Le lit d’adsorbant est alors connecté à
l’évaporateur. La pression de ce dernier, notée pe´vap est donc imposée aux extrémités
du lit d’adsorbant. Le fluide froid provenant du système de refroidissement continue à
entretenir le processus d’adsorption, donc de restitution de l’énergie, jusqu’à saturation
du lit d’adsorbant en vapeur d’eau.
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Figure 2.1.6: Phase d’adsorption
A la fin de cette phase, le lit d’adsorbant est saturé et à l’équilibre thermodynamique.
Sa pression et sa température sont basses.
Pour une explication plus approfondie du fonctionnement des cycles à adsorption, le
lecteur peut se référer à [Pons, 2000], [Hildbrand, 2004].
2.2 Problème physique
La grandeur d’intérêt dans notre problème physique est la variation d’énergie entre
deux instants que nous définissons de la manière suivante :
∆E = −B |∆H| [q(t1)− q(t0)] (2.2.1)
avec Ω,le domaine représentant le lit d’adsorbant, q(t) =
´
Ω q(t) dΩ´
Ω dΩ
, la moyenne spatiale
de la quantité d’eau adsorbée, ∆H, la chaleur d’adsorption, B, une constante tradui-
sant les porosités du lit d’adsorbant étudié et ∆E, la variation d’énergie au sein du lit
d’adsorbant entre deux instants, exprimée en J.m−3.
Ainsi, l’énergie stockée (respectivement restituée) se calcule en fonction de l’évolution
de la quantité d’eau désorbée (respectivement adsorbée) par le lit d’adsorbant. La ciné-
tique d’adsorption représente l’évolution temporelle de cette quantité d’eau adsorbée par
les zéolithes entre deux états d’équilibre, initial et final. Nous allons donc dans un pre-
mier temps définir la notion d’équilibre de sorption puis celle de cinétique d’adsorption
pour le couple zéolithe 13X/eau intégré au système de stockage.
2.2.1 Equilibre de sorption du couple zéolithe/eau
Dans les zéolithes, les molécules sont adsorbées d’abord sur les parois des micropores,
avant de s’accumuler dans le volume du cœur des cavités ou canaux [Thibault, 2004].
Une surface spécifique équivalente est cependant définie pour les zéolithes en dépit du
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caractère volumique du phénomène, permettant d’y transposer aisément les théories de
l’adsorption surfacique.
D’un point de vue thermodynamique, la zéolithe est constituée d’une part du sque-
lette zéolitique, d’autre part des molécules de fluide adsorbées [Hongois, 2011]. Puisque
l’équilibre entre un constituant adsorbable et un matériau adsorbant est déterminé par
le triplet Pression-Température-Quantité adsorbée, l’équilibre d’adsorption peut être
étudié de trois manières :
– en conditions isobares (pression constante), où la quantité adsorbée est étudiée en
fonction de la température,
– en conditions isothermes (température constante), où la quantité adsorbée est étu-
diée en fonction de la pression,
– en conditions isostériques (quantité adsorbée constante), où la pression est suivie
en fonction de la température.
Figure 2.2.1: Allure générale des isothermes, isobares et isostères d’adsorption [Hon-
gois, 2011]
Les matériaux d’adsorption sont largement utilisés dans les procédés de séparation des
gaz, impliquant des colonnes d’adsorption sous conditions isothermes. De ce fait, les
travaux les plus répandus concernent ce type d’équilibres d’adsorption [Hongois, 2011].
L’équilibre d’adsorption est alors décrit par des isothermes d’adsorption.
Les isothermes d’adsorption correspondent à la loi de variation de la quantité adsorbée
à l’équilibre en fonction de la pression d’espèce adsorbable en phase fluide à température
constante. Elles sont répertoriées en six catégories d’après la classification de l’IUPAC
(International Union of Pure and Applied Chemistry) comme l’illustre la figure 2.2.2.
Cependant, les isothermes expérimentales et la formulation de nouveaux matériaux font
toujours apparaître des types ne correspondant pas parfaitement, voire pas du tout, à
ceux répertoriés.
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Figure 2.2.2: Classification IUPAC des isothermes d’adsorption [Chekirou, 2008]
– Les isothermes de type I, réversibles, sont caractéristiques d’une adsorption sur des
matériaux microporeux (diamètre des pores inférieur à 2 nm). La partie concave par
rapport à l’axe des pressions relatives traduit des interactions adsorbat/adsorbant
fortes. La quantité maximale adsorbée est limitée par le volume microporeux car
aucune adsorption supplémentaire n’est observée après le palier.
– Les isothermes de types II et III, réversibles, sont représentatives de l’adsorption
sur des solides non poreux ou macroporeux (diamètre des pores supérieur à 50 nm).
Elles sont caractérisées par une adsorption monocouche/multicouche illimitée à sa-
turation. Dans le cas de l’isotherme de type II, le point d’inflexion de l’isotherme
à basse pression relative correspond à l’achèvement de la première monocouche.
L’isotherme de type III peu répandue, est caractérisée par des interactions adsor-
bant/adsorbat faibles par rapport aux interactions adsorbant/adsorbat.
– Les isothermes de types IV et V sont représentatives de l’adsorption sur des solides
mésoporeux (diamètre des pores compris entre 2 et 50 nm), voire de certains solides
microporeux (type V). À saturation, le processus d’adsorption est limité. Elles pré-
sentent une boucle d’hystérèse, associée à la condensation capillaire de l’adsorbat
dans les mésopores. Les isothermes de types IV et V, comparables aux isothermes
de types II et III, présentent les mêmes parties initiales et sont caractérisées par des
interactions adsorbant/adsorbat respectivement fortes et faibles.
– Les isothermes de type VI rendent compte d’une adsorption multicouche par paliers,
sur une surface uniforme non-poreuse. La hauteur des paliers représente la capacité
de chacune des couches adsorbées.
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L’allure de l’isotherme d’adsorption est étroitement liée à la porosité et à la nature
des interactions adsorbat/adsorbant. De ce fait, le type des isothermes d’adsorption des
systèmes zéolithes/vapeur d’eau varie naturellement selon la nature de l’adsorbat et le
type de zéolithe. Par exemple, la courbe d’équilibre de l’adsorption d’un gaz rare sur une
zéolithe Y présente généralement un point d’inflexion, caractéristique d’une isotherme
de type V, tandis que les couples zéolithes/vapeur d’eau correspondent à des isothermes
de type I, caractéristiques des phénomènes d’adsorption monocouche, ou de type II,
traduisant une adsorption multicouche [Hongois, 2011]. La figure 2.2.2 montre que pour
le type II, la quantité d’eau adsorbée augmente moins rapidement aux faibles pressions
relatives et n’est pas constante aux pressions relatives élevées par rapport au cas des
isothermes de type I. Pour illustration, les isothermes d’adsorption de vapeur d’eau à
40°C sur différents matériaux, dont les zéolithes 13X, de type A (Na5A) et une zéolithe
de type Y (UOP SC Y 1/16) sont représentées sur la figure 2.2.3.
Figure 2.2.3: Isotherme d’adsorption de l’eau à 40°C sur quelques matériaux [Hadorn,
2005]
La figure 2.2.3 montre que l’isotherme du couple zéolithes 13X/vapeur d’eau corres-
pond dans notre cas à une isotherme de type II, traduisant une adsorption multicouche.
En règle générale, trois domaines peuvent être distingués sur les isothermes de type II
comme l’illustre la figure 2.2.4. Chaque domaine est associé à un mode de fixation par-
ticulier de l’espèce adsorbée sur le matériau. Dans la région des faibles pressions (zone
1), les molécules sont adsorbées progressivement jusqu’à formation d’une monocouche
recouvrant la totalité de la surface des pores de l’adsorbant. Lorsque cette monocouche
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est saturée, il y a transition vers la phase suivante (zone 2), où l’isotherme est linéaire :
les molécules sont adsorbées sur la première couche d’adsorbat. Chez certains matériaux
à pores de grande dimension, de diamètre de pore largement supérieur à 2 nm, l’ad-
sorption multicouche peut conduire jusqu’à la condensation capillaire (zone 3) [Hongois,
2011].
Figure 2.2.4: Interprétation des différentes zones des isothermes d’adsorption [Hongois,
2011]
La quantité d’eau adsorbée dans des conditions d’équilibre peut donc être représentée
par un ensemble d’isothermes. Afin de pouvoir modéliser le système, elle sera en réalité
décrite par une expression paramétrique 2.2.2 en pression et en température. Le modèle
cinétique étudié dans nos travaux (équation 2.2.3) s’appuie sur le modèle de Langmuir
généralisé associé au type II [Chekirou, 2008] et s’écrit :
qe =
qs,1b1p
1 + b1p
+ qs,2b2p1 + b2p
+ qs,3b3p1 + b3p
(2.2.2)
avec

qs,n = a0,n + a1,nT +
a2,n
T 2 +
a3,n
T 3
bn = b0,nexp (En/T ) (n = 1, 2, 3)
Toutefois, ceci est insuffisant pour décrire le fonctionnement dynamique du système.
En effet, il nous faut aussi connaître son comportement entre deux états d’équilibre,
c’est-à-dire, sa cinétique d’adsorption.
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2.2.2 Modélisation de la cinétique d’adsorption
La cinétique d’adsorption d’un gaz par un solide poreux, aussi appelée cinétique de
transfert de masse, joue un rôle prépondérant dans le fonctionnement d’un système de
stockage à adsorption. Du point de vue cinétique, les adsorbants peuvent être divisés en
deux catégories [Sun, 2003] :
– Les adsorbants homogènes dont la structure poreuse s’étale sur toute l’échelle du
grain donnent lieu à une diffusion interne résultant de différents phénomènes de mi-
gration (diffusion moléculaire, de Knudsen et de surface). Les molécules d’adsorbat
se propagent de la surface des grains vers le centre à travers les macropores formés
entre les cristallites ou les microparticules. Ces transferts s’effectuent généralement
en phase fluide. Les coefficients de diffusion effectifs pouvant dépendre des différents
mécanismes de transfert permettent de décrire les transferts de masse macroporeux
à l’échelle macroscopique d’un grain d’adsorbant.
– Les adsorbants hétérogènes à double porosité sont issus de l’agglomération de cris-
taux ou de microparticules comme les zéolithes. La cinétique d’adsorption dans ces
derniers se déroule à plusieurs échelles, comme l’illustre la figure 2.2.5, faisant ainsi
intervenir non seulement des transferts de masse internes micro- et macroscopiques
mais également des transferts de masse externes.
Le transfert de masse externe dépend des conditions hydrodynamiques de l’écoulement
d’un fluide dans un lit d’adsorbant. Les molécules devant traverser les couches limites
autour des grains d’adsorbants pour atteindre leur surface, on parle alors de résistance
de surface.
Figure 2.2.5: Différents mécanismes de la cinétique d’adsorption dans un grain à double
porosité [Sun, 2003]
L’exploitation de ces différents transferts de masse a entraîné le développement d’un
grand nombre de modèles afin de tenter de les décrire. Notre cas d’étude porte sur
une adsorption multicouche et nous avons vu à la sous-section précédente que le type
d’isotherme correspondant était le deuxième de la classification de l’IUPAC.
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Dans la suite, nous décrirons trois de ces modèles :
– le modèle de diffusion,
– le modèle LDF,
– le modèle d’équilibre.
Dans le cas du modèle de diffusion, la littérature est peu prolixe [Yong, 2002], [Inaba,
2004]. Dans les travaux [Madrau, 1999], les équations y décrivent le transfert de ma-
tière d’un gaz s’écoulant dans un capillaire qui possède une géométrie bien définie. La
détermination des modes de transfert dominants, de leur coefficient de diffusion et des
paramètres intervenant dans ces équations est difficile du fait de la géométrie complexe
de l’adsorbant. De ce fait, le modèle de diffusion sera écarté dans notre étude.
Afin de pallier les difficultés numériques liées au modèle précédent, Gleuckauf et Coates
ont proposé en 1947 un modèle de diffusion simplifié appelé le modèle LDF (Linear
Driving Force). Ce modèle est utilisé pour décrire la cinétique d’adsorption dans les
grains d’adsorbant. L’évolution temporelle de la quantité adsorbée y est définie de la
manière suivante :
∂q
∂t
= ψ (q − qe) (2.2.3)
avec qe la quantité d’eau à l’équilibre, donnée par l’isotherme de sorption, q, la quantité
d’eau adsorbée et ψ, une constante suivant la loi d’Arrhénius dépendant du coefficient
de diffusion de l’adsorbant et du rayon d’une particule d’adsorbant. La figure 2.2.6.a
permet de comparer les modèles de diffusion et LDF obtenus par [Sun, 2003] . La figure
2.2.6.b quant à elle nous permet d’une part de constater que les modèles d’équilibre et
LDF donnent les mêmes résultats, d’autre part de comparer ceux-ci avec ceux du modèle
de diffusion [Ilis, 2010].
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Figure 2.2.6: Comparaison des réponses dynamiques données par (a) les modèles LDF
et de diffusion [Sun, 2003] et (b) les modèles de diffusion, LDF et d’équi-
libre [Ilis, 2010]
La figure 2.2.6.a montre que ce type de modèles LDF sous-estime les quantités de
matières transférées aux temps courts et donnent des résultats acceptables aux temps
suffisamment longs. Malgré ces imprécisions, les modèles LDF donnent généralement des
résultats satisfaisants pour les simulations des procédés d’adsorption. Ceci peut s’expli-
quer par la prépondérance des transferts thermiques face aux impacts des cinétiques
d’adsorption. Sicar et al. [Sicar, 2000] et Ilis et al. [Ilis, 2010] ont comparé les modèles
LDF et ceux de diffusion et assurent leur validité. Bien que son emploi doive être remis
en cause pour les simulations des procédés d’adsorption très rapides [Sun, 2003], ce mo-
dèle reste largement utilisé par différents auteurs [Passos, 1986], [Zhang, 1999], [Zhang,
2000], [Dai, 2003], [Leong, 2004], [Liu, 2005], [Wang, 2005], [Aristov, 2009], [Wu, 2009].
Le modèle d’équilibre est utilisé quand la vitesse de diffusion de la matière dans les
pores est suffisamment grande pour qu’à chaque instant t, la quantité de matière en
phase adsorbée q(t) soit celle donnée par l’isotherme qe [Chekirou, 2008] :
q(t) = qe(p(t), T (t)) (2.2.4)
Contrairement aux études menées sur les modèle de diffusion, de nombreux auteurs
ont réalisé, de manière assidue, des études d’adsorption basées sur ce modèle pour diffé-
rentes applications, [Chang, 1981], [Adell, 1984], [Adell, 1986], [Douss, 1988], [Lemmini,
1992], [Marmottant, 1992], [Bentayeb, 1994], [Bentayeb, 1995], [Sun, 1995], [Ben Amar,
1996], [Mhimid, 1997], [Leite, 1998], [Caulibaly, 1998], [Vasiliev, 1999], [Poyelle, 1999],
[Bakkas, 2001], [Anyanwu, 2001], [Zhang, 2002], [Li, 2003], [Yong, 2004], [Maggio, 2006],
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[Kwapinski, 2010]. La figure 2.2.6.b montre d’ailleurs que les modèles d’équilibre et LDF
donnent les mêmes résultats.
Les trois modèles précédents sont comparés dans [Chahbani, 2002]. Le modèle d’équi-
libre est utilisé quand la résistance de transfert de masse définie dans le modèle de
diffusion peut être négligée. Les différents travaux réalisés sur les machines frigorifiques
solaires à adsorption ont démontré que cette hypothèse s’applique aux systèmes soumis
aux puissances thermiques modérées [Leite, 2000]. Les travaux [Kargiorgas, 1986] ont
permis de valider cette hypothèse dans le cas du couple zéolithe/eau. Pour la modélisa-
tion du processus d’adsorption lié aux faibles sources d’énergie comme celle de l’énergie
solaire, le modèle d’équilibre semble donc suffisant pour décrire la cinétique d’adsorption
[Chekirou, 2008]. De plus les temps caractéristiques associés à notre problème physique
nous permettent également de déduire qu’un modèle d’équilibre peut s’avérer suffisant.
En effet, compte tenu des grandeurs caractéristiques des zéolithes 13X et des conditions
d’utilisation, le temps caractéristique de la cinétique de transfert de masse de notre pro-
blème est de l’ordre de la microseconde. Ainsi, nous pouvons considérer que le système
étudié est à l’équilibre thermodynamique à tout instant. Par ailleurs, nous avons testé
les modèles LDF et d’équilibre dans nos travaux. Les résultats obtenus sont identiques
mais le modèle d’équilibre permet de réduire le temps de calcul, nous allons donc l’uti-
liser dans le cadre de notre étude. Nous allons à présent aborder la modélisation des
transferts de chaleur et de masse survenant au sein de l’adsorbeur afin de déterminer la
pression et la température dans l’adsorbeur à chaque instant.
2.3 Modélisation des transferts couplés
De nombreux auteurs ont traité la modélisation du même type de systèmes [Sun,
1995], [Ben Amar, 1996], [Federov, 1999], [Poyelle, 1999], [Zhang, 1999], [Zhang, 2000],
[Maggio, 2006], [Wu, 2009], [Ilis, 2010], [Kwapinski, 2010], [Zegnani, 2010]. Notre modèle
bidimensionnel permet de reproduire le comportement dynamique de l’adsorbeur décrit
dans la première section de ce chapitre. Les évolutions spatio-temporelles des variables
d’état sont simulées permettant ainsi l’analyse du comportement dynamique de l’ad-
sorbeur. Nous travaillons en coordonnées cylindriques donc le modèle bidimensionnel
transitoire réalisé, appelé modèle d’ordre élevé, MOE, a pour variables la température
dans le fluide, Tf (r, z,Θ, t), la température T (r, z,Θ, t) et la pression p(r, z,Θ, t) dans le
lit d’adsorbant. La géométrie de notre problème peut être simplifiée en tenant compte de
la symétrie de révolution autour de l’axe Oz comme l’illustre le schéma 2.3.1. Le MOE
a donc pour variables la température dans le fluide, Tf (r, z, t), la température T (r, z, t)
et la pression p(r, z, t) dans le lit d’adsorbant. Pour élaborer notre MOE, nous nous
sommes inspirés du modèle monodimensionnel présenté dans l’annexe B [Sun, 1995].
Quelques hypothèses sont maintenant définies avant d’aborder la modélisation de notre
problème physique.
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Figure 2.3.1: Modélisation du problème physique
2.3.1 Hypothèses
La formulation mathématique du problème physique énoncé ci-après repose sur les
conditions et hypothèses suivantes :
1. les grains d’adsorbant sont supposés être de propriétés identiques et distribués
uniformément dans le lit [Sun, 1995],
2. les trois phases (solide, adsorbée et gazeuse) sont considérées à l’équilibre thermo-
dynamique en chaque point, ce qui permet de supposer le lit d’adsorbant comme
un milieu continu équivalent [Sun, 1995],
3. la phase gazeuse se comporte comme un gaz parfait, ρ = Mp
RT
, avec ρ, la masse
volumique du gaz, M, sa masse molaire, p sa pression, R, la constante des gaz
parfaits et T , sa température [Sun, 1995],
4. la vitesse u du gaz dans le lit d’adsorbant est déterminée par la loi de Darcy,
u = −K
µ
∇p, avec K, la perméabilité du gaz, µ, sa viscosité dynamique, p, sa
pression,
5. les propriétés physiques de l’adsorbant, du fluide et du métal sont supposés constants
et homogènes [Sun, 1995],
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6. le fluide caloporteur est supposé suivre un écoulement de Poiseuille,
7. le métal étant très conducteur et fin, sa capacité thermique est négligeable. L’in-
terface fluide-adsorbant est modélisée par une continuité des flux car il n’y a pas
d’accumulation d’énergie significative dans le métal,
8. le système étudié est à l’équilibre thermodynamique à tout instant, le modèle
d’équilibre a donc été sélectionné pour modéliser l’adsorption dans le lit d’adsor-
bant,
9. les parois externes de l’adsorbeur sont supposées adiabatiques.
2.3.2 Formulation mathématique
Le modèle d’adsorbeur mis en place comprend des équations aux dérivées partielles
qui expriment :
– les bilans de masse et d’énergie au cours du temps et dans le domaine spatial défini
par la géométrie de l’adsorbeur,
– des conditions initiales traduisant l’état d’équilibre de l’adsorbeur avec son environ-
nement,
– des conditions limites représentant les sollicitations auquel l’adsorbeur est soumis,
provenant notamment des autres composants du système de stockage défini précé-
demment.
Les équations régissant ces bilans sont détaillées dans les paragraphes suivants, l’objectif
étant de pouvoir observer l’évolution temporelle de la température dans le fluide, de la
température et de la pression dans le lit d’adsorbant.
La description des transferts couplés de chaleur et de masse dans l’adsorbeur débute
par l’écriture des équations de conservation :
– l’hypothèse 6 permet d’écrire l’équation de conservation de l’énergie du fluide s’écou-
lant à une vitesse moyenne v dans un tube de rayon R1 de la manière suivante,
∂Tf
∂t
+ v.∇Tf − af4Tf = 0 (2.3.1)
avec v.∇Tf = 2v
[
1−
(
r
R1
)2] ∂Tf
∂z
,
– l’équation de conservation de la masse dans le lit d’adsorbant,
A
∂ρ
∂t
+∇(ρu) = −B∂q
∂t
(2.3.2)
avec A = εb+(1−εb)εp, la fraction volumique d’adsorbat dans le lit,B = (1−εb)(1−εp),
la fraction volumique d’adsorbant dans le lit et ρ = Mp
RT
, la masse volumique de la vapeur
d’eau.
44
2.3 Modélisation des transferts couplés
et d’après l’hypothèse 8, q(r, z, t) = qe(p(r, z, t), T (r, z, t)) avec qe, la quantité d’eau
adsorbée dans des conditions d’équilibre (équation 2.2.2).
Le modèle d’équilibre nous donne donc ∂q∂t =
∂qe
∂p
∂p
∂t +
∂qe
∂T
∂T
∂t .
– l’équation de conservation de l’énergie dans le lit d’adsorbant,
∂cΣT
∂t
+∇(ρucgT )−∇. (λ∇T ) = B|∆H|∂q
∂t
(2.3.3)
avec cΣ = Aρcg +B(ρscs + qca)
De plus, conformément à l’hypothèse 7, il n’y a pas d’accumulation d’énergie dans
le métal, la condition de raccordement du flux entre l’interface fluide/métal et celle
métal/adsorbant s’exprime donc :
∂Tf
∂r
(R1, z, t) =
λm
λf
1
R1
Tf (R1, z, t)− T (R2, z, t)
ln(R1/R2)
(2.3.4)
et
∂T
∂r
(R2, z, t) =
λm
λ
1
R2
Tf (R1, z, t)− T (R2, z, t)
ln(R1/R2)
(2.3.5)
Nous présentons un tableau récapitulatif contenant les équations de conservation dé-
crites ci-dessus.
Nous allons maintenant écrire les conditions initiales et les conditions limites corres-
pondant à un cycle de fonctionnement de l’adsorbeur décrit à la sous-section 2.1.2.
Les conditions initiales lors de la mise en route du système de stockage d’énergie
représentent l’état d’équilibre de l’adsorbeur avec son environnement :
Tf (r, z, 0) = T (r, z, 0) = T0 (2.3.6)
p(r, z, 0) = p0 (2.3.7)
avec T0 = 293 K, la température ambiante au démarrage du système et p0 = 600 Pa,
la pression de l’adsorbeur à l’instant initial.
Les parois internes et externes du lit d’adsorbant sont imperméables :
∂p
∂r
(R2, z, t) =
∂p
∂r
(R3, z, t) = 0 (2.3.8)
De plus, les parois externes de l’adsorbeur sont adiabatiques :
∂T
∂r
(R3, z, t) = 0 (2.3.9)
et les conditions de symétrie imposent :
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FLUIDE
Energie ∂Tf
∂t
+ v.∇Tf − af4Tf = 0
Raccordement ∂Tf
∂r
(R1, z, t) = λmλf
1
R1
Tf (R1,z,t)−T (R2,z,t)
ln(R1/R2)
LIT D’ADSORBANT
Energie ∂cΣT
∂t
+∇(ρucgT )−∇. (λ∇T ) = B|∆H|∂q∂t
Raccordement ∂T
∂r
(R2, z, t) = λmλ
1
R2
Tf (R1,z,t)−T (R2,z,t)
ln(R1/R2)
Masse A∂ρ
∂t
+∇(ρu) = −B ∂q
∂t
Tableau 2.1: Tableau récapitulatif des équations de conservation
∂Tf
∂r
(0, z, t) = 0 (2.3.10)
De plus, quelle que soit la phase étudiée, la température du fluide à l’entrée du tube
métallique est imposée par le système alternatif, Tf (r, 0, t) = Tin alors que sa température
de sortie Tf (r, L, t) est libre.
Certaines conditions limites diffèrent selon les phases des cycles adsorption-désorption
décrites dans la première section de ce chapitre.
– Lors de la phase de chauffage :
Tf (r, 0, t) = Tin avec Tin = 493 K et Tf (r, L, t) libre
et les clapets 1, 2, 3 et 4 sont fermés se traduisant par les conditions limites à chaque
extrémité du lit d’adsorbant :
∂p
∂r
(r, 0, t) = ∂p
∂z
(r, L, t) = 0 (2.3.11)
∂T
∂z
(r, 0, t) = ∂T
∂z
(r, L, t) = 0 (2.3.12)
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– Lors de la phase de désorption :
Tf (r, 0, t) = Tin avec Tin = 493 K et Tf (r, L, t) libre
et l’ouverture du clapet 1, en z = 0, modifient les conditions limites à chaque extrémité
du lit d’adsorbant de la manière suivante :
p(r, 0, t) = pcond (2.3.13)
de même pour l’ouverture du clapet 2, en z = L,
p(r, L, t) = pcond (2.3.14)
et la température de l’adsorbant T (r, 0, t) en z = 0 et T (r, L, t) en z = L est imposée
par ce qu’il se passe au sein de l’adsorbant.
– Lors de la phase de refroidissement :
Tf (r, 0, t) = Tin avec Tin = 293 K et Tf (r, L, t) libre
et les clapets 1, 2, 3 et 4 sont fermés se traduisant par les conditions limites à chaque
extrémité du lit d’adsorbant :
∂p
∂r
(r, 0, t) = ∂p
∂z
(r, L, t) = 0 (2.3.15)
∂T
∂z
(r, 0, t) = ∂T
∂z
(r, L, t) = 0 (2.3.16)
– Lors de la phase d’adsorption :
Tf (r, 0, t) = Tin avec Tin = 293 K et Tf (r, L, t) libre
et l’ouverture du clapet 1, en z = 0, modifient les conditions limites à chaque extrémité
du lit d’adsorbant de la manière suivante :
p(r, 0, t) = pe´vap (2.3.17)
de même pour l’ouverture du clapet 2, en z = L,
p(r, L, t) = pe´vap (2.3.18)
et la température de l’adsorbant T (r, 0, t) en z = 0 et T (r, L, t) en z = L est égale à
la température de la vapeur surchauffée arrivant de l’évaporateur.
Nous présentons un tableau récapitulatif contenant les changements de conditions
limites lors des différentes phases du cycles.
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Chauffage Désorption Refroidissement Adsorption
Type de CL Neumann Dirichlet Neumann Dirichlet
dans l’adsorbant
z = 0 Tin = 493 K Tin = 493 K Tin = 293 K Tin = 293 K
∂p
∂z
(r, 0, t) = 0 p(r, 0, t) = pcond ∂p∂z (r, 0, t) = 0 p(r, 0, t) = pe´vap
∂T
∂z
(r, 0, t) = 0 Température ∂T
∂z
(r, 0, t) = 0 Température
imposée imposée
z = L Tf (r, L, t) libre Tf (r, L, t) libre Tf (r, L, t) libre Tf (r, L, t) libre
∂p
∂z
(r, L, t) = 0 p(r, L, t) = pcond ∂p∂z (r, L, t) = 0 p(r, L, t) = pe´vap
∂T
∂z
(r, L, t) = 0 Température ∂T
∂z
(r, L, t) = 0 Température
imposée imposée
Tableau 2.2: Tableau récapitulatif des conditions limites selon les phases du cycle étudié
Nous verrons dans le chapitre 3 en quoi le choix du schéma de discrétisation est
déterminant pour implémenter les conditions limites en z = 0 et en z = L en température
lors de la désorption et de l’adsorption.
2.3.3 Adimensionnement
Les équations précédentes sont adimensionnées afin de faciliter l’écriture matricielle
des équations, donc leur résolution numérique, décrite dans le chapitre 3. Pour cela, les
variables adimensionnelles sont tout d’abord définies :
t∗ = vt
L
, le temps adimensionné,
z∗ = z
L
, la longueur adimensionnée,
r∗ = r
R∗1
, le rayon adimensionné dans le fluide et r∗ = r
R∗3−R∗2 , le rayon adimensionné
dans le lit d’adsorbant,
p∗ = p−p0∆p la pression adimensionnée, avec ∆p = pcond − p0
T ∗ = T−T0∆T et T
∗
f =
Tf−T0
∆T les températures respectives de l’adsorbant, du fluide et du
métal adimensionnées,
avec ∆T = Tin − T0
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q∗ = qeR∆T∆p , la quantité d’eau adsorbée adimensionnée.
Les paramètres d’adimensionnement sont les suivants :
ud = kd∆pµL pR =
p0
∆p TR =
T0
∆T
Pef = vLaf Pe =
vLCM
λ
CM = ∆pR∆T
En appliquant ce changement de variables aux équations de conservation, cela permet
d’obtenir les équations adimensionnées, rassemblées dans tableau 2.3 :
FLUIDE
Energie ∂T
∗
f
∂t∗ = −2
[
1− r∗2
] ∂T ∗f
∂z∗ − 1Pef4fT ∗f
avec 4fT ∗f = L
2
R21
1
r∗
∂
∂r∗
(
r∗ ∂Tf
∂r∗
)
+ ∂
2T ∗f
∂z∗2
Raccordement ∂T
∗
f
∂r∗ (R
∗
1, z
∗, t∗) = λm
λf
1
R∗1
T
∗(R∗1 ,z
∗,t)
f
−T ∗(R∗2 ,z∗,t∗)
ln(R1/R2)
avec R∗1 = R1R1 = 1 et R
∗
2 = R2R3−R2
LIT D’ADSORBANT
Energie Bp ∂p
∗
∂t∗ +BT
∂T ∗
∂t∗ = ∇a.
(
DT ~∇p∗
)
+ 1
Pe
4aT ∗
avec 4aT ∗ = L2(R3−R2)2
[
1
r∗
∂
∂r∗
(
r∗ ∂T
∂r∗
)]
+ ∂2T ∗
∂z∗2
et et ∇a.
(
DT ~∇p∗
)
= L2(R3−R2)2
∂
∂r∗
(
DT
∂p∗
∂r∗
)
+ ∂
∂z∗
(
DT
∂p∗
∂z∗
)
Raccordement ∂T ∗
∂r∗ (R
∗
2, z
∗, t∗) = λm
λ
1
R∗2
T ∗f (R
∗
1 ,z
∗,t)−T ∗(R∗2 ,z∗,t∗)
ln(R1/R2)
Masse Ap ∂p
∗
∂t∗ + AT
∂T ∗
∂t∗ = ∇a.
(
Dp~∇p∗
)
avec ∇a.
(
Dp~∇p∗
)
= L2(R3−R2)
∂
∂r∗
(
Dp
∂p∗
∂r∗
)
+ ∂
∂z∗
(
Dp
∂p∗
∂z∗
)
Tableau 2.3: Tableau récapitulatif des équations de conservation adimensionnées
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Les non-linéarités du système d’équations sont alors regroupées dans les coefficients
Ap, AT , Bp, BT , Dp et DT , comme le présente le tableau 2.4.
LIT D’ADSORBANT
Energie DT = udv (p
∗ + pR)
Bp = A+B
(
ca
cg
(T ∗ + TR)− 4Hcg4T
) (
∂q∗e
∂p∗
)
T ∗
BT = B
[
ρscsR∆T
4pcg +
(
ca
cg
(T ∗ + TR)− 4Hcg4T
) (
∂q∗e
∂T ∗
)
p∗
+ q∗e cacg
]
Masse Dp =
(
p∗+pR
T ∗+TR
)
uD
v
Ap = A(T ∗+TR) +B
(
∂q∗e
∂p∗
)
T ∗
AT = −
(
A(p∗+pR)
(T ∗+TR)2
)
+B
(
∂q∗e
∂T ∗
)
p∗
Tableau 2.4: Coefficients regroupant les non-linéarités
Les conditions initiales lors de la mise en route du système de stockage d’énergie
représentent l’état d’équilibre de l’adsorbeur avec son environnement :
T ∗f (r∗, z∗, 0) = T ∗(r∗, z∗, 0) = 0 (2.3.19)
p∗(r∗, z∗, 0) = 0 (2.3.20)
Les parois internes et externes du lit d’adsorbant sont imperméables :
∂p∗
∂r∗
(R∗2, z∗, t∗) =
∂p∗
∂r∗
(R∗3, z∗, t∗) = 0 (2.3.21)
De plus, les parois externes de l’adsorbeur sont adiabatiques :
∂T ∗
∂r∗
(R∗3, z∗, t∗) = 0 (2.3.22)
et les conditions de symétrie imposent :
∂T ∗f
∂r∗
(0, z∗, t∗) = 0 (2.3.23)
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Le tableau 2.5 contient les changements de conditions limites adimensionnées lors des
différentes phases du cycles.
Chauffage Désorption Refroidissement Adsorption
Type de CL Neumann Dirichlet Neumann Dirichlet
dans l’adsorbant
z∗ = 0 ∂p
∗
∂z∗ (r∗, 0, t∗) = 0 p∗(r∗, 0, t∗) = p∗cond
∂p∗
∂z∗ (r∗, 0, t∗) = 0 p∗(r∗, 0, t∗) = p∗e´vap
∂T∗
∂z∗ (r∗, 0, t∗) = 0 Température
∂T∗
∂z∗ (r∗, 0, t∗) = 0 Température
adimensionnée adimensionnée
imposée imposée
z∗ = 1 T ∗f (r∗, 1, t∗) libre T ∗f (r∗, 1, t∗) libre T ∗f (r∗, 1, t∗) libre T ∗f (r∗, 1, t∗) libre
∂p∗
∂z∗ (r∗, 1, t∗) = 0 p(r∗, 1, t∗) = p∗cond
∂p∗
∂z∗ (r∗, 1, t∗) = 0 p∗(r∗, 1, t∗) = p∗e´vap
∂T∗
∂z∗ (r∗, 1, t∗) = 0 Température
∂T∗
∂z∗ (r∗, 1, t∗) = 0 Température
adimensionnée adimensionnée
imposée imposée
Tableau 2.5: Tableau récapitulatif des conditions limites adimensionnées selon les phases
du cycle étudié
Cet adimensionnement est détaillé dans l’annexe A.
2.4 Synthèse
Ce chapitre porte sur la modélisation du stockage par adsorption. Après avoir décrit
le fonctionnement d’un adsorbeur au sein d’un système, nous avons présenté un aspect
thermodynamique qualitatif du fonctionnement d’un adsorbeur (isothermes, isobares et
isostères). Nous avons ciblé notre analyse sur le phénomène d’adsorption zéolithe-eau
et sur l’isotherme associé à ce système. Les modèles permettant d’accéder à la quan-
tité d’eau adsorbée en fonction de la pression pour une température donnée existent
en régime stationnaire. En revanche, ils ne permettent pas de décrire le comportement
dynamique, notamment entre deux états d’équilibre. Il faut donc adjoindre un modèle
dynamique. Pour calculer l’évolution de la quantité d’eau adsorbée, plusieurs modèles
peuvent être utilisés, notamment le modèle LDF, modèle simplifié comportant une équa-
tion différentielle d’ordre 1 par rapport au temps, ou un modèle quasi-statique dit modèle
d’équilibre. Ce dernier est retenu et utilisé pour résoudre le modèle associé à l’adsor-
beur étudié. Ce modèle comporte trois équations fortement couplées : deux équations
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de conservation de l’énergie (une dans le fluide et une dans l’adsorbant où les variables
d’état sont homogénéisées par l’intermédiaire de la porosité connue) et une équation de
conservation de la masse d’eau dans le lit d’adsorbant. La géométrie étudiée est bidi-
mensionnelle. A ces équations sont associées les conditions aux limites correspondant
aux différentes phases de fonctionnement du système.
Nous allons dans le chapitre suivant détailler la stratégie numérique mise en oeuvre
pour résoudre ce système d’équations fortement non-linéaires et couplées.
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Stratégie numérique
Notre stratégie numérique peut être adaptée à différentes applications. Les matrices
entrant en jeu sont génériques ce qui permet la réutilisation de la même structure algo-
rithmique quel que soit le problème aux dérivées partielles étudié. Ainsi, la modélisation
d’un problème quelconque est considérablement simplifiée car il suffit d’y insérer les
nouvelles matrices ainsi que les propriétés et le dimensionnement associés au système
étudié.
La première étape de construction d’un modèle d’ordre réduit, objet du chapitre 4,
consiste à obtenir l’ensemble des snapshots, aussi appelés réalisations, c’est-à-dire dans
notre cas à effectuer l’échantillonnage temporel caractéristique de la distribution de
températures dans le fluide, de températures et de pressions dans le lit d’adsorbant. Pour
obtenir un modèle d’ordre réduit représentatif du comportement de l’adsorbeur étudié,
les snapshots doivent capturer sa dynamique. Leur choix est donc crucial pour introduire
toute l’information nécessaire aux applications futures de la base réduite (procédure
d’optimisation par exemple). Un soin particulier doit être apporté à la résolution du
modèle d’ordre élevé car les snapshots sélectionnés pour construire le modèle d’ordre
réduit en sont issus. Il est donc essentiel que le choix du solveur du modèle d’ordre élevé
soit approprié pour capturer la dynamique du système physique étudié.
Notre système présente les caractéristiques suivantes :
– système de quelques centaines à plusieurs milliers d’équations selon la finesse du
maillage,
– forte non-linéarité des équations, due notamment aux termes relatifs aux transferts
de masse et de chaleur ainsi qu’aux phénomènes d’adsorption,
– couplage d’équations : fort couplage entre la température et la pression au sein du
lit d’adsorbant,
– raideur du système : les équations ont des temps caractéristiques très différents
(cinétiques différentes entre transferts de masse, de chaleur et sorption).
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Notre schéma numérique fait appel à une méthode d’intégration temporelle de prédiction-
correction basée sur la méthode de Gear [Gear, 1971] et [Gear, 1984]. Notre choix s’est
porté sur cette méthode car elle autorise :
– un traitement global du système sans discrimination entre les équations, les variables
différentielles et algébriques,
– un traitement du modèle physique sous sa forme originelle (sans mise sous forme
canonique par exemple),
– l’utilisation d’intégrateurs numériques robustes et fiables pour l’intégration tempo-
relle incorporant un contrôle de l’erreur par ajustement du pas de temps.
Le modèle mathématique associé au problème physique présenté dans le chapitre 2 est
constitué d’équations aux dérivées partielles continues. Elles sont converties en un sys-
tème d’équations algébriques de dimension finie grâce à un schéma de discrétisation que
nous décrirons et validerons dans la première section de ce chapitre. Nous détaillerons
ensuite la méthode utilisée pour réaliser l’intégration temporelle permettant la résolution
du système d’équations étudié. Enfin, après avoir précisé les caractéristiques et les condi-
tions opératoires de l’adsorbeur, nous présenterons les résultats numériques du modèle
d’ordre élevé.
3.1 Discrétisation spatiale
3.1.1 Schémas de discrétisation
Les équations théoriques présentées dans la sous-section formulation mathématique du
chapitre 2 sont continues. Pour les modéliser, nous les discrétisons spatialement comme
l’illustre la figure 3.1.1.
Figure 3.1.1: Discrétisation de l’adsorbeur
L’adsorbant y est représenté en vert, le tube métallique et son contenu en orange. La
discrétisation est schématisée en rouge et comporte dans notre cas nz mailles longitu-
dinales, en nrf et nrb mailles radiales respectives dans le fluide et le lit d’adsorbant.
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Ces trois nombres de mailles ainsi que leurs influences sur les résultats seront abordés
ultérieurement. Par souci de clarté, toutes les mailles ne sont pas representées.
Un schéma de discrétisation UPWIND, schéma décentré d’ordre 1 [Patankar, 1980],
est utilisé dans le tube métallique pour tenir compte de l’écoulement du fluide de l’ex-
trémité gauche vers l’extrémité droite. Le fluide n’étant pas l’élément le plus important
dans notre problème, nous considérons que ce schéma d’ordre 1 suffit. De plus, il est
stable et aucune oscillation intempestive ne peut se développer. Il n’y a pas de diffusion
numérique donc la propagation du front de températures conduit à des résultats corrects
physiquement ne tenant compte que des mailles en amont.
Le lit d’adsorbant, où se déroule le stockage-déstockage d’énergie, nécessite une at-
tention particulière. Le schéma de discrétisation spatiale en son sein est précis, centré
et stable. Il s’appuie sur une méthode d’ordre 4 basée sur les différences finies [Hamdi,
2007]. Nous avons sélectionné cette méthode car elle est relativement précise et aisée à
mettre en oeuvre. Le tableau 3.1 décrit le schéma de discrétisation du gradient et du
Laplacien :
– dans le domaine pour 3 ≤ i ≤ n− 2,
– sur les bords du domaine en i = 1 et i = n,
– et pour les mailles proches des bords i = 2 et i = n− 1,
avec n, le nombre de mailles du domaine étudié. Dans notre cas, x représente les coor-
données z ou r et n correspond à nz, nrf ou nrb.
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Gradient
3 ≤ i ≤ n− 2 ∂ui∂x = 112(∆x+ε) [ui−2 − 8ui−1 + 8ui+1 − ui+2]
i = 1 ∂ui∂x =
1
12(∆x+ε) [−25ui + 48ui+1 − 36ui+2 + 16ui+3 − 3ui+4]
i = n ∂ui∂x =
1
12(∆x+ε) [3ui−4 − 16ui−3 + 36ui−2 − 48ui−1 + 25ui]
i = 2 ∂ui∂x =
1
12(∆x+ε) [−3ui−1 − 10ui + 18ui+1 − 6ui+2 + ui+3]
i = n− 1 ∂ui∂x = 112(∆x+ε) [−ui−3 + 6ui−2 − 18ui−1 + 10ui + 3ui+1]
Laplacien
3 ≤ i ≤ n− 2 ∂2ui
∂x2 =
1
12(∆x+ε)2 [−ui−2 + 16ui−1 − 30ui + 16ui+1 − ui+2]
i = 1 si les conditions limites du côté gauche sont de type Neumann
∂2ui
∂x2 =
1
12(∆x+ε)2 [−4156 ui + 96ui+1 − 36ui+2 + 323 ui+3 − 32ui+4 + 50∂ui∂x dx]
si les conditions limites du côté gauche sont de type Dirichlet
∂2ui
∂x2 =
1
12(∆x+ε)2 [−45ui − 154ui+1 + 214ui+2 − 156ui+3 + 61ui+4 − 10ui+5]
i = n si les conditions limites du côté droit sont de type Neumann
∂2ui
∂x2 =
1
12(∆x+ε) [−4156 ui + 96ui−1 − 36ui−2 + 323 ui−3 − 32ui−4 + 50∂ui∂x dx]
si les conditions limites du côté droit sont de type Dirichlet
∂2ui
∂x2 =
1
12(∆x+ε)2 [−45ui − 154ui−1 + 214ui−2 − 156ui−3 + 61ui−4 − 10ui−5]
i = 2 ∂2ui
∂x2 =
1
12(∆x+ε)2 [10ui−1 − 15ui − 4ui+1 + 14ui+3 − 6ui+4 + ui+5]
i = n− 1 ∂2ui∂x2 = 112(∆x+ε)2 [10ui+1 − 15ui − 4ui−1 + 14ui−2 − 6ui−3 + ui−4]
Tableau 3.1: Discrétisations du gradient et du laplacien [Hamdi, 2007]
En Dirichlet, la connaissance du profil de température au sein de l’adsorbant suffit à
décrire les dérivées d’ordres 1 et 2, sans avoir besoin d’expliciter la condition limite en
température imposée.
3.1.2 Validation du schéma de discrétisation
Dans leurs travaux, Sun et al [Sun, 1995] utilisent une méthode d’ordre 3 (Schéma
QUDS de Leonard [Leonard, 1979]) pour discrétiser spatialement un problème monodi-
mensionnel dont les équations sont détaillées dans l’annexe B. Dans cette sous-section,
nous allons utiliser les résultats issus des travaux de Sun et al ainsi que les solutions
analytiques de cas simplifiés pour ce problème monodimensionnel afin de valider notre
schéma de discrétisation. Une fois validé, ce schéma sera utilisé dans les deux directions
(r et z) pour résoudre le problème bidimensionnel présenté dans le chapitre précédent.
Les équations de conservation adimensionnées s’écrivent :
– l’équation de conservation de l’énergie dans le fluide,
∂T ∗f
∂t∗
+
∂T ∗f
∂z∗
= 1
Pef
∂2T ∗f
∂z∗2
+NTUf (T ∗f − T ∗m) (3.1.1)
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– l’équation de conservation de l’énergie dans le tube métallique,
∂T ∗m
∂t∗
= 1
Pem
∂2T ∗m
∂z∗2
+ βNTUf (T ∗f − T ∗m) + γH(T ∗ − T ∗m) (3.1.2)
– l’équation de conservation de la masse dans le lit d’adsorbant,
Ap
∂p∗
∂t∗
+ AT
∂T ∗
∂t∗
= ∂
∂z∗
(
DP
∂p∗
∂z∗
)
(3.1.3)
– l’équation de conservation de l’énergie dans le lit d’adsorbant,
Bp
∂p∗
∂t∗
+BT
∂T ∗
∂t∗
= ∂
∂z∗
(
DT
∂p∗
∂z∗
)
+ ∂
∂z∗
(
1
Pe
∂T ∗
∂z∗
)
+H(T ∗m − T ∗) (3.1.4)
avec NTUf = LhfmAfmvVfρf cf , H =
LhmsAms
vVsCM
, β = Vfρf cf
Vmρmcm
et γ = VsCM
Vmρmcm
.
les conditions initiales sont alors,
T ∗f (z∗, 0) = T ∗m(z∗, 0) = T ∗(z∗, 0) = 0 (3.1.5)
et les conditions limites sont :
T ∗f (0, t∗) = 1
∂T ∗f
∂z∗
(1, t∗) = 0 ∂T
∗
m
∂z∗
(0, t∗) = ∂T
∗
m
∂z∗
(1, t∗) = 0 (3.1.6)
∂T ∗
∂z∗
(0, t∗) = ∂T
∗
∂z∗
(1, t∗) = 0 (3.1.7)
Sun et al. valident leur schéma de discrétisation en comparant les résultats issus de
leurs simulations numériques avec les solutions analytiques correspondant à deux cas
simplifiés. Dans cette sous-section, nous adoptons la même démarche en utilisant le
schéma de discrétisation présenté précédemment dans le cas du modèle monodimension-
nel de Sun et al [Sun, 1995] et confrontons nos résultats à ceux de Sun et al [Sun, 1995]
ainsi qu’aux solutions analytiques précédemment citées.
Les équations adimensionnées de conservation de la masse et de l’énergie dans le lit
d’adsorbant, la température et la pression sont découplées : Bp = DT = 0.
Echange parfait fluide/métal ou métal/adsorbant
Le premier cas considéré est celui d’un échange parfait entre le fluide et le métal ou
entre le métal et l’adsorbant : Pe = Pef = Pem =∞.
Les équations 3.1.1 et 3.1.4 deviennent :
∂T ∗f
∂t∗
+ w
∂T ∗f
∂z∗
+ Γκ(T ∗f − T ∗) = 0 (3.1.8)
63
Chapitre 3 Stratégie numérique
et
κ(T ∗f − T ∗) =
∂T ∗
∂t∗
(3.1.9)
avec
– pour NTUf =∞ et H <∞,
w = β1+β , Γ =
γBT
1+β , κ =
H
BT
(échange parfait fluide/métal : T ∗f ∼ T ∗m)
– pour NTUf <∞ et H =∞,
w = 1, Γ = 1+γBT
β
, κ = βNTUf1+γBT (échange parfait métal/adsorbant : T
∗
m ∼ T ∗)
Les transformées de Laplace des solutions analytiques associées à la température du
fluide et de ce cas simplifié sont :

θT ∗
f
(s) = 1
s
e−
s
w [1+ κΓκ+s ]z∗
θT ∗(s) =
κθT∗
f
(s)
κ+s
(3.1.10)
avec θX la transformée de Laplace de la variable X : θX(s) =
´ +∞
0 e
−stX(t) dt et s, le
paramètre de Laplace.
Dans leurs travaux, Sun et al [Sun, 1995] simulent un cas avec les valeurs w = 0.79 ;
Γ = 1.47 ; κ = 3.35 et obtiennent les résultats numériques présentés sur la figure 3.1.2
pour le cas étudié.
Figure 3.1.2: Solutions analytiques et numériques pour le premier cas simplifié avec la
méthode utilisée par Sun et al [Sun, 1995]
D’une part, nous proposons d’utiliser la méthode d’ordre 4 basée sur un schéma com-
pact, centré, précis et stable évoqué à la section précédente. D’autre part, pour tracer
la solution analytique, nous utilisons l’algorithme de Den Iseger qui permet d’obtenir
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une approximation de cette solution à la précision machine [Den Iseger, 2006], [Toutain,
2011].
La résolution de ces équations fait appel à une méthode d’intégration temporelle qui
sera décrite à la section suivante. Pour comparer les solutions analytiques et numérique,
nous utilisons l’écart quadratique suivant :
4(X) =
√
(X∗analytique −X∗nume´rique)2 (3.1.11)
avec X∗ = T ∗f ou T ∗, X∗analytique, la solution analytique et X∗nume´rique, la solution
numérique.
La figure 3.1.3 montre une bonne concordance des résultats issus de nos simulations
avec les solutions analytiques. De plus, notre schéma semble plus précis pour τ = 0.1
que celui d’ordre 3 [Sun, 1995].
Figure 3.1.3: Solutions analytiques et numériques : (a) température dans le fluide T ∗f ,
(b) écart quadratique entre les solutions analytiques et numériques
Nous comparons également la solution analytique associée à la température du lit
d’adsorbant avec celle obtenue avec notre schéma de discrétisation sur la figure 3.1.4.
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Figure 3.1.4: Solutions analytiques et numériques : (a) température dans le lit d’ad-
sorbant T ∗ , (b) écart quadratique entre les solutions analytiques et nu-
mériques
Echange parfait fluide/adsorbant
Le deuxième cas considéré est celui d’un échange parfait entre le fluide, le métal et
l’adsorbant : NTUf = H =∞ et T ∗f ∼ T ∗m ∼ T ∗.
Les équations 3.1.1 et 3.1.4 deviennent une seule et même équation :
∂T ∗f
∂t∗
+ w
∂T ∗f
∂z∗
+DL
∂2T ∗f
∂z∗2
= 0 (3.1.12)
avec w = β1+β+γBT et DL =
β
Pef
+ 1
Pem
+ γ
Pe
1+β+γBT .
La solution analytique dans le cas d’un lit d’adsorbant infiniment long est :
T ∗f (r∗, z∗, t∗) =
1
2
[
erfc
(
z∗ − wt∗√
4DLt∗
)
+ exp(wz
∗
DL
)erfc
(
z∗ + wt∗√
4DLt∗
)]
(3.1.13)
Dans leurs travaux, Sun et al [Sun, 1995] utilisent les valeurs w = 0.79 ; DL = 1, 7.10−3
pour résoudre ce deuxième cas et obtiennent les résultats numériques présentés sur la
figure 3.1.5 pour le cas étudié.
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Figure 3.1.5: Solutions analytiques et numériques pour le deuxième cas simplifié avec
la méthode utilisée par Sun et al [Sun, 1995]
La figure 3.1.6 montre une bonne concordance des résultats issus de nos simulations
avec les solutions analytiques. Nous avons opté pour ce schéma de discrétisation car
comme l’illustre la figure 3.1.6.
Figure 3.1.6: Solutions analytiques et numériques : (a) température dans le fluide T ∗f ,
(b) écart quadratique entre les solutions analytiques et numériques
Pour les deux cas étudiés, les solutions numériques issues de nos simulations sont
fidèles aux solutions analytiques à une erreur maximale de l’ordre de 10−3 ce qui nous
permet de valider notre schéma de discrétisation.
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Après avoir testé un schéma de discrétisation d’ordre 1 basé sur les volumes finis,
observé les résultats de Sun et al [Sun, 1995], nous déduisons qu’il est nécessaire de
« pousser » jusqu’à l’ordre 4 spatialement pour obtenir des temps courts plus proches
de la solution analytique.
3.1.3 Influence du maillage
Nous devons résoudre un système de plusieurs centaines à quelques milliers d’équa-
tions (nombre qui dépend de la finesse du maillage) fortement non linéaires et couplées.
L’étude de l’influence du maillage sur la résolution des équations étudiées est primordiale
pour l’obtention de solutions physiques. Nous allons donc comparer les amplitudes des
variables obtenues avec différents maillages afin de déterminer un seuil de convergence
pour notre problème. De plus, la grandeur d’intérêt nous concernant est la quantité
d’énergie stockée dans le lit d’adsorbant lors de la désorption, période de charge du
système, puis déstockée pendant l’adsorption, période de décharge. Nous allons donc
également comparer les énergies obtenues avec différents maillages. Le processeur solli-
cité pour le calcul est un Intel Core i7-975 cadence à 3.33 GHz.
Le tableau 3.2 donne les temps de calcul obtenus pour les différents maillages étudiés.
nz nrf nrb Temps de calcul (CPU)
30 10 10 685 s
40 10 10 1172 s
50 10 10 1961 s
40 6 6 554 s
40 14 14 2153 s
Tableau 3.2: Temps de calculs obtenus pour différents maillages
Nous souhaitons utiliser un critère quantitatif afin d’évaluer la finesse du maillage et de
déterminer le plus adapté à la résolution du problème étudié. Pour cela, nous définissons
l’écart relatif eX entre les variables obtenues avec le maillage i (i = 1, 2 ou 3) et celui de
référence, c’est-à-dire le plus fin :
eX =
√
(Xref −Xi)2
∆Xmax
(3.1.14)
avec la variable Xi, pouvant être Tf , T ou p obtenues avec le maillage i, Xref , l’am-
plitude de la variable de référence, ∆Xmax, la variation maximale d’amplitude de la
variable X dans l’adsorbeur .
Dans un premier temps, nous faisons varier nz à nrf et nrb fixés afin d’étudier son
influence sur la précision de l’amplitude obtenue pour différents maillages. Dans ce cas,
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le maillage de référence est nz = 50, nrf = 10 et nrb = 10. De même, nous faisons varier
nrf et nrb à nz fixé, le maillage de référence est alors nz = 40, nrf = 14 et nrb = 14. La
figure 3.1.7.a (respectivement 3.1.7.b) illustre les écarts relatifs entre les températures
du fluide obtenues pour 3 maillages différents à nrf et nrb fixés (respectivement nz fixé).
Elles nous permettent de comparer quantitativement leurs amplitudes.
Figure 3.1.7: Ecarts relatifs entre les températures du fluide obtenues avec différents
maillages : (a) différents nombres de mailles longitudinales avec un
nombre fixe de mailles radiales, (b) différents nombre de mailles radiales
avec un nombre fixe de mailles longitudinales
La figure 3.1.8 (respectivement 3.1.9) illustre les écarts relatifs entre les amplitudes
températures (respectivement les pressions), dans le lit d’adsorbant obtenues pour 5
maillages différents, nous permettant de les comparer quantitativement.
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Figure 3.1.8: Ecarts relatifs entre les températures dans le lit d’adsorbant obtenues
avec différents maillages : (a) différents nombres de mailles longitudinales
avec un nombre fixe de mailles radiales, (b) différents nombre de mailles
radiales avec un nombre fixe de mailles longitudinales
Figure 3.1.9: Ecarts relatifs entre les pressions dans le lit d’adsorbant obtenues avec
différents maillages : (a) différents nombres de mailles longitudinales avec
un nombre fixe de mailles radiales, (b) différents nombre de mailles ra-
diales avec un nombre fixe de mailles longitudinales
Nous constatons sur les figures 3.1.7, 3.1.8 et 3.1.9 que la précision est de moins
bonne qualité au tout début du cycle ce qui s’explique par le fait que la dynamique y
est très forte au départ. Nous observons également que la précision est également de
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moins bonne qualité au début de l’adsorption au passage du front de pression évoqué au
chapitre précédent. L’écart relatif maximal entre les deux maillages de référence (celui
pour nz et celui pour nrf et nrb) et celui du maillage nz = 40, nrf = 10 et nrb = 10
est faible (de l’ordre de 10−2). Par contre la résolution du problème est presque 2 fois
plus longue pour les maillages de référence que pour ce maillage. Nous considérons donc
que le maillage nz = 40, nrf = 10 et nrb = 10 présente un meilleur rapport qualité de
résolution/coût en temps de calcul.
La grandeur d’intérêt nous concernant est la quantité d’énergie stockée ou déstockée
au sein du matériau. Une comparaison qualitative des énergies obtenues avec différents
maillage est donc réalisée sur la figure 3.1.10. Pour cela, nous utilisons l’expression 2.2.1
de l’énergie définie dans le chapitre 2.
Figure 3.1.10: Energies obtenues avec différents maillages
De même, nous faisons varier nrf et nrb à nz fixé afin d’étudier leur influence sur la
précision de l’énergie obtenue pour les différents maillages. Une comparaison qualitative
est réalisée sur la figure 3.1.11.
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Figure 3.1.11: Energies obtenues avec différents maillages
Nous souhaitons à présent utiliser un critère quantitatif afin d’évaluer plus rigoureuse-
ment la finesse du maillage et de déterminer le plus adapté à la résolution du problème
étudié. Nous définissons l’écart relatif eE entre les énergies obtenues avec le maillage i
(i = 1, 2 ou 3) et celui de référence :
eE =
√
(Eref − Ei)2
∆Emax
(3.1.15)
avec Eref , l’énergie de référence, Ei, l’énergie obtenue avec le maillage i et ∆Emax, la
variation maximale d’énergie au sein du lit d’adsorbant.
La figure 3.1.12 illustre les écarts relatifs obtenus pour 5 maillages différents et nous
permet de comparer quantitativement les énergies issues des différentes simulations.
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Figure 3.1.12: Ecarts relatifs entre les énergies obtenues avec différents maillages :
(a) différents nombres de mailles longitudinales avec un nombre fixe
de mailles radiales, (b) différents nombre de mailles radiales avec un
nombre fixe de mailles longitudinales
L’écart relatif maximal entre les deux maillages de référence (celui pour nz et celui
pour nrf et nrb) et celui du maillage nz = 40, nrf = 10 et nrb = 10 est faible (maximum
10−2). Ces dernières figures nous confortent dans notre choix du maillage nz = 40, nrf =
10 et nrb = 10. Les mailles ainsi obtenues ont des dimensions raisonnables (2, 5 mm ×
0, 3 mm dans le tube métallique et 2, 5 mm× 0, 5 mm dans le lit d’adsorbant) pour un
adsorbeur de longueur L = 0, 1 m et de rayon R3 = 8 mm.
3.2 Méthodes d’intégration temporelle
La résolution en régime dynamique de notre modèle requiert un outil d’intégration
robuste et efficace. L’intégration du système est réalisée via une méthode de type Gear à
ordre et pas adaptatif de type prédicteur-correcteur [Shampine, 1999]. Nous utilisons le
solveur ode15s de MATLAB comme méthode d’intégration temporelle car ils permettent
la résolution de notre système algébro-différentiel à chaque pas de temps pourvu que les
conditions initiales soient fournies. En effet, le pas de temps s’adapte à la dynamique la
plus raide à un instant donné, plus la dynamique est rapide plus le pas de temps qui lui
est associé est petit. Deux méthodes de résolution numérique ont été envisagées dans ces
travaux de thèse : une s’appuyant sur la formulation algébro-différentielle du problème
étudié, l’autre sur sa formulation canonique.
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3.2.1 Formulation algébro-différentielle
Toutes les équations du système sont à présent discrétisées puis mises les unes à la
suite des autres permettant l’écriture sous forme matricielle :
 I 0 00 Ap AT
0 Bp BT
 ∂
∂t∗
 T
∗
f
p∗
T∗
 =
 RT∗fRp∗
RT∗
 (3.2.1)
où

RT ∗
f
= −2
[
1− r∗2
]
∇Tf − 1Pef4fT ∗f
Rp∗ = ∇a.
(
Dp~∇p∗
)
RT ∗ = ∇a.
(
DT ~∇p∗
)
+ 1
Pe
4aT ∗
Le nombre de mailles dans le fluide, noté Nf , est :
Nf = nz × nrf (3.2.2)
Le nombre de mailles dans l’adsorbant, noté Nb, est :
Nb = nz × nrb (3.2.3)
Le nombre total de mailles dans l’adsorbeur, noté N , est :
N = nz × (nrf + 2nrb) (3.2.4)
La matrice identité I est de taille Nf ×Nf
et Ap, AT , Bp et BT sont des matrices diagonales de taille Nb ×Nb.
La formulation algébro-différentielle est usuelle en Génie des Procédés. Par exemple,
les travaux [Toutain, 1998], [Toutain 2, 1998] et [Sargousse, 1999] portent sur la résolu-
tion de problèmes fortement couplés à grande échelle grâce à cette formulation algébro-
différentielle. De même, certaines recherches portent sur le développement de méthodes
de type prédiction-correction pour discrétiser les équations différentielles partielles [Lim,
2000] et [Lim, 2001]. Si cette formulation est utilisée, le problème à résoudre peut se
ramener à l’expression suivante :
M(Z∗) ∂
∂t
Z∗ = R(Z∗, t∗) (3.2.5)
avec Z∗, le vecteur des variables, Z∗ =
 T
∗
f
p∗
T∗
, t∗, la variable de temps adimensionnée,
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le second membre R(Z∗, t∗) =
 RT∗fRp∗
RT∗
, appelé vecteur des résidus, notons que
R∗(Z∗, t∗) dépend du temps car il contient les conditions limites,
et M , la matrice des coefficients des termes différentiels, M =
 I 0 00 Ap AT
0 Bp BT
.
A partir du point courant connu (tm, Zm), une phase de prédiction reposant sur un
schéma explicite permet d’initialiser la phase de correction.
Dans cette phase dite de correction, une estimation de la dérivée au point que l’on
veut calculer (tm+1, Zm+1) est donnée par :
∂Z
∂t
= 1
hβ
(Z −Ψ) (3.2.6)
où h est le pas de temps, β, un paramètre de la méthode dépendant de l’ordre courant
(pouvant aller jusqu’à 5), ψ une fonction des états précédents, c’est-à-dire, des points
(tm−k, Zm−k) avec k variant de 1 à l’ordre courant. Ainsi, la phase de correction consiste
à résoudre par une méthode de type Newton-Raphson le problème algébrique suivant :
G(Z, t) = R(Z, t)− 1
hβ
M(Z, t)(Z −Ψ) (3.2.7)
La résolution de ce système fait, notamment, intervenir le Jacobien J des résidus :
J
(
T ∗f , p
∗, T ∗
)
=

∂RT∗
f
∂T ∗
f
∂RT∗
f
∂p∗
∂RT∗
f
∂T ∗
∂Rp∗
∂T ∗
f
∂Rp∗
∂p∗
∂Rp∗
∂T ∗
∂RT∗
∂T ∗
f
∂RT∗
∂p∗
∂RT∗
∂T ∗
 (3.2.8)
avec RT ∗
f
la matrice des résidus de l’équation de conservation de l’énergie dans le
fluide, Rp∗ , respectivement RT ∗ , la matrice des résidus de l’équation de conservation de
la masse, respectivement de l’énergie, dans le lit d’adsorbant (le contenu de ces matrices
est détaillé dans le chapitre 2).
Dans un souci d’efficacité pour la mise en place de la résolution du problème, il est
absolument nécessaire de fournir la structure de J , cette matrice étant essentiellement
constituée de zéros (à plus de 98%). Ainsi, lors de la phase de correction, seuls les élé-
ments non-nuls sont réactualisés, ce qui procure un gain en performance non-négligeable
se traduisant par une forte diminution du temps de calcul et une économie dans l’utilisa-
tion de la mémoire vive de la machine à notre disposition. La structuration de chacun des
blocs de la matrice Jacobienne, présentée sur la figure 3.2.1.a, est parfaitement connue,
compte tenu des schémas de discrétisation spatiale utilisés. Cette structure peut donc
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être construite automatiquement à partir de sous-blocs élémentaires comme le montrent
les figures 3.2.1.b et 3.2.1.c, zooms de la figure 3.2.1.a.
Figure 3.2.1: Visualisation de la structure interne de la matrice Jacobienne
3.2.2 Formulation canonique
Si la méthode d’intégration temporelle s’appuie sur une formulation canonique, très
employée par les mécaniciens, le problème à résoudre diffère du précédent et s’exprime
alors de la manière suivante :
∂Z
∂t
= M−1(Z)R(Z, t) (3.2.9)
avec s le vecteur des variables, Z =
 T
∗
f
p∗
T ∗
, t, la variable de temps,
M−1(Z)R(Z, t) =
 RT ∗fΛp∗/Λ
ΛT ∗/Λ
où

Λp∗ = BTRp∗ − ATRT ∗
ΛT ∗ = ApRT ∗ −BpRp∗
Λ = ApBT − ATBp
et

RT ∗
f
= −2
[
1− r∗2
] ∂T ∗f
∂z∗ − 1Pef4fT ∗f
Rp∗ = ∇a.
(
Dp~∇p∗
)
RT ∗ = ∇a.
(
DT ~∇p∗
)
+ 1
Pe
4aT ∗
Nous intégrons en temps cette dernière formulation avec un solveur de type Gear afin
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de pouvoir comparer les résultats numériques de cette formulation et de celle présentée
dans la section précédente.
3.2.3 Comparaison des deux formulations
La comparaison des résultats issus de la résolution du modèle en formulation canonique
et de ceux obtenus avec la formulation algébro-différentielle montre que la différence entre
les deux solutions numériques est de l’ordre de grandeur de la précision demandée, soit
usuellement de 10−12, ce qui est tout à fait normal, puisque fondamentalement, les deux
problèmes sont les mêmes. Par contre, l’écart est plus manifeste sur le temps de calcul car
la résolution de la formulation algébro-différentielle est au moins 20 fois plus rapide et ce
quel que soit le scénario envisagé. De plus, lorsque la matrice des coefficients des termes
différentiels M(Z, t) est mal conditionnée, notamment lors de la simulation de la phase
d’adsorption présentée à la dernière section de ce chapitre, l’obtention d’un résultat avec
la formulation canonique n’est pas garantie car la plupart du temps, l’intégration échoue.
Ainsi, pour ces raisons, nous utilisons la formulation algébro-différentielle dans la suite
de nos travaux.
3.2.4 Influence de la précision
Le solveur utilisé permet à l’utilisateur de choisir une précision de résolution notée ε.
Une fois sélectionnée, ce solveur ajuste automatiquement l’ordre et le pas de temps pour
conserver cette précision. Les sollicitations imposées au système sont très raides. Il est
donc essentiel de faire une étude de l’influence du critère de convergence afin de s’assurer
que nous approximons correctement les solutions et discernons toutes les dynamiques. Le
choix de cette précision est essentiel dans notre cas. Le tableau 3.3 permet de comparer
les temps de calcul obtenus pour différentes précisions. Prendre une précision petite est
indispensable pour approximer correctement la solution même si cela est très coûteux
en terme de temps de calcul. Diviser la précision par 100 revient approximativement
à doubler le nombre de pas de temps nt et le temps de calcul. Nous choisissons une
précision de 10−12 car elle offre un bon rapport qualité de résolution/coût de calcul pour
le modèle d’ordre élevé.
Précision nt Temps de calcul (CPU)
10−4 4030 179 s
10−6 4776 268 s
10−8 6527 382 s
10−10 10145 614 s
10−12 18023 1172 s
10−14 38694 2877 s
Tableau 3.3: Temps de calcul obtenus pour différentes précisions
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3.3 Paramètres physiques
3.3.1 Propriétés de l’adsorbeur
Les propriétés des zéolithes constituant le lit d’adsorbant sont :
– dp, le diamètre des grains des zéolithes 13X, dp = 0, 2mm, µ, la viscosité dynamique
de la vapeur d’eau, µ = 10−5 N.s.m−2,
– εb, la porosité totale du lit d’adsorbant, εb = 0.38 et εp, la porosité intra-particulaire,
εp = 0.32,
– cg et ca les chaleurs spécifiques du gaz, de la phase adsorbée, cg = 2 kJ.kg−1.K−1 et
ca = 4, 18 J.kg−1.K−1.
Les constantes d’équilibre associées au couple zéolithe 13X/eau sont précisées dans le
tableau 3.4.
a0,1 = 98, 31 a0,2 = −962, 2 a0,3 = 374, 1
a1,1 = −1, 679 105 a1,2 = 1, 086 106 a1,3 = 0
a2,1 = 8, 916 107 a2,2 = −3, 559 108 a2,3 = 0
a3,1 = −1, 183 1010 a3,2 = 3, 886 1010 a2,3 = 0
b0,1 = 1, 508 10−10 b0,2 = 5, 417 10−10 b0,3 = 1, 708 10−10
E1 = 7726 E2 = 6075 E3 = 5392
Tableau 3.4: Paramètres de Langmuir (équation 2.2.3)
Les propriétés thermiques de l’adsorbeur sont mentionnées dans le tableau 3.5 :
Fluide Tube métallique Lit d’adsorbant
Conductivité (W.m−1.K−1) 0, 1 15, 6 0, 2
Masse volumique (kg.m−3) 800 7850 620
Capacité calorifique (J.kg−1.K−1) 2090 460 836
Tableau 3.5: Propriétés thermiques de l’adsorbeur
Les dimensions caractéristiques de l’adsorbeur sont :
– R1, R2, R3, respectivement les rayons interne et externe du tube métallique et celui
du lit d’adsorbant : R1 = 2, 9mm, R2 = 3mm et R3 = 8mm,
– L, la longueur de l’adsorbeur, L = 0, 1m,
– ∆H, la chaleur d’adsorption, ∆H = −3, 2 106 J.kg−1.
3.3.2 Conditions opératoires
Les conditions opératoires du fonctionnement du système sont régies par les grandeurs
d’action suivantes.
Les sollicitations en températures et en pressions font partie de ces conditions :
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– T0, la température initiale T0 = 293K,
– Tin, la condition limite de la température dans le fluide en z=0, Tin = 493 K, et
v = 0, 01m.s−1, sa vitesse dans le tube métallique,
– p0, la pression initiale, p0 = 600 Pa, pcond, la pression du condenseur, pcond =
8.103 Pa et pe´vap la pression de l’évaporateur, pe´vap = 2.103 Pa.
de même que la durée du cycle : t = 28 800 s soit 8 h.
Notre modèle permet d’étudier le comportement du système sélectionné et d’optimiser
la régulation lors de son utilisation en modifiant les conditions opératoires précédentes.
3.4 Résultats numériques
Le système est discrétisé en 40 mailles longitudinales, 10 mailles radiales dans le fluide
et 10 dans le lit d’adsorbant. Ainsi, 400 équations sont à résoudre pour chaque variable,
soit un système de 1200 équations au total. La précision du calcul est 10−12.
L’une des options du solveur permet de détecter des événements précis lors de la
résolution d’un problème en localisant les transitions vers, depuis ou à travers des zéros
de fonctions définies par l’utilisateur. Cette détection d’événements nous permet de
simuler l’ouverture des quatre clapets présentés sur la figure 2.1.1, donc de reproduire
le comportement du système réel au cours des cycles de charge et décharge d’énergie.
3.4.1 Cycles
Le modèle d’ordre élevé développé permet d’étudier l’évolution de l’adsorbeur, non
seulement au cours de cycles successifs mais également lors de sa mise en route. Lors
de cette dernière, l’adsorbeur est à l’équilibre à la température T0 et à la pression p0.
Les conditions finales de la phase de mise en route sont utilisées comme conditions
initiales du cycle suivant. Ainsi, à chaque début de cycle, la température de l’adsorbeur
est T = 293 K et sa pression, pe´vap. Chaque cycle dure 28 800 secondes soit 8 heures.
Une sollicitation sous forme d’échelon de température, représentée sur la figure 3.4.1,
est appliquée à l’extrémité gauche du tube métallique de l’adsorbeur. Son amplitude est
alternativement égale à Tin = 493 K puis à Tin = 293 K afin de simuler le comportement
des systèmes de chauffage et de refroidissement.
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Figure 3.4.1: Sollicitation thermique appliquée à l’extrémité gauche du tube métallique
de l’adsorbeur
La figure 3.4.2 montre le diagramme de Clapeyron présenté au chapitre 2 et ceux
issus de la résolution de notre modèle d’ordre élevé. Les cycles suivant la mise en route
se superposent parfaitement, nous n’en avons donc tracé qu’un seul.
Figure 3.4.2: Diagrammes de Clapeyron de plusieurs cycles successifs : (a) diagramme
théorique, diagrammes issus de notre MOE au cours (b) de la mise en
route et (c) des cycles suivants
Le diagramme issu de notre modèle d’ordre élevé est en adéquation avec le diagramme
théorique pour les trois premières phases. Par contre, la phase d’adsorption diffère. Lors
des phases de désorption et d’adsorption, une compétition entre les dynamiques apparaît.
Ce phénomène est d’autant plus marqué lors de l’adsorption car les niveaux de pression
sont très faibles donc la diffusion moins rapide que lors de la désorption. Nous détaillerons
ces phénomènes dans la sous-section suivante.
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La figure 3.4.3 présente l’évolution temporelle des moyennes spatiales de la tempéra-
ture dans le fluide, de la température et de la pression dans le lit d’adsorbant au cours
de plusieurs cycles successifs.
Figure 3.4.3: Moyennes spatiales des variables au cours de la mise en fonctionnement
du système et des 2 cycles suivants : (a) températures dans l’adsorbeur
et (b) pression dans le lit d’adsorbant
Le retard entre l’élévation des températures au sein du fluide et du lit d’adsorbant ap-
paraissant sur la figure 3.4.3.a est lié au temps de séjour du fluide. Nous aborderons cette
notion de manière plus approfondie dans la sous-section suivante. La répercussion de la
sollicitation thermique illustrée sur la figure 3.4.1 apparaît également sur cette figure. De
plus, la désorption est un phénomène endothermique, elle constitue donc un frein à l’élé-
vation de température dans le lit d’adsorbant et engendre une diminution de pression,
observable sur la figure 3.4.3.b. Lors de cette phase, il y a donc une compétition entre
la réaction de désorption et la diffusion de vapeur. Ces phénomènes antagonistes s’équi-
librent, la pression devient donc constante, égale à celle du condenseur (pcond = 8000 Pa).
A l’inverse, l’adsorption est un phénomène exothermique, elle constitue donc un frein à
la diminution de température dans le lit d’adsorbant et engendre une augmentation de
pression. Lors de cette phase, il y a également une compétition entre la réaction d’ad-
sorption et la diffusion de vapeur. Cependant, sur la figure 3.4.3.b, on remarque que les
niveaux de pression sont quasiment nuls lors de l’adsorption, ce qui n’était pas le cas lors
de la désorption. Ceci est à l’origine d’une différence entre les dynamiques de désorption
et d’adsorption. En effet, le régime permanent s’établit plus rapidement au cours de la
désorption (environ 40 minutes) que lors de l’adsorption (environ 2 heures). Quand il
est atteint, la pression devient égale à celle de l’évaporateur (pe´vap = 2000 Pa).
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La grandeur d’intérêt nous concernant est la quantité d’énergie stockée ou déstockée
au sein du matériau. Son évolution au cours des cycles est illustrée sur la figure 3.4.4.a
et celle de la quantité d’eau présente dans le lit d’adsorbant, sur la figure 3.4.4.b.
Figure 3.4.4: Energie stockée dans le matériau (a) et moyenne spatiale de la quantité
d’eau présente dans le matériau (b) durant la mise en fonctionnement du
système et les 2 cycles suivants
La figure 3.4.4 confirme que quand le système se charge en énergie, la vapeur d’eau est
évacuée (désorption) et durant l’adsorption, le système libère de l’énergie. De plus, nos
résultats semblent cohérents car la densité énergétique obtenue en fin de charge est de
l’ordre de 187 kWh.m−3, c’est-à-dire, du même ordre de grandeur que les 180 kWh.m−3
annoncés par le constructeur pour les zéolithes 13X. Enfin, ces deux figures confirment
la remarque précédente concernant la différence entre les dynamique de désorption et
d’adsorption. Comme on peut l’observer sur la figure 3.4.4.b, le lit d’adsorbant se vide
plus rapidement qu’il ne se remplit en vapeur d’eau, par conséquent le temps de charge
en énergie est inférieur à celui de décharge, ce qui apparaît nettement sur la figure 3.4.4.a.
Les évolutions des grandeurs précédentes restent identiques d’un cycle à l’autre confir-
mant numériquement la réversibilité du phénomène annoncée dans le chapitre 1. Il est
évident que la densité énergétique et la réversibilité obtenues avec ce modèle numérique
représente un système « parfait » avec une durée de vie infinie ce qui ne représente pas le
comportement d’une application réelle. Afin de mieux comprendre le fonctionnement de
ce système de stockage à adsorption, nous allons à présent nous concentrer sur l’étude
d’un cycle standard.
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3.4.2 Etude d’un cycle standard
La figure 3.4.5 représente le scénario d’un cycle standard issu de la résolution du mo-
dèle d’ordre élevé. Nous déterminons treize instants nous permettant de décrire l’évolu-
tion du système sur un cycle de 28 800 secondes soit 8 heures.
Figure 3.4.5: Scénario standard pour un cycle issu de nos simulations
L’instant t1 représente l’instant initial. L’instant t2 correspond au temps de séjour du
fluide caloporteur dans le tube métallique. Il dépend de la vitesse v de l’écoulement.
Si cette vitesse augmente, le temps de séjour diminue. Avec de grandes vitesses, les
températures du fluide et du lit d’adsorbant deviennent quasiment uniformes selon la
coordonnée longitudinale z. Ce n’est pas notre cas car v = 0, 01m.s−1 donc le temps
de séjour est de 10 secondes. L’instant t3 (respectivement t4), déterminé grâce à une
détection d’événement, est associé à l’ouverture du clapet 1 (respectivement 2). L’instant
t5 survient lors de la désorption. L’instant t6 correspond à la fin du premier demi-cycle
donc à la fin de la phase de stockage d’énergie.
Le mécanisme de désorption/adsorption étant réversible, les mêmes instants sont défi-
nis pour la phase d’adsorption. Les instants t7 et t8 sont associés à l’ouverture des clapets
3 et 4. L’instant t9 correspond au temps de séjour du fluide froid dans le tube métal-
lique. Les instants t10, t11 et t12 surviennent lors de l’adsorption. L’instant t13 représente
l’instant final du cycle étudié, donc l’instant initial du cycle suivant.
Les figures 3.4.6 à 3.4.16 illustrent la répartition spatiale des trois variables dans
l’adsorbeur aux instants étudiés. Nous remarquons sur ces figures que quelle que soit
la phase étudiée, la pression dans le lit d’adsorbant est quasiment uniforme selon la
coordonnée radiale r.
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A l’instant t1, les quatre clapets sont fermés, le lit d’adsorbant est saturé en vapeur
d’eau et l’adsorbeur est en équilibre thermodynamique. Sa température, T = 293 K et
sa pression p = pe´vap sont uniformes.
La figure 3.4.6 illustre la répartition spatiale des trois variables au temps de séjour du
fluide dans le tube métallique.
Figure 3.4.6: Répartition spatiale des variables à t2 = 10 s
Cette figure permet de confirmer l’évolution brutale des températures et de la pression
dans l’adsorbeur lors de la phase de chauffage. Le temps de séjour du fluide se traduit
sur les figures 3.4.6 par une asymétrie entre les températures des extrémités gauche et
droite de l’adsorbeur. Cette asymétrie apparaît également sur la figure 3.4.6.c car les
clapets étant fermés, la pression dans le lit d’adsorbant n’est liée qu’à l’augmentation
de température en son sein. La phase de chauffage s’étend de l’instant t1 à l’instant t3
(respectivement t4) pour l’extrémité gauche (respectivement droite) du lit d’adsorbant.
La figure 3.4.7 (respectivement 3.4.8) représente la répartition des variables lors de
l’ouverture du clapet 1 (respectivement 2). Ainsi, l’instant t3 marque donc le début de
la désorption du côté gauche de l’adsorbeur, de même, deux secondes plus tard, c’est-à-
dire à l’instant t4, du côté droit. Une augmentation (respectivement une diminution) de
la vitesse du fluide réduirait (respectivement allongerait) le laps de temps séparant les
instants t3 et t4. L’évacuation de la vapeur d’eau à l’extrémité gauche (respectivement
droite) du lit d’adsorbant débute donc à l’instant t3 (respectivement t4) .
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Figure 3.4.7: Répartition spatiale des variables à t3 = 15, 4 s
La figure 3.4.7.c montre que la pression de l’extrémité gauche du lit d’adsorbant a
atteint la pression du condenseur, ce qui n’est pas encore le cas de l’extrémité droite à
cet instant. Cette figure met donc également en évidence l’asymétrie entre les extrémités
de l’adsorbeur.
Figure 3.4.8: Répartition spatiale des variables à t4 = 17, 0 s
Le fluide caloporteur continue à chauffer le lit d’adsorbant. Sa pression et sa tem-
pérature augmentent ce qui permet d’entretenir le processus de désorption. De plus,
les gradients de pression sont élevés au début de la phase de désorption. Ceci favorise
l’écoulement de la vapeur d’eau vers les extrémités du tube.
A partir de l’instant t4, les clapets 1 et 2 sont ouverts, le lit d’adsorbant est alors
connecté au condenseur. La pression de ce dernier est donc imposée aux deux extrémités
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du lit d’adsorbant. Il y a une accumulation de vapeur d’eau au centre du lit d’adsorbant,
c’est-à-dire à l’endroit le plus éloigné des deux extrémités par lesquels s’évacue la vapeur
d’eau ce qui apparaît nettement sur la figure 3.4.9.c représentant la répartition spatiale de
la pression dans le lit d’adsorbant à l’instant t5. La pression au centre du lit d’adsorbant
est donc plus élevée qu’à ses extrémités.
Figure 3.4.9: Répartition spatiale des variables à t5 = 600 s
La pression s’homogénéise au fur et à mesure que le lit d’adsorbant se vide. Ensuite, les
températures du fluide et de la vapeur d’eau dans lit d’adsorbant finissent par atteindre
la température de régénération des zéolithes, T = 493K, et s’équilibrer. Le régime
permanent s’établit, il n’y a plus d’échange thermique entre le fluide caloporteur et le
lit d’adsorbant. La pression est constante, égale à celle du condenseur. La figure 3.4.10
représentant la répartition spatiale des variables à l’instant t6 permet d’observer ces
derniers phénomènes.
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Figure 3.4.10: Répartition spatiale des variables à t6 = 14 400 s
La totalité de la vapeur d’eau n’a pu être désorbée. Une quantité « résiduelle » de
vapeur d’eau subsiste donc dans le lit d’adsorbant à la fin de cette phase. L’instant t6
marque la transition de la phase de charge à la phase de décharge.
Le mécanisme de désorption/adsorption étant réversible, la phase de décharge présente
les mêmes caractéristiques que celle de charge :
– l’asymétrie liée au temps de séjour du fluide lors du refroidissement comme le montre
la figure 3.4.11,
– l’ouverture des clapets 3 puis 4 à l’origine de l’initiation de l’adsorption au niveau
des extrémités gauche puis droite,
– l’apparition d’une compétition entre la diffusion de la vapeur et la réaction de
l’adsorption ainsi que la mise en évidence d’hétérogénéité au début de la phase
d’adsorption,
– l’homogénéisation progressive des variables puis l’établissement du régime perma-
nent à la fin de la phase d’adsorption.
Contrairement à la désorption pouvant être considérée comme volumique, c’est-à-dire,
se produisant en tout point du lit d’adsorbant, l’adsorption se produit le long d’un front
de diffusion, expliquant la différence entre leurs dynamiques.
A partir de l’établissement du nouveau régime permanent, un liquide froid provenant
du système de refroidissement entre dans le tube métallique. Il refroidit le lit d’adsorbant
engendrant des diminutions de température et de pression. Ces dernières apparaissent
nettement sur la figure 3.4.11 qui illustre la répartition spatiale des variables à l’instant
t7. La diminution de pression engendre la fermeture des clapets 1 et 2. L’instant t7,
symétrique de l’instant t2, correspond au temps de séjour du fluide froid dans le tube
métallique et engendre une asymétrie observable sur la figure 3.4.11.
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Figure 3.4.11: Répartition spatiale des variables à t7 = 14 410 s
Les figures 3.4.11a. et 3.4.11.b permettent d’observer la diminution brusque des tem-
pératures dans l’adsorbeur. Celle-ci favorise l’adsorption de la vapeur résiduelle présente
dans le lit d’adsorbant. La figure 3.4.11.c illustre la diminution de pression qui en dé-
coule. La phase de refroidissement s’étend de l’instant t6 à l’instant t8 (respectivement
t9) pour l’extrémité gauche (respectivement droite) du lit d’adsorbant.
A l’instant t8, la pression de l’extrémité gauche du lit d’adsorbant atteint la pression
de l’évaporateur provoquant l’ouverture du clapet 3. Ceci initie l’adsorption au niveau de
l’extrémité gauche du lit d’adsorbant. La répartition spatiale des variables à cet instant
est représentée sur la figure 3.4.12.
Figure 3.4.12: Répartition spatiale des variables à t8 = 14 415, 7 s
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De même, à l’instant t9, la pression de l’extrémité droite atteint également la pression
de l’évaporateur provoquant l’ouverture du clapet 4. Ceci est à l’origine de l’initiation de
l’adsorption au niveau de l’extrémité droite du lit d’adsorbant. La répartition spatiale
des variables à cet instant apparaît sur la figure 3.4.13.
Figure 3.4.13: Répartition spatiale des variables à t9 = 14 428, 3 s
Les tendances des répartitions des variables observées aux instants t8 et t9 sont com-
parables. Toutefois, le laps de temps séparant les instants t8 et t9 est de l’ordre de 13
secondes alors que celui séparant les instants t3 et t4 est de l’ordre de 2 secondes. Ce
laps de temps est lié au temps de séjour du fluide dans le tube métallique. Les mêmes
conditions sont appliquées au système lors de la phase de chauffage et de refroidissement
(vitesse, différence de températures). Les 11 secondes d’écart traduisent l’adsorption de
la vapeur « résiduelle » dans le lit d’adsorbant. Cette réaction exothermique engendre une
augmentation locale de température ce qui freine le refroidissement du lit d’adsorbant.
La phase d’adsorption s’étend de l’instant t8 (respectivement t9) pour l’extrémité
gauche (respectivement droite) du lit d’adsorbant à l’instant final t13. A l’instant t9,
les clapets 3 et 4 sont ouverts, le lit d’adsorbant est alors connecté à l’évaporateur.
La pression de ce dernier est donc imposée aux deux extrémités du lit d’adsorbant.
Ceci apparaît nettement sur la figure 3.4.14.c représentant la répartition spatiale de la
pression dans le lit d’adsorbant à l’instant t10. Comme lors de la phase de désorption, au
début de la phase d’adsorption, une compétition apparaît entre la diffusion de vapeur
et l’adsorption. L’écoulement de la vapeur d’eau suit un écoulement de Darcy favorisant
sa diffusion des parois vers le centre. Cependant, excepté aux extrémités où elle est
légèrement inférieure à celle de l’évaporateur, la pression dans le lit d’adsorbant est
quasiment nulle. Par conséquent, la diffusion de vapeur est très lente. A l’instant t11,
c’est-à-dire, au début de cette phase, la dynamique d’adsorption est donc beaucoup plus
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rapide que celle de la diffusion de vapeur à travers le milieu poreux. La vapeur est donc
adsorbée au niveau des extrémités du lit d’adsorbant et sans avoir le temps d’accéder
au centre du lit d’adsorbant, c’est-à-dire à l’endroit le plus éloigné des deux extrémités.
L’adsorption étant exothermique, elle engendre un dégagement de chaleur localisé. Ce
dégagement est évacuée par la paroi du tube métallique et transmise au fluide. Le fluide
froid provenant du système de refroidissement continue à refroidir le lit d’adsorbant
pour entretenir le processus d’adsorption. Les figures 3.4.14.a et 3.4.14.b montrent que
l’amplitude de ces hétérogénéités est plus faible à gauche qu’à droite rendant compte
de l’écoulement de Poiseuille dans le fluide. Un front de pression, illustré sur la figure
3.4.14 .c, se propage donc de chaque extrémité vers le centre du lit d’adsorbant favorisant
l’adsorption.
Figure 3.4.14: Répartition spatiale des variables à t10 = 15 000 s
Au fur et à mesure que le lit d’adsorbant se remplit, les front de pression se rapprochent
du centre du lit d’adsorbant, comme le montre la figure 3.4.15.c, illustrant la répartition
spatiale de la pression, se répercutant sur les températures dans l’adsorbeur (figures
3.4.15.a et 3.4.15.b).
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Figure 3.4.15: Répartition spatiale des variables à t11 = 16 800 s
La figure 3.4.16 illustre la répartition des variables à l’instant t12.
Figure 3.4.16: Répartition spatiale des variables à t12 = 19 200 s
Comme le montre la figure 3.4.16.c, les fronts de pression finissent par se rejoindre.
La pression s’homogénéise quand le lit d’adsorbant arrive à saturation, elle est alors
égale à celle de l’évaporateur. Les figures 3.4.16.a et 3.4.16.b permettent d’observer que
les températures du fluide et du lit d’adsorbant s’équilibrent. A l’instant final, le lit
d’adsorbant est saturé en vapeur d’eau, il n’y a plus d’échange thermique entre le fluide
caloporteur et le lit d’adsorbant. L’instant final correspond bien au retour aux conditions
initiales, marquant la fin du cycle.
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3.4.3 Discussion
Le modèle mathématique associé au problème physique présenté au chapitre 2 est
constitué d’équations aux dérivées partielles continues. Nous les avons discrétisées afin
de les convertir en un système d’équations algébriques de dimension finie. Pour cela,
un schéma de discrétisation UPWIND, schéma décentré d’ordre 1, est utilisé dans le
tube métallique pour approximer le gradient afin de tenir compte de l’écoulement du
fluide de l’extrémité gauche vers l’extrémité droite. Le lit d’adsorbant, où se déroule le
stockage-déstockage d’énergie, nécessite une attention particulière. Le schéma de dis-
crétisation spatiale en son sein est centré et s’appuie sur une méthode d’ordre 4 basée
sur les différences finies et permet d’approximer le gradient. Ce même schéma est uti-
lisé pour approximer les laplaciens dans tout l’adsorbeur. Après avoir validé le schéma
de discrétisation utilisé pour des cas simplifiés, nous l’avons utilisé pour résoudre notre
problème bidimensionnel. Une étude de sensibilité au maillage a ensuite été menée pour
évaluer la qualité des résultats du maillage par rapport à un maillage dit de référence,
différent selon la direction (longitudinale ou radiale).
Le problème à résoudre pouvait s’exprimer grâce à une formulation algébro-différentielle.
La résolution en régime dynamique de notre modèle nécessitant un outil d’intégra-
tion robuste et efficace, elle a été réalisée via une méthode d’intégration temporelle
de prédiction-correction basée sur la méthode de Gear à ordre et pas adaptatif.
Nous avons enfin terminé ce chapitre par une analyse physique des simulations ob-
tenues nous permettant d’observer l’évolution temporelle de la répartition spatiale des
différents champs de températures et de pression lors d’un cycle de fonctionnement.
Nous notons que la résolution du modèle d’ordre élevé du premier demi-cycle est net-
tement moins coûteuse en temps que celle du demi-cycle suivant. De plus, suite à de
nombreuses simulations, nous avons déduit que la longueur de l’adsorbeur et le temps
de cycle influencent de manière considérable le rendement du système. En effet, si la
longueur de l’adsorbant est agrandie, le temps de cycle doit être allongé. Des cycles trop
courts ne laissent pas le temps au lit d’adsorbant de se recharger complètement ce qui
réduit la quantité d’énergie libérée. Ainsi, les temps caractéristiques des phénomènes in-
tervenant doivent être pris en compte afin de capter toute la physique et de comprendre
le fonctionnement de l’adsorbeur, donc du système de stockage. Cette conclusion pour-
rait notamment expliquer en partie la différence entre la densité énergétique du matériau
et celle du système présentées dans le tableau 1.7 au chapitre 1. Ainsi un soin particulier
doit être apporté à la résolution du modèle d’ordre élevé afin de ne pas manquer des phé-
nomènes influençant considérablement le rendement de l’adsorbeur. Ceci est primordial
pour la précision de la résolution du deuxième demi-cycle durant lequel le couplage entre
les variables est le plus fort et lors duquel une compétition apparaît entre les dynamiques
d’adsorption et de diffusion de vapeur.
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Réduction du modèle
Dans ce chapitre, nous justifierons la nécessité d’utiliser des méthodes de réduction
de modèle et présenterons les méthodes de réduction usuelles. Nous focaliserons ensuite
notre attention sur la décomposition orthogonale aux valeurs propres. Après une brève
présentation de cette méthode et de ses différentes approches, nous l’appliquerons aux
résultats du modèle d’ordre élevé afin d’obtenir une base de projection. Enfin nous
construirons un système dynamique d’ordre faible par projection du modèle d’ordre
élevé sur cette base et en présenterons les résultats.
4.1 Réduction de la taille du problème
La résolution numérique du problème thermique non-linéaire obtenue au chapitre pré-
cédent peut générer des temps de calcul conséquents. Afin de pallier ce problème, plu-
sieurs options sont envisageables. Une première option consiste à simplifier la description
physique du problème étudié en réduisant le nombre de paramètres intervenant dans le
modèle d’ordre élevé notamment par : le biais d’analyses dimensionnelles menant à des
hypothèses simplificatrices, une linéarisation du problème étudié en moyennant spatiale-
ment les coefficients non-linéaires ou encore en moyennant radialement la pression dans
le lit d’adsorbant (les résultats du chapitre précédent ont montré qu’elle évolue peu dans
cette direction).
Une deuxième option consiste à appliquer à notre modèle d’ordre élevé une méthode
de réduction mathématique. Une dernière possibilité serait d’envisager une discrétisation
du système plus grossière. Nous avons vu au chapitre précédent dans la sous-section 3.1.3
qu’un maillage plus grossier est certes moins coûteux mais que c’est au détriment de la
qualité de résolution. Cette option n’est donc pas envisageable dans notre cas.
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4.1.1 Simplifications de la description des phénomènes physiques
Tout d’abord, les poids relatifs des différents mécanismes de transfert, présentés dans le
tableau 4.1 et intervenant dans les équations 2.3.1 et 2.3.3, ont été évalués puis comparés.
FLUIDE LIT D’ADSORBANT
Accumulation de l’énergie ∂Tf
∂t
∂cΣT
∂t
Transport v.∇Tf ∇(ρucgT )
Diffusion −af4Tf −∇. (λ∇T )
Production d’énergie −B|∆H|∂q
∂t
Tableau 4.1: Mécanismes de transferts dans les équations 2.3.1 et 2.3.3
L’importance relative de chaque mécanisme de transfert ne permet raisonnablement
pas de simplifier physiquement les équations.
Nous avons ensuite réitéré les mêmes calculs qu’au chapitre 3 en remplaçant les coeffi-
cients non-linéaires par leur moyenne temporelle sur la durée de la désorption. La figure
4.1.1 permet de comparer l’évolution temporelle des moyennes spatiales des tempéra-
tures adimensionnées dans l’adsorbeur avec les coefficients non-linéaires et ceux moyen-
nés sur la durée d’une désorption. Certes, remplacer les coefficients non-linéaires par leur
moyenne temporelle diminue considérablement le temps de calcul, mais cela nuit grave-
ment aux résultats des simulations et ne constitue donc pas une solution envisageable
pour le type de problème étudié.
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Figure 4.1.1: Comparaison des moyennes spatiales des températures dans l’adsorbeur
obtenues avec les coefficients non-linéaires (courbe bleue) et avec ceux
moyennés (croix vertes) sur la durée de la désorption [Sun, 1993] et [Ilis,
2010] : (a) température dans le fluide et (b) température dans le lit d’ad-
sorbant
Nous avons signalé au chapitre précédent que la pression semble peu varier radia-
lement. Une autre simplification envisageable consiste donc à transformer la pression
bidimensionnelle p(r,z,t) en monodimensionnelle p(z,t) en moyennant radialement la
pression pour n’observer que l’évolution selon l’axe longitudinal z. Cette simplification
dégrade peu la précision du modèle mais l’intégration spatiale (basée sur une méthode
d’ordre 2 adaptée aux pas de temps variables) liée à cette transformation engendre
un calcul supplémentaire coûteux en temps (environ 20% du temps de calcul en plus).
Ainsi, même si les résultats numériques présentés montrent une pression évoluant peu
radialement, sa modélisation bidimensionnelle est conservée.
Les deux premières tentatives induisent une perte de précision nuisant à la qualité du
modèle d’ordre élevé. La dernière augmente le temps de calcul. Ces tentatives n’ayant
pas permis de simplifier physiquement les équations sans perte de précision notable ni de
limiter les temps de calculs, l’application d’une méthode de réduction est donc envisagée.
Cette dernière permet de conserver les caractéristiques et les non-linéarités de ce dernier
tout en résolvant le modèle à moindre coût.
4.1.2 Méthodes de réduction usuelles
Il existe une multitude de méthodes de réduction des systèmes linéaires sachant que
dans certains problèmes thermiques, l’hypothèse de linéarité peut être appliquée. Cer-
taines méthodes reposent sur la troncature d’une base modale, sur celle de la réalisation
équilibrée ou sur celle de la base singulière. D’autres sont basées sur des réductions par
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minimisation ou par sous-structuration etc. Une étude détaillée sur le sujet est notam-
ment réalisée dans [Palomo, 2000] et [Dauvergne, 2008].
Par contre, le nombre de méthodes de réduction permettant le traitement de problèmes
thermiques non-linéaires, ce qui demeure le cas de nombreux problèmes thermiques réels,
reste encore limité. Ces non-linéarités peuvent être de natures très différentes : des
propriétés thermophysiques variant avec la température ou la pression, des effets de
rayonnements faisant intervenir la loi de Stefan Boltzmann par exemple. Les difficultés
rencontrées lors de la résolution de ces problèmes sont inhérentes à chaque problème,
ainsi ces problèmes doivent être traités individuellement. D’une part, le principe de
superposition n’est plus valable, d’autre part, les solutions analytiques sont extrêmement
rares et d’utilité restreinte. Différentes techniques ont tout de même été proposées, nous
les présentons succinctement dans les paragraphes suivants. Pour une description plus
approfondie de certaines d’entre elles, le lecteur peut se reporter à [Palomo, 2000].
Les méthodes de type transformation intégrale, comme les transformées de Kirch-
hoff ou de Boltzmann, permettent de transformer certains problèmes non-linéaires en
problèmes linéaires ou quasi-linéaires. Néanmoins, leur application est restreinte aux
problèmes dont les linéarités sont soit internes, soit aux limites [Ozisik, 1980].
La linéarisation est également un moyen classique d’aborder l’étude de systèmes non-
linéaires. Les techniques de linéarisation permettent de contourner la résolution du pro-
blème non-linéaire. Leur utilisation est cependant limitée aux problèmes faiblement non-
linéaires [Palomo, 1999]. Nous avons vérifié qu’appliquer certaines linéarisations à notre
problème nuisait considérablement à la qualité de la résolution.
Un problème de réduction non-linéaire peut aussi être abordé par le biais des méthodes
asymptotiques de type perturbations régulières. Elles reposent sur la transformation du
problème initial en une cascade de problèmes linéaires qui se réalimentent les uns les
autres. Pour ce faire, les non-linéarités sont considérées comme étant des perturbations
sur un modèle linéaire « équivalent ». Cette approche est cependant limitée par les
difficultés propres à l’identification du paramètre de perturbation. Elle est également
d’efficacité réduite dans le cas de fortes non-linéarités [Palomo, 2000].
Les techniques de réduction par découpage du système et modélisation par sous-
structuration sont utilisées pour des systèmes thermiques susceptibles d’être décomposés
en un nombre fini de sous-domaines linéaires couplés par l’intermédiaire de phénomènes
d’échanges non-linéaires qui se développent sur leurs frontières. Elles permettent d’iso-
ler et de réduire les modèles des sous-systèmes linéaires d’un système non-linéaire. Ces
méthodes peuvent donc se révéler efficaces pour des non-linéarités situées aux frontières
mais elle sont inadaptées à des problèmes thermiques dont les non-linéarités sont internes
au système [Palomo, 1992], [El Khoury, 1994]. Ce concept a également été utilisé dans
[Xie, 2011] et [Buffoni, 2009]. Dans un premier temps, la décomposition orthogonale
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aux valeurs propres associée à la projection de Galerkin, qui seront détaillées ultérieure-
ment, sont utilisées pour construire un modèle réduit précis d’un modèle d’ordre élevé
non-linéaire de grande échelle en sous-systèmes linéaires. De plus, les méthodes TPWL
(Trajectory Piecewise-Linear) développées dans [Xie, 2011], permettent la construction
d’un modèle linéaire par « morceaux » à partir de modèles réduits non-linéaires.
Grepl [Grepl, 2012] présente une méthode de réduction de modèles des équations non-
linéaires de réaction-diffusion régissant le phénomène d’auto-inflammation d’un stock de
charbon. Il propose de paramétrer les termes non-linéaires et d’utiliser l’EIM (Empirical
Interpolation Method) détaillée dans [Barrault, 2004] pour approximer ces termes par
des coefficients linéaires.
Les techniques de type spectral, tel que le formalisme des modes de branche ou celui des
fonctions singulières proposent de contourner les problèmes rencontrés précédemment en
cherchant une nouvelle base de projection permettant le traitement des non-linéarités.
La base des modes de branche, issue de la mécanique et exploitée en thermique par Ne-
veu et al. [Neveu 1999] et [Neveu, 2003], permet de décomposer le champ de température
sur ses fonctions propres. Afin de pouvoir traiter des cas où apparaissent des disconti-
nuités dans le champ de température, une méthode de réduction par décomposition de
domaine a également été développée [Laffay, 2007]. Cette méthode permet de résoudre
un problème thermique non-linéaire en construisant une base modale pour chaque sous-
domaine puis en couplant les modèles réduits. Les tentatives de réduction par amalgame
modal [Oulefki, 1993] et [Quemener, 2007] se sont avérées difficiles à mettre en oeuvre
sans la décomposition de domaine. Ainsi, cette dernière a été adaptée à la formulation
modale et a permis la réduction d’un cas tridimensionnel de conduction thermique avec
des conditions limites non-linéaires et des sources volumiques variables dans le temps
[Quemener, 2007].
La méthode d’identification modale a été développée dans [Petit, 1997] puis appliquée
à des problèmes non-linéaires de conduction de chaleur [Girault, 2005]. Elle consiste
à identifier un modèle d’ordre réduit par la minimisation d’une fonctionnelle d’écart
entre le modèle d’ordre élevé étudié et le modèle d’ordre réduit sélectionné. De plus,
Favennec et al. ont développé une procédure de minimisation basée sur une méthode
de programmation non-linéaire dans laquelle le calcul du gradient de la fonctionnelle
d’écart fait appel à une méthode adjointe. Ces deux approches combinées permettent la
réduction de modèles non-linéaires [Favennec, 2006].
Une méthode de séparation des variables appelée PGD (Proper Generalised Decom-
position) consiste à rechercher la solution du problème sous forme séparée, c’est-à-
dire comme la somme de couples de fonctions spatiales et temporelles. Elle permet
de construire cette représentation séparée sans connaître de solution a priori. A chaque
itération, l’algorithme construit un nouveau couple à partir des couples déjà calculés. Les
travaux [Dumon, 2011] présentent la résolution des équations Navier-Stokes et Burger
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par cette méthode. Le couplage de la méthode PGD avec la BEM (Boundary Element
Method) permet de résoudre l’équation de la chaleur non-linéaire avec la méthode des
éléments de frontière en utilisant uniquement le noyau de Green de l’équation de Poisson.
La méthode résultante, nommée PGD-BEM, est appliquée à la résolution de l’équation
de la chaleur non-linéaire pour laquelle le coefficient de conductivité thermique dépend
de la température. Des travaux en cours portent d’une part sur l’optimisation de cet al-
gorithme, d’autre part sur une nouvelle version intégrant les avantages de la transformée
de Kirchhoff [Joyot, 2011]. Cependant, ces travaux sont pour l’instant limités au cas des
conditions aux limites homogènes.
Videcoq et Petit [Videcoq, 2001] précisent que beaucoup de méthodes de réduction
reposent sur un problème aux valeurs propres de grandes dimensions et donc très coû-
teux en temps de calcul. La Décomposition Orthogonale aux valeurs Propres ou Proper
Orthogonal Decomposition, notée POD, permet de contourner cette difficulté car elle
permet de réduire la taille de ce problème aux valeurs propres. Nous allons donc présen-
ter cette méthode puis l’appliquer à notre problème dans les sections suivantes.
4.1.3 Décomposition orthogonale aux valeurs propres
La POD est une technique élégante et très efficace d’analyse de données, qui per-
met d’approximer un système de dimension élevée par un autre de dimension nettement
plus faible [Antoulas, 2001]. Introduite par Lumley dans le cadre de l’étude d’écoule-
ments turbulents, la POD est aussi appelée décomposition de Karhunen-Loève, analyse
aux composantes principales ou encore décomposition aux valeurs singulières selon les
domaines d’utilisation.
Elle est exploitée dans de nombreuses disciplines telles que :
– la mécanique des fluides, [Amabilia, 2007], [Burkardta, 2006], [Dickinson, 2007],
[Holmes, 1996], [Allery, 2002], [Willcox, 2002], [Yuan, 2003], [Allery, 2005],
– le traitement d’images [Sirovich, Mars 1987], la compression de données [Kho 2002],
[Ruana, 2006],
– le traitement du signal [Khalil, 2007],
– ou encore le contrôle d’écoulement [Bergmann, 2005] et [Bergmann, 2007], de sys-
tèmes [Sempey, 2008].
La POD est d’une part une technique performante de post-traitement, permettant
d’extraire les données provenant de simulations numériques ou d’expériences. D’autre
part, elle permet de fournir des fonctions de base qui peuvent être utilisées pour définir
un sous-espace de faible dimension sur lequel les équations d’état peuvent être projetées.
La POD peut être définie comme une technique statistique de calcul des fonctions
physiques qui sont le mieux corrélées en moyenne avec un champ donné [Lumley, 1967].
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Considérons X(x, t) un ensemble de réalisations, aussi appelées snapshots, d’un proces-
sus physique, obtenues en nt instants différents sur le domaine étudié Ω. Ces réalisa-
tions peuvent être issues de données expérimentales ou numériques correspondant à des
champs de vitesse, de vorticité, de température etc. Dans notre cas, la réalisation X peut
représenter la température du fluide Tf , celle du lit d’adsorbant T , ou la pression dans
le lit d’adsorbant p. Elle est assimilée à la variable spatiale x = (r, z) définie sur tout le
domaine Ω et à la variable temporelle t définie sur une période de temps suffisamment
longue sur laquelle les réalisations X(x, t) sont connues.
Nous cherchons une fonction V qui possède, au sens des moindres carrés, la plus grande
projection sur les réalisations, c’est-à-dire :< X, V > = maxU∈L2(Ω) < X,U >< V, V >= 1 (4.1.1)
avec :
– L2(Ω), l’espace de Hilbert des fonctions de carré intégrable à valeurs complexes dans
le domaine Ω,
– •, l’opérateur statistique de moyenne,
– < •, • >, le produit scalaire de L2(Ω) défini par < V,U >=
´
Ω V (x)
t U(x) dΩ.
Il a été démontré que cela revient à résoudre un problème aux valeurs propres défini
par une matrice de corrélation à laquelle on applique une décomposition aux valeurs
singulières ou Singular Value Decomposition, notée SVD (méthode détaillée dans [Allery,
2002]).
Les deux approches de la POD les plus répandues sont l’approche classique et celle
des snapshots. La figure 4.1.2 présente une représentation schématique de ces deux ap-
proches.
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Figure 4.1.2: Représentation schématique des approches de la POD : (a) approche clas-
sique et (b) approche des snapshots
Elles sont équivalentes [Sirovich 1987] mais diffèrent par le choix des produits scalaires
et de l’opérateur moyenne.
Dans l’approche classique, l’opérateur de moyenne correspond à la moyenne tempo-
relle. Les modes propres orthonormaux dépendent de la variableX, assimilée à la variable
spatiale x définie sur tout le domaine Ω. La matrice de corrélation dans ce cas s’exprime :
R(x, x′) = X(x, t), X(x′, t)t (4.1.2)
La résolution du problème aux valeurs propres permet d’obtenir les solutions VmX (x)
associées à la réalisation X(x, t). Elles sont communément appelées fonctions propres
empiriques, modes propres ou modes principaux. Ces derniers forment une famille or-
thonormale et satisfont à l’équation suivante :
〈VmX (x), VkX (x)〉Ω ≡
ˆ
Ω
VmX (x)V tkX (x) dΩ = δmk (4.1.3)
avec δ, le symbole de Kronecker et Ω, le domaine étudié.
avec amX (t), les coefficients temporels non corrélés entre eux, s’exprimant
amX (t) = 〈X(x, t), VmX (x)〉Ω (4.1.4)
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Les coefficients temporels associés à la réalisation X(x, t) , notés amX (t), forment une
famille orthogonale :
amX (t)akX (t)t = δmkσm (4.1.5)
Toutes les valeurs propres σm sont réelles et non négatives. Elles peuvent donc être
ordonnées de la manière suivante : σ1 ≥ σ2 ≥ . . . ≥ σnt ≥ 0.
L’énergie totale du système est donnée par :
E =
nt∑
i=1
σi (4.1.6)
Dans l’approche des snapshots, l’opérateur de moyenne correspond quant à lui, à une
moyenne spatiale évaluée sur tout le domaine Ω et la variableX est assimilée à la variable
temporelle t. La matrice de corrélation dans ce cas s’exprime :
C(t, t′) = 1
tfinal − tinitial
ˆ
Ω
X(x, t)tX(x, t′) dΩ (4.1.7)
La résolution du problème aux valeurs propres permet d’obtenir les solutions amX (t)
associées à la réalisation X.
Les modes VmX (x) peuvent donc s’écrire comme combinaison linéaire des réalisations
X(x, t) :
VmX (x) =
nt∑
mX=1
X(x, t)amX (t) (4.1.8)
Toutes les valeurs propres σm sont également réelles et non négatives. Elles peuvent
donc être ordonnées de la manière suivante : σ1 ≥ σ2 ≥ . . . ≥ σN ≥ 0.
L’énergie totale du système est donnée par :
E =
N∑
i=1
σi (4.1.9)
Du fait de l’orthonormalité de la base ainsi constituée, toute réalisation X(x, t) peut
s’écrire dans le cas des deux approches :
∀(x, t) X(x, t) =
NX∑
mX=1
VmX (x) amX (t) (4.1.10)
avec NX = nt ou NX = N selon l’approche considérée.
La POD semble adaptée aux problèmes fortement non-linéaires dont les équations
sont fortement couplées. Nous allons donc l’appliquer aux résultats de notre modèle
d’ordre élevé. L’approche des snapshots permet de réduire de manière considérable le
coût numérique associé à la résolution du problème POD, lorsqueN , le nombre de mailles
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est plus grand que nt, le nombre d’échantillons temporels. Dans notre cas, N << nt
(nt = 18023 et N = 400), nous choisissons donc de ne pas utiliser cette approche.
Après troncature de la base, l’expression 4.1.10 devient :
∀(x, t) XkPOD(x, t) '
k∑
mX=1
VmX (x) amX (t) (4.1.11)
avec XkPOD, la variable reconstruite avec k modes. Si tous les modes sont conservés,
k = N , avec N , le nombre total de mailles défini au chapitre précédent (3.2.4) et l’erreur
de troncature est nulle. Le premier mode de la décomposition 4.1.11 est proche du champ
moyen de la réalisation X(x, t). Toute réalisation X(x, t) peut également se décomposer
sur son champ fluctuant, obtenu par soustraction du champ moyen au champ total.
∀(x, t) XkPOD(x, t) = Xmoy(x) +
k∑
mX=1
VmX (x) amX (t) (4.1.12)
avec Xmoy(x) = X(x, t).
L’écart entre le premier mode et les autres est alors plus faible. Van Dorel et al. [Van
Dorel, 2006] estiment que cette étape améliore la qualité du modèle réduit issu de la
projection des équations du modèle d’ordre élevé sur cette base, en particulier dans le
cas de snapshots proches, ce qui est notre cas. Nous choisissons donc d’appliquer cette
dernière démarche.
La figure 4.1.3 synthétise la démarche utilisée dans le cas des deux approches.
Figure 4.1.3: Synthèse pour les deux approches de la POD étudiées
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Les modes orthonormaux sont optimaux au sens de la représentation énergétique,
c’est-à-dire qu’aucune autre base n’est capable de capturer une aussi grande quantité
d’« énergie » avec le même nombre de modes [Sirovich, 1987]. Cette notion d’énergie
ne représente pas forcément une énergie physique. En mécanique des fluides, les réalisa-
tions étudiées sont des champs de vitesse, dans ce cas là cette notion est à rapprocher
de l’énergie cinétique de l’écoulement. Dans nos travaux, les réalisations étudiées sont
des températures et des pressions, cette notion représente alors plutôt une quantité d’in-
formations contenue dans le mode [Sempey, 2009]. La base de projection est ensuite
tronquée afin de déterminer une base minimale de projection contenant uniquement les
modes les plus « énergétiques ». Pour déterminer le nombre de modes à conserver, noté
k, dans cette dernière base, Sirovich et Deane dans [Sirovich, 1991] proposent le calcul
de l’amplitude cumulée relative Ei des valeurs propres σi associée à chaque mode i :
Ei =
k∑
i=1
σi
E
(4.1.13)
avec E définie par 4.1.6 ou 4.1.9 selon l’approche considérée.
Cette amplitude permet d’évaluer le pourcentage d’« énergie » contenue dans les i
premiers modes. Le critère pour déterminer ce nombre de modes à conserver de Sirovich
et Deane consiste à imposer une amplitude cumulée relative supérieure à 99% (Ei >
0.99). De plus, la valeur propre associée au dernier mode conservé doit être inférieure au
centième de la valeur propre associée au premier mode ( σi
σ1
< 10−2). La dernière condition
permet de garantir que le premier mode exclu représente une amplitude inférieure au
centième de celle du premier mode conservé [Sempey, 2009].
Pour une description plus approfondie de la POD et de ses fondements théoriques, le
lecteur peut se référer à [Allery, 2002] et [Bergmann, 2005].
4.2 Construction de la base de projection
L’approche classique est utilisée pour identifier les modes énergétiques dominants per-
mettant de représenter précisément la dynamique de l’adsorbeur. Par application de la
POD aux résultats du modèle d’ordre élevé, une base de projection est obtenue. Les
modes les plus énergétiques de cette base seront alors utilisés pour déterminer un mo-
dèle dynamique d’ordre réduit par projection du modèle d’ordre élevé sur ces modes.
4.2.1 Sélection des snapshots
La POD est une méthode de compression d’informations. En tant que telle, une base
POD est incapable de représenter une information qui n’était pas contenue initialement
dans la base de données utilisée pour la déterminer. Bien qu’il n’existe pas de règle
générale pour construire l’ensemble des données servant à la construction de la base
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POD, Singh et al. [Singh, 2001] proposent le respect d’un principe pour ce choix :
la réussite d’une telle méthode repose sur la capacité des modèles issus de la POD à
capturer la dynamique des équations avec une bonne précision. La base POD doit donc
être construite à partir de données suffisamment riches grâce à une excitation adéquate
des modes pour capturer la majeure partie de l’ « énergie » [Sempey, 2009].
Les snaphots sélectionnés sont extraits à partir d’un ensemble de données issues de
la résolution numérique du modèle d’ordre élevé. Le soin apporté à cette étape a été
détaillé dans le chapitre 3 et nous assure de la qualité des simulations réalisées. Notre
échantillonnage temporel est défini à une précision élevée (précision de 10−12) grâce au
solveur défini au chapitre 3 adapté aux problèmes non-linéaires raides. Celui-ci nous
assure un nombre de pas de temps nt optimal pour une précision de résolution donnée.
En effet, les étapes de prédiction-correction effectuées par ce dernier nous garantissent
l’extraction de snapshots capturant correctement la dynamique de l’adsorbeur. De même,
une attention particulière a été apportée au choix du maillage. Ainsi, le nombre de
snapshots sélectionnés est égal au nombre de pas de temps issus du MOE. Cela nous
permettra d’obtenir une base de projection pertinente destinée à la construction d’un
modèle d’ordre réduit représentatif du comportement de l’adsorbeur.
4.2.2 Base de projection minimale
Un faible nombre de modes pour chaque variable est alors suffisant pour décrire correc-
tement l’évolution dynamique de l’adsorbeur. Afin de déterminer les nombres de modes
à conserver kTf , kT et kp, respectivement pour la température du fluide, celle dans le
lit d’adsorbant et la pression dans ce dernier, nous avons considéré plusieurs critères :
ceux de Sirovich évoqués précédemment (« énergie » et amplitude de la dernière valeur
propre conservée) et la qualité de reconstruction des variables. Dans cette sous-section,
nous considérons que les trois nombres précédents sont égaux et que le nombre total de
modes conservés, noté k, est égal à leur somme.
Comme le montre le tableau 4.2, le premier mode est largement dominant et capture
plus de 90% de l’énergie. Conserver les 4 premiers modes nous assure le respect des
critères de Sirovich pour les trois variables étudiées.
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Modes EkTf σkTf × 10−4 EkT σkT × 10−4 Ekp σkp × 10−4
1 88,27 136,71 97,41 128,43 98,36 167,90
2 97,35 14,06 98,94 2,02 99,48 1,92
3 99,16 2,80 99,62 0,90 99,86 0,66
4 99,72 0,87 99,79 0,23 99,95 0,16
5 99,88 0,25 99,86 0,09 99,97 0,03
6 99,94 0,09 99,91 0,07 99,997 0,01
Tableau 4.2: Energies cumulées et valeurs propres pour chaque mode et chaque variable
La qualité de la reconstruction des variables à partir de la combinaison linéaire des
modes propres et des coefficients temporels constitue également un critère de sélection
du nombre de modes à conserver. Elle est essentielle, principalement pendant la période
d’adsorption où apparaît la compétition évoquée au chapitre 3, entre les dynamiques
d’adsorption et de diffusion de vapeur. Cette reconstruction est donc comparée aux
variables du MOE pour les trois variables étudiées. Les écarts relatifs entre les variables
issues de la résolution du MOE et celles reconstruites à partir de la base POD permettent
une comparaison quantitative et s’écrivent :
ekX =
√
(XMOE −XkPOD)2
∆XMOE
(4.2.1)
avec la variable X pouvant être Tf , T ou p, XPOD, celle reconstruite avec la base
POD, ∆XMOE, la variation maximale d’amplitude de la variable X dans l’adsorbeur.
Nous nous fixons ekX = 10−6 comme précision minimale à atteindre pour les trois
variables.
Nous déduisons des figures 4.2.1, et 4.2.2, que conserver 4 modes induit des erreurs
principalement à chaque début de demi-cycle. Par souci de clarté, nous n’avons présenté
que quatre configurations (4, 10, 18, 26 modes) mais nous avons testé les cas de 4 à 30
modes pour chaque variable.
La comparaison quantitative montre donc que 26 modes sont à conserver pour s’assurer
de la précision de la reconstruction des variables à l’aide de la POD.
107
Chapitre 4 Réduction du modèle
Figure 4.2.1: Ecarts relatifs entre les moyennes spatiales des températures du fluide et
du lit d’adsorbant issues du MOE et de celles reconstruites à l’aide de la
POD en fonction du temps : (a) température du fluide et (b) température
du lit d’adsorbant
Figure 4.2.2: Ecarts relatifs entre la moyenne spatiale de la pression du lit d’adsorbant
issue du MOE et de celles reconstruites à l’aide de la POD en fonction
du temps
Des précisions de moins bonne qualité au tout début du cycle liée à la forte dynamique
et au début de l’adsorption au passage du front de pression évoquées au chapitre précé-
dent apparaissent sur ces figures et expliquent la nécessité des 26 modes conservés pour
chaque variable lors de la construction de la base de projection minimale. En conserver
moins nuirait à la qualité du modèle réduit, principalement au début de la phase d’ad-
sorption où la compétition entre les différentes dynamiques est accentuée par les faibles
niveaux de pression et engendre des hétérogénéités.
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Les résultats obtenus grâce à ce dernier critère montrent que le critère de Sirovich et
Deane dans [Sirovich, 1991] concernant l’amplitude cumulée relative des valeurs propres
donne une idée du nombre de modes minimal à conserver mais ne peut être utilisé comme
seul critère de détermination. Nous déduisons du dernier critère que 26 modes doivent
être conservés pour chaque variable. La base minimale de projection est donc constituée
de 78 modes au total. Les modes de cette base et les coefficients temporels associés sont
appelés les modes et coefficients de référence car ils sont calculés directement à partir
de l’échantillonage. Nous allons à présent étudier ces modes et ces coefficients temporels
dits de référence.
4.2.3 Modes et Coefficient temporels
Les figures 4.2.4 à 4.2.7 nous permettent respectivement d’étudier la structure des
modes et des coefficients temporels de référence correspondant aux quatre premières
valeurs propres les plus énergétiques. Ceux associés aux six valeurs propres suivantes
sont présentées dans l’annexe C.1 (figures C.1 à C.6). Les modes suivants correspondent
à des corrections des dix premiers. Bien qu’ils soient indispensables pour assurer la
qualité du modèle d’ordre réduit développé dans la sous-section suivante, ils ne sont pas
représentés car ils n’apportent pas d’information supplémentaire.
De manière générale, concernant la pression, les modes réprésentés mettent en évi-
dence l’aspect monodimensionnel de la pression, évoqué lors de la résolution du modèle
d’ordre élevé. De plus, la différence entre les dynamiques de désorption et d’adsorption
apparaît aussi nettement sur les figures représentant les coefficients temporels associés
aux variables. De même, l’interface entre le fluide et le lit d’adsorbant apparaît claire-
ment sur les figures représentant leurs modes.
La figure 4.2.3.a illustre les champs moyens des températures dans l’adsorbeur. Lors
d’un cycle, l’adsorbeur est d’abord sollicité avec une température Tin = 493 K puis
Tin = 293 K. La température moyenne de ces deux températures est donc T = 393 K
correspondant à T ∗ = 0, 5 K, ce que l’on retrouve sur la figure 4.2.3.a. La figure 4.2.3.b
quant à elle, représente le champ moyen de la pression. La pression au niveau des condi-
tions limites est alternativement égale à celle du condenseur pcond = 8000 Pa puis de
l’évaporateur pe´vap = 2000 Pa. La moyenne des pressions au niveau de l’entrée et de la
sortie de l’adsorbeur est donc p = 5000 Pa, ce qui correspond à l’amplitude observée
sur cette dernière figure.
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Figure 4.2.3: Champs moyens (a) des températures dans l’adsorbeur et (b) de la pres-
sion dans le lit d’adsorbant
La figure 4.2.4.a illustre les premiers modes associés aux températures dans l’adsor-
beur. Cette figure permet de distinguer l’interface entre le fluide et le lit d’adsorbant. Sur
la figure 4.2.4.c, le premier coefficient temporel associé à la température dans le fluide est
caractéristique de la réponse d’un système du premier ordre à une sollicitation échelon.
Le premier coefficient temporel associé à la température dans le lit d’adsorbant est lui
caractéristique de la propagation de cet échelon dans le lit d’adsorbant avec le déphasage
lié au temps de séjour du fluide. La figure 4.2.4.b représente le premier mode associé
à la pression, comme pour le champ moyen, nous distinguons l’influence des conditions
limites. La figure 4.2.4.d montre le coefficient temporel associé. Nous observons au signe
près les différentes phases du cycle, présentées au chapitre précédent. Enfin, nous consta-
tons sur cette dernière figure que le régime permanent s’établit plus rapidement au cours
de la désorption que lors de l’adsorption traduisant la différence entre les dynamiques
de désorption et d’adsorption évoquée au chapitre précédent.
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Figure 4.2.4: Modes 1 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 1 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
La figure 4.2.5.a présente les deuxièmes modes associés aux températures dans l’adsor-
beur. De même que pour les premiers modes, ceux-ci font nettement apparaître l’interface
entre le fluide et le lit d’adsorbant. Le deuxième mode associé à la pression dans le lit
d’adsorbant est représenté sur la figure 4.2.5.b. Une asymétrie apparaît sur ce deuxième
mode, caractéristique des phases de chauffage ou de refroidissement où la variation de
pression est uniquement liée à celle des températures. En effet, l’amplitude de ces modes
au milieu de l’adsorbeur n’est pas nulle. Les coefficients temporels associés aux trois
variables se distinguent des premiers sur les figures 4.2.5.c et 4.2.5.d car ils traduisent
essentiellement le changement de conditions limites, le chauffage et le refroidissement.
Ils permettent donc d’apporter une correction sur les changements brusques de tempé-
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ratures et de pression dans l’adsorbeur.
Figure 4.2.5: Modes 2 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 2 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
Les troisièmes coefficients temporels illustrés sur la figure 4.2.6.c et 4.2.6.d, mettent
en évidence la forte dynamique au début du cycle et la compétition entre les dynamiques
d’adsorption et de diffusion de la vapeur au début de la phase d’adsorption décrite dans la
dernière sous-section du chapitre 3. Cette compétition entre les dynamiques est à l’origine
d’un front de température dont la propagation est observable sur figure 4.2.6.c illustrant
les troisièmes coefficients temporels associés à la température dans le lit d’adsorbant.
Cette figure montre également que les coefficients temporels associés aux températures de
l’adsorbeur font à nouveau apparaître le changement de conditions limites, le chauffage
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et le refroidissement. La figure 4.2.6.d quant à elle, permet de distinguer au signe près
la diminution de pression au début de la désorption et son augmentation au début de
l’adsorption puis l’établissement du régime permanent dans le lit d’adsorbant.
Figure 4.2.6: Modes 3 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 3 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
Les quatrièmes modes illustrés sur la figure 4.2.7 montrent que la compétition entre les
dynamiques d’adsorption et de diffusion de la vapeur au début de la phase d’adsorption
est à l’origine d’hétérogénéités de températures et de pressions dans le lit d’adsorbant
que l’on peut respectivement discerner sur les figures 4.2.7.a et 4.2.7.b.
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Figure 4.2.7: Modes 4 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 4 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
Chaque mode et coefficient temporel suivant permet d’apporter une correction sur les
changements brusques de températures et de pression dans l’adsorbeur et sur l’apparition
des hétérogénéités (cf figures C.1 à C.6 dans l’annexe C.1). Les coefficients temporels 7,
8, 9 et 10 associés à la température du fluide traduisent essentiellement le changement de
conditions limites, le chauffage et le refroidissement mais contrairement aux coefficients
temporels 5 et 6, ils apportent une correction supplémentaire sur la température du
fluide. En effet, la répercussion de la propagation d’un front de températures dans le lit
d’adsorbant apparaît clairement sur l’évolution des coefficients temporels sur celle du
fluide. Les coefficients temporels 5 à 10 associés à la pression dans le lit d’adsorbant font
quant à eux apparaître la propagation du front de pression au début de l’adsorption. De
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plus, les modes 3, 4 et 8 confirment le fort couplage entre la température et la pression
dans le lit d’adsorbant. Le nombre de modes à conserver étant déterminé et l’étude de
la structure de ces modes dits de référence effectuée, nous allons à présent construire le
modèle réduit.
4.3 Modèle d’ordre réduit
Dans la section précédente, la POD a été appliquée aux résultats du modèle d’ordre
élevé afin d’extraire les modes énergétiques dominants correspondant aux transferts de
chaleur et de masse dans l’adsorbeur étudié. Un modèle dynamique d’ordre réduit, noté
MOR, est à présent construit par projection de Galerkin des résultats de ce dernier sur
les modes les plus énergétiques. Nous utilisons la stratégie numérique définie au chapitre
3 afin de construire le modèle d’ordre réduit. Enfin, nous en présentons les résultats
numériques.
4.3.1 Construction du modèle d’ordre réduit
Les variables sont substituées par leur décomposition sur la base POD dans la formu-
lation matricielle 3.2.5 proposée au chapitre 3 :
Z = Vta (4.3.1)
donc
M(Vta, t)Vt∂a
∂t
= R(Vta, t) (4.3.2)
La projection de Galerkin est un cas particulier des méthodes à résidus pondérés.
Ces méthodes sont généralement utilisées pour résoudre des systèmes d’équations diffé-
rentielles ordinaires ou aux dérivées partielles. Les fonctions de la base POD sont bien
appropriées pour être utilisées dans une projection de Galerkin [Bergmann, 2004]. La
formulation numérique du modèle d’ordre élevé 3.2.5 est conservée et projetée sur la base
de projection par la gauche. La stratégie numérique mise en oeuvre et la formulation
adoptée au chapitre 3 facilitent la projection des équations.
VM(Vta, t)Vt∂a
∂t
= VR(Vta, t) (4.3.3)
avec V =
 VTf 0 00 Vp 0
0 0 VT
 , a =
 aTfap
aT

Les matrices VTf , Vp et VT sont respectivement de taille kTf ×Nf , kp×Nb et kT ×Nb.
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Les matrices aTf , ap et aT sont respectivement de taille kTf × nt, kp × nt et kT × nt.
Cette projection permet l’obtention du modèle d’ordre réduit, noté MOR, dont nous
allons maintenant présenter les résultats.
4.3.2 Résultats du modèle réduit
4.3.2.1 Coefficients temporels
La résolution du MOR permet l’obtention des 78 coefficients temporels. Comme dans
la section précédente, nous traçons les quatre premiers coefficients temporels sur les
figures 4.3.1.a, 4.3.1.c et 4.3.1.e à 4.3.4.a, 4.3.4.c, et 4.3.4.e. Ils sont en adéquation avec
ceux dits de référence à l’erreur de troncature près. La différence entre l’amplitude des
quatre premiers coefficients temporels de référence et ceux issus du MOR est présentée
sur les 4.3.1.b, 4.3.1.d et 4.3.1.f à 4.3.4.b,4.3.4.d et 4.3.4.f. Pour les modes les plus
énergétiques, cette différence est faible, pour les suivants, elle augmente.
Les coefficients temporels suivants sont présentés sur les figures C.1 à C.6 de l’an-
nexe C.2. Dès le troisième coefficient temporel, un décalage en temps apparaît entre
l’amplitude des coefficients temporels associés à la température dans lit d’adsorbant de
référence et ceux issus du MOR. Moins les modes sont énergétiques, plus ce décalage
s’amplifie. Ces figures permettent d’observer que le décalage temporel apparaissant entre
l’amplitude des coefficients temporels associés à la température dans lit d’adsorbant de
référence et ceux issus du MOR est également observable sur ceux associés à la tempé-
rature du fluide.
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Figure 4.3.1: Coefficients temporels 1 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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Figure 4.3.2: Coefficients temporels 2 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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Figure 4.3.3: Coefficients temporels 3 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
119
Chapitre 4 Réduction du modèle
Figure 4.3.4: Coefficients temporels 4 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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4.3.2.2 Variables et énergies
Les treize mêmes instants définis au chapitre 3 sont déterminés pour le modèle d’ordre
réduit. Les instants correspondant aux quatre événements déterminés au chapitre 3 sont
ensuite confrontés aux valeurs qui y étaient obtenues dans le tableau 4.3.
Instant tMOE tMOR
t3 15,4 s 12,8 s
t4 17,0 s 15,1 s
t8 14 415,7 s 14 415,4 s
t9 14 428,3 s 14 428,1 s
Tableau 4.3: Instants obtenus avec le MOR pour les différents événements
Nous constatons qu’il y a un léger décalage entre la détection des événements dans le
MOE et le MOR.
Nous allons à présent étudier l’évolution des variables issues du MOR au niveau des
détections d’événements et de l’adsorption au cours d’un cycle standard évoquées au
chapitre précédent et comparer qualitativement ces dernières avec celles issues du MOE
sur les figures 4.3.5 à 3.4.16.
Figure 4.3.5: Répartition spatiale des variables à t3 = 12, 8 s
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Figure 4.3.6: Répartition spatiale des variables à t4 = 15, 1 s
Figure 4.3.7: Répartition spatiale des variables à t8 = 14 415, 4 s
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Figure 4.3.8: Répartition spatiale des variables à t9 = 14 428, 1 s
Figure 4.3.9: Répartition spatiale des variables à t10 = 15 000 s
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Figure 4.3.10: Répartition spatiale des variables à t11 = 16 800 s
Figure 4.3.11: Répartition spatiale des variables à t12 = 19 200 s
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Nous souhaitons à présent utiliser un critère quantitatif afin de comparer les variables
issues du MOE et du MOR. Pour cela, nous définissons l’écart relatif eX entre les va-
riables obtenues :
ekXX =
√
(XMOE −XkXMOR)2
∆XMOE
(4.3.4)
avec la variable X pouvant être Tf , T ou p, XMOR, celle issue du MOR, ∆XMOE, la
variation maximale d’amplitude de la variable X dans l’adsorbeur et kX le nombre de
modes conservés associé à la variable X.
De plus, la grandeur d’intérêt étant l’énergie, nous calculons également l’écart relatif
ekXE entre l’énergie issue du modèle d’ordre élevé et celle issue du modèle d’ordre réduit.
Il s’exprime de la manière suivante :
ekXE =
√
(EMOE − EkXMOR)2
∆Emax
(4.3.5)
avec EMOE, l’énergie issue du modèle d’ordre élevé, EMOR, celle issue du MOR et
∆Emax, la variation maximale d’énergie au sein du lit d’adsorbant.
Les figures 4.3.12 et 4.3.13 illustrent les écarts-relatifs entre les variables ainsi que
l’énergie du MOE et du MOR avec 26 modes conservés par variable.
Figure 4.3.12: Ecart relatif entre les températures issues du MOE et du MOR avec 26
modes conservés par variable : (a) température du fluide (b) température
du lit d’adsorbant
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Figure 4.3.13: Comparaison des données issues du MOE et du MOR avec 26 modes
conservés par variable : (a) énergie (b) écart relatifs
Le MOR capte les dynamiques de l’adsorbeur et les hétérogénéités de distribution
notamment dans la phase d’adsorption. Le MOR reproduit donc correctement le com-
portement du système. L’amplitude de l’écart aux changements de conditions limites,
observable sur les figures 4.3.12 et 4.3.13, s’explique par le décalage temporel apparais-
sant au niveau de la détection des événements, présenté dans le tableau 4.3. En dehors
de ces instants, les variables et l’énergie sont correctement reconstruites.
4.3.2.3 Discussion
A précision égale 10−8, le MOE est du même ordre de grandeur mais légèrement moins
coûteux en termes de temps de calcul que le MOR (382 secondes pour le MOE et 428
secondes pour le MOR). Certes, la taille du problème a été réduite mais recalculer la
matrice des coefficients des termes différentielsM(Z, t) et le vecteur des résidus R(Z, t) à
chaque pas de temps reste pénalisant dans le cas de problèmes non-linéaires et remplacer
la variable par sa décomposition sur la base POD ajoute une opération. Le temps de
calcul pourrait donc être limité en appliquant une réduction à la matrice M(Z, t) et au
vecteurR(Z, t). Dans [Chaturantabut, 2009], [Chaturantabut 2, 2009] et [Chaturantabut,
2011], les auteurs suggèrent de construire des matrices réduites à partir de la POD
appliquée à des échantillonnages de ces deux fonctions (technique de la DEIM, Discrete
Empirical Interpolation Method). Ainsi ces paramètres réduits seraient moins lourds à
calculer à chaque pas de temps.
De plus, pour une configuration géométrique donnée, le MOE doit être suffisamment
précis pour capter les dynamiques. Les snapshots sélectionnés sont extraits de sa réso-
lution numérique puis une base de projection minimale est déterminée à partir de ces
snapshots. Une fois cette étude réalisée, le maillage peut être affiné pour obtenir un MOE
extrêmement précis (si la puissance de calcul à disposition le permet). Comme le nombre
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de mailles N serait augmenté, le nombre d’équations à résoudre le serait également ce
qui augmentera considérablement le temps de calcul (temps de calcul v N2log N). La
dynamique restant la même, le nombre de modes conservés varierait peu, le temps de
calcul du MOR serait donc quant à lui très peu différent. Ainsi, le temps de calcul éco-
nomisé augmenterait considérablement pour un maillage plus fin, valorisant l’intérêt du
MOR développé.
Afin de bien capter les régimes permanents, le pas de temps maximal devrait par
ailleurs être limité dans le MOE. Ceci est cependant très coûteux en termes de temps
de calcul car le nombre de snapshots serait augmenté.
Enfin, nous déduisons des figures 4.3.12 et 4.3.13 que construire une nouvelle base
de projection avec des nombres de modes différents selon la variable nous permettrait
d’optimiser le MOR, objectif de la section suivante.
4.4 Optimisation du modèle d’ordre réduit
Dans ce chapitre, nous explorerons de nouvelles bases de projection pour optimiser le
modèle réduit obtenu. De plus, nous montrerons que la précision du modèle d’ordre réduit
peut être relaxée car l’erreur relative qui en découle est inférieure à l’écart relatif existant
entre les modèles d’ordres élevé et réduit. Ceci permet de limiter considérablement le
temps de calcul du modèle réduit sans nuire à la qualité des résultats. Enfin, nous
testerons notre modèle réduit en le soumettant à différentes sollicitations et conditions
initiales et comparerons les résultats issus de plusieurs simulations différentes.
4.4.1 Nouvelles bases de projection
Nous avons vu à la section précédente qu’un certain nombre de modes pour chaque
variable est suffisant pour décrire correctement l’évolution dynamique de l’adsorbeur.
Les variables y étaient traitées séparemment, c’est-à-dire qu’une base de projection était
déterminée pour chaque variable et le nombre de modes à conserver était identique pour
chacune de ces bases. Dans cette section, différentes bases de projection seront testées
pour la construction de nouveaux modèles réduits dont nous comparerons les résultats.
Les figures 4.3.12 et 4.3.13 montrent que la reconstruction de la température dans
le fluide semble nécessiter moins de modes que celle de la pression. Pour cela, nous
présentons les écarts relatifs entre les variables issues du MOE et du MOR ainsi que
celui entre les énergies de ces deux modèles.
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Le tableau 4.4 permet de comparer le temps de calcul nécessaire à la résolution du
MOR avec un nombre égal de modes (26 modes pour chaque variable) et un MOR avec
un nombre différent de modes pour chaque variable (22 modes pour la température dans
le fluide, 26 pour la température dans le lit d’adsorbant et 30 modes pour la pression
dans le lit d’adsorbant).
kTf kT kp Temps de calcul (CPU)
à la précision 10−4
26 26 26 179 s
22 26 30 213 s
Tableau 4.4: Temps de calcul obtenus pour différentes bases de projection
Le nouveau MOR proposé est donc plus coûteux en terme de temps de calcul.
De plus, comme précédemment, les figures 4.4.1 et 4.4.2 présentent les écarts relatifs
entre les variables issues du MOE et celles issues du MOR, ainsi que celui entre les
énergies de ces deux modèles.
Figure 4.4.1: Ecarts relatifs entre les températures issues du MOE et du MOR avec
différents nombres de modes conservés par variable : (a) température du
fluide (22 modes) (b) température du lit d’adsorbant (26 modes)
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Figure 4.4.2: Ecarts relatifs entre les données issues du MOE et du MOR avec différents
nombres de modes conservés : (a) pression dans le lit d’adsorbant (30
modes) (b) Energie
Cette configuration semble améliorer la précision de la reconstruction de la pression
dans le lit d’adsorbant. Cependant elle pénalise les températures dans l’adsorbeur et
surtout l’énergie. Nous envisageons donc une nouvelle base ne portant pas préjudice au
calcul de cette dernière.
Le critère de Sirovich et Deane dans [Sirovich, 1991] qui consiste à s’assurer que la
valeur propre associée au dernier mode conservé est inférieure au centième de la valeur
propre associée au premier mode donne également un ordre de grandeur du nombre
minimal de modes. Nous considérons à présent ce critère et remarquons dans le tableau
4.2 que les modes ont des amplitudes cumulées relatives et des valeurs propres différentes
selon la variable étudiée. L’idée à retenir cette fois-ci est donc que le modèle réduit serait
optimisé en projetant les équations du modèle d’ordre élevé sur une base contenant plus
de modes associés à la température dans le fluide qu’aux variables dans le lit d’adsorbant
(kTf > kT ≈ kp ).
La figure 4.4.3 illustre qualitativement l’énergie issue du MOR avec un nombre égal de
modes (26 modes pour chaque variable) et de MOR avec un nombre différent de modes
pour chaque variable (26 modes pour la température dans le fluide, 25 respectivement
24 pour la température dans le lit d’adsorbant et 25 respectivement 24 modes pour la
pression dans le lit d’adsorbant).
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Figure 4.4.3: Energies obtenues avec le MOE et les MOR en fonction du temps
La figure 4.4.4 illustre les écarts relatifs obtenus et nous permet de comparer quanti-
tativement l’énergie obtenue avec ces MOE et MOR.
Figure 4.4.4: Ecarts relatifs entre les énergies obtenues avec le MOE et les MOR en
fonction du temps
Le tableau 4.5 permet de comparer les temps de calculs nécessaires à la résolution du
modèle d’ordre réduit selon la base de projection c’est-à-dire selon le nombre de modes
conservés pour chaque variable.
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kTf kT kp Temps de calcul (CPU) Economie en Valeur maximale
temps de calcul de eE
26 26 26 289 s
26 25 25 199 s 31 % 3,5 %
26 24 24 177 s 39 % 3,5 %
Tableau 4.5: Temps de calculs obtenus pour différentes bases de projection
Ainsi, s’affranchir de deux modes, respectivement d’un mode, pour la température
et la pression dans le lit d’adsorbant permet d’obtenir la même énergie à une erreur
maximale de 3,5 % près et de gagner 112 secondes de temps de calcul, respectivement 90
secondes, soit 39 %, respectivement 31 %, du temps de calcul nécessaire à la résolution
du MOR.
Le meilleur compromis qualité de résolution/temps de calcul diffère selon l’application
visée. Ces deux dernières conclusions nous apportent donc une information supplémen-
taire concernant le nombre de modes à conserver.
4.4.2 Précision du solveur
L’étude réalisée au chapitre 3 concernant l’influence de la précision permet de s’assurer
que nous approximons correctement les solutions et discernons toute la dynamique du
MOE. Le MOR développé nécessite une seule simulation de ce dernier. La qualité de
la base obtenue par projection des équations du MOE nécessite une précision élevée. Si
cette dernière n’est pas suffisante, la qualité de la base est dégradée et ne permet pas
la résolution du MOR. Cette simulation est donc coûteuse en terme de temps de calcul
mais indispensable et réalisée une seule fois.
La figure 4.4.5 illustre qualitativement l’énergie obtenue avec le MOR pour différentes
précisions.
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Figure 4.4.5: Energies issues des MOR à différentes précisions en fonction du temps
La figure 4.4.6 illustre les écarts relatifs obtenus et nous permet de comparer quan-
titativement l’énergie obtenue avec le MOE et celles issues des MOR résolus avec des
précisions différentes.
Figure 4.4.6: Ecarts relatifs entre les énergies issues des MOR à différentes précisions
en fonction du temps
Ces deux dernières figures montrent que la précision du modèle d’ordre réduit peut
être relaxée sans nuire à sa qualité car l’erreur relative qui en découle est inférieure à
l’écart relatif existant entre les modèles d’ordres élevé et réduit.
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De plus, le tableau 4.6 montre que le temps de calcul économisé pour la résolution du
modèle d’ordre réduit peut être considérable.
Précision Temps de calcul Economie en Valeur maximale
(CPU) temps de calcul de eE
10−8 428 s 63 %
10−6 289 s 75 % < 4 10−3
10−4 179 s 85 % < 6 10−3
Tableau 4.6: Temps de calcul obtenus pour différentes précisions
4.4.3 Sollicitations
Jusqu’à présent, nous nous sommes intéressés à un seul jeu de sollicitation (Tin =
493 K) et condition initiale (T0 = 293K). Nous allons à présent tester notre modèle
réduit en le soumettant dans un premier temps à une autre sollicitation (Tin = 483 K
en conservant la condition initiale T0 = 293 K) puis dans un second temps à une autre
condition initiale de température (T0 = 303 K en conservant la sollicitation Tin =
493 K). Nous comparons les résultats issus du MOE soumis aux mêmes conditions
opératoires avec ces différents jeux de données.
Figure 4.4.7: Ecart relatif entre les énergies obtenues avec le MOE et le MOR (T0 =
293 K etTin = 483 K )
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Figure 4.4.8: Ecart relatif entre les énergies obtenues avec le MOE et le MOR (T0 =
303 K etTin = 493 K )
Ces deux dernières figures (4.4.7 et 4.4.8) montrent que le modèle d’ordre réduit
reste valide après un changement de sollicitation ou de condition initiale et permet de
reconstruire l’énergie avec une erreur inférieure à 3 % dans les deux cas.
4.5 Synthèse
Ce chapitre est relatif à la réduction de modèle. Une première façon de réduire « physi-
quement » le problème consiste à remplacer les coefficients non-linéaires par des valeurs
moyennes. Dans notre cas, les temps de calculs étaient diminuées mais les résultats
étaient complètement erronés. L’application d’une méthode de réduction a donc été
envisagée. Après avoir présenté différentes méthodes de réduction, nous avons décidé
d’appliquer la POD, largement utilisée en compression de données et très exploitée en
mécanique des fluides pour analyser le comportement d’écoulements. Cette technique
repose sur une analyse et une réduction d’une matrice de corrélation, soit spatiale (ap-
proche classique), soit temporelle (approche des snapshots). Le choix de la méthode
relève d’un principe d’économie de calcul qui s’appuie sur le nombre de pas de dis-
crétisation, noté N et le nombre de pas de temps retenus pour les snapshots, noté nt.
Dans notre cas, nous avons utilisé l’approche classique car N<<nt. L’étude des valeurs
propres, de la base associée et de la troncature a donc été réalisée sur les matrices asso-
ciées aux trois champs (température dans le fluide, température dans le lit d’adsorbant
et pression dans le lit d’adsorbant). 26 modes ont été retenus pour chaque champ. Nous
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avons ensuite réalisé une projection de Galerkin des équations du MOE sur la base ainsi
obtenue permettant l’obtention du MOR.
La résolution du MOR nous donne les résultats suivants : la répartition spatiale de la
température du fluide et de la température et de la pression du lit d’adsorbant en fonction
du temps. Nous avons montré que le MOR reproduit correctement le comportement du
système en comparant les répartitions spatiales des champs au cours du temps issues
du MOR avec celles obtenues avec le MOE au cours du temps. La grandeur d’intérêt
nous concernant étant la quantité d’énergie stockée ou déstockée au sein du matériau,
nous avons donc également observé son évolution au cours du temps. Le MOR capte les
dynamiques de l’adsorbeur et les hétérogénéités de distribution que nous avions observées
lors de la présentation des résultats du MOE. Un effort reste cependant à fournir. En
effet, à précision égale, le MOE est aussi rapide que le MOR. Certes, la taille du problème
a été réduite mais recalculer la matrice des coefficients des termes différentiels M(Z, t)
et le vecteur des résidus R(Z, t) à chaque pas de temps reste pénalisant dans le cas
de problèmes non-linéaires et remplacer la variable par sa décomposition sur la base
POD ajoute une opération de calcul. Le temps de calcul pourrait donc être limité en
appliquant la POD aux autres paramètres du système et non uniquement aux variables.
Une fois réduits, ces paramètres seraient moins lourds à calculer à chaque pas de temps.
Nous avons également exploré de nouvelles bases de projection pour optimiser le MOR
obtenu. De plus, nous avons montré que la précision de ce MOR peut être relaxée car
l’erreur relative qui en découle est inférieure à l’écart relatif existant entre les modèles
d’ordres élevé et réduit. Ceci permet de limiter considérablement le temps de calcul du
modèle réduit sans nuire à la qualité des résultats. Enfin, nous avons testé la validité de
notre MOR en le soumettant à différentes sollicitations et conditions initiales et comparé
les résultats issus de plusieurs simulations différentes.
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Conclusion
L’objectif de ces travaux de thèse consiste à résoudre puis à réduire un modèle non-
linéaire de stockage d’énergie pour une application aux bâtiments. Après avoir comparé
les différents types de stockage, les divers systèmes et matériaux qui leur sont asso-
ciés, nous avons sélectionné le couple zéolithe 13 X/eau intégré à un système fermé de
stockage.
Dans le chapitre 2, ce système de stockage est présenté. Nous nous sommes concentrés
sur l’adsorbeur cylindrique et son fonctionnement au cours de cycles successifs. Nous
avons ensuite décrit les phénomènes physiques y survenant. En vue de sa modélisation,
nous avons énuméré les hypothèses de notre problème d’une part puis réalisé sa mise
en équations d’autre part. Un modèle mathématique constitué d’équations aux dérivées
partielles continues est ainsi obtenu.
Le chapitre 3 porte sur la stratégie numérique adoptée pour développer le modèle
d’ordre élevé (MOE). Les équations de conservation de l’énergie dans le fluide, de la
masse et de l’énergie dans le lit d’adsorbant sont converties en un système d’équations
algébriques de dimension finie grâce à un schéma de discrétisation, validé sur des cas sim-
plifiés. La méthode utilisée pour réaliser l’intégration temporelle permettant la résolution
du système d’équations étudié a ensuite été détaillée. Elle s’appuie sur une formulation
algébro-différentielle des équations. Nous avons également précisé les caractéristiques et
les conditions opératoires de l’adsorbeur. La résolution de ce MOE sur un cycle permet
de correctement reproduire les différentes dynamiques des phénomènes mis en jeu et leur
couplage.
Dans le chapitre 4, après avoir justifié la nécessité d’utiliser une méthode de réduc-
tion, une décomposition orthogonale aux valeurs propres est appliquée aux résultats du
MOE décrits au chapitre 3 afin d’obtenir une base de projection pertinente pour chaque
variable. La projection de notre MOE, sur les 26 premiers modes issus de la base POD
associée à chaque variable, nous a permis de construire un modèle d’ordre réduit (MOR)
qui conserve les caractéristiques et les non-linéarités du MOE tout en résolvant le pro-
blème à moindre coût. En effet, les variables et l’énergie stockée puis déstockée sont
reconstituées précisément grâce à ce MOR. Globalement les dynamiques sont bien re-
transcrites sous réserve que la constitution de la base POD résulte d’un MOE de qualité.
De plus, l’économie de calcul réalisée est très satisfaisante puisqu’elle atteint les 85%.
141
Conclusion
De nombreuses perspectives sont envisageables. Du point de vue de la modélisation, il
faudrait probablement raffiner nos maillages pour améliorer la qualité de la base POD.
Par ailleurs, nous pourrions enrichir la physique en prenant en compte la dispersion d’un
sel au sein des zéolithes, ce qui ajouterait une équation liée à la solvatation/désolvatation
du sel, ou des variations des propriétés physiques en fonction de la température sachant
que ses évolutions sont brutales. Sur le plan de la thermodynamique, une équation d’état
plus appropriée pourrait être utilisée pour décrire le comportement de la vapeur d’eau et
ce même sous forme implicite, l’approche algébro-différentielle le permettant. Des évo-
lutions structurelles du modèle prenant en compte ces enrichissements du modèle sont
possibles. Différentes cinétiques de sorption ou équations d’état pourraient nécessiter une
reformulation du problème, la masse volumique ou la quantité présente dans l’adsorbant
pourrait alors être considérées comme des variables du problème. La stratégie numé-
rique développée pour notre modèle pourrait également être utilisée pour de nouveaux
matériaux adsorbants.
Un autre point important concerne l’optimisation du MOR. Tout d’abord, une mé-
thode de calibration du MOR pourrait être envisagée, d’une part pour corriger les erreurs
de troncature, d’autre part pour tenir compte de l’ensemble des erreurs de modélisation.
La détermination du nombre de modes étant empirique, nous pourrions envisager de
définir d’autres critères de sélection. De plus, le temps de calcul pourrait être limité
en appliquant la POD aux autres paramètres du système et non uniquement aux va-
riables. Notre MOR pourrait aussi être intégré à d’autres modèles simulant le système
de stockage complet en vue d’une application au contrôle. Enfin, une comparaison avec
des mesures expérimentales permettrait de valider le MOR avec d’autres sollicitations
en s’affranchissant de la résolution du MOE. La liste des perspectives présentée est
non exhaustive mais celles qui sont citées ouvrent à elles seules de nombreux champs
d’investigations.
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Annexe A
Adimensionnement des équations
Le modèle bidimensionnel étudié s’appuie sur le modèle monodimensionnel de Sun &
al [Sun, 1995]. Contrairement à ce qui est imprimé dans cet article de Sun, probablement
lié à une erreur de typographie, nous donnons les coefficients non linéaires exacts dans le
chapitre 2. Pour justifier cela, nous détaillons dans cette annexe leur adimensionnement.
– l’équation de conservation de l’énergie du fluide s’écoulant à une vitesse moyenne v
dans un tube de rayon R1,
∂Tf
∂t
+ 2v
[
1−
(
r
r1
)2] ∂Tf
∂z
− af4Tf = 0 (A.0.1)
On pose T ∗f =
Tf−T0
∆T , t
∗ = vt
L
, z∗ = z
L
, r∗ = r
Ri
v
L
∂
∂t∗
(
∆TT ∗f + T0
)
+ 2v
L
[
1− r∗2
]
∂
∂z∗
(
∆TT ∗f + T0
)
−af
[
1
R21
1
r∗
∂
∂r∗
(
R1
R1
r∗ ∂
∂r∗
(
∆TT ∗f + T0
))
+ 1
L2
∂2
∂z∗2
(
∆TT ∗f + T0
)]
= 0
(A.0.2)
on multiplie l’équation précédente par L
v4t
∂T ∗f
∂t∗
+ 2
[
1− r∗2
] ∂T ∗f
∂z∗
− af
[
L
vR21
1
r∗
∂
∂r∗
(
r∗
∂T ∗f
∂r∗
)
+ 1
vL
∂2T ∗f
∂z∗2
]
= 0 (A.0.3)
∂T ∗f
∂t∗
+ 2
[
1− r∗2
] ∂T ∗f
∂z∗
− af
vL
[
L2
R21
1
r∗
∂
∂r∗
(
r∗
∂T ∗f
∂r∗
)
+
∂2T ∗f
∂z∗2
]
= 0 (A.0.4)
l’équation de conservation de l’énergie du fluide adimensionnée s’écrit donc :
∂T ∗f
∂t∗
= −2
[
1− r∗2
] ∂T ∗f
∂z∗
− 1
Pef
4fT ∗f (A.0.5)
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avec 4fT ∗f = L
2
R21
1
r∗
∂
∂r∗
(
r∗ ∂Tf
∂r∗
)
+ ∂
2Tf
∂z∗2
, Pef = vLaf
– l’équation de conservation de la masse dans le lit d’adsorbant,
A
∂ρ
∂t
+∇(ρu) = −B∂q
∂t
(A.0.6)
avec A = εb + (1− εb)εp et B = (1− εb)(1− εp) et ρ = pRT , u = kdµ ~∇p
A
R
∂
∂t
(
ρ
T
)
− kd
µR
∇
[
~∇p
(
ρ
T
)]
= −B∂q
∂t
(A.0.7)
on pose T = ∆T T ∗ + T0, p = ∆p p∗ + p0, t = t
∗L
v
, q = q∗ 4p
R4T , z = z
∗L
A
R
v
L
∂
∂t∗
(
∆pp∗+p0
∆TT ∗+T0
)
− kd
µR
{
1
(R3−R2)2
∂
∂r∗
[
∂(∆pp∗+p0)
∂r∗
(
∆pp∗+p0
∆TT ∗+T0
)]
+ 1
L2
∂
∂z∗
[
∂(∆pp∗+p0)
∂z∗
(
∆pp∗+p0
∆TT ∗+T0
)]}
= −B 4pv
R4TL
∂q∗
∂t∗
(A.0.8)
ou
∂
∂t∗
(
∆pp∗+p0
∆TT ∗+T0
)
=
(
∆p(∆TT ∗f +T0)
(∆TT ∗+T0)2
)
∂p∗
∂t∗ −
(
∆T (∆pp∗+p0)
(∆TT ∗+T0)2
)
∂T ∗
∂t∗
∂
∂t∗
(
∆pp∗+p0
∆TT ∗+T0
)
=
(
∆p
(∆TT ∗+T0)
)
∂p∗
∂t∗ −
(
∆T (∆pp∗+p0)
(∆TT ∗+T0)2
)
∂T ∗
∂t∗
(A.0.9)
A
R
v
L
[(
∆p
(∆TT ∗+T0)
)
∂p∗
∂t∗ −
(
∆T (∆pp∗+p0)
(∆TT ∗+T0)2
)
∂T ∗
∂t∗
]
− kd
µR
{
∆p
(R3−R2)2
∂
∂r∗
[
∂p∗
∂r∗
(
∆pp∗+p0
∆TT ∗+T0
)]
+∆p
L2
∂
∂z∗
[
∂p∗
∂z∗
(
∆pp∗+p0
∆TT ∗+T0
)]}
= −B 4pv
R4TL
∂q∗
∂t∗
(A.0.10)
on multiplie par 4T4p
A
R
v
L
[(
1
(T ∗+T0/∆T )
)
∂p∗
∂t∗ −
(
∆T 2(p∗+p0/∆p)
(∆TT ∗+T0)2
)
∂T ∗
∂t∗
]
− kd
µR
{
∆p
(R3−R2)2
∂
∂r∗
[
∂p∗
∂r∗
(
p∗+p0/∆p
T ∗+T0/∆T
)]
+∆p
L2
∂
∂z∗
[
∂p∗
∂z∗
(
p∗+p0/∆p
T ∗+T0/∆T
)]}
= −B v
RL
∂q∗
∂t∗
(A.0.11)
A
R
v
L
[(
1
(T ∗+TR)
)
∂p∗
∂t∗ −
(
(p∗+pR)
(T ∗+TR)2
)
∂T ∗
∂t∗
]
− ∆pkd
µR
{
1
(R3−R2)2
∂
∂r∗
[
∂p∗
∂r∗
(
p∗+pR
T ∗+TR
)]
+ 1
L2
∂
∂z∗
[
∂p∗
∂z∗
(
p∗+pR
T ∗+TR
)]}
= −B v
RL
∂q∗
∂t∗
(A.0.12)
on multiplie par RL
v
146
A
(T ∗+TR)
∂p∗
∂t∗ −
(
A(p∗+pR)
(T ∗+TR)2
)
∂T ∗
∂t∗ − ∆pkdµLv
{
L2
(R3−R2)2
∂
∂r∗
[
∂p∗
∂r∗
(
p∗+pR
T ∗+TR
)]
+ ∂
∂z∗
[
∂p∗
∂z∗
(
p∗+pR
T ∗+TR
)]}
= −B
[(
∂q∗
∂p∗
)
T ∗
∂p∗
∂t∗ +
(
∂q∗
∂T ∗
)
p∗
∂T ∗
∂t∗
] (A.0.13)
A
(T ∗+TR)
∂p∗
∂t∗ −
(
A(p∗+pR)
(T ∗+TR)2
)
∂T ∗
∂t∗ +B
[(
∂q∗
∂p∗
)
T ∗
∂p∗
∂t∗ +
(
∂q∗
∂T ∗
)
p∗
∂T ∗
∂t∗
]
=
{
L2
(R3−R2)2
∂
∂r∗
[
∂p∗
∂r∗
(
p∗+pR
T ∗+TR
)
uD
v
]
+ ∂
∂z∗
[
uD
v
∂p∗
∂z∗
(
p∗+pR
T ∗+TR
)]} (A.0.14)
avec ud = kd∆pµL
l’équation de conservation de la masse dans le lit d’adsorbant adimensionnée s’exprime
donc :
Ap
∂p∗
∂t∗
+ AT
∂T ∗
∂t∗
= ∇a.
(
Dp~∇p∗
)
(A.0.15)
avec ∇a.
(
Dp~∇p∗
)
= L2(R3−R2)
∂
∂r∗
(
Dp
∂p∗
∂r∗
)
+ ∂
∂z∗
(
Dp
∂p∗
∂z∗
)
, Ap = A(T ∗+TR) + B
(
∂q∗
∂p∗
)
T ∗
,
AT = −
(
A(p∗+pR)
(T ∗+TR)2
)
+B
(
∂q∗
∂T ∗
)
p∗
, Dp =
(
p∗+pR
T ∗+TR
)
uD
v
– l’équation de conservation de l’énergie dans le lit d’adsorbant,
∂cΣT
∂t
+−→∇(ρucgT )−−→∇ .
(
λ
−→∇T
)
= B|∆H|∂q
∂t
(A.0.16)
avec cΣ = Aρcg +B(ρscs + qca) .
– B|∆H|∂q
∂t
= B|∆H| 4pv
R4TL
[(
∂q∗
∂p∗
)
T ∗
∂p∗
∂t∗ +
(
∂q∗
∂T ∗
)
p∗
∂T ∗
∂t∗
]
– −λ4T = −λ
[ 4T
(R3−R2)2
1
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∂
∂r∗
(
r∗ ∂T
∗
∂r∗
)
+ 4T
L2
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]
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[
−kd
µ
∇p
(
p
RT
)
CgT
]
−→∇(ρucgT ) = −kdcgRµ ∇ [(∇p) p]
−→∇(ρucgT ) = −kdcgRµ
{
1
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∂
∂r∗
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∂r∗ (∆pp
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]
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L2
∂
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[
∂(∆pp∗+p0)
∂z∗ (∆p p
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]}
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∂
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∂
∂r∗
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∂r∗ (p
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]
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∂z∗
[
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– ∂cΣT
∂t
cΣ = Aρcg +B(ρscs + qca)
cΣ = AR
ρ
T
cg +B(ρscs + q∗ 4pR4T ca)
cΣ = AcgR
(
∆pp∗+p0
∆TT ∗+T0
)
+B(ρscs + q∗ 4pR4T ca)
cΣ = Acg4pR4T
(
p∗+pR
T ∗+TR
)
+B(ρscs + q∗ 4pR4T ca)
cΣT = Acg4pR (p
∗ + pR) +B(ρscs∆T (T ∗ + TR) + q∗4pR ca (T
∗ + TR))
∂cΣT
∂t
= v
L
{
∂
∂t∗
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Acg4p
R
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R
ca (T ∗ + TR) + q∗4pR ca
∂T ∗
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}
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∂t
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R
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∂t∗
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}
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∂t
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R
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R
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∂t∗
+
[
Bρscs∆T +B4pR ca (T
∗ + TR)
(
∂q∗
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}
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+−→∇(ρucgT )−−→∇ .
(
λ
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)
= B|∆H|∂q
∂t
(A.0.17)
v
L
{[
Acg4p
R
+B4p
R
ca (T ∗ + TR)
(
∂q∗
∂p∗
)
T ∗
]
∂p∗
∂t∗
+
[
Bρscs∆T +B4pR ca (T
∗ + TR)
(
∂q∗
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)
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]
on multiplie par LR
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1
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∂
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)
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)
p∗
∂T ∗
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on divise par 4p
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[
A+B
(
ca
cg
(T ∗ + TR)− 4Hcg4T
) (
∂q∗
∂p∗
)
T ∗
]
∂p∗
∂t∗
+B
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ρscsR∆T
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)
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∂t∗
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∂
∂r∗
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]
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∂z∗
[
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− Rλ4T
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1
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∂
∂r∗
(
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∗
∂r∗
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]
l’équation de conservation de l’énergie dans le lit d’adsorbant adimensionnée s’écrit :
Bp
∂p∗
∂t∗
+BT
∂T ∗
∂t∗
= ∇a.
(
DT ~∇p∗
)
+ 1
Pe
4aT ∗ (A.0.18)
avec
 4aT
∗ = L2(R3−R2)2
[
1
r∗
∂
∂r∗
(
r∗ ∂T
∂r∗
)]
+ ∂2T
∂z∗2
∇a.
(
DT ~∇p∗
)
= L2(R3−R2)2
∂
∂r∗
(
DT
∂p∗
∂r∗
)
+ ∂
∂z∗
(
DT
∂p∗
∂z∗
)
Bp = A+B
(
ca
cg
(T ∗ + TR)− 4Hcg4T
) (
∂q∗
∂p∗
)
T ∗
,
BT = B
[
ρscsR∆T
4pcg +
(
ca
cg
(T ∗ + TR)− 4Hcg4T
) (
∂q∗
∂T ∗
)
p∗
+ q∗ ca
cg
]
, DT = udv (p
∗ + pR), ud =
kd∆p
µL
.
Les conditions initiales du système étudié sont :
Tf (r, z, 0) = T (r, z, 0) = T0 (A.0.19)
p(r, z, 0) = p0 (A.0.20)
adimensionnées, elles deviennent :
T ∗f (r∗, z∗, 0) = T ∗(r∗, z∗, 0) = 0 (A.0.21)
p∗(r∗, z∗, 0) = 0 (A.0.22)
Les conditions aux limites sont :
Tf (r, 0, t) = Tin et Tf (r, 0, t) libre
∂p
∂r
(R2, z, t) =
∂p
∂z
(R3, z, t) = 0 (A.0.23)
∂T
∂z
(r, 0, t) = ∂T
∂z
(r, 1, t) = ∂T
∂r
(R3, 1, t) = 0 (A.0.24)
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∂p
∂r
(r, 0, t) = ∂p
∂z
(r, 1, t) = 0 quand le syste`me est clos (A.0.25)
A chaque désorption, les conditions limites à chaque extrémité du lit d’adsorbant sont :
p(r, 0, t) = p(r, 1, t) = pcond quand le syste`me est ouvert (A.0.26)
A chaque adsorption, les conditions limites à chaque extrémité du lit d’adsorbant
sont :
p(r, 0, t) = p(r, 1, t) = pevap quand le syste`me est ouvert (A.0.27)
De plus, conformément aux hypothèses, il n’y a pas d’accumulation d’énergie dans
le métal, la condition de raccordement du flux entre l’interface fluide/métal et celle
métal/adsorbant s’exprime donc : A
∂Tf
∂r
(R1, z, t) =
λm
λf
1
R1
Tf − T
ln(R1/R2)
∂T
∂r
(R2, z, t) =
λm
λ
1
R2
Tf − T
ln(R1/R2)
(A.0.28)
Adimensionnées, les conditions aux limites deviennent :
T ∗f (r∗, 0, t∗) = T ∗in (A.0.29)
et T ∗f (r∗, 01, t∗) libre,
∂p∗
∂r∗
(R2, z∗, t∗) =
∂p∗
∂z∗
(R3, z∗, t∗) = 0 (A.0.30)
∂T ∗
∂z∗
(r∗, 0, t∗) = ∂T
∗
∂z∗
(r∗, 1, t∗) = ∂T
∗
∂r∗
(R∗3, z∗, t∗) = 0 (A.0.31)
∂p∗
∂r∗
(r∗, 0, t∗) = ∂p
∗
∂z∗
(r∗, 1, t∗) = 0 quand le syste`me est clos (A.0.32)
A chaque désorption, les conditions limites à chaque extrémité du lit d’adsorbant sont :
p∗(r∗, 0, t∗) = p∗(r∗, 1, t∗) = p∗cond quand le syste`me est ouvert (A.0.33)
A chaque adsorption, les conditions limites à chaque extrémité du lit d’adsorbant
sont :
p∗(r∗, 0, t∗) = p∗(r∗, 1, t∗) = p∗evap quand le syste`me est ouvert (A.0.34)
De plus, conformément aux hypothèses, il n’y a pas d’accumulation d’énergie dans
le métal, la condition de raccordement du flux entre l’interface fluide/métal et celle
métal/adsorbant s’exprime donc :
∂T ∗f
∂r∗
(R∗1, z∗, t) =
λm
λf
1
R∗1
T ∗f − T
ln(R1/R2)
et
∂T
∂r∗
(R2, z∗, t) =
λm
λ
R3 −R2
R2
T ∗f − T
ln(R1/R2)
(A.0.35)
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Le modèle monodimensionnel étudié s’appuie sur les travaux de Sun & al [Sun, 1995].
L’équation de conservation de l’énergie dans le fluide s’écrit de la manière suivante :
∂Tf
∂t
+ v∂Tf
∂x
− af ∂
2Tf
∂x2
+ hfmAfm
Vfρfcf
(Tf − Tm) = 0 (B.0.1)
L’équation de conservation de l’énergie dans le tube métallique est :
∂Tm
∂t
− am∂
2Tm
∂x2
+ hfmAfm
Vmρmcm
(Tm − Tf ) + hmsAms
Vmρmcm
(Tm − T ) = 0 (B.0.2)
L’équation de conservation de la masse dans le lit d’adsorbant s’écrit :
A
∂ρ
∂t
+ ∂ρu
∂x
= −B∂q
∂t
(B.0.3)
avec A = εb + (1− εb)εp et B = (1− εb)(1− εp)
L’équation de conservation de l’énergie dans le lit d’adsorbant s’écrit :
∂cΣT
∂t
+ ∂ρucgT
∂x
− ∂
∂x
(
λ
∂T
∂x
)
= B|∆H|∂q
∂t
+ hmsAms
Vs
(Tm − T ) (B.0.4)
avec cΣ = Aρcg +B(ρscs + qca) et ρ = pRT .
De manière générale, la vitesse de la phase gazeuse dans le fluide est déterminée grâce
à la loi d’Ergun.
Dans cette étude, la vitesse est suffisamment faible pour qu’on admette que l’écoule-
ment dans l’adsorbant est régi par la loi de Darcy : u = −kd
µ
∂p
∂x
Pour les matériaux finement divisés, les conséquences de l’effet de Knudsen doivent
être considérées car il entrave la diffusion dans les pores de diamètre faible.
Les conditions initiales du système étudié sont :
151
Annexe B Modélisation monodimensionnelle des phénomènes de désorption
Tf (x, 0) = Tm(x, 0) = T (x, 0) = T0 (B.0.5)
Les conditions aux limites sont :
Tf (0, t) = Tin
∂Tf
∂x
(L, t) = 0 ∂Tm
∂x
(0, t) = ∂Tm
∂x
(L, t) = 0 (B.0.6)
∂T
∂x
(0, t) = ∂T
∂x
(L, t) = 0
∂p
∂x
(0, t) = ∂p
∂x
(L, t) = 0 (B.0.7)
On adimensionne les équations et conditions précédentes. Pour cela, on définit dans
un premier temps les variables adimensionnelles :
t∗ = vt
L
, le temps adimensionné,
z∗ = z
L
, la longueur adimensionnée,
p∗ = p−p0∆p la pression adimensionnée,
T ∗ = T−T0∆T , T
∗
f =
Tf−T0
∆T et T
∗
m = Tm−T0∆T les températures respectives de l’adsorbant, du
fluide et du métal adimensionnées,
q∗ = qR∆T∆p , la quantité d’eau adsorbée adimensionnée.
Cette normalisation nous permet de définir des nombres adimensionnels :
ud = kd∆pµL pR =
p0
∆p TR =
T0
∆T
γ = VsCM
Vmρmcm
Pe = vLCM
λ
H = LhmsAms
vVsCM
CM = ∆pR∆T NTUf =
LhfmAfm
vVfρf cf
β = Vfρf cf
Vmρmcm
Pef = vLaf Pem =
vL
am
On utilise également des paramètres non constants :
AT = −A p∗+pR(T ∗+TR)2 +B
(
∂q∗
∂T ∗
)
p∗
Ap = AT ∗+TR +B
(
∂q∗
∂p∗
)
T ∗
BT = B
[
ρscs
CM
+ q∗ ca
cg
+
(
ca
cg
) (
∂q∗
∂θ
)
p∗
]
Bp = (A+B)
[
ca
cg
(T ∗ + TR) +
(
∂q∗
∂p∗
)
T ∗
]
DT = uDv (p
∗ + pR)
DP = uD(p
∗+pR)
v(T ∗+TR)
En appliquant ce changement de variables aux équations de conservation, on obtient :
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Pour le fluide (équation B.0.1),
∂T ∗f
∂t∗
+
∂T ∗f
∂z∗
= 1
Pef
∂2T ∗f
∂z∗2
+NTUf (T ∗f − T ∗m) (B.0.8)
Pour le métal (équation B.0.2),
∂T ∗m
∂t∗
= 1
Pem
∂2T ∗m
∂z∗2
+ βNTUf (T ∗f − T ∗m) + γH(T ∗ − T ∗m) (B.0.9)
Pour l’adsorbant (équations B.0.3 et B.0.4),
Ap
∂p∗
∂t∗
+ AT
∂T ∗
∂t∗
= ∂
∂z∗
(
DP
∂p∗
∂z∗
)
(B.0.10)
et
Bp
∂p∗
∂t∗
+BT
∂T ∗
∂t∗
= ∂
∂z∗
(
DT
∂p∗
∂z∗
)
+ ∂
∂z∗
(
1
Pe
∂T ∗
∂z∗
)
+H(T ∗m − T ∗) (B.0.11)
puis aux conditions initiales (équations B.0.5),
T ∗f (z∗, 0) = T ∗m(z∗, 0) = T ∗(z∗, 0) = 0 (B.0.12)
et limites (équations B.0.6 et B.0.7),
T ∗f (0, t∗) = 1
∂T ∗f
∂z∗
(1, t∗) = 0 ∂T
∗
m
∂z∗
(0, t∗) = ∂T
∗
m
∂z∗
(1, t∗) = 0 (B.0.13)
∂T ∗
∂z∗
(0, t∗) = ∂T
∗
∂z∗
(1, t∗) = 0 (B.0.14)
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C.1 Modes et coefficients temporels de référence
Figure C.1: Modes 5 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 5 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
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Figure C.2: Modes 6 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 6 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
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C.1 Modes et coefficients temporels de référence
Figure C.3: Modes 7 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 7 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
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Figure C.4: Modes 8 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 8 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
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C.1 Modes et coefficients temporels de référence
Figure C.5: Modes 9 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 9 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
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Figure C.6: Modes 10 de référence associés (a) aux températures dans l’adsorbeur, (b)
à la pression dans le lit d’adsorbant et coefficients temporels 10 de référence
associés, (c) aux températures dans l’adsorbeur, (d) à la pression dans le
lit d’adsorbant
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C.2 Coefficients temporels obtenus avec le MOR
Figure C.1: Coefficients temporels 5 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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Figure C.2: Coefficients temporels 6 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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C.2 Coefficients temporels obtenus avec le MOR
Figure C.3: Coefficients temporels 7 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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Figure C.4: Coefficients temporels 8 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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C.2 Coefficients temporels obtenus avec le MOR
Figure C.5: Coefficients temporels 9 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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Figure C.6: Coefficients temporels 10 issus de la résolution du MOR et écart avec ceux
de référence associés à : (a) et (b) la température du fluide, (c) et (d)
la température dans le lit d’adsorbant, (e) et (f) la pression dans le lit
d’adsorbant
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