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Abstract
If f is a complex valued function with domain Sn, the symmetric group on
f1; 2; . . . ; ng, then we define the matrix function df  in the usual way. If a is a partition
of n and ka denotes the associated irreducible character of Sn, then dka, which we
abbreviate to da, is known as an immanant. The permanent dominance conjecture of
Lieb specialized to the symmetric groups asserts that if a is a partition of n, then
daA6 dega per A for each A 2Hn, the set of n n positive semi-definite Hermitian
matrices. Recently it was shown (T.H. Pate, Proc. London Math. Soc. 76 (2) (1998) 307–
358.) that if a is a partition of n of the form p; q; r; 2s; 1t, then daA6 degaperA for
each A 2Hn. We improve upon this result by showing that this same inequality holds
for all A 2Hn when a is a partition of the form p; qw; r; 2s; 1t where 06w6 2. Thus,
permanent dominance holds for all immanants whose associated partitions are of the
form p; q2; r. We also show that permanent dominance holds for all immanants whose
associated partitions are of the form n p; nk as long as n is suciently large. In-
equalities involving immanants have often been obtained using a special kind of class
function known as a W-function. Our results on immanants are obtained by analyzing a
new set of class functions, called n-functions, that are more fundamental than the
W-functions in the sense that each W-function is a non-negative linear combination of
n-functions. The n-functions arise from a study of tensor contractions and a special
collection of quadratic forms defined on spaces of bi-symmetric tensors. Ó 1999
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1. Immanant inequalities, history and preview of new results
The complex group algebra CSn is the set of all functions from Sn, the
symmetric group on f1; 2; . . . ; ng to C endowed with the usual vector space
operations and convolution multiplication.
For each f 2 CSn and A  aij in Mn, the n n complex matrices, we as-
sociate the number df A defined according to
df A 
X
r2Sn
f r
Yn
t1
atrt:
If f 2 CSn is Hermitian, that is, if f rÿ1  f r for each r 2 Sn, then df  has
typically been called a generalized (or Hermitian) matrix function. Hermitian
matrix functions are real valued when restricted to sets of Hermitian matrices;
so, it is natural to consider inequalities involving pairs of such functions. For
example, the determinant inequality of Schur [19] is of this type as is the
conjecture of Lieb [4]. Schur’s inequality says that if G is a subgroup of Sn with
identity element e and irreducible character k, then dkAP e detA for each
A 2Hn, the n n positive semi-definite matrices, while Lieb’s conjecture, also
known as the permanent dominance conjecture, asserts that if G is a subgroup
of Sn and k is an irreducible character of G, then dkA6 keperA for each
A 2Hn. Indeed, many results of this type have been obtained and there are
many unresolved conjectures. Surveys are contained in [6,16].
The permanent dominance conjecture, in its most general form, has proved
to be extraordinarily dicult; so, except for some results involving wreath
products of symmetric groups [8], most of the progress concerns the special
case G  Sn. In this case there is a bijective correspondence a! ka between the
partitions of n and the irreducible characters of Sn, and the matrix functions
dka, which we abbreviate to da, are known as immanants. In 1987 James
and Liebeck [3] showed that if a is a partition of n having two terms, then
daA6 kaeperA for each A 2Hn: 1:1
Of course, kae is the degree of a and may be computed using the familiar
hook formula. We also have kae  daIn, where In denotes the n n
identity matrix. The result of James and Liebeck was extended several times. In
1991 Pate [15] showed that (1.1) holds for the irreducible character ka when a is
a partition of the form p; q; 2r; ls, while in 1995, see Theorem 6 of [18], this
author showed that the (1.1) holds when a is a partition of n of the form
p; q; r; 2s; 1t. Combining these two results we obtain the following.
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Theorem 1. If n is a positive integer and a is a partition of n of the form
p; q; rv; 2s; 1t, where p P q P r; 06 v6 1; and s; t P 0, then daA6 kaeperA
for each A in Hn.
The article [18] is a compendium of virtually everything known about in-
equalities involving immanants restricted to the set of positive semi-definite
Hermitian matrices, and Theorem 1 is one of the main results in that paper.
Nevertheless, we are able to push the limit established there somewhat further.
We improve upon Theorem 1 as follows.
Theorem 2. If n is a positive integer and a is a partition of n of the form
p; qu; rv; 2s; 1t where p P q P r; 06 u6 2; 06 v6 1, and s; t P 0, then
daA6 kaeperA for each A in Hn.
If u  0 or v  0 then the corresponding term is omitted from the partition;
thus, Theorem 2 includes Theorem 1 as a special case. Moreover, it is a cor-
ollary to Theorem 2 that (1.1) holds for all three term partitions, and for all
four term partitions of the form p; q2; r. If we assume Theorem 2, then we can
give a very simple proof of the following. The original proof, which appeared
in [18], was quite lengthy and involved several special cases.
Theorem 3. If n6 13 and a is partition of n, then daA6 kaeperA for each
A 2Hn.
Proof. If a has three or fewer terms, then we are done by Theorem 1; so, assume
that a has at least four terms. Since n6 13, the fourth term of a must be 1, 2, or
3. Cases where the fourth term is 1 or 2 are obviously covered by Theorem 1;
so, assume that the fourth term is 3. This implies that n  12 or n  13. If
n  12, then there is only one partition with fourth term equal to 3, namely
3; 3; 3; 3  34, and this partition is covered by Theorem 2 with u  2. If
n  13, then the only partition with fourth term equal to 3 is 4; 33 which is
also covered by Theorem 2. 
If n  14, then 42; 32 is the only partition not covered by Theorem 2, and if
n  15, then only 5; 4; 32 and 35 remain. It seems possible that one could
deal with 42; 32 using methods currently available, but 35 will probably
require a new tensor inequality like the one presented in [15] in connection with
the partition 24.
We also consider inequalities involving partitions of the form n p; nk
when n is large. Theorem 4, our main result of this type, implies that if k and s
are fixed, a  n s; nk, and b  k  1n s  m, then kaeÿ1daA6
kbeÿ1dbA  perA for all A 2Hm as long as n is suciently large. For
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example, if we specialize to the case s  0 we obtain that permanent dominance
holds for all normalized immanants whose associated node diagrams are
rectangular provided that the horizontal dimension is suciently large relative
to the vertical dimension.
Theorem 4. Suppose n and k are positive integers, and s is a non-negative in-
teger. For each i such that 06 i6 k ÿ 1, let ai  i 1n s; nkÿi, and let m
denote k  1n s. Then, there exists a positive integer Ns;k such that if n P Ns;k,
then kaieÿ1daiA6 kai1eÿ1dai1A for each A 2Hm and for each i such
that 06 i6 k ÿ 1.
The classical notation df  is sometimes awkward; so we often use f 
instead. To further simplify matters we shall express inequalities via order-
ings, one on CSn, and the other on Pn, the set of partitions of n. If
f ; g 2 CSn, then we write f  g provided that f A6 gA for each
A 2Hn. Moreover, if f e 6 0, then by f^ we mean f eÿ1f . That  is a
partial ordering on CSn was demonstrated by Wu Jun [20]. All group char-
acters are Hermitian; thus, the ordering on CSn induces an ordering on Pn: if
a; b 2 Pn, then we write a  b if and only if k^a  k^b. In other words, we have
a  b if and only if kaeÿ1daA6 kbeÿ1dbA for each A 2Hn. Since
1n is the partition associated with det, Schur’s inequality implies that if
a 2 Pn, then a  1n, while Lieb’s conjecture asserts that a  n for each
a 2 Pn. Furthermore, if s  0 and n is suciently large, then the inequalities
of Theorem 4 are
nk1  2n; nkÿ1  3n; nkÿ2      kn; n  k  1n: 1:2
It is often helpful to visualize immanant inequalities using the node diagrams
associated with the partitions. For example, in (1.2) when we pass from one
term to the next in the sequence we are simply detaching the last row of the
associated node diagram and appending it to the end of the first row. It would
be an outstanding accomplishment to obtain a characterization of  in terms
of permissable node movements.
Partitions of the form a  n p; nk where n and k are positive were
carefully analyzed in [18] with the aim of proving inequalities of the form
a0  ai where a0  a and ai  n p ÿ i; nk; i for 16 i6 minfn; pg. Thus,
when starting with a  n p; nk we ask which partitions of the form
n p ÿ i; nk; i does a dominate? The following extends Theorem 21 of [18]
which implies that if n P p  k ÿ 1, then n p ÿ i; nk; i  n p; nk for each i
such that 16 i6 p. We have the following theorem.
Theorem 5. If n; p; and k are positive integers such that k P 2 and n P p  k ÿ 2,
then for each i such that 16 i6 p we have n p ÿ i; nk; i  n p; nk.
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For example, if k  2, then we have n3; p  n p; n2 when p6 n, and if
k  3, we have n4; p  n p; n3 when p6 nÿ 1. In Theorem 5 we assume
that nÿ p is not less than k ÿ 2, while in our next result we assume that p ÿ n is
not less than k ÿ 1. With respect to  we may regard Theorem 6 as an ex-
tension of Theorem 23 of [18].
Theorem 6. If n; p; and k are positive integers and p P n k ÿ 1, then
n p ÿ i; nk; i  n p; nk for each i such that p=26 i6 n.
Given Theorems 5 and 6 it is not dicult to construct a proof of Theorem 2.
If the variable u in the statement of Theorem 2 is 0 or 1, then Theorem 2 re-
duces to Theorem 1 so we are done. We therefore assume that u  2. On ac-
count of Theorem 1 it is sucient to show that each partition of the form
n p ÿ i; n2; i; 2s; 1t is dominated by a partition having three terms. First
we consider the case s  t  0; that is, we want to show that n p ÿ i;
n2; i  n p; n2 for each i such that l6 i6 minfn; pg. If n  1, then this
reduces to p; 13  p  1; 12 which follows from Theorem 1; so, we assume
n P 2. The remainder of the proof for the case s  t  0 involves four addi-
tional cases. They are:
(1) p6 n,
(2) n < p < 2n and p=26 i6 n,
(3) n < p < 2n and 16 i < p=2,
(4) p P 2n.
Note that k  2. Hence, n P p, then n P p  k ÿ 2; so,
n p ÿ i; nk; i  n p; nk for each i such that 16 i6 p by Theorem 5. On
the other hand if n < p < 2n and p=26 i6 n, then p P n k ÿ 1; so,
n p ÿ i; nk; i  n p; nk by Theorem 6. This completes cases (1) and (2).
To complete the proof we introduce an additional ordering on Pn. If
b  b1; b2; . . . ; bs and c  c1; c2; . . . ; ct are in Pn, then we write b c if
b  c and
m1;m2; . . . ;mq;b1; b2; . . . ; bs  m1;m2; . . . ;mq; c1; c2; . . . ; ct
for any partition m1;m2; . . . ;mq such that mq P maxfb1; c1g. Since b c
implies b  c, it follows that is a partial order on Pn for each n. Theorem 21
of [18] implies that if n P p  k then n p ÿ i; nk; i  n p; nk for each i
such that 16 i6 minfn; pg. Thus, if i6 nÿ 1, then n2; i  n i; n. But, this
implies that n p ÿ i; n2; i  n p ÿ i; n i; n as long as i6 nÿ 1 and
i6 p ÿ i. This immediately eliminates case (3); for, the inequalities in case (3)
imply that i < p=2 < n, which implies that i6 nÿ 1 and i6 p ÿ i. Case (4) in-
volves two subcases, namely i6 nÿ 1 and i  n. Since p P 2n, the inequality
p ÿ i P i is trivially satisfied; hence, if i6 nÿ 1, then, as noted above, we have
n2; i  n i; n and n p ÿ i; n2; i  n p ÿ i; n i; n. If i  n, then we
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must show that p; n3 is dominated by a three term partition. But, Lemma 18
of [18], also Theorem 7, asserts that p; nk1  n p; nk whenever p P n k.
When p P 2n and k  2 we certainly have p P n k since n P 2. This competes
the proof in case when s  t  0.
Suppose s 6 0 or t 6 0. The main result of [13] says that if
c  c1; c2; . . . ; cw; 1 is in Pn and c0  c1; c2; . . . ; cqÿ1; cq  1; cq1; . . . ; cw
where q  1 or cqÿ1 > cq then c  c0. Applying this repeatedly we obtain that
p; qu; rv; 2s; 1t  p  t; qu; rv; 2s. Theorem 2.2 of [15] implies that if
c  c1; c2; . . . ; cw; 2 is a partition of n with w P 1, then c  c1  2; c2; . . . ; cw.
By applying this result repeatedly we obtain that p  t; qu; rv; 2s 
p  2s t; qu; rv. Since partitions of the form p  2s t; qu; rv were consid-
ered previously, the proof is now complete.
Theorem 7. If n and p are positive integers, and k is a non-negative integer such
that p P n k, then n p; nk  p; nk1.
2. Tensor spaces, the underlying structure
Immanant inequalities usually arise from tensor inequalities and this is the
method employed to obtain Theorems 2–6. In this section we present some
basic definitions and notations. We also show how one obtains a matrix in-
equality from a tensor inequality.
If V is an m dimensional complex vector space with inner product ; , then
we let Tn;pV, which we sometimes abbreviate to Tn;p, denote the set of all
functions from Vnp to C that are linear in the first n positions, and conjugate
linear in the last p positions. If p  0, then Tn;p is the set of n- multilinear maps
from Vn to C and is denoted by Tn. If n  0, then Tn;p is the set of p-conjugate
linear functions on Vp which we denote by Tp. With respect to the natural
operations Tn;p is a complex vector space which we convert into an inner
product space by defining ;  on Tn;p  Tn;p according to
A;B 
Xm
q11
Xm
q21
  
Xm
qnp1
Aeq1 ; eq2 ; . . . ; eqnpBeq1 ; eq2 ; . . . ; eqnp; 2:1
where feigmi1 is an orthonormal basis for V. It is a basic fact that ;  is in-
dependent of feigmi1. We impose a module structure on the spaces Tq: if r 2 Sq
and A 2 Tq, we define rA by
rAx1; x2; . . . ; xq  Axr1; xr2; . . . ; xrq for all x1; x2; . . . ; xq 2 V
2:2
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and extend linearly. Thus, if f 2 CSq and A 2 Tq, then fA denotesP
r2Sq f rrA. When A 2 Tn;p we still define rA as above provided that
rIn  In, where In denotes f1; 2; . . . ; ng. With this definition Tn;p is a module
over the group algebra associated with the group fr 2 Snp : rIn  Ing. Note
that if r 2 Sq, then rA;B  A; rÿ1B for all A; B 2 Tq; thus, if we define the
involution f ! f  on CSq such that f s  f sÿ1 for all s 2 Sq, then
fA;B  A; f B for all A;B 2 Tq. If V is a real vector space, then Tn;pV is the
same as TnpV so proofs are somewhat easier.
Spaces of symmetric, or partially symmetric tensors, are of particular in-
terest. By Yn;pV we shall mean the set of all A 2 Tn;pV such that rA  A
whenever r is a member of Snp such that rIn  In. When V is clear from
context we abbreviate Yn;pV to Yn;p. If p  0, then Yn;p is the set of
all symmetric n-multilinear functions from Vn to C, and is denoted by Yn.
The symmetric product A  B of elements A 2 Tn and B 2 Tp is ~rA
 B
where ~r  n p!ÿ1Pr2Snp r, and A
 B is the usual tensor product
defined by
A
 Bx1; x2; . . . ; xnp  Ax1; x2; . . . ; xnBxn1; xn2; . . . ; xnp
for all x1; x2; . . . ; xnp 2 V. We define A
 B in the same way when A 2 Tn and
B 2 Tp. In this case 
 is a bilinear map from Tn  Tp to Tn;p, When A 2 Tn;p we
shall often write Ax1; x2; . . . ; xn j y1; y2; . . . ; yp instead of the usual
Ax1; x2; . . . ; xn; y1; y2; . . . ; yp to distinguish the linear part of A from the con-
jugate linear part of A. If q and t are positive integers, then Fq;t denotes the set
of all functions from Iq to It.
The connection between tensor spaces and generalized matrix functions is
made via the dual space V. If A  aij is in Mn, then, as is well known, A is in
Hn if and only if there exists linear functionals h1; h2; . . . ; hn in V
 such that
aij  hi; hj for each i; j such that 16 i; j6 n. The natural map  : V! V
defined by xy  y; x is bijective; hence A  aij is a member of Hn if and
only if there exist vectors x1; x2; . . . ; xn in V such that aij  xi ; xj   xj; xi for
each i and j. A calculation involving (2.2) reveals that rh1 
 h2 
    
 hn is
the same as hrÿ11 
 hrÿ12 
    
 hrÿ1n; hence, it is easy to see that when
h1; h2; . . . ; hn exist we haveYn
t1
atrt 
Yn
t1
ht; hrt  H ; rÿ1H   rH ;H ;
where H  h1 
 h2 
    
 hn. Therefore, if c is a function from Sn to C, and
aij  hi; hj, we have dcA  cH ;H . In particular, if aij  xi ; xj  as above,
then perA  n!kx1  x2  . . .  xnk2 and detA  n!kx1 ^ x2 ^    ^ xnk2 where
the ‘‘’’ denotes the symmetric product defined above, and ‘‘^’’ is the familiar
wedge product. Elements of Tn of the form x1 
 x2 
    
 xn are said to be
decomposable. Hence,
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Lemma 1. Suppose c 2 CSn. Then, cD;DP 0 for each decomposable D 2 Tn
if and only if dcAP 0 for each A 2Hn. Moreover, if cD;DP 0 for all D 2 Tn
of the form A
 B where A 2 Tnÿi and B 2 Ti for some i, then dcAP 0 for all
A 2Hn.
3. Neuberger’s
N
i maps, a new tensor inequality
The spaces Yn;p were considered previously in [9,10,12]. In [9] the author
showed that
per
A A
A A
  
P 2nperA2 for all A 2Hn;
while in [10] it was shown that if W  wij is a 2 2 Hermitian matrix such
that w11w22 P 0, then
per
w11A w12A
w21A w22A
  
P perW nperA2 3:1
for each A 2Hn. The matrix on the lefthand side of (3.1) is simply W 
 A;
hence, it is natual to conjecture that if W 2Hm and A 2Hn, then
perW 
 AP perW nperAm:
The spaces Yq;r reappeared in [12] where they were used in conjunction with an
unusual inner product to show that if A;C 2 Yn and B;D 2 Yp, then
A  B;C  D26 kA  Dk2kC  Bk2: 3:2
The author of [12] obtained an interesting permanent inequality from (3.2). If
z1; z2; . . . ; zk are in V, then let Gz1; z2; . . . ; zk denote the k  k matrix, known as
a Gram matrix, whose ijth entry is zi; zj for each i and j. Given functions u,
and v from In to V, and w from Ip to V we let
Guvw  Gu1; u2; . . . ; un; v1; v2; . . . ; vn;w1;w2; . . . ;wp:
If x and y are the functions from In to V, and z is a functions from Ip to V, then
(3.2) implies that
perGxyz26 perGxxzperGyyz: 3:3
The 
i maps introduced by Neuberger [7] are crucial to each of the above
inequalities and many others. The W-functions identified by Heyfron [2] derive
from the 
i maps in a very simple manner and in the process actually lose
generality. In the present context, which is slightly more general than the
context originally considered by Neuberger, the maps 
i, where
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06 i6 minfn; pg  j, transform Yn  Yp to Ynÿi;pÿi and are defined according
to
A
i Bx1; x2; . . . ; xnÿi j y1; y2; . . . ; ypÿi

X
c2Fi;m
Ax1; x2; . . . ; xnÿi; ecBec; y1; y2; . . . ; ypÿi
for all x1; x2; . . . ; xnÿi; y1; y2; . . . ; ypÿi 2 V, where Ax1; x2; . . . ; xnÿi; ec is an
abbreviation for Ax1; x2; . . . ; xnÿi; ec1; ec2; . . . ; eci and Bec; y1; y2; . . . ; ypÿi is
defined analogously. In the above feigmi1 is an orthonormal basis for the un-
derlying vector space V, but it is clear from Djokovic’s article [1] that the 
i
maps are basis independent.
Define the map B 7! B from Tn to Tn in the obvious way. Then, Neuberger’s
identity [7] is
n p
n
 
A  B; C  D 
Xj
i0
n
i
 
p
i
 
A
i D; C 
i B 3:4
for each A;C 2 Yn and B;D 2 Yp. Setting A  C and B  D in (3.4) we obtain
the identity
n p
n
 
kA  Bk2 
Xj
i0
n
i
 
p
i
 
kA
i Bk2; 3:5
which immediately implies Neuberger’s inequality
n p
n
 
kA  Bk2 P kAk2kBk2: 3:6
If we assume that A and B are decomposable relative to symmetric product,
then (3.6) transforms into Lieb’s inequality which asserts that if M 2Hnp is
partitioned in the form
M  M11 M12
M21 M22
 
;
where M11 is n n and M22 is p  p, the perMP perM11 perM22. Thus,
the Lieb inequality is a special case of Neuberger’s inequality. We are con-
cerned with inequalities between the various terms in (3.5). For example, in [8]
it was shown that if 16 i6 j, and m  dimV, then
mkA
iÿ1 Bk2 ÿ kA
i Bk2 P 0 3:7
for each A 2 Yn and B 2 Yp. Indeed this inequality alone implies that if n and k
are positive integers and n  p  k ÿ 1; then n p ÿ i; nk; i  n p; nk for
each i such that 16 i6 p. For details see Lemma 17 and the discussions pre-
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ceding Theorem 21 in [18]. In connection with the proof of Lemma 20 in [18] it
was asserted that
m2kA
iÿ2 Bk2 ÿ 2mkA
iÿ1 Bk2  kA
i Bk2 P 0 3:8
for each A 2 Yn and B 2 Yp. Inequalities (3.7) and (3.8) suggest that if 36 i6j,
then
m3kA
iÿ3 Bk2 ÿ 3m2kA
iÿ2 Bk2  3mkA
iÿ1 Bk2 ÿ kA
i Bk2 P 0 3:9
and indeed this is the case. In fact, the natural extension of (3.9) is a conse-
quence of Theorem 8. The 
i maps involve a contracting of indices; hence, if
16 i6 j  minfn; pg we define Pi : Yn;p ! Ynÿi;pÿi according to
PiDx1; x2; . . . ; xnÿi j y1; y2; . . . ; ypÿi

X
c2Fi;m
Dx1; x2; . . . ; xnÿi; ec j ec; y1; y2; . . . ; ypÿi 3:10
for each D 2 Yn;p and x1; x2; . . . ; xnÿi; y1; y2; . . . ; ypÿi 2 V. By P0 we mean the
identity map. In (3.10) one should expand each instance ec to ec1 ; ec2 ; . . . ; eci in
order to obtain the full expression. Moreover, summing over all c 2 Fi;m is the
same as summing each of the indices cj from 1 to m. The maps Pi are closely
related to Neuberger’s 
i maps. In fact, if A 2 Yn and B 2 Yp, then
PiA
 B  A
i B and kPiA
 Bk  kA
 Bk 3:11
for each i such that 06 i6 j: Note also that Pi  Piÿj Pj  Pj Piÿj when
06 j6 i.
A subspace W of V left annihilates an element D of Yn;p if D is contained in
the kernel of the substitution map z 7! Dz j  from Yn;p to Ynÿ1;p. We say that
W left supports D if W?, the orthogonal complement of W, left annihilates D.
We define right annihilation and right supporting analogously. Note that
supporting subspaces are not unique. If we say that W is a supporting subspace
for D then we mean that it supports on one side or the other. For example, if
D  A
 B then W is a left supporting subspace for D if and only if W? an-
nihilates A. The norm k  k appearing below is associated with the inner
product ; .
We shall now define a useful family of sesquilinear forms. If 06 r6 j, then
we set
D;Er;x 
Xr
i0
ÿ1ixrÿi r
i
 
PiD;PiE 3:12
for each D;E 2 Yn;p, and x 2 R. Clearly, ; r;x is linear in the first position
and conjugate linear in the second position. Moreover, we claim that ; r;x is
basis independent. In conjunction (3.7)–(3.9), and (3.11) suggest the following.
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Theorem 8. Suppose W is a subspace of V of dimension w, and let YWn;p denote
the set of all D 2 Yn;p such that W left (right) supports D. Then, YWn;p is a sub-
space of Yn;p and ; r;w is positive semi-definite on YWn;p for each r such that
06 r6j.
Proof. Obviously, YWn;p is a subspace of Yn;p when W is a subspace of V. We
must show that ; r;w is positive semi-definite on YWn;p when W is a subspace
of dimension w. For this we shall induct on r. If r  0, then ; r;w is simply
; ; so, there is nothing to prove. We assume that our theorem is ture for all q
such that 06 q6 r where 06 r < j and try to prove it true for r  1. Let W be a
subspace of V of dimension w and let D 2 YWn;p. Let feigmi1 be an orthonormal
basis for V such that feigwi1 is an orthonormal basis for W. For i; j 2 Im let Dij
denote the member of Ynÿ1;pÿ1 such that
Dijx1; x2; . . . ; xnÿ1 j y1; y2; . . . ; ypÿ1
 Dijx1; x2; . . . ; xnÿ1; ei j y1; y2; . . . ; ypÿ1; ej
for all x1; x2; . . . ; xnÿ1; y1; y2; . . . ; ypÿ1 in V, and let Eij  Dii ÿ Djj. Since both Dij
and Eij are in Y
W
nÿ1;pÿ1 for all i; j 2 Im, and ; r;w is positive semi-definite on
YWnÿ1;pÿ1 we have
Eij;Eijr;w  Dii;Diir;w ÿ Dii;Djjr;w ÿ Djj;Diir;w
 Djj;Djjr;w P 0: 3:13
But, if i > w, then Dij  0; so, PD 
Pw
i1 Dii. Hence, summing i and j from 1
to w we obtainXw
i1
Xw
j1
Eij;Eijr;w  2w
Xw
i1
Dii;Diir;w ÿ 2PD;PDr;w P 0:
3:14
Since Dij 2 Ynÿ1;pÿ1W for each i and j, we haveXw
i1
Dii;Diir;w6
Xw
i1
Xm
j1
Dij;Dijr;w

Xw
i1
Xm
j1
Xr
t0
ÿ1twrÿt r
t
 
kPtDijk2:
3:15
Observe that
Pw
i1
Pm
j1 kPtDijk2  kPtDk2; therefore,Xw
i1
Dii;Diir;w6
Xr
t0
ÿ1twrÿt r
t
 
kPtDk2  D;Dr;w: 3:16
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Combining (3.14) and (3.16) we obtain the basic inequality wD;Dr;w
ÿPD;PDr;w P 0 which holds for each D 2 Yn;pW . But, wD;Dr;w
ÿPD;PDr;w

Xr
t0
ÿ1twrÿt1 r
t
 
kPtDk2 ÿ
Xr
t0
ÿ1twrÿt r
t
 
kPt1Dk2

Xr
t0
ÿ1twrÿt1 r
t
 
kPtDk2 ÿ
Xr1
t1
ÿ1tÿ1wrÿt1 r
t ÿ 1
 
kPtDk2

Xr1
t0
ÿ1twrÿt1kPtDk2 rt
 
 r
t ÿ 1
 

Xr1
t0
ÿ1twrÿt1kPtDk2 r  1t
 
:
The last expression in the above string of equalities is D;Dr1;w; hence, the
proof is complete. 
If r  u6 j, then PuD 2 Ynÿu;pÿu; hence, if W supports D and
dimW  w, thenXr
t0
ÿ1twrÿt r
t
 
kPutDk2 P 0 3:17
by Theorem 8. Replacing u with iÿ r, and t with r ÿ t we deduce that if
06 r6 i, thenXr
t0
ÿ1rÿtwt r
t
 
kPiÿtDk2 P 0 3:18
provided that D has a supporting subspace of dimension w. Substituting
D  A
 B where A 2 Yn and B 2 Yp, and noting (3.11) we obtain the general
inequality
ÿ1r
Xr
t0
ÿ1twt r
t
 
kA
iÿt Bk2 P 0; 3:19
which holds if either A or B has a supporting subspace of dimension w. Since A
and B always have a supporting subspace of dimension m, namely V, inequality
(3.19) holds with w replaced by m; hence, we have (3.7), (3.8), and (3.9). For
various values of x the sesquilinear forms ; r;x are definite one way or the
other. We have
Theorem 9. Suppose n and p are positive integers and let m  dim V . If x P m,
then ; r;x is positive semi-definite when 06 r6 minfn; pg. If x < 0, then
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; r;x is positive semi-definite when r is even and negative semi-definite when r
is odd.
Proof. If x < 0, then all of the coecients on the righthand side of (3.12) are
negative when r is odd and positive when r is even. This takes care of the
second part of the theorem.
If x  m, then each D 2 Yn;p has a supporting subspace of dimension m,
namely V; hence, Theorem 8 implies that D;Dr;m P 0 for each D 2 Yn;p and
r such that 06 r6 j. Therefore, ; r;x is positive semi-definite when x  m. If
D 2 Yn;p and 06 r6 j, then we let FrD; x  D;Dr;x for each x 2 R. Note
that F0D; x  kDk2 P 0 for all x. Using induction we assume that
FjD; xP 0 when x P m and j6 r ÿ 1. Dierentiating FrD; x with respect to
x we obtain
F0rD; x  r
Xrÿ1
i0
ÿ1ixrÿ1ÿi r ÿ 1
i
 
kPiDk2  2rFrÿ1D; x
hence, FrD;  is increasing on m;1. Since FrD;mP 0, the proof is
complete. 
When D  A
 B we have the following dramatic improvement of Theorem
8. Since we will not use the following we omit its proof.
Theorem 10. If A 2 Yn and B 2 Yp; then A
 B;A
 Br;x P 0 when x P 1;
and 06 r6 j:
There is a subtlety here that should not be overlooked. According to The-
orem 10 we have
ÿ1r
Xr
t0
ÿ1t r
t
 
kA
rÿt Bk2 P 0;
when A 2 Yn;B 2 Yp, and 06 r6 j. We cannot however use the trick used in
the proof of formula (3.17) and replace A
 B with A
u B  PuA
 B; for,
A
u B is not necessarily decomposable. Nevertheless, we conjecture as follows.
Conjecture 1. Suppose A 2 Yn and B 2 Yp, and let be u be an integer such that
16 u6 j. If x P 1, then A
u B;A
u Br;x P 0 for each r such that
06 r6jÿ u.
The above has deep implications for several proposed inequalities involving
normalized characters. If a is a partition let ga denote the associated permu-
tation character. Merris and Watkins [5] have conjectured that g^a  g^b if and
only if a majorizes b. Pate [14] proved this inequality in certain cases. Con-
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jecture 1 (if true) immediately implies the conjecture of Merris and Watkins,
and a proof would likely contain ideas crucial to the permanent dominance
conjecture.
Example 1. Suppose y; z 2 V are unit vectors. Let A  y 
 y 
    
 y(n-
copies), let B  z 
 z 
    
 z (p-copies), and let D  A
 B. In this case also
D has a left supporting subspace of dimension 1; so, FrD; xP 0 for each
x P 1. But, it is not dicult to see that kPiDk2  kyk2nÿikzk2pÿi j y; z j2i :
Moreover,
FrD; x  r
Xr
i0
ÿ1i r
i
 
xrÿikyk2nÿikzk2pÿi j y; z j2i;
which reduces to kyk2nÿrkzk2pÿrxkyk2kzk2ÿ j y; z j2r. Hence, the Cauchy-
Schwartz inequality implies that FrD; xP 0 when x P 1 as expected.
4. Defining W-function, and introducing n-function
We shall answer the question ‘‘What is a W-function?’’ and show how to use
the tensor inequalities of the previous section to obtain a new collection of class
functions called n-functions that are non-negative in the sense of . We require
a few additional definitions. If U is a set then SU denotes the symmetric
group on U, and if G is a finite group, CG is the set of functions from G to C
endowed with tle natural vector space operations and convolution multipli-
cation. We use the standard formal sum notation; thus, if f 2 CG, then
f Pr2G f rr. If f, g;2 CG, then we define f ; g Pr2G f rgr, and the
involution f 7! f  is as defined before. With these definitions we have
fg  gf  and fg; h  f ; hg for each f ; g; h 2 CG.
The W-function, as seen in [2,11,17,18], depends upon the following objects:
a set partition P  fD1;D2g of Iq for some q, an involution x 
Qr
m1ai; bi
such that ai 2 D1 and bi 2 D2 for 16 i6 r, and a pair of functions
f : CSD1 ! C and g : CSD2 ! C: When the involution x satisfies the
above condition with respect to the partition fD1;D2g we shall say that x is
admissable with respect of fD1;D2g. Note that for x to be an involution at all it
is necessary that the transpositions ai; bi be disjoint. If r 2 SD1 and
s 2 SD2, then we define f 
 grs to be f rgs. Thus, f 
 g is a member
of the group algebra CG where G  SD1  SD2: We consider CG, where
G  SD1  SD2; to be a subalgebra of CSq.
If P ;x; f , and g are as above, then the W-function WP ;x; f ; g is
f 
 gxf 
 g where the multiplication is in CSq. Since x  x, we have
WP ;x; f ; g  WP ;x; f ; g; thus all W-functions are Hermitian. As ex-
pected each W-function is non-negative with respect to . For the proof
see Theorem 14 of [17]. In other words if h  WP ;x; f ; g, then dhMP 0
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for each M 2Hnp: To obtain class functions from our W-functions we
simply average the conjugates of WP ;x; f ; g; thus obtaining q!ÿ1P
r2Sq r
ÿ1WP ;x; f ; gr: When f and g are appropriately defined we obtain the
W-functions as considered by Heyfron [2].
For each i such that 16 i6 j let ci denote the involution 1; n 12; n 2
   i; n i and let c0 denote the identity element. The elements ci are closely
related to the maps 
i; for, examining the proof of Lemma 5 of [11] we see that
ciA
 B;A
 B is simply kA
i Bk2 when A 2 Yn and B 2 Yp. Therefore,
(3.11) implies that
PiA
 B;A
 B  ciA
 B;A
 B  kA
i Bk2 P 0 4:1
for all A 2 Yn and B 2 Yp. If A and B are not symmetric then we can sym-
metrize them. If D is a subset of Inp, then let rD denote the symmetrizer as-
sociated with D; that is rD 
P
r2SD r: Thus, if D1  In, and D2  Inp n In as
above, and we let r1  rD1 and r2  rD2 , then we have
kr1A 
i r2Bk2  cir1A 
 r2B; r1A 
 r2
 r1r2cir2r1A
 B;A
 B
for A 2 Tn;B 2 Tp, and i; 16 i6 j. Thus, after changing variables in (3.19) we
obtain thatXs
it
ÿ1iÿtwsÿi sÿ t
iÿ t
 
r1r2cir2r1A
 B;A
 BP 0 4:2
for each A 2 Tn and B 2 Tp provided that A has a supporting subspace of di-
mension w. If A and B are decomposable, then there is a supporting subspace
of dimension j; hence,Xs
it
ÿ1iÿtjsÿi sÿ t
iÿ t
 
r1r2cir2r1  0 4:3
provided that 06 t6 s6j.
The expression above is our first substantive example of a n-function. If we
let P  fD1;D2g, f  r1, and g  r2; then the above, which we denote by
nks;tP ; c; f ; g, is simplyXs
it
ÿ1iÿtjsÿi sÿ t
iÿ t
 
WP ; ci; f ; g:
On account of (4.3) we have njs;tP ; c; f ; g  0:
We shall not give a general definition of n-function, since our applications
require only those n-functions that are closely related to the above. Never-
theless, if we fix P ; c and x, and abbreviate nxs;tP ; c; f ; g to nst, and WP ; ci; f ; g
to Wi we have
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nt;t  Wt; nt1;t  xWt ÿWt1; nt2;t  x2Wt ÿ 2xWt1 Wt2; etc:
Of course the partition P need not be the one defined above.
We claim that (4.2) continues to hold when the partition P  fD1;D2g, but
the symmetrizers r1 and r2 refer to proper subsets of D1 and D2, respectively.
Let D01  Iu where u6 n and D02  fn 1; n 2; . . . ; n vg where v6 p. Let r01
and r02 be the symmetrizers associated with D
0
1 and D
0
2, respectively. For a and b
in Fnÿu;m; and Fpÿv;m; respectively, define Aa 2 Tu; and Bb 2 Tv according to
Aax1; x2; . . . ; xu  Ax1; x2; . . . ; xu; ea and Bby1; y2; . . . ; yv  By1; y2; . . . ; yv;
eb: Where fejgmj1 is a orthonormal basis for V. Since any supporting subspace
of A must be a supporting subspace for Aa for all a we may invoke (4.2) to
deduce thatXs
it
ÿ1iÿtwsÿi sÿ t
iÿ t
 
r01r02cir02r01Aa 
 Bb;Aa 
 BbP 0; 4:4
when 06 t6 s6 minfu; vg. Note thatX
a
X
b
r01r02cir02r01Aa 
 Bb;Aa 
 Bb  r01r02cir02r01A
 B; A
 B:
Hence, summing (4.4) over a and b we obtainXs
it
ÿ1iÿtwsÿi sÿ t
iÿ t
 
r01r02cir02r01A
 B;A
 BP 0 4:5
for A 2 Tn, and B 2 Tp such that either A or B has a supporting subspace of
dimension w.
If A and B are decomposable, then there is a supporting subspace of di-
mension j. Hence,Xs
it
ÿ1iÿtjsÿi sÿ t
iÿ t
 
r01r02cir02r01  0 4:6
for 06 t6 s6j: It is rather clear that D01and D02 can be any subsets of In and
Inp n Ip; respectively, and the involutions ci; 16 i6 minfj D01 j; j D02 jg  f; can
be the product
Qi
j1aj; bj where faj; bjgfj1 is any sequence of disjoint
transpositions such that aj 2 D01 and bj 2 D02 for each j such that 16 j6 f:
In this case (4.5) holds for all s and t such that 06 t6 6 f: Note that when (4.6)
is supplied in this way the constant j is replaced by two constants, namely j
and f.
We will now specialize our results in order to obtain information about the
characters of the symmetric groups. We consider an initial partition
a0  n p; nk where n and k are positive integers and p P 0. Let
N  k  1n p; and for each i such that 06 i6 j let ai  n p ÿ i; nk; i:
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Following the notation of [18] we associate with a0 a tableaux T0 containing
the integers 1; 2; . . . ;N with the integers N ÿ p  1; N ÿ p  2; . . . ;N occupying
the last p locations in row zero. We number the rows of T0 from 0 to k and we
let the entries in the i-th row be xi1; xi2 . . . ; xih where h is either n p or n de-
pending on whether i  0 or i > 0; respectively. We let ~r  denote the sym-
metrizer associated with the ‘‘arm’’ of s0; that is, we let ~r  rD where
D  fx0;n1;x0;n2; . . . ; x0;npg: In a similar manner we let r be the symmetrizer
for the portion of row 0 that is not part of the ‘‘arm’’, and we let r denote the
product of the symmetrizers for rows 1 through k. Let c denote the column
antisymmetrizer associated with T0, and for each i such that 06 i6 minfn; pg;
let Ki  N !k^ai; thus, K0 ÿ Ki  0 if and only if a0  ai. In this case
j  minfN ÿ p; pg; and f  minfn; pg.
If 16 i6 min f, then let ci 
Qiÿ1
t0x0;nÿt; x0;n1t; and define the W-fuction
Wpÿi by
Wpÿi 
X
r2SN
rcrr~rcpÿi~rrrcr
ÿ1: 4:7
These are the W-functions defined in (5.11) of [18]. We let Dj 
Kp ÿ j!nÿ p  j!ÿ1Wpÿj for p ÿ f6 j6 p where K  k  1!nn!kp!ÿ1.
If 06 j < p ÿ f or j > p; then Dj  0: Similarly, Wpÿj  0 if 06 j < p ÿ f or
j > p: This is because we define Wi to be 0 if i < 0, or i > f.
We now apply (4.6) where N corresponds to n p;D01  fx01; x02; . . . ; x0ng;D02
 IN n INÿp; and the ci are defined as above to determine that if 06 t6 s6 f,
then Xs
it
/i; t; sr~rci~rr  0; where /i; t; s  ÿ1iÿtjsÿi sÿ tiÿ t
 
: 4:8
We pre-multiply the lefthand side of the above by rcr and post-multiply by
rcrÿ1 where r 2 SN , to obtain the element
Hr 
Xs
it
/i; t; srcrr~rci~rrrcrÿ1:
To show that Hr  0 we let A and B be decomposables in TNÿp and Tp, re-
spectively. Then,
HrA
 B;A
 B

Xs
it
/i; t; sr~rci~rrrcrÿ1A
 B; rcrÿ1A
 B: 4:9
Since A and B are decomposable rÿ1A
 B must also be a decomposable
A0 
 B0 where A0 2 TNÿp and B0 2 Tp. But, rcA0 
 B0  rcA0 
 B0 
A00 
 B0, where A00 denotes rcA0. Thus, (4.5) and (4.9) imply that
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HrA
 B;A
 B 
Xs
it
/i; t; sr~rci~rrA00 
 B0;A00 
 B0P 0:
Therefore, Hr  0 for each r 2 SN . Letting nt;s denote
P
r Hr, it is immediate
that
nt;s 
Xs
it
/i; t; s
X
r2SN
rcrr~rci~rrrcr
ÿ1
( )

Xs
it
/i; t; sWi  0:
4:10
We let nt denote nfÿt;f. Substituting f for s and fÿ t for t in (4.10) we obtain
nt 
Xf
ifÿt
/i; fÿ t; fWi 
Xt
i0
ÿ1tÿiji t
i
 
Wfÿi: 4:11
For example, n0  Wf; n1  jWfÿ1 ÿWf; n2  j2Wfÿ2 ÿ 2jWfÿ1 Wf, etc. By
(6.1) of [18]
K0 ÿ Ki

Xp
j0
Xmij
‘0
i
‘
 
p ÿ i
jÿ ‘
 
1ÿ ÿ1i‘ p  k ÿ ‘
iÿ ‘
 
n
iÿ l
 #)
Dj
,"(
4:12
for each i such that 16 i6 f, where mij  minfi; jg. We shall use (4.11) and
(4.12) repeatedly.
5. Proof of Theorem 5
If n P p  k ÿ 1, then we are done by Theorem 21 and Lemma 17 of [18];
hence, we assume that n  k  p ÿ 2 where k P 2. Since k P 2 we have f  p
and j  p. Thus, by (4.11)
nq 
Xq
i0
ÿ1qÿipi q
i
 
Wpÿi 5:1
for each q such that 06 q6 p: Solving the equations in (5.1) for the elements
Wj; 06 j6 p, we obtain the following:
Wpÿq  pÿq
Xq
j0
q
j
 
nj 5:2
for each q such that 06 q6 p. Since Wpÿq  p ÿ q!nÿ p  q!Kÿ1Dq for
06 q6 p, (4.12) implies that if 06 i6 p, then
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Kn!K0 ÿ Ki 
Xp
j0
pÿjdj
n
p ÿ j
  Xj
q0
j
q
 
nq
( )
;
where
dj 
Xmij
‘0
i
‘
 
p ÿ i
jÿ ‘
 
ai‘ and ai‘ 1ÿ ÿ1i‘ p  k ÿ ‘iÿ ‘
 
n
iÿ ‘
 
:
5:3
Changing the order of summation we obtain that
Kn!K0 ÿ Ki 
Xp
q0
cqnq where cq 
Xp
jq
pÿjdj
n
p ÿ j
 
j
q
 
5:4
for each j such that 06 j6 p. Since p  k  n 2 it is clear from (5.3) that
ai‘ P 0 when ‘P 2. We shall consider two cases; namely, i even and i odd.
Even i: Calculations involving (5.3) reveal that ai2  0; ai1 
2n 3ÿ i=n 2ÿ i, and ai0  ÿi2n 3ÿ i  n 2ÿ in 1ÿ i.
Substituting these values in (5.3) and recalling that ai‘ P 0 when ‘P 2 we de-
duce that if j P 1, then
dj P
X1
‘0
i
‘
 
p ÿ i
jÿ ‘
 
ai‘  p ÿ ij
 
ai0  i p ÿ ijÿ 1
 
ai1
j ai0 j n

 1ÿ i p ÿ i
jÿ 1
 
ÿ p ÿ i
j
 
:
If p ÿ iÿ j 1 < 0, then both binomial coecients are 0; hence, dj P 0. If
p ÿ iÿ j 1 P 0, then
n 1ÿ i ÿ p ÿ iÿ j 1  nÿ p  j  k ÿ 2 j P 0;
since k P 2; so,
n 1ÿ i p ÿ i
jÿ 1
 
ÿ p ÿ i
j
 
P p ÿ iÿ j 1 p ÿ i
jÿ 1
 
ÿ p ÿ i
j
 
 jÿ 1 p ÿ i
j
 
P 0:
Thus, dj P 0 when j P 1. Eq. (5.4) therefore implies that cq P 0 when q P 1.
To complete the proof for even i we show that c0 P 0. Since dj P 0 when
j P 1, we have
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c0 P
X1
j0
pÿj
n
p ÿ j
 
dj
 pÿ1 p n
p
 
ai0

 p ÿ i n
p ÿ 1
 
ai0  i np ÿ 1
 
ai1

:
But the last expression above reduces to
pÿ1jai0j

ÿ p n
p
 
 nÿ p  1 n
p ÿ 1
 
which is 0. Hence, c0 P 0. This completes the proof in case i is even.
Odd i: For odd i (5.3) implies that ai0  1 n 2n 1
n 2ÿ in 1ÿ i; ai1  ÿiÿ 1  n 2ÿ i, and ai2  2. Consequently,
only ai1 is negative. If i  1, then ai1  0, and we are done by (5.3) and (5.4).
We therefore assume that i P 3. We want to show that cq P 0 for each q such
that 06 q6 p. Note first that if j P 2, then
dj P
X2
‘1
i
‘
 !
p ÿ i
jÿ ‘
 !
ai‘ 
i
1
 !
p ÿ i
jÿ 1
 !
ai1 
i
2
 !
p ÿ i
jÿ 2
 !
ai2
 jai1ji=jÿ 1
p ÿ i
jÿ 2
 !
T n;pi;j ;
where T n;pi;j  jÿ 1n 2ÿ i ÿ p ÿ iÿ j 2. But, jÿ 1 P 2 and
n 2ÿ iP p ÿ iÿ j 2; hence, T n;pi;j P 0. Thus, dj P 0 when j P 2, and
cq P 0 when q P 2.
To complete the proof we will show that c0 and c1 are non-negative. First
consider c0. Since dj P 0 when j P 2, (5.4) implies that
c0 P
n
p
 
ai0  pÿ1 np ÿ 1
 
pf ÿ iai0  iai1g
 pÿ1 n
p ÿ 1
 
nf ÿ i 1ai0  iai1g:
But, nÿ i 1ai0  iai1 P n 2ÿ iÿ1n 2n 1 ÿ iiÿ 1P 0; thus,
c0 P 0.
The proof that c1 P 0 involves two cases; namely, i6 p  1=2 and
i > p  1=2. Suppose i6 p  1=2. Since dj P 0 when j P 2, we have
c1 
Xp
j1
jpÿjdj
n
p ÿ j
 
P pÿ1d1
n
p ÿ 1
 
:
Using (5.3) and the estimate ai0 P n 2n 1  n 2ÿ in 1ÿ i we
obtain
50 T.H. Pate / Linear Algebra and its Applications 295 (1999) 31–59
d1  p ÿ iai0  iai1 P n 2ÿ in 1ÿ iÿ1T1 ÿ T2;
where T1  p ÿ in 2n 1 and T2  iiÿ 1n 1ÿ i. Obviously
n 1 P n 1ÿ i and n 2 P i. Thus, d1 P 0 when p ÿ i P iÿ 1; that is, when
i6 p  1=2. Hence, c1 P 0 when i6 p  1=2.
Suppose i > p  1=2. Since ai‘ P 0 when ‘P 2, and p ÿ ijÿ l
 
 0 when
j  1 and ‘  2, we have
c1 P
Xp
j1
jpÿj
n
p ÿ j
  X2
‘0
i
‘
 
p ÿ i
jÿ ‘
 
ai‘
( )

X2
‘0
Xp
j1
jpÿj
n
p ÿ j
 
i
‘
 
p ÿ i
jÿ ‘
 
ai‘:
Letting u  jÿ ‘; t  p ÿ i, and eliminating j we obtain
c1 P
X2
‘0
Xpÿ‘
u1ÿ‘
u ‘pÿuÿ‘ n
p ÿ uÿ ‘
 
p ÿ t
‘
 
t
u
 
apÿt;‘:
The inequality i > p  1=2 implies that t < p ÿ 1=2, or, equivalently, that
t6 p ÿ 2=2. Since we may assume that p P 2, we always have
p ÿ ‘P p ÿ 2 P p ÿ 2=2 P t. Moreover,  tu  0 when u > t; hence, the upper
limit, p ÿ ‘, in the above may be replaced by t. The corresponding lower limit
assumes the values ÿ1; 0, and 1 according to whether ‘ is 2,1, or 0, respectively.
But,  tu  0 if u < 0, and we get 0 when u  ‘  0; thus we may replace this
limit by 0. We therefore have
c1 P
Xt
u0
X2
‘0
u ‘pÿuÿ‘ n
p ÿ uÿ ‘
 
p ÿ t
‘
 
t
u
 
apÿt;‘
 D00 
Xt
u1
pÿu
t
u
 
D0u

 uD00u

;
where
D0u  pÿ1
n
p ÿ uÿ 1
 
p ÿ t
1
 
apÿt;1  2pÿ2 np ÿ uÿ 2
 
p ÿ t
2
 
apÿt;2
for each u such that 06 u6 t, and
D00u 
X2
‘0
pÿ‘
n
p ÿ uÿ ‘
 
p ÿ t
‘
 
apÿt;‘
for each u such that 16 u6 t. Recalling that n  p  k ÿ 2, we see that
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p2D0u  k  tÿ1k  uÿ1p ÿ t
 p ÿ t ÿ 1 n
p ÿ uÿ 1
 
2k  tp ÿ uÿ 1 ÿ pk  u:
But, k  t P k  u and 2p ÿ uÿ 1 ÿ p  p ÿ 2u 1P p ÿ 2t  1P 0;
hence, D0u P 0 for each u such that 06 u6 t.
We now consider D00u where 16 u6 t. After some algebraic manipulation
involving the estimates apÿt;0 P n 2n 1k  tÿ1k  t ÿ 1ÿ1 and
p2 P p ÿ tp ÿ t ÿ 1, and the equality n  p  k ÿ 2 we obtain the in-
equality
p2D002 P
p ÿ tp ÿ t ÿ 1
k  1k  1ÿ 1
n
k  u
 
p ÿ uÿ1p ÿ uÿ 1ÿ1
 kf  uk  uÿ 1n 2n 1
ÿ pp ÿ uk  t ÿ 1k  u  k  tk  t ÿ 1p ÿ up ÿ uÿ 1g:
Let Z denote the term in braces. If it is non-negative then we are done. We split
the second of the two terms by writing p  p ÿ uÿ 1  u 1 and after
additional manipulations obtain that
Z  k  uk  uÿ 1n 2n 1 ÿ u 1p ÿ uk  t ÿ 1
 p ÿ up ÿ uÿ 1k  t ÿ 1t ÿ u:
Clearly, p ÿ up ÿ uÿ 1k  t ÿ 1t ÿ uP 0. But, k  uÿ 1 P u 1;
n 2 P p ÿ u, and n 1 ÿ k  t ÿ 1  nÿ k ÿ t  2  p ÿ t P 0; hence, the
term in braces is non-negative, and D00u P 0 for each u such that 16 u6 t. This
completes the proof in case i is odd. 
6. Proof of Theorem 6
Transforming Theorem 6 via the substitutions s  p ÿ i and t  nÿ i we
obtain the equivalent assertion: n s; nk; nÿ t  2n sÿ t; nk when
t  k ÿ 16 s6 nÿ t and t < n: If t  k6 s6 nÿ t, then we are done by Theo-
rem 23 of [18]; hence, we need only consider the case s  t  k ÿ 1. The case
k  0 is covered by Theorem 1; hence we shall assume that k P 1. Actually, we
shall prove some what more than is necessary; for, it turns out that if
s t  2t  k ÿ 1 < n, then
n k ÿ 1 t; nk; nÿ t  2n k ÿ 1; nk when nÿ t is odd: 6:1
In other words, when s  t  k ÿ 1 not only do we have the inequality
n k ÿ 1 t; nk; nÿ t  2n k ÿ 1; nk but we have hereditary row add-
ing.
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Example 2. If n  9; k  5 and t  2; then nÿ t  7 is odd and 2t  k ÿ 1 
8 < n  9; so, we have 15; 95; 7  22; 95 which in turn implies that
22; 15; 95; 7  222; 95. Moreover, if we apply Theorem 7 to 31; 94 we see
that p  22; n k  13 and p P n k; hence,
15; 95; 7  22; 95  31; 94  40; 93  49; 92  58; 9  67
with the last four inequalities also following from Theorem 7.
The proof depends very heavily upon formulas developed in [18]. Since our
notational scheme is identical to the scheme employed there we shall extract
what we need, referring to equations by the numbers appearing beside them in
that document. As mentioned above, Theorem 6 is an extension of Theorm 23
of [18]. Moreover, the proof of Theorem 23 of [18] is very similar, up to a point,
to what we shall present here. It is only when n t is even that the n-functions
are needed.
As in [18] we have s P t; so Dj  0 when j < sÿ t. Thus, substituting
i  nÿ t and p  n sÿ t in formula (5.4) we obtain, after various simplifi-
cations (see (6.6)–(6.8) of [18]) that
K0 ÿ Knÿt 
Xn
j0
FjDjsÿt; 6:2
where we use the expression for Fj that appears in (6.8) of [18], namely
Fj 
n sÿ t
j sÿ t
 
ÿ ÿ1nj n
t
 ÿ1Xt
u0
ÿ1u j
t ÿ u
 
s
u
 
n k ÿ j
nÿ uÿ j
 
:
6:3
We have Wpÿj  p ÿ j!nÿ p  j!Kÿ1Dj where K is the constant
k  1!nn!kn p!; hence by replacing j with j sÿ t, we obtain
Djsÿt  n!ÿ1K nj
 
Wnÿj:
Hence
n!Kÿ1K0 ÿ Knÿt 
Xn
j0
Fj
n
j
 
Wnÿj: 6:4
The proof involves two distinct parts. First we deduce that if j P 1, or j  0
and nÿ t is odd, then Fj P 0. This alone is sucient to prove (6.1). Next we
show that F0W0  nF1Wnÿ1 is a non-negative linear combination of n-functions
when nÿ t (or n t) is even.
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In the proof of Theorem 23 in [18] it was assumed that k  t6 s6 nÿ t and
three cases were considered with the intention of showing that the identical
element Fj is non-negative when j P 0. By the same proof we have Fj P 0 when
j P 1 and s  t  k ÿ 1. For the details start at formula (6.9) in [18] and read
through to the end of the proof invoking the equality s  t  k ÿ 1 at appro-
priate points.
We shall now examine F0. By plugging j  0 into (6.3) we discover that
F0  st
 
n
t
 ÿ1
n k ÿ 1
t  k ÿ 1
 
ÿ  ÿ 1nt n k
t  k
 
: 6:5
From this it is apparent that F0 P 0 when nÿ t is odd: so, the proof of (6.1) is
complete.
When nÿ t is even we have
F0  st
 
n
t
 ÿ1 n k ÿ 1
t  k ÿ 1
 
ÿ n k
t  k
  
 ÿ s
t
 
n
t
 ÿ1
n k ÿ 1
t  k
 
;
6:6
which is clearly negative. On account of (6.4) we also have
n!Kÿ1K0 ÿ Knÿt  F0W0  nF1W1 
Xn
j2
Fj
n
j
 
Wnÿj:
Since Fj P 0 when j P 1, it is sucient to show that F0Wn  nF1Wnÿ1  0. Note
that f  minfn; n sÿ tg  n, and j  minfk  1n; n sÿ tg  n sÿ t.
Hence, we have n0  Wn and n1  n sÿ tWnÿ1 ÿWn. Therefore,
Wnÿ1  n sÿ tÿ1n1  n0 and
F0W0  nF1W1  F0n0  nn sÿ tÿ1F1n0  n1
 F0  nn sÿ tÿ1F1n0:
To complete the proof we show that n sÿ tF0  nF1 P 0. Substituting j  1
in (6.3) we obtain
n
t
 
F1  n sÿ ts
  s 1
t
 
n
s 1
 
ÿ s
t ÿ 1
  n sÿ t
s
 
 s
t
 
n sÿ t
s 1
 
: 6:7
Combining (6.5) and (6.7) we determine that nt
ÿ n sÿ tF0  nF1 is the
same as
n
n sÿ t
s
  s 1
t
 
n
s 1
 
ÿ s
t ÿ 1
 
ÿ sÿ t s
t
 
n sÿ t
s 1
 
:
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But,
s 1
t
 
n
s 1
 
 s
t ÿ 1
  n
t
 
;
so, after multiplying by t and performing simplifications we obtain
t
n
t
 
n sÿ tF0  nF1  st ÿ 1
  n sÿ t
s 1
 
fnÿ 1s 1  tg:
Since nÿ 1s 1  t is obviously non-negative the proof is complete in all of
its cases.
7. Asymptotic inequalitie]s, proof of Theorem 4
We consider a partition a of the form n s; nk where s P 0 and k P 1. For
each i such that 06 i6 k we let ai  n pi; nkÿi where pi  in s. Thus,
a0  a and ak is the single term partition k  1n s. We will show that the
inequalities a0  a1  a2      ak hold for each s and k as long as n is suf-
ficiently large. If k  1 then a0 has only two terms; so a06 a1 by Theorem 1.
Henceforth, we assume that k P 2. By imposing the restriction n P k we obtain
that pi ÿ n  iÿ 1n s P k when i P 2. Thus, when n P k we already have
a1  a2      ak by Theorem 7. It is the inequality a0  a1 that requires at-
tention. Letting b denote a1 we want to show that a  b; that is, we want to
show that n s; nk  2n s; nkÿ1. If s P k, then we again have
p1 ÿ n P s P k; thus, a  b by Theorem 7. We therefore assume that s < k.
We specialize (4.12) to the partitions a and b by setting i  n and p  n s
thus obtaining
K0 ÿ Kn

Xns
j0
Xmnj
‘0
n
‘
 
s
jÿ ‘
 
1
(
ÿ  ÿ 1n‘ n k  sÿ ‘
nÿ ‘
 
n
‘
 ),
Dj:
7:1
We will show that K0 ÿ Kn  0 for n suciently large. We have
Wpÿj  p ÿ j!nÿ p  j!Kÿ1Dj  jÿ s!n sÿ J!Kÿ1Dj where K > 0 is
fixed. But, Wpÿj  0 unless 06 p ÿ j6 minfn; pg  n; so Dj  0 unless
s6 j6 n s. Moreover, sjÿ‘
 
 0 unless ‘P jÿ s. Therefore, we have
K0 ÿ Kn  n!ÿ1K
Xns
js
Xmnj
‘jÿs
s
jÿ ‘
 (
 n
‘
 
ÿ  ÿ 1n‘ n k  sÿ ‘
nÿ ‘
 )
n
jÿ s
 
Wnsÿj: 7:2
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Currently, we are dividing the partition a1 at the left end of the arm, thus
obtaining the partitions nk and n s; so, f  n and j  n s. Therefore,
(4.11) gives
nt 
Xt
i0
ÿ1tÿin si t
i
 
Wnÿi and Wnÿt  n sÿt
Xt
i0
t
i
 
ni 7:3
for each integer t such that 06 t6 n. Setting t  jÿ s in (7.3) we obtain
Wnsÿj  n sÿjs
Xjÿs
i0
jÿ s
i
 
ni; 7:4
when s6 j6 n s. We define coecient functions a‘n and bjn according
to
a‘n  n‘
 
ÿ ÿ1n‘ n s k ÿ ‘
nÿ ‘
 
and bjn 
Xmn;js
‘j
s
‘ÿ j
 
a‘n:
7:5
Note that the term in braces on the lefthand side of (7.2) is bjÿsn. Hence, by
combining (7.2), (7.4), and (7.5) we obtain the equalities
n!Kÿ1K0 ÿ Kn 
Xns
js
Xmn;j
‘jÿs
s
jÿ ‘
 
a‘n
( )
n
jÿ s
 
Wnsÿj

Xns
js
Xjÿs
i0
n sÿjsbjÿsn njÿ s
 
jÿ s
i
 
ni

Xn
j0
Xj
i0
n sÿjbjn
n
j
 !
j
i
 !
ni

Xn
i0
Xn
ji
n
(
 sÿjbjn
n
j
 !
j
i
 !)
ni 
Xn
i0
cinni;
where
cin 
Xn
ji
n sÿjbjn nj
 
j
i
 
7:6
for i such that 06 i6 n, and cin  0 for i > n. We aim to show that if n is
suciently large then each of the coecients cin; 06 i6 n, is non-negative.
This will complete the proof that k^a ÿ k^b  0.
Since n
‘
 and  nnÿ‘ are the same it is clear from (7.5) that a‘nP 0 when
‘P s k; thus
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bjn 
Xmn;js
‘j
s
‘ÿ j
 
a‘nP 0 whenever j P k  s: 7:7
Hence, cinP 0 whenever i P s k, and we have
n!Kÿ1K0 ÿ Kn 
Xn
i0
cinni 
Xskÿ1
i0
cinni

Xskÿ1
i0
Xn
ji
n
(
 sÿjbjn nj
 
j
i
 )
ni:
But, on account of (7.7) we have
Xn
ji
n sÿjbjn nj
 
j
i
 
P
Xks1
ji
n sÿjbjn nj
 
j
i
 
:
Therefore,
n!Kÿ1K0 ÿ Kn 
Xskÿ1
i0
~cinni
where
~cin 
Xsk1
ji
n sÿjbjn nj
 
j
i
 
for 06 i6 s k ÿ 1. To complete the proof it is sucient to show that for each
i such that 06 i6 s k ÿ 1 there is a positive integer Ni such that if n P Ni then
~cinP 0. First note that by requiring that n P 2s k  1 we always have
minfn; j sg  j s; thus,
bjn 
Xjs
‘j
s
‘ÿ j
 
a‘n 7:8
for each j such that i6 j6 s k  1. Define /j according to /jx 
j!ÿ1x sÿjQjÿ1t0xÿ t for each real number x 6 ÿs. Clearly, /j is a ra-
tional function and limx!1 /jx  j!ÿ1 for each j. Moreover, we have
~cin  Gin  Hin where
Gin 
Xk
ji
j
i
 
/jnbjn and Hin 
Xsk1
jk1
j
i
 
/jnbjn:
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Obviously, nl is a polynomial in n of degree l while nskÿlsk  is a polynomial in
n of degree s k. If it weren’t for the factor ÿ1nl we could say that aln is a
polynomial in n of degree at most maxfl; s kg. At any rate, if ‘6 k  s, then
j a‘n j is asymptotically bounded by Mnsk for some M > 0. Thus, if j6 k,
then (7.8) implies that there exists a Mj > 0 such that j bjn j 6Mjnsk for all n
suciently large. Consequently, there must exist a positive constant M 0 such
that j Gin j 6M 0nsk for all n suciently large. On the other hand, if
k  16 j6 k  s 1, then for large n the dominant term in (7.8) is ajsn
which is asymptotically equivalent to njs. In fact, if j P k  1, then
limn!1 bjnnÿjÿs exists and is positive. This means that for large n we have an
inequality of the form
Hin  GinP Hinÿ j Gin j P M 00nks1 ÿM 0nks
for appropriate positive constant M 00. From, this we immediately conclude that
~cinP 0 for all n suciently large. This completes the proof of Theorem 4.

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