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ABSTRAKT 
Bakalářská práce se zabývá využitím virtualizace zejména při simulaci datových sítí. Teoretická 
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This bachelor’s thesis deals with the use of virtualization, especially for data network simulation. 
The theoretical part deals with virtualization including virtualization division into groups and 
evaluate the advantages and disadvantages of virtualization. The following part describes several 
common virtualization tools. The majority of the text is devoted to simulation and presents several 
network simulators, which use virtualization. In the next part several experimental networks that 
are currently operating are described. Furthermore the measurement portion is realized where the 
measured parametres gathered from virtual network are compared with data measured in real 
network. The final section summarizes the results and draws conclusions. 
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Technologie virtualizace získává v poslední době značně na popularitě. Nejenom, že je schopna 
efektivně využít přidělené hardwarové prostředky, ale také jsme s její pomocí schopni 
simulovat nejrůznější konfigurace operačních systémů, síťových prvků nebo dokonce celé sítě, 
aniž by tyto změny měly vliv na chod skutečných zařízení, a tím pádem běžných uživatelů. 
Virtualizaci je možné provádět v několika úrovních, od virtualizace CPU (Central 
Processing Unit) až po vytvoření celých virtuálních strojů. Právě představení virtualizace, jejích 
možností, úrovní a několika virtualizačním nástrojům a simulátorům, které se v dnešní době 
používají, se věnuje první část práce. 
V práci se soustředím převážně na virtualizaci celých strojů, a několika síťových prvků. 
Všechny jsou vytvářeny pomocí virtualizačního programu VirtualBox.  
Právě možnostmi vytvoření virtuálních strojů ať už pomocí GUI VirtualBoxu nebo 
VBoxManage, se věnuje pátá kapitola práce, zároveň se v ní diskutují výhody či nevýhody 
obou způsobů vytvoření. 
 Součástí je i porovnání virtualizovaných variant scénářů zaměřených na testování různých 
parametrů služeb nebo sítě se scénáři reálnými. Reálné scénáře byly vytvořeny ve školní 
laboratoři. Hardwarová specifikace použitých prvků je představena na začátku páté kapitoly. 
Práce se v další části zabývá srovnáním přenosových rychlostí služby FTP (File Transfer 
Protocol) a dále se zaměřuje na vlastnosti sítě jako celku. S reálnými scénáři porovnává kolísání 
zpoždění paketů, propustnost a zpoždění paketů. Každé testování je rozděleno do tří částí. První 
je teoretická část, kde je představena měřená služba nebo vlastnost sítě, druhá část prezentuje 
naměřené výsledky a třetí část nabízí zhodnocení zjištěných skutečností. 
Všechna měření byla srovnávána mezi třemi typy realizace scénářů. První typ byl realizován 
na mém soukromém počítači, druhý typ na výkonnostně lepším počítači ve školní laboratoři a 
poslední typ byl složen z reálných prvků. 
Poslední část práce nabízí shrnutí dosažených výsledků s ohledem na výkonnostní 
porovnání těchto variant a možnosti ověřování vlastností realizovatelných sítí, komunikačních 





1 VIRTUALIZACE OBECNĚ 
Většina z nás si pod pojmem „virtuální“ představí něco, co není skutečné, něco umělého. Ne- 
jinak je tomu i v oblasti počítačů a sítí. V dnešní době existuje celá řada typů virtualizace, ale 
všechny mají za úkol společnou věc. Snaží se o vytvoření funkčního zařízení, které využívá 
reálných prostředků hostitelského počítače, ale zároveň pracuje nezávisle. Tato technologie 
nám tedy umožňuje například provozovat na jednom fyzickém počítači několik virtuálních, 
včetně emulace CPU, kterých může být emulováno více, než je fyzicky přítomno v počítači. 
Přístup virtualizovaných částí k reálným prostředkům obvykle zajišťuje tzv. hypervisor, 
který tvoří jakýsi most mezi reálným a abstraktním břehem. [4] 
1.1  Výhody virtualizace   
Virtualizace nabízí řadu výhod jak pro firmy, tak i pro jednotlivé uživatele. Mezi největší plusy 
patří například konsolidace serverů v rozsáhlém informačním systému, sjednocení testovacího 
a provozního prostředí, snazší doplňování a obnova HW vybavení, ale i úspora ve vynaložených 
licenčních nákladech. Virtualizace se čím dál více začíná uplatňovat i v síťových technologiích, 
kde pomáhá odhalovat dopad změn na síť, aniž by měly provedené změny vliv na reálný chod 
sítě. 
V poslední době se začíná využívat virtualizovaných klientů na serveru, ke kterým mají 
uživatelé přístup, přičemž veškerá data se ukládají rovnou na server (cloud), a tak jsou 
k dispozici i ostatním klientům připojeným k této síti. To znamená, že uživatelé mají přístup ke 
svým datům z jakéhokoliv zařízení, na kterém se lze na klienta přihlásit. Pro administrátory 
tento přístup vytváří centralizovaný systém, který je lehčí spravovat.[1] 
1.1.1 Využití virtualizace ve školních podmínkách 
I u nás na fakultě se můžeme setkat s využitím virtualizace. Tato možnost je vhodná k tomu, 
aby byli studenti schopni zasahovat do nastavení OS a instalovat nejrůznější aplikace, aniž by 
ohrozili bezpečnost sítě nebo samotnou konfiguraci pracovní stanice, protože při práci 
s virtuálním operačním systémem není hostitelský systém nebo hardware ovlivňován. Obvykle 
se po vypnutí virtuálního systému pozměněné nastavení vrátí do původní podoby. To je nutné, 
jelikož rychlé střídání studentů v laboratořích vyžaduje také rychlé navrácení stavu systému do 
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původního nastavení. Existuje nicméně i možnost, že se provedená nastavení uloží a student je 
schopen pokračovat v práci i v navazující hodině.   
1.2  Nevýhody virtualizace 
Při zvažování virtualizace se musí logicky zvážit i její nevýhody. Například pokud chceme mít 
několik virtuálních serverů na jednom fyzickém, musíme počítat s tím, že případná porucha 
fyzického serveru nám neodvratitelně ovlivní chod všech virtuálních serverů.  
Tato slabina se dá řešit pomocí tzv. “High Availability Server Systems“. Tento systém 
využívá shluku jednoho či více serverů, které jsou mezi sebou a klienty síťově propojeny. 
Každý z těchto serverů je přímo nebo nepřímo připojen k úložnému zařízení. Při výpadku 
jednoho fyzického serveru, je tak další server schopný jej nahradit.[23] 
V neposlední řadě jsou i relativně vysoké nároky na výpočetní výkon hostitele v případě, 
že se realizuje rozsáhlejší virtualizace. 
Dalším z problémů je fakt, že ne všechny programy či hardware fungují korektně 
s virtualizovanou platformou.  Zároveň je potřeba si uvědomit, že virtualizace potřebuje, stejně 
jako reálné aplikace, prostor na disku včetně výkonu CPU a operační paměť. S tímto aspektem 




2 TYPY VIRTUALIZACE 
Virtualizace se obecně dělí do několika skupin podle toho, v jakém rozsahu se provádí. Existuje 
možnost virtualizace hardwarových prvků, systémů nebo dokonce celých virtuálních strojů.  
Velkou roli zastává ve virtualizaci tzv. hypervisor, což je software, který vytváří a 
provozuje virtuální stroje. Zároveň zprostředkovává přístup virtualizovaných částí k fyzickému 
hardwaru.[2] 
2.1  Virtualizace hardwaru 
Jednoduše řečeno, virtualizovat hardware znamená vytvořit abstrakci reálného fyzického 
hardwaru, který využívá dostupných hardwarových prostředků počítače. Systém s tímto 
zařízením pracuje jako s reálným prvkem, na druhou stranu virtuální část hardwaru nemůže 
nikdy dosahovat výkonu toho reálného.  
Při virtualizaci fyzických zařízení rozlišujeme dva druhy. [2][3][7]  
2.1.1 Plná virtualizace 
Při plné virtualizaci se vytváří zcela nové virtuální prostředí. Při tomto způsobu virtualizace se 
emuluje hardware tak, že systém k tomuto zařízení přistupuje jako k reálnému prvku. Této 
techniky využívají virtuální stroje, ve kterých lze nainstalovat celé operační systémy. Existují 
dva způsoby virtualizování HW. První je tzv. hostitelský, který k přístupu používá operační 
systém, a druhý je nativní, který přistupuje k HW stroje přímo, bez účasti hostitelského OS. 
[2][3] 
 
Obr. 2.1: Hostitelská technika 




 Obr. 2.2:  Nativní technika  
 
2.1.2 Částečná virtualizace 
Při částečné virtualizaci hypervisor virtualizuje pouze části hardwaru včetně adresního místa 
tak, že je schopen poskytnout pouze ty části HW, které aplikace či instalovaný systém vyžadují 
pro svůj chod. Částečná virtualizace byla důležitým historickým mezníkem, protože byla 
dalším krokem k plné virtualizaci.  
Tento typ mohou využívat i operační systémy, které poskytují oddělený adresní prostor pro 
individuální uživatele nebo procesy.[2][3] 
Poznatky z částečné virtualizace vedly k vytvoření prvního plně virtualizovaného systému 
CP-40 od IBM.[24]. Tuto virtualizaci jde snáze implementovat než plnou virtualizaci.  
2.1.3 Paravirtualizace 
Hypervisor vytváří virtuální vrstvu hardwaru, kterou vnímá upravený hostitelský operační 
systém jako jeho reálný hardware, ovšem zároveň si je vědom, že nemá přístup k reálnému 
hardwaru, všechny přístupy jsou převedeny na volání hypervisoru.  
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Tento způsob přístupu značně redukuje režii spojenou se vstupně-výstupními 
operacemi.[2][4] 
2.2 Virtualizace desktopu 
Virtualizace desktopu umožňuje oddělit prostředí desktopu od reálného hardwaru. Ve zkratce 
lze říci, že vytváří virtuální počítače, které pomocí hypervisora využívají reálné hardwarové 
prostředky (RAM, HDD, CPU) hostitelského počítače. Tento způsob virtualizace umožňuje 
využít nevyužité hardwarové prostředky v PC a je vhodný pro experimentování a instalaci 
nových operačních systémů, aniž by ovlivnil chod toho reálného.[4][3]  
 
 
 Obr. 2.3: Virtualizace desktopu  
 
2.3 Virtualizace jednotlivých aplikací 
Při virtualizaci jednotlivých aplikací se zapouzdřuje software reálného operačního systému na 
kterém je vykonáván. Plně virtualizovaná aplikace není nainstalována v tradičním slova smyslu, 
ačkoli její procesy jsou vykonávány, jako kdyby byla. Aplikace přímo komunikuje s operačním 
systémem, ale existuje možnost její izolace. Pojem „virtualizovaná“ zde spíše vyjadřuje 
zapouzdření nežli emulaci, jak tomu bylo u virtualizace hardwaru.[3][4] 
2.4 Virtualizace sítí 
Počítačová síť jako celek v dnešní době představuje velmi složitou strukturu sestávající se 
z mnoha zařízení a ještě většího počtu nejrůznějších protokolů pracujících na všech vrstvách 
 20 
 
TCP/IP modelu.  Při zavádění nové sítě nebo provádění změn v již zaběhnuté síti je logické, že 
se správce sítě setká s mnohými problémy různého charakteru. 
Představíme-li si funkční síť, ve které chceme provést určité změny, nikdy dopředu nevíme, 
jak se změny projeví v celkovém chování sítě. Jednou z nejlepších možností, jak takové situaci 
předejít, je využít virtualizaci při simulování provozu v síti. Tato metoda umožňuje předem 
odhadnout chování sítě na prováděné změny a v případě problému upravit konfiguraci tak, aby 
fungovala korektně, a to vše bez následku pro reálnou síť, která zajišťuje služby uživatelům.  
Pro simulaci sítě můžeme využívat matematického modelu nebo zapojit do simulace 
virtualizované prvky.[6] [4] 
2.4.1 Simulace počítačové sítě 
Při simulaci počítačové sítě vytvoříme model datové sítě, ve kterém jsme schopni simulovat 
provoz a chování reálné sítě. V takovémto případě simulace můžeme pozorovat chování pouze 
součástí vyšších vrstev modelu TCP/IP. Tento druh simulace sítě se hodí zejména pro výukové 
účely, kdy nezkoumáme do hloubky vlastnosti přenosu a chování sítě v určitých situacích, ale 
spíše nás zajímá funkčnost celé struktury.  
2.4.2 Využití virtualizace při simulaci sítí 
Emulace sítě nám poskytuje bližší pohled na chování sítě včetně nejnižších vrstev. Znamená to 
virtualizovat síťové zařízení a zapojit ho do topologie sítě jako samostatný prvek. Emulace má 
oproti simulaci tu výhodu, že se zařízení chová jako skutečné, včetně chodu na nejnižších 
vrstvách, a proto celkový výsledek simulace odpovídá více skutečnosti. Nevýhodou emulace 
ovšem zůstávají vyšší požadavky na výpočetní výkon. V mé bakalářské práci se chci přiblížit 
co nejvíce situaci v reálných sítích, proto bude vhodné při simulaci sítě využívat právě emulaci, 




3 VIRTUALIZAČNÍ NÁSTROJE 
V současné době existuje řada nástrojů, které nám zprostředkovávají komplexní virtualizaci. 
Většina těchto nástrojů se současně snaží ulehčit proces virtualizace tak, aby byl přístupný pro 
nejširší spektrum uživatelů. Zároveň se s každou verzí zdokonalují a nabízí pokročilé možnosti.  
Na trhu existují desítky nejrůznějších nástrojů. V práci jsem vybral tři, se kterými jsem se 
nejvíce setkával při vypracovávání. 
3.1 Virtualbox 
Na základě osobních preferencí jsem se rozhodl, že ve své práci budu využívat multiplatformní 
virtualizační nástroj VirtualBox (zkráceně VB) od společnosti Oracle. 
VB je komplexní virtualizační nástroj, který nabízí mnoho služeb a možností. Co se týká 
síťové problematiky, VB slouží jako směrovač, DHCP, NAT a nabízí i port forwarding a 
poskytuje pro systém až 8 virtuálních PCI Ethernetových karet, pro které je možné zvolit 
virtualizovaný hardware i mód, ve kterém bude karta respektovat reálné síťové prostředky na 
hostitelském systému.[8] 
3.1.1 Emulovaný síťový hardware VB 
Pro každou kartu můžeme ve VB vybrat, jaký typ hardwaru bude emulovaný. VB nabízí celkem 
šest typů virtuálního hardwaru: 
 
• AMD PCNet PCI II (Am79C970A) 
• AMD PCNet FAST III (Am79C973, default) 
• Intel PRO/1000 MT Desktop (82540EM) 
• Intel PRO/1000 T Server (82543GC) 
• Intel PRO/1000 MT Server (82545EM) 
• Paravirtualized network adapter (virtio-net) 
 
Síťová karta AMD PCNet FAST III je nastavena jako defaultní, jelikož je podporována nejvíce 
operačními systémy.  
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Paravirtualizovaný síťový adaptér (virtio-net) je speciálním případem. VB v případě této 
volby neemuluje běžný síťový hardware, ale očekává, že hostující systém poskytne 
specializovaný síťový software, díky kterému se VB vyhne složitosti emulace síťové karty, a 
tím pádem se zlepší výkon sítě.[8] 
3.1.2 Možnosti sítě ve VB 
Každá ze síťových karet může být provozována v různých módech, které má VB v nabídce. 
Tyto módy jsou: 
 
 Nepřipojeno 
V tomto módu je sice virtuální síťová karta přítomna, ale není připojena.[8] 
 
 NAT 
Defaultní mód, ve kterém se lze virtuální OS připojit k internetu, stahovat soubory a 
prohlížet email.[8] 
 
 NAT síť 
Rozděluje počítače do systémů, které mezi sebou sice mohou komunikovat, ale 
nemohou přímo přistupovat k systémům uvnitř. Ke komunikaci vně systémy se 
používají protokoly TCP a UDP přes IPv4 a IPv6.[8] 
 
 Síťový most 
Síťový most se hodí pro pokročilejší síťové simulace nebo například pro provoz serverů 
uvnitř hostitelského OS. V tomto módu se VB připojuje přímo k jedné instalované 
síťové kartě a předává pakety přímo, přičemž tak obchází síťový balík hostujícího 
OS.[8] 
 
 Vnitřní síť 
Vytváří softwarově založenou síť, která je viditelná pro vybrané virtuální stroje, ale ne 





 Síť hostitele 
Síť hostitele slouží pro vytvoření sítě, ve které se nachází samotný hostitelský OS  
i virtuální stroje, bez potřeby fyzického síťového rozhraní fyzického stroje. Jako 
náhrada za toto rozhraní slouží virtuální rozhraní, které nabízí spojení virtuálních strojů 
s hostitelem.[8] 
 
 Obecný ovladač 
Nejméně používaný mód umožňující sdílet stejné síťové rozhraní dovolující uživateli 
vybrat ovladač. 
V současné chvíli tento mód nabízí dělení na UDP tunel, který slouží pro spojení dvou 
virtuálních strojů běžících na různých hostitelích skrz existující infrastrukturu. 
Další možností je VDE, které nabízí připojení k virtuálnímu ethernetovému přepínači. 
VDE je v současné chvíli ovšem ještě ve vývoji.[8] 
3.2 VMware Player 
VMP je dalším z dlouhé řady nástrojů určených pro virtualizaci celého stroje a aplikací. 
Využívá stejného virtualizačního jádra jako VMware Workstation, ale na rozdíl od něj je 
nabízen pro uživatele zdarma.   
VMP těží z činnosti firmy VMware, která se zabývá virtualizací serverů pro korporace, a 
proto má na poli virtualizace výhodu před většinou ostatních společností díky vědomostem 
získaných právě z této činnosti.[9][10] 
3.3 QEMU 
QEMU je rychlý emulátor procesorů, který ke svému chodu využívá techniku dynamického 
překladu. Technika dynamického překladu je technika, která využívá překlad zdrojového kódu 
k nahrazení nevirtualizovaných instrukcí novými sekvencemi instrukcí, které mají vliv na 
virtuální hardware. Tyto sekvence jsou ukládány do paměti, a tak při dalším použití není potřeba 
znovu sekvence překládat, což urychluje celý proces. Výhodou QEMU je jeho široké spektrum 
procesorů, které je schopen emulovat. Zvládá emulaci architektur x86, x86-64, ARM, SPARC, 
PowerPC a MIPS. QEMU můžeme provozovat ve dvou módech.[11] 
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3.3.1 Plná emulace 
V tomto módu QEMU emuluje celý systém od nejnižších vrstev. Tato možnost je vhodná 
zejména pro virtualizaci celých strojů.[11] 
3.3.2 Uživatelská emulace  
Tento typ emulace je možné realizovat pouze v Linuxu. QEMU, díky emulaci CPU umožňuje 
aplikacím kompilovaným pro jeden typ architektury chod na jiném typu, což je velmi výhodné 




4 AKTUÁLNÍ STAV VIRTUALIZAČNÍCH TECHNOLOGIÍ 
PRO SIMULACI DATOVÝCH SÍTÍ 
4.1 Experimentální sítě  
Pokud chceme simulovat provoz a celkově otestovat datovou síť, věrohodnost simulace se 
odráží na rozsahu sítě, ve které služby testujeme. V dnešní době existuje několik projektů, které 
poskytují pro nové síťové služby a protokoly virtuální prostředí, kde je možné je otestovat. 
Mezi nejznámější patří například VINI (Virtual Network Infrastructure) nebo PlanetLab. Tyto 
sítě se sice skládají i z fyzických komponent, ale využívají virtuální prvky. 
4.1.1 PlanetLab 
PlanetLab je počítačová síť vyvinutá pro návrh a testování geograficky distribuovaných 
síťových služeb s podporou pro výzkumné týmy a uživatele. PlanetLab vytváří architekturu 
zaměřenou na poskytování služeb. Uzly jsou umístěny po celé planetě, proto zde lze 
důvěryhodně simulovat prostředí internetu. 
Do projektu je zapojen i CESNET, takže tuto experimentální síť lze využívat i na VUT. 
Důležitým cílem je provozovat v síti mnoho síťových služeb, které jsou na sobě nezávislé. 
PlanetLab nabízí přístup k internetu připojeným virtuálním linuxovým strojům a přes 1000 
serverům po celém světě. Výhoda virtualizace strojů je hlavně v ušetření nákladů potřebných 
pro vytvoření rozsáhlé sítě, ale i v centralizované správě.  
V současné chvíli se PL nejvíce využívá pro testování distribuovaných systémů, p2p 
systémů, síťové bezpečnosti nebo pro měření síťových parametrů.[5][12] 
4.1.2 VINI 
VINI je další síť navržená pro ověřování datových služeb a protokolů v reálném prostředí  
s reálnou zátěží, směrovacím softwarem a reálnými událostmi v síti. Na sdílené fyzické 
infrastruktuře nabízí VINI podporu simultálních experimentů s libovolnými topologiemi, a to 
díky virtualizačním technologiím. VINI slouží jako alternativa k PlanetLabu, ale poskytuje 
lepší šířku pásma (1Gbps). 
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Skládá se ze 42 uzlů a poskytuje všem uživatelům PlanetLabu možnost vytvoření jejich 
vlastní virtuální sítě. Do PL je VINI dokonce implementována a to v podobě rozšíření zvaného 
PL-VINI toolkit, které nabízí další možnosti síťové architektury.[5][17] 
4.2 Simulátory sítě 
Pokud bychom chtěli simulovat základní funkce sítě pouze v malém rozsahu, poslouží nám 
například trojice programů Dynamips, Dynagen a GNS3. Tento soubor programů slouží 
zejména k simulaci sítí založených na Cisco zařízení. Výhodou pro běžné uživatele je fakt, že 
pro takovou simulaci nám postačí pouze jeden počítač, ve kterém můžeme virtualizovat hned 
několik síťových komponent. 
4.2.1 Dynamips-Dynagen-GNS3 
Dynamips emuluje Cisco IOS na klasickém počítači. Byl vyvíjen od roku 2005 a podporuje 
celou škálu Cisco IOS (3600, 3700, 2600). Emulace pomocí Dynamips je vhodná zejména 
k výukovým účelům, jelikož nabízí velmi nízkou propustnost (cca 1 kbps). Dynamips 
podporuje Windows, Linux i Mac OS. 
Tento simulátor dokáže obstojně virtualizovat Cisco směrovače, ale přepínače, které ke 
svému chodu potřebují specializovaný hardware, emulovat v Dynamipsu nejde.  
Instalovaný Cisco IOS na virtuálním směrovači si není vědom toho, že je emulovaný, takže 
se snaží posílat pakety na rozhraní skutečného směrovače. Dynamips tyto pakety zachytí a pošle 
je dalšímu virtuálnímu směrovači zařazenému do topologie nebo dokáže pakety poslat i externí- 
mu zařízení, a tak lze zkombinovat virtuální prostředí se skutečným. 
Bohužel, v dnešní době již není Dynamips oficiálně rozvíjen. Jedním z důvodů bylo i to, 
že všechen Cisco IOS je v dnešní době zpoplatněný a samotné Cisco se logicky bránilo jeho 
nelegálnímu šíření. Nicméně uživatelé na Dynamips zcela nezanevřeli a v současné době 
projekt Dynamipsu pokračuje pod taktovkou komunity, která přinesla do Dynamipsu vylepšení 
a změnila název programu na Dynamips-community, jehož zdrojový kód je volně 
přístupný.[19] 
Dynagen je, stručně řečeno, správcem Dynamipsu. Využívá tzv. „Hypervisorového módu“ 
ke komunikaci. Tento mód je schopen vykonávat několik instancí Dynamipsu zároveň.  
GNS poskytuje grafické rozhraní umožňující uživateli navrhnout a konfigurovat virtuální 
sítě. Mezi vlastnosti GNS patří i například připojení virtuálního stroje Virtualboxu. Podporuje 
zejména Cisco a Juniper software. Jeho výhodou je zejména široká uživatelská základna, která 
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po skončení oficiálního vývoje tohoto nástroje převzala roli vývojáře. GNS nabízí širokou škálu 
virtuálních prvků a nabízí uživatelům vytvoření svého vlastního zařízení.[18][19] 
4.2.2 Cloonix 
Dalším programem sloužícím k simulaci datové sítě je Cloonix, který nabízí poměrně 
jednoduché grafické prostředí.  
Cloonix pracuje s virtuálními stroji, ale podporuje i další formy virtualizačních technologií. 
Výhodou pro Cloonix je, že má stále aktivní tým vývojářů, kteří se na základě uživatelských 
připomínek snaží simulátor neustále zdokonalovat. 
Pomocí skriptů lze v Cloonixu snadno a rychle vytvořit různé modely sítě a pozorovat 
chování vybraných služeb nebo protokolů. Instalační balíček nabízí modifikované verze 
síťových nástrojů a správcovské nástroje pro virtuální stroje, proto pro samotný chod 
simulátoru nepotřebujeme mnoho specializovaného softwaru.  
Nevýhodou je, že Cloonix nelze spustit ve virtuálním stroji, jehož hostitelem je jiný 
operační systém než Linux. To je zapříčiněno tím, že Cloonix využívá KVM virtuální stroje 
(virtualizační struktura pro linuxové jádro).[14][20] 
4.2.3 Core  
Core je nástroj pro emulaci sítí, které lze připojit k sítím skutečným. Disponuje grafickým 
rozhraním pro návrh topologie, modulem pro tvorbu skriptů síťové emulace a nabízí funkce pro 
generování síťového provozu.  
Core nabízí vlastní obraz virtuálního stroje (VCORE), který lze spustit ve Virtualboxu, 
takže nemusí být předinstalovaný OS.[13][14] 
4.2.4 Imunes 
Imunes využívá FreeBSD operační systémy, které jsou instalovány na zařízeních a používá 
virtualizační technologie poskytované FreeBSD. Každé zařízení disponuje celým balíkem 
síťových služeb, a tak nabízí velmi realistickou a detailní emulaci. Také umožňuje každému 
virtuálnímu uzlu spouštět nemodifikovanou uživatelskou aplikaci, včetně obrazů směrovacích 
protokolů, generátorů síťového provozu, analyzerů nebo serverů na aplikační vrstvě. Jako 




Mininet vytváří realistickou virtuální síť, využívající reálné jádro. Klienti obvykle využívají 
standartní síťový software poskytovaný Linuxem a jeho podporu switchů (OpenFlow).  
Je vhodný například pro výzkumné, výukové nebo testovací účely.  
Velkou výhodou Mininetu je právě ve využívání reálného kódu. Díky tomu může být kód 
vytvořený a otestovaný v Mininetu  implementován s minimálními změnami do reálné sítě.[14] 
4.2.6 Netkit 
Netkit je zástupcem emulátorů využívající příkazové řádky založených na linuxovém jádře. 
Základem pro emulaci je napsání souboru popisujícího topologii na spojové vrstvě a 
konfiguračních souborů, které jsou totožné se soubory používanými v reálné síti.  Netkit poté 
spustí emulaci a spojí zařízení podle předem nadefinovaných konfigurací. 
Další variantou pro sestavení sítě je použití jazyka založeného na XML známého jako 
NetML nebo Netkit skriptů.[14][15] 
4.2.7 VNX 
VNX je nástroj, který poskytuje automatizaci při vytváření virtuální sítě. Má předdefinovaná 
schémata sítě vytvořená z různých typů virtuálních strojů (Linux, Windows, FreeBSD, Olive 
nebo Dynamips směrovačů), spojených v předem určené topologii s možností propojení do 
externí sítě. Soubor se schématy obsahuje informace v XML formátu psané ve specifickém 
jazyce VNX.[14][16] 
4.2.8 Packet tracer  
Packet tracer je další program do rodiny simulátorů nabízející grafické prostředí a využívající 
virtualizaci. PT je poskytován jako nástroj pro simulaci sítí využívající síťové prvky Cisco. 
Cisco jej poskytuje ke svým výukovým kurzům. Je vhodný k simulování základního chování 
sítě a lze v síti zprovoznit několik směrovacích protokolů.  Pro komplexnější simulaci sítí je ale 
PT nedostačující. Chybí mu také podpora několika směrovacích protokolů a možností, kterými 




5 REALIZACE MĚŘENÍ 
S ohledem na sledované parametry sítě je při realizaci měření vhodné navrhnout více než jednu 
topologii a v každé navrhnuté konfiguraci sledovat specifika daných protokolů a služeb.  
Pokud chceme sledovat chování služeb či protokolů na aplikační vrstvě, ve většině případů si 
vystačíme s velmi jednoduchou topologií skládající se pouze ze dvou PC (peer to peer) nebo 
modelu server-client.  
Chceme-li simulovat například chování směrovacích protokolů, je nutné do topologie 
zapojit aktivní síťové prvky (směrovače), čímž se zvýší požadavky na výpočetní výkon a 
složitost konfigurace. Cílem při simulaci sítě bude snížit počet klientů na minimum, jelikož 
sledujeme chování sítě a požadované hardwarové prostředky přebytečných klientů by mohly 
ovlivnit výsledky testování.  
Za předpokladu, že se zkoumá dopad virtuálních směrovačů na výkon sítě, mohou se využít 
v praxi zcela nesmyslné topologie, které nám umožní lepší podmínky pro sledování a simulaci. 
Spojení virtuálních stanic a směrovačů je v práci realizováno pomocí virtualizačního programu 
Oracle VM VirtualBox ve verzi 4.3.16 r95972. Na stanicích, které mají k dispozici paměť 1024 
MB, je nainstalován unixový operační systém Ubuntu 4.04 LTS. Na virtuálních směrovačích je 
nainstalován Mikrotik RouterOS ve verzi 6.27. Ve všech virtuálních součástech je síťová karta 
typu virtio-net. 
Podrobnější specifikace jsou uvedeny v tabulkách níže. 
 
Tab. 5.1: Základní specifikace reálných směrovačů 
Označení Typ RAM [MB] CPU [MHz] OS  
R1 Mikrotik RB751G-2HnD 64 400 RouterOS v5.26 
R2 Mikrotik RB751G-2HnD 64 400 RouterOS v5.26 
R3 Mikrotik RB951G-2HnD 128 600 RouterOS v5.26 
 
Tab. 5.2: Základní specifikace virtuálních směrovačů 
Označení OS RAM [MB] 
R1 RouterOS v6.27 64 
R2 RouterOS v6.27 64 
R3 RouterOS v6.27 128 
 
První část měření virtualizovaných komponent probíhala na notebooku Asus K55V, jehož 
hardwarová konfigurace je následující: 
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 Procesor: Intel Core i5-3210M 2,5 GHz 
 Paměť: 4 GB 
 Operační systém: Windows 7 Professional 64 bit Service Pack 1  
 
Druhá část měření soustředící se na virtualizaci probíhala na počítači v laboratoři, jehož 
konfigurace je: 
 Procesor: Intel Core i7-3770 3,4 GHz 
 Paměť: 16 GB 
 Operační systém: Windows 7 Professional 64 bit 
5.1 Vytvoření virtuálních strojů 
Jak je již zmíněno, v práci je k vytvoření virtuálních strojů použit program VirtualBox v.4.3.16 
r95972 od společnosti Oracle.  
Vytvoření stanic lze realizovat dvěma způsoby. Pro běžného uživatele je přehlednější 
vytvoření strojů pomocí grafického prostředí Správce VirtualBox, které nabízí přehlednou 
konfiguraci stanic v grafickém režimu. 
Druhou možností je využít při vytváření, ale i správě virtuálních strojů prostředí založené 
na příkazovém řádku operačního systému, VBoxManage (VBM). VBM nabízí celkovou 
kontrolu nad virtualizačním systémem, čímž se z něho stává komplexnější nástroj pro 
konfiguraci než grafické prostředí. Jeho nevýhodou je ovšem nutnost znalosti příkazů a 
mechanismů virtualizace, takže je určen spíše pro pokročilejší uživatele.[21] 
5.1.1 Příklad vytvoření stanice pomocí GUI Správce VirtualBox 
Vytvoření stanice můžeme rozdělit do třech základních částí. V prvním kroku se nastavuje 
název stanice, typ OS a jeho verze. VirtualBox nabízí široké spektrum podporovaných typů OS 

















Ve druhé části je nutné určit paměťový prostor, se kterým bude virtuální stroj pracovat. Velikost 
paměti se v hostitelském OS rezervuje při startu virtuálního stroje a musí být k dispozici po 
celou dobu jeho provozu.  
 
 
Obr. 5.2: Alokace paměti v GUI 
 
Obr. 5.1: Název a operační systém 
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Další částí nezbytnou pro běh virtuálního stroje je vytvoření pevného disku o námi stanovené 
velikosti. Při vytváření platí to samé, co u virtuální paměti, a totiž, že stanovená velikost se 
bude alokovat v hostitelském OS. 
VB nabízí tři možnosti. První z nich je nepřidávat virtuální disk, což je vhodné například 
ke spuštění live distribuce OS.  
Druhou možností je vytvoření virtuálního pevného disku. Pokud chceme vytvořit nový 
virtuální pevný disk, musíme zvolit i jeho formát. V této verzi VB je na výběr ze šesti formátů 
pevných disků. Je to například VDMK, který je používán několika jinými virtualizačními 
nástroji nebo VDH formát používaný Windows. Typickou volbou je formát VDI, což je nativní 
formát VirtualBoxu. [21] 
Po stanovení formátu virtuálního pevného disku je nutné zvolit jeho velikost. V tomto 




Obr. 5.3: Vytvoření virtuálního pevného disku v GUI 
      
Vytvoření a přiřazení volného místa je poslední částí na cestě k vytvoření virtuálního stroje. Po 
tomto kroku se nám v GUI objeví ikona námi vytvořené stanice.  
V dalším postupu je nutné vybrat obraz disku OS, který budeme chtít instalovat, a poté ho 
nainstalovat na vytvořený stroj, jako by se jednalo o reálné zařízení.  
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 Konfigurace sítě se provádí v záložce „Síť“ v Nastavení. V tomto případě nabízí VB až čtyři 
síťové karty, které můžou být připojeny různými možnostmi. V nabídce je i výběr několika 
typů virtualizovaných síťových karet. 
 
 
 Obr. 5.4: Nastavení sítě v GUI  
 
5.1.2 Příklad vytvoření virtuálního stroje pomocí VBoxManage 
Druhou z možností, jak se dá vytvořit virtuální stroj ve VB, je použití VBoxManage (VBM). 
VBM nabízí všechny funkce, které má GUI, a navíc přidává několik dalších. 
V první části je nutné vytvořit název pro stanici a zaregistrovat ji. V tomto konkrétním 
případě je pojmenována jako „Pokus“.  
Základním příkazem ve VBM pro vytvoření virtuální stanice je příkaz „createvm“. Za 
parametrem --name je uveden název stanice. 
 
$ VBoxManage createvm --name "Pokus" --register 
 
Dále je potřeba zvolit typ OS a paměť, kterou bude virtuální stroj disponovat. Slouží k tomu 
příkaz „modifyvm“, který mění nastavení registrované virtuální stanice. Pro samotné určení 





$ VBoxManage modifyvm "Pokus" --memory 512 
$ VBoxManage modifyvm "Pokus" --ostype Linux 
 
Následně se povoluje otevřená specifikace ACPI, s jejíž pomocí operační systém přistupuje 
k pokročilejším funkcím (správa napájení atd.). Také se volí zařízení, ze kterého bude OS při 
startu bootovat. 
 
$ VBoxManage modifyvm "Pokus" --acpi on --boot1 dvd --boot2 net  
 
V další části přichází na řadu konfigurace síťového rozhraní. V této části je nastaven typ sítě, 
jenž se bude pro danou virtualizovanou síťovou kartu používat, a konkrétní typ síťové karty. 
Ke kartě je připojen virtuální kabel.  
 
$ VBoxManage modifyvm "Pokus" --nic1 nat 
$ VBoxManage modifyvm "Pokus" --nictype1 virtio 
$ VBoxManage modifyvm "Pokus" --cableconnected1 on 
$ VBoxManage modifyvm "Pokus" –-nic2 intnet 
$ VBoxManage modifyvm "Pokus" –nictype2 virtio 
$ VBoxManage modifyvm "Pokus" –-cableconnected2 on 
$ VBoxManage modifyvm "Pokus" –-intnet2 NetC 
 
Následuje vytvoření virtuálního pevného disku, který je v tomto případě reprezentován jako 
soubor formátu VDI, což je nativní formát pevných virtuálních disků VirtualBoxu. Vytvoří se 
použitím příkazu „createvdi“. Za parametrem „--filename“ se definuje umístění souboru 
zastupující pevný disk a za parametrem „--size“ velikost v Mb. 
Dále je nutné vytvořit virtuální sběrnici pro připojení paměťových zařízení. Činí se tak 
příkazem „storagectl“, sběrnici definujeme název a typ (IDE, SATA, SCSI). 
K vytvořené sběrnici připojíme virtuální HDD pomocí příkazu „storageattach“. Postupně 
definujeme sběrnici, port, zařízení, na kterém jsou dané porty, a typ paměťového média. 





$ VBoxManage  createvdi --filename C:/VirtualBox_VMs/pokus/pokus.vdi 
--size 5000 
$ VBoxManage storagectl "Pokus" --name "SATA Controller" --add sata 
 
$ VBoxManage  storageattach "Pokus" --storagectl "SATA Controller" -
-port 0 --device 0 --type hdd --  medium 
C:/VirtualBox_VMs/pokus/pokus.vdi 
 
$ VBoxManage  storageattach "Pokus" --storagectl "SATA Controller" -
-port 1 --device 0 --type dvddrive --medium E:/Downloads/ubuntu-
14.04.1-desktop-i386.iso 
 
Vytváření stanic ve VBoxManage je výhodné i z důvodu automatizace celého procesu 




6 OVĚŘOVANÍ SLUŽEB, PROTOKOLŮ A PARAMTERŮ 
SÍTĚ 
Jak už bylo zmíněno, všechna měření probíhala ve třech variantách. Varianta virtualizovaného 
typu měřená na notebooku Asus K55V se ve všech případech značí jako „Virtuální scénář“. 
Virtuální varianta měřená na PC v laboratoři se značí jako „Virtuální scénář 2“. V grafech je 
jejich označení „Virtual“ a „Virtual 2“. 
6.1 FTP přenos  
V první části testování se práce zaměřuje na zkoumání přenosové rychlosti při přenosu souboru 
pomocí FTP služby.  
Ve virtualizovaných variantách scénáře jsem jako FTP server využil unixový FTP server 
vsftpd (Very Secure FTP Daemon). V reálné verzi scénáře jsem FTP server realizoval pomocí 
programu FileZilla v3.11 a na straně klienta jsem využil program Total Commander v8.01. 
Měření je provedeno ve třech variantách. V první variantě je propojen server s klientem 
přímo, ve druhé variantě se nachází mezi serverem a klientem směrovač. Ve třetí variantě jsou 
stanice propojeny pomocí tří směrovačů zapojených „sériově“ za sebou. Přenášen byl soubor 
„test.rar“, jehož velikost byla 159,2 Mb (159 188 463 bytů). Přenos probíhal ve 
směru download. 
6.1.1 FTP protokol  
FTP je jedním z nejstarších protokolů aplikační vrstvy modelu TCP/IP. K přenosu využívá TCP 
na transportní vrstvě s porty 20 a 21. Port 20 slouží pro přenos dat, zatímco port 21 slouží 
k řízení. Vzhledem k tomu se sestavují dvě paralelní spojení. Pro datový kanál lze zvolit typ 
přenášených dat. Tato data mohou být v binární nebo ASCII podobě.  
Vzhledem k jeho jednoduchosti je služba rychlá, ale na druhou stranu náchylná 
k odposlechu, proto se již ve veřejných sítích dnes již nepoužívá.  
Její zabezpečenou alternativou je protokol SFTP. Práce se v tomto případě věnuje simulaci 
v uzavřené síti, takže zabezpečení proti odposlechu nehraje velkou roli.[22] 
6.1.2 První verze scénáře pro měření FTP přenosu 
V první verzi scénáře je zvoleno propojení serveru s klientem pouze ethernetovým kabelem.  
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Jedna stanice plní roli serveru, druhá zastává roli klienta. Obě dvě se logicky nachází ve stejné 
síti.  
V tomto scénáři plní roli serveru PC 2, zatímco roli klienta PC 1. Přenášen byl soubor 
„test.rar“, jehož velikost byla 159,2 Mb (159 188 463 bytů). Měření bylo provedeno sedmkrát 
pro každý typ scénáře. 
 
 
 Obr. 6.1: První verze scénáře FTP přenosu    
 
6.1.3 Výsledky měření první verze scénáře FTP přenosu 
Hodnoty přenosu u obou typů realizace jsou zaznamenány v tabulce níže. Výsledky spadající 
pod „Virtuální scénář“ jsou naměřeny na soukromém počítač Asus K55V, hodnoty patřící pod 
„Virtuální scénář 2“ byly naměřeny s pomocí laboratorního počítače. 
 
Tab. 6.1: Naměřené hodnoty 1. verze scénáře FTP přenosu 
  Virtuální scénář Virtuální scénář 2 Reálný scénář 
Číslo př.  Čas [s] Rychlost [kB/s] Čas [s] Rychlost [kB/s] Čas [s] Rychlost [kB/s] 
1. 7,92 19634 8,83 17603,2 3,71 42955 
2. 8,25 18840 6,89 22578,9 3,12 51103 
3. 8,72 17835 6,89 22578,9 3,40 46782 
4. 9,12 17049 8,68 17931 3,58 44492 
5. 10,71 14513 6,31 24648 3,15 50526 
6. 11,08 14036 5,29 29381,8 2,54 62659 
7. 7,38 21078 4,9 31729,4 3,04 52448 





 Obr. 6.2: Porovnání rychlostí FTP přenosu u prvního scénáře  
 
6.1.4 Druhá verze scénáře pro měření FTP přenosu 
Ve druhé verzi scénáře byl mezi klienta a server umístěn jeden směrovač. Roli klienta opět 
plnilo zařízení PC 1. Stejně jako u první verze scénáře byl přenášen soubor „test.rar“.  
 





















1. virtual 1. real 1. virtual 2
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6.1.5 Výsledky měření druhé verze scénáře FTP přenosu 
Tab. 6.2: Naměřené hodnoty 2. verze scénáře FTP přenosu 
  Virtuální scénář Virtuální scénář 2 Reálný scénář 
Číslo př.  Čas [s] Rychlost [kB/s] Čas [s] Rychlost [kB/s] Čas [s] Rychlost [kB/s] 
1. 12,15 12793,3 5,69 27326,3 4,79 33216 
2. 10,57 14710 7,78 19980,8 4,60 34599 
3. 9,65 16104,7 4,09 38050,8 4,47 35589 
4. 10,64 14608,5 4,44 35050,5 4,98 31940 
5. 10,16 15296,4 5,37 28945 4,92 32352 
6. 9,21 16877,9 6,02 25831,8 4,91 32454 
7. 12,5 12436,7 6,31 24649 4,65 34249 
Průměr 10,70 14689,64 5,67 28547,74 4,76 33485,57 
 
 
Obr. 6.4: Porovnání rychlostí FTP přenosu u druhého scénáře 
 
6.1.6 Třetí verze scénáře pro měření FTP přenosu 
Ve třetí části měření FTP přenosu byly do sítě implementovány tři směrovače. Stejně jako 
v předchozích dvou případech zastával roli klienta PC 1 a roli serveru PC 2. Přenášen byl soubor 


























Obr. 6.5: Třetí verze scénáře FTP přenosu 
 
6.1.7 Výsledky měření třetí verze scénáře FTP přenosu 
Tab. 6.3: Naměřené hodnoty 3. verze scénáře FTP přenosu 
  Virtuální scénář Virtuální scénář 2 Reálný scénář 
Číslo př.  Čas [s] Rychlost [kB/s] Čas [s] Rychlost [kB/s] Čas [s] Rychlost [kB/s] 
1. 15,7 9904,3 5,76 26973,1 6,01 26500 
2. 15,8 9839,9 4,82 32227,5 5,81 27379 
3. 13,28 11704 5,76 26973,1 5,72 27833 
4. 12,39 12550,6 5,62 27651,9 6,04 26361 
5. 14,12 11011,3 5,82 27353,5 5,91 26932 
6. 11,15 13942,6 7,34 21180,7 5,69 27989 
7. 13,03 11926,7 4,25 36596,4 5,48 29051 





 Obr. 6.6: Porovnání rychlostí FTP přenosu u třetího scénáře  
 
6.1.8 Zhodnocení naměřených hodnot FTP přenosu 
Z výsledných hodnot vyplývá, že pro první dva scénáře dosahuje nejvyšší přenosové rychlosti 
reálné zapojení prvků. Tento fakt neplatí u posledního scénáře se třemi směrovači, kde 
s ohledem na průměrnou přenosovou rychlost, vykazuje nejlepší hodnotu virtuální scénář 2. 
Zajímavé je na hodnoty pohlížet co do rozdílu průměrných přenosových rychlostí 
virtuálních scénářů a reálného scénáře. 
 
Tab. 6.4: Rozdíl průměrných přenosových rychlostí virtuálních a reálných scénářů 
 1. scénář 2. scénář 3. scénář 
Virtual [kB/s] 32569 18796 15881 
Virtual 2 [kB/s] 26359 4938 -987 
 
Z Tab. 6.4 je patrné, že vzhledem k přibývajícímu počtu prvků v síti se rozdíl mezi průměrnými 
přenosovými rychlostmi snižuje. Zatímco si ovšem první typ realizace virtuální sítě udržuje ve 
všech scénářích relativně vysoký odstup od reálného zapojení, virtualizace realizovaná na 
silnějším počítači rozdíly postupně snižuje, a ve třetím scénáři dokonce předčila průměrnou 


























Obr. 6.7: Porovnání všech scénářů FTP přenosu 
 
Z Obr. 6.7 je patrné, že hodnoty FTP přenosu ve virtualizované verzi v první variantě jsou 
omezené zdroji, které mají virtuální stroje k dispozici, a proto tato varianta vykazuje ve všech 
případech nejnižší výkonnost. Druhá varianta virtualizace naopak konkuruje v zapojení se 
směrovači reálnému scénáři. Nejvyšší přenosovou rychlostí disponuje první scénář reálného 
zapojení.  
6.2 Měření propustnosti směrovačů 
Propustnost je v oblasti sítí posuzována podle množství dat, které je schopno zařízení nebo 
médium přenést za jednotku času. Je to jeden z faktorů vyjadřující výkon sítě. Různé aplikace 




















1. real 2. real 3. real 1.virtual 2. virtual
3. virtual 1. virtual 2 2. virtual 2 3. virtual 2
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Nejčastěji je vyjádřena v jednotkách bit/s, nicméně v moderních sítích se pohybujeme 
v oblasti Mbit/s nebo Gbit/s. Například VoIP vyžaduje 56 kbit/s, zatímco HD video potřebuje 
pro plynulý provoz minimální propustnost až 4 Mbit/s. [25] 
6.2.1 Realizovaný scénář měření propustnosti směrovačů  
Měření propustnosti ve virtualizované podobě je prováděno pomocí tří emulovaných 
směrovačů Mikrotik s RouterOS v. 6.27 a nástroje „Bandwidth test“, který je přítomný jako 
součást RouterOS. Tento test je základním nástrojem pro měření propustnosti sítě. 
V konfiguraci testu je nutné zvolit klienta a server, na kterém se bude test provádět. Platí, že na 
straně serveru lze nastavit defaultní autentizaci, zapnutí serveru, počet maximálních relací testu 
nebo rozsah UDP portů. 
Klient nabízí relativně velké spektrum možnosti nastavení testu. Mezi základní patří 
zvolení TCP nebo UDP protokolu, interval, doba trvání testu, směr, velikost a typ testovacích 
paketů.   
Měření bylo prováděno ve dvou variantách. Nejdříve byla měřena propustnost z R1 na R2 
a poté byl k takto realizované topologii připojen ještě další směrovač R3 a měřena propustnost 
z R1 na R3. Pro přenos byl zvolen UDP protokol, tudíž se rámec skládal z IP hlavičky, UDP 
hlavičky a UDP dat. Důležité je také zmínit, že UDP tester posílá až o 10% více paketů, než je 
zaznamenáno jako přijatých na straně klienta. [26] 
 
Zvolené nastavení testu bylo: 
 Direction = both 
 Duration = 100s 
 Local-udp-tx-size = 1500 bytů 
 Remote-udp-tx-size = 1500 bytů 
 Protocol = UDP 
6.2.2 První scénář měření propustnosti 
V prvním případě bylo provedeno testování propustnosti virtualizované linky mezi směrovači. 





Obr. 6.8: První scénář realizovaného měření propustnosti 
 
6.2.3 Výsledky první verze scénáře měření propustnosti 
Tab. 6.5: Naměřené hodnoty propustnosti u prvního scénáře 
 Virtuální scénář Virtuální scénář 2 Reálný scénář 
Číslo měř.  Tx  [Mb/s] Rx  [Mb/s] Tx  [Mb/s] Rx  [Mb/s] Tx  [Mb/s] Rx  [Mb/s] 
1. 35,5 205,3 191,6 190,9 358,5 227 
2. 36,8 179,8 187,7 190,3 357,7 227,7 
3. 38,9 166,1 185,3 189,5 360,9 226 
4. 33,5 162,8 181,9 189,2 356,2 230,1 
5. 32,9 175,2 178,9 189,7 359,1 226,9 
Průměr 35,52 177,84 185,08 189,92 358,48 227,54 
 
 

























Obr. 6.10: Porovnání průměrných hodnot propustnosti odeslaných paketů v 1.scénáři 
 
6.2.4 Druhý scénář měření propustnosti 
Ve druhé variantě měření propustnosti byl do topologie přidán směrovač R3, který sloužil jako 
klient. Směrovač R1 opět zastával roli serveru. Toto zapojení bylo zaměřené zejména na měření 
propustnosti směrovače R2, jelikož přes něj procházel provoz. 
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6.2.5 Výsledky druhé verze scénáře měření propustnosti 
Tab. 6.6: Naměřené hodnoty propustnosti u druhého scénáře 
 Virtuální scénář Virtuální scénář 2 Reálný scénář 
Číslo př.  Tx  [Mb/s] Rx  [Mb/s] Tx  [Mb/s] Rx  [Mb/s] Tx  [Mb/s] Rx  [Mb/s] 
1. 35,4 35,1 111,5 79,8 11,5 570,4 
2. 32,1 31,6 88,6 93,2 11,9 571,6 
3. 32,6 33,2 94,1 90,7 11,2 570,6 
4. 35,1 34,9 95,5 95,4 11,2 568,4 
5. 33,1 34,1 93,4 93,8 11,3 570,7 
Průměr 33,66 33,78 96,62 90,58 11,42 570,34 
 
 
Obr. 6.12: Porovnání průměrných hodnot propustnosti odeslaných paketů ve 2. scénáři  
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6.2.6 Zhodnocení naměřených hodnot propustnosti 
Je očividné, že se naměřené hodnoty zejména u reálného scénáře velmi liší pro směr přijatých 
a směr odeslaných paketů. Způsobeno je to charakterem testu, u kterého se reálný směrovač 
choval jinak, než směrovače virtuální. 
V prvním scénáři měl nejvyšší průměrnou propustnost v obou směrech scénář s reálnými 
prvky. Ve směru odeslaných paketů měl dokonce přibližně dvakrát vyšší propustnost než druhý 
„Virtuální scénář 2“. Ve směru přijatých paketů se hodnoty vyrovnaly, ale i přes to vykazoval 
scénář s reálnými prvky nejlepší čísla.  
Ve druhém scénáři měl nejvyšší hodnotu pro směr odeslaných paketů virtuální scénář 
druhého typu, hned za ním byl virtuální scénář prvního typu. Zatímco hodnoty obou virtuálních 
scénářů byly pro oba směry přibližně vyrovnané, u reálného scénáře dosahoval rozdíl hodnot 
pro oba směry cca 560 Mb/s. Z toho vyplývá, že reálný směrovač je schopen v tomto testu 
poskytnout velmi vysokou propustnost, ale pouze v jednom směru. 
Celkový pohled na hodnoty propustnosti ve směru odeslaných paketů nabízí Obr. 6.14, kde 
jsou porovnávány hodnoty z obou typů scénářů. Naměřené vlastnosti z druhého typu scénáře 
jsou označeny číslem 2. za označením typu realizace. Obr. 6.15 poskytuje stejný pohled, ale ve 
směru přijatých paketů 
 
 























Obr. 6.15: Porovnání měření propustnosti všech typů u obou scénářů ve směru přijatých 
paketů 
 
6.3 Měření kolísání zpoždění paketů 
V počítačových sítích se vyjadřuje kolísání zpoždění jako hodnota kolísání zpoždění mezi 
paketem n a paketem n+1.  
 V ideální síti bychom naměřili kolísání zpoždění rovno 0 ms. Takový případ ovšem 
v reálných podmínkách nikdy nenastane. Znát hodnoty kolísání zpoždění je důležité při 
nastavování vstupní vyrovnávací paměti pro aplikace vyžadující pravidelný příjem paketů nebo 
pro rozlišení dynamiky front uvnitř sítě nebo směrovačů, kde mohou změny ve zpoždění paketů 
ovlivnit dobu zpracování fronty.[27] 
6.3.1 Realizovaný scénář měření kolísání zpoždění paketů  
Při měření kolísání zpoždění paketů v testovaném scénáři byl zvolen nástroj Traffic generator 
(dále jen TG), který je součástí Tools v RouterOS. Tento nástroj dokáže generovat a posílat 
pakety skrze definované porty a zároveň nabízí vytvoření vlastního paketu, u kterého lze 
definovat hlavičku (MAC, VLAN, IP, UDP, RAW), port, typ dat, které bude přenášet, a další. 
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Pro měření byly realizovány scénáře se dvěma směrovači, které jsou spojeny skrze dva 
porty. Přesné zapojení je zobrazeno na Obr. 6.16. 
 
 
Obr. 6.16: Scénář měření kolísání zpoždění paketů 
 
V simulaci jsem vysílal UDP pakety z R1 přes R2 znovu na R1. Velikost vysílaných paketů 
jsem zvolil 60 bytů a rychlost vysílání 50 Mb/s. 
6.3.2 Naměřené hodnoty kolísání zpoždění paketů 
Z číselných výstupů virtualizovaného i reálného scénáře obou typů jsou sestrojeny tři grafy, 
které znázorňují kolísání hodnot, a tři histogramy vyjadřující četnosti jednotlivých výsledků 
měření. Výsledky jsou zaznamenány pro sto sekvencí. 
 
 



















































































 Obr. 6.18: Průběh kolísání paketů ve virtualizované verzi scénáře (typ 2)  
 
 
Obr. 6.19: Průběh kolísání paketů v reálné verzi scénáře 
 
6.3.3 Zhodnocení naměřených hodnot kolísání zpoždění paketů 
Ze sestrojených grafů je na první pohled patrné, že průběh kolísání zpoždění se od sebe ve 
scénářích odlišuje. Zatímco v prvním (Obr. 6.20) i ve druhém typu (Obr. 6.21) virtualizovaných 




































































































































































celou dobu měření prakticky konstantní (Obr. 6.22). Největší zastoupení četnosti v zobrazeném 
histogramu má pro virtualizovanou verzi prvního typu hodnota 5 ms, zatímco pro reálnou verzi 
hodnota 4 ms, stejně jako ve virtualizované variantě druhého typu. Kolísání hodnot ve 
virtualizovaném scénáři je způsobeno výpočetně náročnější realizací přenosu, který musí 
probíhat skrz hypervisor, a proto je velmi obtížné udržet hodnotu kolísání zpoždění na 
vyrovnané úrovni.  
Porovnáváme-li průměrnou hodnotu kolísání, v reálném scénáři byla naměřena hodnota 
3,64 ms, ve virtualizovaném scénáři prvního typu byla průměrná hodnota kolísání zpoždění 
paketů 7,43 ms a ve druhém typu virtualizovaného scénáře 5,98 ms. I z těchto hodnot lze 
usoudit, že reálný scénář vykazuje v měření kolísání zpoždění paketů nejlepších hodnot, 
zatímco nejhůře dopadl virtualizovaný scénář prvního typu. 
 
 



















Obr. 6.21: Histogram virtualizované verze scénáře měření kolísání zpoždění (typ 2) 
  
 
Obr. 6.22: Histogram reálné verze scénáře měření kolísání zpoždění 
6.4 Měření zpoždění paketů 
Zpoždění nebo také latenci paketů, můžeme charakterizovat jako čas potřebný k tomu, aby se 
paket dostal z bodu A do bodu B. Tomuto zpoždění se říká zpoždění jednosměrné. Pokud 
měříme zpoždění z bodu A přes bod B zpět do bodu A, jedná se o zpoždění obousměrné RTT 
(Round Trip Time).  
Různé typy služeb vyžadují různé maximální hodnoty zpoždění. Zatímco například pro 
real-time služby je vyžadována nízká hodnota zpoždění k tomu, aby byla komunikace 
srozumitelná a plynulá, pro služby, jako je Email, nejsou nároky na zpoždění příliš vysoké.  
Rozdílné požadavky na zpoždění se řeší pomocí priorit, podle nichž zachází směrovače 





















































6.4.1 Realizovaný scénář měření zpoždění paketů 
V tomto případě jsem ponechal scénář z předchozí části, kde jsem měřil kolísání zpoždění 
paketů. Měření jsem opět prováděl pomocí TG. 
 
 
 Obr. 6.23: Realizovaný scénář měření zpoždění paketů  
 
6.4.2 Naměřené hodnoty zpoždění paketů 
Stejně jako u měření kolísání zpoždění paketů jsem sestrojil dva grafy znázorňující kolísání 



























































































Obr. 6.25: Průběh zpoždění paketů ve virtualizované verzi scénáře (typ 2) 
 
 
 Obr. 6.26: Průběh zpoždění paketů v reálné verzi scénáře  
 
6.4.3 Zhodnocení naměřených hodnot zpoždění paketů 
Z naměřených hodnot je patrné, že nejmenší průměrnou hodnotou zpoždění paketů disponuje 
































































































































































o 0,28 ms nižší než průměrné zpoždění paketů v druhé virtualizované variantě a o 1,63 ms nižší 
než průměrné zpoždění v reálném scénáři. 
Z této skutečnosti můžeme usoudit, že doba potřebná k realizaci virtuálního přenosu paketů 
je nižší než doba, kterou potřebuje stejná konfigurace v reálných podmínkách.  
Ačkoli je celkové zpoždění u virtualizovaných variant nižší než u reálné, jejich hodnoty mají 
větší rozptyl, nejsou tak tolik stabilní jako reálný scénář. 
 
 
Obr. 6.27: Průměrné zpoždění všech typů měření 
 
6.5 Zhodnocení dosažených výsledků 
Měření bylo prováděno ve třech variantách. Dvě varianty byly realizovány virtuálně s tím, že 
první byla sestrojena na výkonnostně slabším počítači než druhý typ. Třetí varianta byla měřena 
na reálných směrovačích i počítačích. 
S ohledem na výkonnostní porovnání těchto variant výsledky napovídají, že první virtuální 
varianta není schopna konkurovat reálným podmínkám v téměř žádném typu měření, které bylo 
v této práci provedeno. V prvním scénáři FTP přenosu vykazovala až třikrát nižší přenosovou 
rychlost, než byla naměřena u reálného zapojení. S dalšími scénáři se rozdíl snižoval, ale i přes 
to zůstala daleko za hodnotami skutečné varianty. Jedinou výjimkou, kde předčila reálné 























Naopak přenos souboru pomocí FTP služby u virtualizované varianty druhého typu měl ve 
druhém a třetím scénáři, kde byly mezi počítači směrovače, srovnatelné hodnoty s naměřenou 
přenosovou rychlostí v reálných podmínkách a v části se třemi směrovači měl dokonce 
nejrychlejší průměrnou přenosovou rychlost. Při tomto typu měření se tedy výkonnostně 
vyrovnává reálné variantě. Slabinou FTP služby je, stejně jako u první virtualizované varianty, 
kolísání zpoždění paketů. Hodnota tohoto parametru je sice na lepší úrovni než u prvního typu 
virtualizované varianty, ale přesto daleko zaostává. Co se týče zpoždění paketů, u této varianty 
byla naměřena nejnižší hodnota. 
Při měření propustnosti ovlivnil výsledek charakter testu, jelikož se při něm chovaly 
virtuální a reálné směrovače odlišně. Z dosažených hodnot se ovšem dá posoudit, že reálný 





Prvním cílem bakalářské práce bylo popsat aktuální stav virtualizačních technologií pro 
virtualizaci platforem se zaměřením na využití virtualizace pro simulaci, modelování a 
ověřování parametrů datových sítí a služeb. Této problematice se věnuje první část práce, kde 
jsou představeny techniky virtualizace, její možnosti a využití. Práce se v této části věnuje také 
simulátorům, které ke své činnosti využívají techniku virtualizace, experimentálním sítím a 
v neposlední řadě i virtualizačním nástrojům, z nichž nástroj VirtualBox je hojně využíván 
v další části bakalářské práce.  
Ve druhé, praktické části, jsou navrhnuty a realizovány scénáře pro testování síťových 
služeb, vlastností sítí a komunikačních protokolů. Tyto scénáře jsou sestrojeny jak ve virtuální, 
tak i v reálné podobě. Pro každou podobu scénáře bylo provedeno testování zaměřené na různé 
vlastnosti. Práce se věnuje testování služby FTP, konkrétně její přenosové rychlosti 
v downloadu, propustnosti, kolísání zpoždění paketů a zpoždění paketů. Testování podléhaly 
oba typy scénáře. Naměřené hodnoty obou druhů scénářů byly poté vyhodnoceny.   
Virtuální varianty scénáře byly sestrojeny pomocí virtualizačního nástroje VirtualBox a 
mého soukromého počítače. Práce se také věnuje vytvoření virtuálního stroje pomocí 
grafického rozhraní VirtualBoxu, které je pro uživatele relativně přehledné a vytvoření 
virtuálního prvku není příliš složité. Jako alternativu, která nabízí rozšířené možnosti, práce 
představuje ekvivalentní vytvoření stroje v nástroji VBoxManage. Postup vytvoření virtuálního 
stroje, spolu s vysvětlením příkazů, je v práci také představen. 
Druhá, reálná část, byla sestavena ve školní laboratoři pomocí dostupných směrovačů 
Mikrotik, mého soukromého počítače a počítače, který byl k dispozici v laboratoři. Jednotlivým 
hardwarovým konfiguracím všech použitých prvků se práce věnovala na začátku páté kapitoly.  
Každý scénář byl rozdělen do třech podkapitol. V první podkapitole byl představen scénář, 
který byl realizován, ve druhé podkapitole byly prezentovány naměřené výsledky, pro větší 
přehlednost sestrojeny grafy, v některých typech měření i histogramy, a v poslední části 
zhodnocení měření.  
Na závěr se práce věnuje rozboru dosažených výsledků, ze kterých je jasně patrné, že ve 
většině případů výkonnost reálných scénářů převyšuje výkonnost scénářů virtualizovaných. 
V oblastech, kde virtualizovaná varianta přináší lepší výsledky, než varianta reálná snižuje 
kvalitu její nestabilita.  
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SEZNAM POUŽITÝCH ZKRATEK 
ACPI  Advanced Configuration and Power Interface - specifikace pro  
komunikaci jádra operačního systému s hardwarem 
CPU  Central Processing Unit - procesor 
DHCP  Dynamic Host Configuration Protocol - protokol z rodiny TCP/IP 
FTP  File Transfer Protocol - protokol pro přenos souborů mezi počítači 
GUI  Graphical User Interface – grafické uživatelské rozhraní 
HD  High Definition – vysoké rozlišení 
HDD  Hard Disk Drive – pevný disk 
HW  Hardware  
IPv4  IP verze 4 
IPv6  IP verze 6 
KVM Kernel-based Virtual Machine – virtualizační struktura pro linuxové 
jádro 
MAC  Media Access Control – kontrola přístupu k médiu 
NAT  Network Address Translation – překlad síťových adres 
OS  Operační Systém 
PC  Personal Computer 
PCI Peripheral Component Interconnect - počítačová sběrnice pro připojení 
periferií k základní desce   
PL  Planet Lab – globální výzkumná síť 
PT  Packet Tracer – síťový simulátor 
RTT  Round Trip Time – obousměrné zpoždění 
SFTP  Simple File Transfer Protocol – přenosový protokol 
TCP  Transmission Control Protocol – protokol transportní vrtstvy 
TG  Traffic Generator – generátor provozu v RouterOS 
VB  Virtual Box – virtualizační nástroj 
VBM  VBoxManage – utilita VirtualBoxu 
VDE Virtual Distributed Ethernet – možnost síťové konfigurace ve 
VirtualBoxu 
VINI  Virtual Network Infrastructure – globální výzkumná síť  
VLAN  Virtuální LAN 
VMP  VMware Player – virtualizační nástroj 
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VoIP  Voice over IP – služba pro přenos hlasu po síti 
VUT  Vysoké Učení Technické 
 
  
