This paper introduces an interval valued linear fractional programming problem (IVLFP). An IVLFP is a linear fractional programming problem with interval coefficients in the objective function. It is proved that we can convert an IVLFP to an optimization problem with interval valued objective function which its bounds are linear fractional functions. Also there is a discussion for the solutions of this kind of optimization problem.
Introduction
While modeling practical problems in real world, it is observed that some parameters of the problem may not be known certainly. Specially for an optimization problem it is possible that the parameters of the model be inexact. For example in a linear programming problem we may have inexact right hand side values or the coefficients in objective function may be fuzzy (e.g. [1] ).
There are several approaches to model uncertainty in optimization problems such as stochastic optimization and fuzzy optimization. Here we consider an optimization problem with interval valued objective function. Stancu, Minasian and Tigan ([2, 3] ), investigated this kind of optimization problem. 5] ) proved and derived the Karush-Kuhn-Tucker (KKT) optimality conditions for an optimization problem with interval valued objective function.
A fractional programming problem is the optimizing one or several ratios of functions (e.g. [6] ). Such these models arise naturally in decision making when several rates need to be optimized simultaneously such as production planning, financial and corporate planning, health care and hospital planning. Several methods were suggested for solving this problem such as the variable transformation method [7] and the updated objective function method [8] . Several new methods are proposed ( e.g. [9] [10] [11] ). The first monograph [12] in fractional programming published by the first author in 1978 extensively covers applications, theoretical results and algorithms for single-ratio fractional programs (see [13, 14] ).
Here first we introduce a linear fractional programming problem with interval valued parameters. Then we try to convert it to an optimization problem with interval valued objective function.
In Section 2 we state some required preliminaries from interval arithmetic. In Section 3 the interval valued linear fractional programming problem is introduced. In Section 4 we solved numerical examples. Finally Section 5 contains some conclusions.
Preliminaries
We denote by I the set of all closed and bounded intervals in  . Suppose , A B I  , then we write = ,
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where is a real number and so we have k 
There are several approaches to si define interval divion. Following Ratz (see [15] ) we define the quotient of two intervals as follows:
We observe that the quotient of two intervals is a set which may not itself be an interval. For example,
. Given definition 2.2, by the following Theorem:
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To introduce an interval-valued linear fractional pro- o we may have interval-valued linear fractional programming in the form (7): ). Als   , IVLFP(2) minimize = , subject to:
LFP(2) (see Equation (9)) under some assumptions can be converted to an IVLFP in the form IVLFP(1) (see Equation (8)).
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