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Abstract 
 
 In recent years, AI analyses and estimates human 
actions. Also smartphone services which use location 
information are developed and used by many users. They 
can estimate user’s next action and provide various 
information to the user. GPS is used to get location. 
However, it is difficult to get location exactly because 
radio waves from satellites don’t reach to indoors and 
undergrounds. Position estimating systems which called 
dead reckoning are developed. They use data which are 
gained from sensors in the phone so their accuracy are 
vary with the holding states and walking areas. In 
addition, smartphone users may change holding on the 
occasion of walking. In the previous work, estimating 
phone holdings systems using finite state machine and 
estimating human actions systems using Recurrent Neural 
Network(RNN) are proposed. In regard to other machine 
learning like Support Vector Machine(SVM) and random 
forest, RNN needn’t feature vector. RNN is used to deep 
learning and many fields. In this paper, we propose 
estimating walking areas and phone holding technique 
which use acceleration data, gyroscope data and RNN. 
We got sensor data and separated to train and test data. 
2 seconds data just after changing phone holdings are test 
data, others are train data. Next, RNN studies patterns by 
train data and recognize by test data. Finally, RNN 
outputs accuracy and loss function. 
 
1. まえがき 
近年，人間の行動を人工知能が予測し，その予測結果
を様々な分野のサービスで利用されることが期待されて
いる．その一例としては，最近，急速に普及が進んでい
るスマートフォンを情報基盤として，端末の位置に応じ
たサービスやそのためのアプリケーションが挙げられる．
端末の位置を推定することで，利用者の行動状況を分析
し次の行動を予測するとともに，利用者に様々な情報を
提供する．最近のほとんどのスマートフォンには GPS が
搭載されており，そこから位置情報を取得することがで
きるが，屋内など電波の届かない場所においては正確な
位置情報を取得することが困難である．そこで，様々な
条件で端末の位置を推定することができるよう，デッド
レコニングの研究が進められている．このうちスマート
フォンを用いた歩行者デッドレコニングでは，端末に内
蔵されるセンサーを利用して歩数や進行方向を算出し，
その情報をもとに移動経路などを推定する．センサーの
測定値は歩行場所や端末の把持姿勢により異なることが
明らかになっているため[1]，それらを把握することが必
要である．さらに，人の通常の行動中においては，歩行
中に持ち方を変更する可能性がある． 
そこで本研究では，スマートフォンの端末で取得され
る各種センサーの情報から再帰的ニューラルネットワー
クを用いて歩行場所や把持姿勢の推定を行う．ここでは，
歩行場所について，平地歩行・階段の昇り降り・坂の登
り下りの 5 種類を認識の対象とする．また，把持姿勢は
正面持ち(HOLDING)・揺さぶり(SWING)・ポケット入れ
(POCKET)の 3種類を対象とする．これまでの研究では把
持姿勢をモードとして定義しモード別に経路算出の処理
を行う手法で有限オートマトンを用いた持ち方の推移の
認識について提案されている[2]．この研究では，端末を
揺さぶる場合，ポケットに入れる場合に 10%程度の誤認
識が見られ，また，持ち方および歩行経路の推定を行う
場所が平地のみとなっており，階段や坂などのそもそも
歩行状態が異なる場合については考慮されていない．一
方で，再帰的ニューラルネットワーク (以下 RNN：
Recurrent Neural Network)を用いて行動を認識する手法が
提案されており[3]，単一行動のデータにおいて 95%を超
える高精度で識別できること，サポートベクターマシン
(以下 SVM)をはじめとする従来用いられてきた機械学習
手法と比較して精度が上がることが示されている．また，
階段の昇り降りも実験の対象としている．RNN はニュー
ラルネットワーク(以下 NN)の一種であり時系列データに
対応する．従来型手法のように特徴量を抽出することな
く分類・回帰を行うことが可能であり，ディープラーニ
ングとして用いられる．以下，2 節で過去に行われた行
動認識の研究，3節で RNNによる学習，4節で実装，5節
で実験内容と結果，6節で考察についてまとめる． 
 
2. 関連研究 
2.1節では有限オートマトンを用いてスマートフォンの
持ち方の変化を認識する研究，2.2節では RNNを用いた
行動認識の研究について述べる． 
 
2.1. 有限オートマトンを用いた持ち方認識 
Tianらの研究[2]において，HOLDING，SWING，
POCKETの 3種類のスマートフォンの持ち方をモードと 
  
図 1：モード定義の有限オートマトン[2] 
 
して定義し，モードに応じた 1歩検知・歩幅推定・方向
推定の処理を行う歩行者追跡が提案されている．モード
定義において有限オートマトンを利用し持ち方の変更を
認識している．図 1に示す有限オートマトンは，持ち方
を状態，持ち方の変更を遷移として定義する．TRANS 
は持ち方が変わる際に経由する状態をいう．端末の y 軸，
z 軸方向の回転角度を常時確認し，モード別に設定され
た閾値を超えたら TRANS へ遷移する．次に，TRANS へ
移った後 2秒間の重力加速度を確認し，3軸のうちどこに
重力がかかっているか確認したうえで次に遷移する状態
を決定する．HOLDING は端末が正面を向いていること
から y軸または z軸寄り，SWINGは画面の向きが床と垂
直であることから x 軸寄りを条件とする．POCKET につ
いては，変更前が HOLDING であれば SWING，SWING
であれば HOLDING の条件を満たさない際に遷移する．
22 歳から 65 歳までの 17 人の参加者を対象とし，端末の
持ち方を自由に変更しながら 80メートルの直線を歩行す
る実験が行われた結果，全 106 回の持ち方の変更で
HOLDING を正しく識別できた割合は 96.88%であるのに
対し，SWINGは 89.48%，POCKETは 92.86%で誤認識が
目立ったほか，回転角度のしきい値を超えていない
TRANS が 7.55%確認され，持ち方を変えていないにもか
かわらず TRANSに遷移したことが 2回確認された．本研
究では POCKETに遷移する条件についても考察する． 
 
2.2. RNNを用いた行動認識 
 井上らの研究[3]では，静止・歩き・走り・スキップ・
階段昇り・階段降りの 6 種類の行動を 3 軸方向の加速度
および RNN を用いて認識する手法が提案されている．
HASC(Human Activity Sensing Consortium)により収集・配
布されている HASC コーパスというデータセットを用い
ており，単一行動のみ収録するセグメンテッドデータと
複数行動を連続で行うシーケンスデータに分割し，さら
にセグメンテッドデータを比率が 4：1となるように訓練
データとテストデータに分割し，訓練正解率(訓練データ
で訓練し，訓練データで推定)，テスト正解率(訓練デー
タで訓練し，テストデータで推定)，シーケンス正解率
(訓練データで訓練し，シーケンスデータで推定)の精度
を評価している．RNNの入力は 3軸方向の加速度に合わ 
 
図 2：RNNの構造[2] 
 
せて 3 次元，出力は 6 種類の行動クラスに合わせて 6 次
元に固定し，隠れ層のユニット数・層数・ドロップアウ
トレートを可変にして，最適な値を探索している．さら
に，決定木・サポートベクターマシン・ランダムフォレ
ストを用いて機械学習手法に関する比較を行っている．
隠れ層のユニット数を 20・40・60・80の 4通り，層数を
1～4 の 4 通り，シーケンスデータに対して最も良い推定
結果を示したRNNのモデルは隠れ層のユニット数が60，
段数が 3，ドロップアウトレートが 0.5という結果が出て
いる．この最良モデルでは，テストデータの正解率が最
大で 95.4%となっている．また，従来の手法では正解率
が 80%に届いていないのに対して RNNでは精度が 10%以
上向上している． NN は層数が増えるほど訓練データに
対する適度が増すものの，計算が複雑になり学習難易度
が上がる．また，メモリ使用量が増加することも注意す
る必要がある．ユニット数に関しても同様で，高い汎化
性能を得るためには層数とユニット数を増やしすぎては
ならないと考察されている．本研究では，歩行場所と把
持姿勢の組み合わせを推定結果として得る必要があるの
で，適切な層数やユニット数について調査する必要があ
る． 
 
3. RNNを用いた学習・認識 
RNN は NN の一つであり，主に時系列データの予測で
用いられる．通常の RNNにおいては，入力は独立した入
力ではなく「一連の入力データ」として扱われ，それぞ
れに対し一連の出力データが必要となる．そのため，出
力は最後の層のみから発生し，一連の入力おのおのに対
して出力を生成することはできない．また，ある層の出
力は次の層の入力のみ利用される．これに対し，RNN は
ある層の出力は一般的な NN の最後の層のような(中間デ
ータではないユーザーが利用可能な)出力としても利用さ
れる．また，各層の入力として，前の層の入力に加えて
時系列のデータポイントも利用する．このように，NN
の出力を別のネットワークの入力として利用するような
再帰的構造を持つ NNを RNNと呼ぶ． 
 
3.1. ネットワーク 
本研究で扱う RNN の構造について説明する．層数を𝐿，
ユニット数を𝐽とおく．RNNの全体図を図 2に示す．時刻
 𝑡における𝑙層の入力ベクトル𝑢(𝑙),   𝑡と出力ベクトル𝑧(𝑙),   𝑡
をそれぞれ以下の式(1)，式(2)で与えるとする． 
𝑢(𝑙),   𝑡 = [𝑢1
(𝑙),   𝑡, ⋯ , 𝑢𝑗
(𝑙),   𝑡, ⋯ ,
𝑢𝐽
(𝑙),   𝑡]
𝑇
 
(1) 
𝑧(𝑙),   𝑡 = [𝑧1
(𝑙),   𝑡, ⋯ , 𝑧𝑗
(𝑙),   𝑡, ⋯ ,
𝑧𝐽
(𝑙),   𝑡]
𝑇
 
(2) 
 次に，入力層において𝑥𝑡 = 𝑧(1),   𝑡，出力層において
𝑣𝑡 = 𝑢(𝐿),   𝑡および𝑦𝑡 = 𝑧(𝐿),   𝑡とし，入力層では出力層の
みでユニットとする．重みは 3通り定義する． 
𝑙 − 1層目から𝑙層目への入力伝播の重みとして𝑊(𝑙) =
𝜔𝑗𝑖
(𝑙)(𝑖は𝑙 − 1層目の任意のユニット番号)，中間層から中
間層への帰還路の重みとして𝑅(𝑙) = 𝜔𝑗𝑗′
(𝑙)(𝑗′は前時刻の
任意のユニット番号)を与えると，𝑢(𝑙),   𝑡の成分は式(3)で
表される． 
𝑢𝑗
(𝑙),   𝑡 = ∑ 𝜔𝑗𝑖
(𝑙)𝑧𝑖
(𝑙−1),   𝑡
𝑙
𝑖
+ ∑ 𝜔𝑗𝑗′
(𝑙)
𝐽
𝑗′
𝑧𝑗′
𝑙,   (𝑡−1) (3) 
 また，𝑙層の出力のベクトルの要素は，活性化関数𝑓(𝑙)
を用いて， 
𝑧𝑗
(𝑙),   𝑡 = 𝑓(𝑙)(𝑢𝑗
(𝑙),   𝑡) (4) 
の式で表される．𝑙層の出力および出力層の出力をベクト
ル表記でまとめると，式(5)(6)で表される． 
𝑧(𝑙),   𝑡 = 𝑓(𝑙)(𝑊(𝑙)𝑧(𝑙−1),   𝑡 + 𝑅(𝑙)𝑧𝑙,   (𝑡−1)) (5) 
𝑦𝑡 = 𝑓(𝐿)(𝑣𝑡) = 𝑓(𝐿)(𝑊(𝐿)𝑧(𝐿−1),   𝑡) (6) 
 多クラス分類を行うために，出力層の活性化関数にソ
フトマックス関数を用いる．クラス𝐶1，…，𝐶𝑘，…，𝐶𝑛
とおくと，出力層の𝑘番目のユニットの出力は式(7)で表
される． 
𝑦𝑘 =
exp (𝑎𝑘)
∑ exp (𝑎𝑖)
𝑛
𝑖=1
 (7) 
 ここで，𝑦𝑘は𝐶𝑘に属する確率を表す． 
 
3.2. 学習 
 NN の学習で用いられる指標を損失関数といい，NN が
どれだけ教師データに適合していないかを表す．損失関
数は任意の関数を用いるが，本研究では式(8)で表される
交差エントロピー誤差を用いる． 
𝐸 = −
1
𝑁
∑ ∑ 𝑡𝑛𝑘
𝑘
log 𝑦𝑛𝑘
𝑛
 (8) 
 ここで，𝑁はデータの個数，𝑦𝑛𝑘は𝑛個目のデータの𝑘次
元目の値を表す．𝑡𝑛𝑘は正解ラベルとなるインデックスの
みが 1 で，その他は 0 であるとする．式(8)はデータ 1 個
あたりの平均の損失関数を求める． 
 NN の学習は，損失関数の値が小さくなるよう重みパ
ラメータを更新することで進める．損失関数の最小値を
求める手法として，式(9)で表される勾配降下法を用いる． 
𝑥𝑖+1 = 𝑥𝑖 − 𝜂∇𝐸 (9) 
𝑥は重み，∇𝐸は勾配，𝜂は学習率 
 勾配の算出には誤差逆伝播法を用いる．RNN では，
BPTT(BackPropagation Through Time)という，RNNのネッ
トワークを中間層出力を介して時間方向に展開する方法
を用いる．それにより，RNNを時間経過を含めて 1つの 
 
図 3：LSTMの構造 
 
大きなニューラルネットワークとみなすことにより，誤
差逆伝播法を適用することが可能になる． 
 
3.3. LSTM 
本項では，RNN における入出力重み衝突問題や勾配の
消失・爆発問題を解決する手法として，LSTMについて 
説明する．図 3に示す LSTM(Long Short-Term-Memory)は，
RNN の拡張として 1995 年に登場した時系列データに対
するモデルの一つであり，RNN の中間層のユニットを
LSTM blockと呼ばれるメモリと 3つのゲートを持つブロ
ックに置き換えることで実現する． 
 入力の重み衝突を解決するのは，入力ゲートである．
時系列データを学習する場合，以下の矛盾する重み更新
を同時に受ける場合がある． 
1. ユニットを活性化されることによる入力信号の伝達 
2. 別のユニットからの無関係な入力によりユニットの
値が消去されることを防ぐ入力信号の保護 
 以上のような矛盾する重み更新が頻発すると，学習が
遅れる要因となる．そこで入力ゲートが導入され，追加
の重みパラメータを持たせることにより，前のユニット
(1 つ前の時間)の入力を受け取るか受け取らないかを判断
させるようにした．それにより，必要に応じて誤差信号
の伝播をゲート部で止める．同様に，出力の重み衝突を
解決するために出力ゲートが導入されている． 
 忘却ゲートは，入力系列のパターンが変わった際に内
部メモリセルの状態を更新できないという問題を解決す
るために 1999年に導入された．誤差信号を受け取ること
で，一度メモリセルで記憶した内容を「忘れる」ことを
学習する．これにより，状態遷移が起こり，今までの記
憶が必要なくなった時にセルを初期化することを可能に
する． 
各ゲートでの情報の取捨選択にはシグモイド関数を用
いる．出力が 0であればゲートを通さず，1であればすべ
て通す． 
 勾配消滅問題は，時刻𝑡の値が多くなるにつれて勾配の
値が指数関数的に増加または減少することにより発生す
る問題である．CEC(Constant Error Carousel)は誤差の不安
定性を調節し，勾配の増加や減少を抑えることで勾配の
消滅を防ぐために導入された．  
 勾配爆発問題については，2010 年頃から勾配のノルム
に対して一定の制約値(hard constraint)を設け，ミニバッ
 チの学習毎に大きくなりすぎた勾配のノルムを補正する
という方法がとられるようになった．Bengioらは，勾配 
爆発問題が起きる必要条件がリカレント重み行列の最大
の特異値にあることを証明し，回避方法として以下のア
ルゴリズムに従う勾配クリッピングを正式に提案した． 
∇𝐸 ←
𝑐
‖∇𝐸‖
∇𝐸 (10) 
∇𝐸は勾配，𝑐は閾値 
∇𝐸が𝑐を超えたとき，式(10)を適用し∇𝐸を修正する 
 
4. 実装 
 加速度と回転角度を取得し，RNN に入力して精度を出
力する実験を行った．データの取得はAndroid Studioを用
いて作成した加速度センサーおよびジャイロセンサーか
ら取得する加速度・回転角度の値を CSVファイルに保存
するアプリケーションを Samsung社の GALAXY SⅡ上で
実行することにより行った．なお，サンプリング周波数
は 50Hz(1 秒間に 50 サンプルのデータを取得)とした．
RNN による学習・識別は Microsoft Visual Studio 上で
python を用いてプロジェクトを実装することで行った．
RNNのライブラリには chainerを用いた． 
 
4.1. 学習データ・テストデータの生成 
 加速度および回転角度は-1 から 1 の範囲で正規化した
ものを使用する．次に，持ち方を変えて 1 秒後からその
次に持ち方を変える直前までのデータを切り出し，さら
に 2 秒間のデータに分割する．ここで，持ち方を変えた
ことの判定は y 軸方向および z 軸方向の回転角度が持ち
方に応じた閾値を超えた時刻とする．閾値を超えて 1 秒
経過した時，持ち方の変更の確認とする．ここで，1 秒
間 50 サンプルであることから，その位置の 50 サンプル
後を起点，次に閾値を超える位置の 1 サンプル手前を終
点とする．分割したデータは最初の 2 秒間をテストデー
タ，それ以外を学習データとしてさらに分割する．つま
り，一つのデータの長さは 100 となる．ここで，歩行場
所・持ち方に応じて出力層のニューロンの番号を定義す
る．本研究では歩行場所が平地歩行・階段昇り・階段降
り・坂登り・坂下りの 5 種類，持ち方が HOLDING・
SWING・POCKETの 3種類であり，識別するパターンは
15種類であるから，1～15の番号を与える． 
 
4.2. RNNの実装 
 生成した学習データ・テストデータを RNNに入力し，
損失関数および精度を出力する．入力層のユニット数は
3軸方向の加速度・回転角度に合わせて 6とし，出力層の
ユニット数はパターン数に合わせて 15とする．隠れ層の
ユニット数および層数は可変として，適切な数を実験に
より調べる．先述した通り，出力層の活性化関数にソフ
トマックス関数，学習の指標である損失関数に交差エン
トロピー誤差，勾配の算出に BPTT 法，入出力や勾配に
関する問題を解決するための隠れ層のユニットに LSTM
を用いる．次に，RNN のパラメータとして，エポック・
バッチサイズ・ドロップアウト率を設定する．エポック
は学習において訓練データをすべて使い切った時 
 
図 4：平地歩行の歩行経路 
太い縦線の位置で持ち方を変更 
 
  
(左)図 5：階段の昇り降り 
(右)図 6：坂の登り下り 
 
の回数に対応する．1 エポックは確率的勾配降下法を繰
り返す回数である．バッチサイズはランダムに選び出す
学習データの個数を表す．学習データの総数をバッチサ
イズで割り，余りがある場合に 1 を加えた値が 1 エポッ
クとなる．ドロップアウト率は 1 回の学習で停止させる
隠れ層のユニットの割合をいう．学習データだけに適応
しすぎてしまい，学習データに含まれない他のデータに
対応できなくなる過学習を抑制するために用いられる．
例えば，ユニット数を 20，ドロップアウト率を 0.5 とす
れば，10 個のユニットが停止し，停止したユニットには
信号の伝達が行われない． 
 
5. 実験・評価 
 データを取得する場所は平地歩行を法政大学小金井キ
ャンパス西館 4 階の廊下，階段を西館南側階段の 1 階か
ら 4階，坂を西館・中庭間の坂とした．図 4～6に，歩行
経路および持ち方を変更する位置を示す．持ち方の変化
は HOLDING→SWING→POCKET または HOLDING→
POCKET→SWING の 2 パターンである．平地歩行は
HOLDING のデータ数が多くならないように位置を設定
した．階段はフロアが 1 変わる毎，坂は 3 分の 1 歩いた
ところで持ち方を変更することでデータ数が均等になる． 
 出力層のニューロンの番号は 1～3を平地歩行，4～6を
階段昇り，7～9を階段降り，10～12を坂登り，13～15を
坂下りに割り当てた．また，持ち方は HOLDING を 1・
4・7・10・13，SWINGを 2・5・8・11・14，POCKETを
3・6・9・12・15 とした．本研究では，RNN のパラメー
タについて，エポック数・バッチサイズ・ドロップアウ
ト率を固定し，隠れ層の層数・ユニット数を変動させ，
精度の比較を行った． 
  
図 7：テストデータの識別率の推移(平地歩行のみ) 
横軸：エポック数 縦軸：精度 
 
 
図 9：テストデータの識別率の推移(階段・坂を追加後) 
 
5.1. 従来研究との比較 
 はじめに，Tian らの研究と比較するため，平地歩行に
おける把持姿勢の認識精度について考察する．RNN の出
力層の数を 3 にする．エポック数を 50，バッチサイズを
100，ドロップアウト率を 0.5 に固定し，ユニット数を
10・20・30，層数を 1～3で変動させて精度・損失関数を
出力した．表 1 に層数・ユニット数ごとのテストデータ
の最大識別率，図 7，8に識別率が最も高い条件である層
数 3，ユニット数 20 における識別率および損失関数の推
移を表す．いずれの層数においても，ユニット数が 10の
時識別率がやや下がっていることがわかる．層数が 1 お
よび 3，ユニット数が 20 または層数が 2，ユニット数が
30 の時識別率が高いことから，本研究ではある程度隠れ
層の数を多くする必要があることがわかる．  
 
図 8：テストデータの損失関数(平地歩行のみ) 
横軸：エポック数 縦軸：損失 
 
 
図 10：テストデータの損失関数(階段・坂を追加後) 
 
表 1：識別率の比較(平地歩行のみ) 
 
層数 
ユニット数 
10 20 30 
識別率[%] 
1 92.41 94.38 93.39 
2 85.6 92.61 94.47 
3 75.43 95.31 92.47 
 
表 2：識別率の比較(階段・坂を追加後) 
 
層数 
ユニット数 
30 60 90 120 150 
識別率[%] 
2 39.85 44.12 41.93 47.09 48.94 
3 37.38 40.43 43.61 42.22 29.92 
 
 5.2. 階段・坂を加えた場合の精度の考察 
 次に，階段・坂の学習データ，テストデータを追加し，
出力層の数を 3から 15に増やした時の識別率を検証する．
学習データの数が増加するためエポック数を 100，バッ
チサイズを 1000に変更したほか，隠れ層を増やす必要が
あると考え，層数は 2 と 3，ユニット数は 30・60・90・
120・150 で比較した．図 9，10 に識別率が最も高い条件
である層数 2，ユニット数 150におけるテストデータの識
別率・損失関数の推移を表す．損失関数の値が大きくな
り，識別率もすべての条件において大きく下がり，50%
未満となった．  
 
6. 考察 
 5.1 節，5.2 節で説明した通り，RNN を用いた歩行場所
および把持姿勢の識別において，従来研究と同様に平地
歩行のみで 3 種類の把持姿勢を識別する場合においては
95%を超える高精度で識別できた．しかし，平地歩行の
データに新たに階段の昇り降り，坂の登り下りを追加す
ると，識別率が 50%未満まで低下した．従来研究での把
持姿勢の認識では，単純な手法で平地の挙動について高
い精度を得ているが，今回の実験の範囲では精度の低下
の原因が，学習データに起因するものかネットワークの
構造に起因するものかは判然としない．学習データセッ
トの与え方やネットワーク構造の変更によるさらなる実
験が必要になる．表 3 に歩行状態・把持姿勢ごとのデー
タ数を示すが，平地歩行のデータ数が階段・坂より多く
なっているので，平地歩行のデータで使用する学習デー
タを絞り込むか，階段・坂のデータを増やす必要がある
だろう．さらに，坂は距離が非常に短いため，一度の記
録で取得できるデータが平地・階段に比べて少ない．今
回は図 11に示す法政大学小金井キャンパスの西館・中庭
間の坂のうち赤矢印で示す傾斜が最も急な部分を使用し
たが，距離は 50m未満であり，歩行時間は 30秒程度であ
るため，取得できるデータは一つの把持姿勢につき 3 
 
表 3：学習データ・テストデータの詳細 
 
歩行状態・把持姿勢 学習データ数 テストデータ数 
平地・HOLDING 327 30 
平地・SWING 211 33 
平地・POCKET 206 33 
階段昇り・HOLDING 175 16 
階段昇り・SWING 212 16 
階段昇り・POCKET 223 16 
階段降り・HOLDING 171 16 
階段降り・SWING 201 16 
階段降り・POCKET 204 16 
坂登り・HOLDING 159 16 
坂登り・SWING 145 16 
坂登り・POCKET 148 16 
坂下り・HOLDING 164 18 
坂下り・SWING 142 18 
坂下り・POCKET 138 18 
 
図 11：坂を横から見た図 
 
～4個である．これに対し，平地歩行で使用する西館 4階
の廊下は端から端まで歩くのに約 1 分かかり，一度の記
録で一つの把持姿勢につき 7～8個のデータが取得できる．
階段についても 1 階から 4 階まで約 1 分かかるため，平
地歩行と同じ程度のデータが取得できる．データ数を均
等にする場合，坂については現在使用している場所では
記録回数が多くなるため，場所を変更する必要がある． 
 ユニット数と層数に関する実験について，ある程度の
ユニット数を用意することは学習すべき条件の多様性の 
取得のために必要である．層数については 5.1 節の比較
のようにパターンが少ない場合はあまり大きく寄与して
いないものの，5.2節でパターンを追加する場合は精度に
大きく関係する．井上らの研究では入力・出力の次元数
がそれぞれ 3・6 であるのに対し，本研究ではそれぞれ
6・15 と多いので，それに応じて隠れ層の数を多くしな
ければならないと考えられる．  
また，5,1 節の Tian らの研究との比較において，学習
が進むごとに識別率が上昇と横ばい状態を繰り返す不自
然な点が見受けられる．NN の学習において，識別率は
学習が進むにつれて上昇がおさまることが理想である．
この原因も歩行場所追加による精度の低下と同様に判然
としないが，学習データの与え方，ネットワークの構造
を見直す必要があることは変わらない． 
 
7. まとめ 
 本研究では， RNNを利用し，スマートフォンの持ち方
が変更された直後 2 秒間の加速度および回転角度からそ
の持ち方を認識する手法を提案した．平地歩行のみの場
合に関しては把持姿勢をかなり正確に識別できるものの，
階段や坂を追加すると精度が低下することが分かった．
また，RNN のパラメータは入力・出力の次元数に応じて
調整する必要がある． 
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