This paper is concerned with the ergodic problem for viscous Hamilton-Jacobi equations having superlinear Hamiltonian, inward-pointing drift, and positive potential which vanishes at infinity. Assuming some radial symmetry of the drift and the potential outside a ball, we establish sharp estimates of the generalized principal eigenvalue with respect to a perturbation of the potential.
Introduction and Main results
In this paper we complete the analysis we performed in the previous paper [3] by providing new results as well as sharp estimates for the generalized principal eigenvalue of superlinear viscous Hamilton-Jacobi equations. More specifically, we consider the following equation with superlinear exponent m > 1 and real parameter β ≥ 0:
Here, Dφ and ∆φ denote, respectively, the gradient and the Laplacian of φ = φ(x). The unknown of (EP) is the pair of a real constant λ and a function φ :
Finding such a pair is called the ergodic problem. Throughout the paper, we assume that drift vector field b : where ρ > 0, δ ∈ R, a ∈ R, η > 0, and R > 0 are some constants, but we also obtain some results when V is compactly supported. The precise assumption on (b, V ) will be stated in the next section.
The main purpose of this paper is to investigate the asymptotic behavior, as β → ∞, of the generalized principal eigenvalue of (EP) defined by λ max (β) := sup{λ ∈ R | (EP) has a subsolution (λ, φ) ∈ R × C 3 (R d )}, (1.2) where (λ, φ) is said to be a subsolution (resp. solution) of (EP) if the left-hand side of (EP) is non-positive (resp. zero) for every x ∈ R d . In what follows, we regard λ max (β)
as a function of β ∈ [0, ∞) and call it the spectral function of (EP). We mention that, if m = 2 in (EP), then our ergodic problem (EP) is equivalent to the following linear eigenvalue problem:
Indeed, by setting u := e −(1/2)φ , one can verify that (λ, φ) is a solution of (EP) if and only if (λ, u) satisfies (1.3). Furthermore, λ max (β) defined above coincides with the generalized principal eigenvalue of the linear differential operator L in (1.3) (c.f., [14, Section 4.3] ). We notice that there is no such transformation for m = 2, so that (EP) should be treated as a nonlinear (additive) eigenvalue problem.
There is an extensive literature on the shape of the spectral function for many types of linear differential operators under various settings. In connection with the criticality theory, we refer to [5, 10, 15, 16, 17, 18, 19] in which is studied the principal eigenvalue for Schrödinger operators L = −∆ + βV , and to [1, 11, 12, 13, 14, 15] for more general second order elliptic operators. It is worth mentioning that [20, 21, 22, 23, 24] investigate the criticality of differential operators of the form L = (−∆) α 2 + βµ, where 0 < α ≤ 2 and µ is a suitable Radon measure on R d .
As mentioned, ergodic problem (EP) is a nonlinear extension of linear eigenvalue problem (1.3) . From this point of view, a similar criticality theory is discussed in [2, 3, 7, 8] for viscous Hamilton-Jacobi equations of the form (EP) (see also [9] for a discrete analogue of it). The present paper is closely related to [3] where the asymptotic behavior of λ max (β) as β → ∞ is investigated under some conditions including (1.1); it is proved that the spectral function is non-decreasing and concave in [0, ∞) with λ max (0) = 0, and that the limit of λ max (β) as β → ∞ is determined according to the strength of the inward-pointing drift b. More precisely, the following holds: In order to distinguish these three types of drifts, we say that b is a strong drift if δ > 0, a moderate drift if δ = 0, and a weak drift if δ < 0. The goal of this paper is to give a complete picture of the above asymptotic problem by establishing sharp estimates of (1.4). Our main results consist of two parts. The first result concerns the strong drift case (i.e., δ > 0); we show under condition (1.1) that lim
where m * := m/(m − 1), and c 0 > 0 is some constant depending on δ, ρ, m, and η (but not on a). See Theorem 3.1 of Section 3 for the explicit form of c 0 . Note that a rough estimate λ max (β) = O(β δm * δm * +η ) has been obtained in [3, Theorem 2.3] , but the new ingredient here is that we show existence of a limit of β − δm * δm * +η λ max (β) as β → ∞, together with its explicit form. To our best of knowledge, (1.5) has not been obtained even for the linear operator (1.3), namely, the case where m = 2 in our context.
The second main result is concerned with the moderate drift case (i.e., δ = 0). In view of (1.4), one of the following (a) or (b) happens: (a) there exists a β 0 ∈ (0, ∞) such that λ max (β) = λ max for all β ≥ β 0 ; (b) λ max (β) < λ max for all β ≥ 0. In [3] , it is proved that (a) occurs provided (b, V ) satisfies condition (1.1) with a = 0 and 0 < η ≤ 1. In this situation, we face a plateau since λ max (β) does not increase anymore after β 0 . The novelty of this paper is that we clarify the role of parameter a appearing in (1.1); it turns out that, contrary to the strong drift case, constant a plays a crucial role in determining the asymptotic behavior of λ max (β). In fact, we prove in Theorem 4.6 of Section 4 that, under condition (1.1) with η > 1, situation (a) occurs if and only if a ≥ d − 1, where d denotes the space dimension. This allows one to characterize the shape of the spectral function in terms of (a, η). Furthermore, in the case where situation (b) occurs (i.e., for a < d − 1 and η > 1), we show that
for some c 1 > 0 having an explicit form in terms of m, ρ, η, a and d. Such a characterization has not been studied in the existing literature.
We finish this introduction with a stochastic control interpretation of λ max (β). Let ξ = (ξ t ) t≥0 be a control process with values in R d belonging to a suitable admissible class A. For a given ξ ∈ A, we denote by X ξ = (X ξ t ) t≥0 the associated controlled process governed by the following stochastic differential equation in R d :
where W = (W t ) t≥0 stands for a d-dimensional standard Brownian motion defined on some probability space. The criterion to be minimized is
where m * := m/(m − 1). Then, one can verify that inf ξ∈A J β (ξ; x) = λ max (β) for all
x ∈ R d (see [3, 8] for a rigorous justification of it). If β is sufficiently large, then the optimal strategy for the controller is to avoid the region where V is large. Since the drift vector field b is inward-pointing, the controller is obliged to compensate it by choosing an appropriate outward-pointing vector ξ t at each time t. In this trade-off situation, the value of λ max (β) is determined as the best balance between the cost incurred by V and that by b. In this paper, we do not develop this probabilistic viewpoint and focus on its analytic counterpart. This paper is organized as follows. The next section is devoted to some preliminaries. In Section 3, we investigate the asymptotic behavior of λ max (β) in the strong drift case (δ > 0) and establish sharp estimate (1.5). Section 4 is concerned with the moderate drift case (δ = 0). The shape of the spectral function is characterized in terms of (a, η). In Section 5, we prove convergence (1.6) when (b) happens in the moderate drift case.
Preliminaries
Throughout the paper, we set m * := m/(m − 1) > 1, which is the conjugate number of m satisfying (1/m) + (1/m * ) = 1. We assume that drift b and potential V in (EP) satisfy the following:
, and there exist some δ > 0,
where B R and int(supp V ) stand for the closure of B R and the interior of the support of V , respectively.
Roughly speaking, condition (H0) requires that the intensity of the inward-pointing drift is of order |b(x)| = ρ|x| δ + o(|x| δ ) as |x| → ∞ for some ρ > 0 and δ > 0, and that V is strictly positive on the closed ball B R , in which region b is not necessarily inward-pointing. Notice that hypothesis (H0) can be satisfied by compactly supported potentials V provided their support contains B R ′ for some R ′ > R.
We also consider the following stronger assumption (where here, V cannot be compactly supported of course):
(H1) (b, V ) satisfies (H0) and for some a ∈ R and η > 0,
where R is the constant in (H0).
We begin with recalling the solvability of (EP).
Theorem 2.1. Let (H0) hold. Then, for any β ≥ 0, λ max (β) defined by (1.2) is finite, and there exists a function φ ∈ C 3 (R d ) which satisfies (EP) with λ = λ max (β).
Moreover, the following gradient estimate holds:
where K > 0 is a constant not depending on φ.
Proof. We refer, for instance, to [3, Propositions 4.1, 4.2] for a complete proof (see also [6, Theorem 2.1] or [4, Theorem 3.5] ). Note that [3] deals with the case where δ ≤ 1 only, but their proof can also be applied to any δ > 1 with no change.
The following theorem gives some rough estimate of λ max (β) as β → ∞.
Theorem 2.2. Let (H0) hold. Then λ max (0) = 0, and the spectral function β → λ max (β) is non-constant, non-decreasing, and concave in [0, ∞). In particular, it exists a limit λ max := lim
Proof. See [3, 8] for details.
. We excluded this trivial case from our assumption (H0).
The sharp estimate for δ > 0
This section is devoted to the strong drift case (δ > 0). In the rest of this paper, for
The main result of this section is the following.
Theorem 3.1. Let (H1) hold with δ > 0. Then,
The proof is divided into two parts; we derive lower and upper bounds separately. We first consider the lower bound.
for all x ∈ B R . Then, by direct computations, we observe that, for any x ∈ B R ,
Since δ/(m − 1) < δm * , we have
where C > 0 is a constant not depending on R and β. Set f (r) := (ρ m * /m * )r δm * + βr −η for r ≥ R. Note that f attains its minimum at r = max{R, r 0 }, where
Thus, if we take β so large that β > ρ m * δR δm * +η /η, then
Now, we set f ε (r) := (ρ m * /m * − ε)r δm * + βr −η for r ≥ R and ε > 0. Then, similarly as above, one can verify that, for each ε > 0 and β sufficiently large, f ε attains its minimum at some r = r ε , that the minimum of f ε has the form f ε (r ε ) = c ε β δm * δm * +η for some c ε > 0 not depending on β, and that r ε → r 0 and c ε → c 0 as ε → 0. Taking these into account, we observe that, for any β sufficiently large,
Choosing R ε ≥ R so large that C|x| δm * −1 ≤ ε|x| δm * for all x ∈ B Rε , we obtain
Furthermore, since δm * /(δm * + η) < 1, one can find a β 0 such that, for any β ≥ β 0 .
This implies that
Thus, the pair (f (r ε ), φ 0 ) is a subsolution of (EP). By the definition of λ max (β), we conclude that
Letting ε → 0 and noting that c ε → c 0 as ε → 0, we obtain (3.2).
We next give the upper bound with the same constant c 0 .
and supp ζ ⊂ B 1 . We choose an arbitrary y ∈ B R+1 and set ζ y := ζ( · − y). Then, multiplying both sides of (3.4) by ζ m * y , using the integration by parts formula, and noting the fact that (supp ζ y ) ∩ B R = ∅, we have
We now recall Young's inequality of the form
and apply it to −(ρ|x| δ−1 x) · Dφ. Then, for any l > m, there exists some
Furthermore, applying Young's inequality to Dζ y · (ζ
we can see that, for the above l > m, there exists another constant C 2 (l) > 0 with
Since |x|/|y| < 1/R and |x + y| > R for any x ∈ supp ζ, we observe that, for any γ ∈ R and x ∈ supp ζ,
where C 0 > 0 is a constant depending only on R and γ. Noting this and the fact that
for some C > 0. In what follows, C > 0 denotes various constants not depending on β.
We now set |y| = θβ 1 δm * +η for a large β, where θ > 0 will be optimized later. Then, plugging this into the above inequality, we obtain an estimate of the form
Multiplying both sides by β − δm * δm * +η and letting β → ∞, we have lim sup
Sending l → m and noting that C 1 (l) → 1/m * as l → m, we conclude that
Since g(θ) attains its global minimum at θ 0 := (δρ m * /η)
we obtain the desired estimate (3.3).
Theorem 3.1 is a direct consequence of the above two propositions. We notice that the strict positivity assumption of V in (H1) is crucial to the proof of Theorem 3. Indeed, in order to get this upper bound it is enough that V (x) ≤ c|x| −η outside B R , which is of course the case if V is compactly supported and satisfies (H0).
The shape of λ max (β) for δ = 0
This section is concerned with the moderate drift case (δ = 0). We first give an upper bound of λ max (β). 
be a solution of (EP). Then, similarly as in the proof of Proposition 3.3, we see that, for any l > m, there exist some C 1 (l), C 2 > 0 with C 1 (l) → 1/m * and C 2 (l) → ∞ as l → m such that
We fix an arbitrary ε ∈ (0, 1) and set
for some C > 0 not depending on ε. In what follows C denotes various constants not depending on ε. We also fix an arbitrary θ > 0 and choose an ε 0 > 0 so that |α(x)| + V (x) < θ for all x ∈ B ε −1 0 R . Then, plugging ζ ε , with ε < ε 0 , into the above ζ, we have
0 R is bounded and ζ ε → 0 in R d as ε → 0, we see by sending ε → 0 in the above inequality that
Letting θ → 0 and l → m, we conclude that λ max (β) ≤ ρ m * /m * . Since β is arbitrary, we obtain the desired estimate.
The next proposition gives a lower bound under some structure condition on (α, V ).
Proposition 4.2. Let (H0) hold with δ = 0. Assume that there exist some k 1 > 0 and R 1 ≥ R such that
Then, there exists a β 0 ≥ 0 such that λ max (β) = ρ m * /m * for all β ≥ β 0 .
Then we observe by direct computations that, for any x ∈ B R ,
In particular, for any x ∈ B R ,
Setting β 1 := ρ m * −1 k 1 and choosing β ≥ β 1 , we see in view of (4.1) that
Taking β so large that β ≥ β 2 := (inf
Thus, (ρ m * /m * , φ 0 ) is a subsolution of (EP) for any β ≥ β 0 := max{β 1 , β 2 }. This implies by the definition of λ max (β) that λ max (β) ≥ ρ m * /m * for all β ≥ β 0 . Now, we seek for a sufficient condition so that the opposite situation happens. To this end, we start with an auxiliary lemma which will be used in later discussions. 
Then, for any r > 0 and K > r, there exists a c > 0 such that h(p; q) ≥ c|p| 2 for all q ∈ ∂B r := {w ∈ R d | |w| = r} and p ∈ B K .
Proof. The proof is divided into two cases according to the value of m. We first consider the case where 1 < m < 2. Let q ∈ ∂B r and p ∈ B K . Suppose for a moment that
where D 2 H(p) denotes the Hessian matrix of H(p). Since |p t | ≤ |q|+|p| < r +K < 2K,
In view of the continuity of h(p; q) in p, this inequality is still valid even if p t = 0 for some t ∈ [0, 1]. Hence, our claim holds with c :
We next consider the case where m ≥ 2. Then, for any p ∈ B K ,
Hence, our claim holds with c :
In any case, c does not depend on the choice of q ∈ ∂B r and p ∈ B K . Hence, we have completed the proof.
Taking into account the previous lemma, one has the following result. 
Proof. We argue by contradiction assuming that λ max (β) = ρ m * /m * for some β > 0.
In what follows, we fix such β.
is given by (4.2). Applying Lemma 4.3 with r = ρ m * −1 , q = Dφ 0 (x), and K := max{sup R d |Dψ|, r + 1}, we conclude that
for some c > 0. Since b 0 (x) = α(x)|x| −1 x for x ∈ B R , we see from (4.5) that
We apply the Cauchy-Schwarz inequality (α(x)|x|
for some C > 0 depending only on c to obtain
for x ∈ B R . We then use (4.3) with k := ρ 1−m * max{C, β} to deduce that
for some µ > 0 and
Then, multiplying both sides of the previous estimate by ζ 2 and using the integration by parts formula, we obtain
We apply Young's inequality to Dζ · (ζDψ) to obtain
for some C > 0 not depending on ζ. Plugging ζ ε (x) := ε d 2 ζ(εx), with ε ∈ (0, 1), into the above ζ, and noting that supp(
Gathering these, we obtain
which deduces a contradiction by dividing both sides of the last inequality by ε and sending ε → 0. Hence, λ max (β) < ρ m * /m * for all β ≥ 0. Proof. Let φ 0 be as in the proof of Proposition 4.4. Fix any ε > 0. Then, for any
Since α(x) → 0 as |x| → ∞, there exists an R ′ ≥ R such that, for any β ≥ 0,
Choosing β so large that
is a subsolution of (EP), which implies that λ max (β) ≥ ρ m * /m * − ε by the definition of λ max (β). Since ε > 0 is arbitrary, we obtain the claim in view of Proposition 4.1.
We are in position to discuss the asymptotic behavior of λ max (β) as β → ∞ under (H1). Recall that, in view of Theorem 2.2, λ max (β) converges as β → ∞ to λ max := sup{λ max (β) | β ≥ 0} < ∞, and that one of the following (a) and (b) occurs:
(a) there exists a β 0 > 0 such that λ max (β) = λ max for all β ≥ β 0 ; (b) λ max (β) < λ max for every β ≥ 0.
The next theorem gives a characterization of the above dichotomy in terms of constants a, η in (H1). Finally, we suppose that η > 1 and a < d − 1. We choose a µ > 0 so small that 2µ < d − 1 − a. Then, for any k > 0 and x ∈ B R ,
Since η > 1, one can find an R 2 > R such that k|a| 2 R −1 
for some a 1 , a 2 ∈ R, v 1 , v 2 > 0, η > 0, and R > 0. Then, we are able to specify suitable sufficient conditions, in terms of the constants above, so that (a) or (b) hold.
By a careful reading of the arguments used in this section, one observes that the positivity of V does not play any role outside B R , although it is crucial in B R . Taking this into account, one can prove the following theorem. Then, λ max = ρ m * /m * . Moreover, the following hold.
5 The sharp estimate for δ = 0
In this section, we establish a sharp estimate of the form (1.6) when (b) occurs in the moderate drift case.
Theorem 5.1. Let (H1) hold with δ = 0. Assume that a and η satisfy condition (ii) in Theorem 4.6. Then,
As in the proof of Theorem 3.1, we divide (5.1) into upper and lower estimates. 
Then, by direct computations, we see that,
We set κ := ρ m * −1 (d−1−a) and f (r) := κr −1 −βr −η for r ≥ R. Since κ > 0 and η > 1, we observe by direct computations that f attains its maximum at r = max{R, r 0 }, where r 0 := (ηβ/κ) 1 η−1 . By taking β so large that (ηβ/κ)
Furthermore, replacing β by a larger one which satisfies
we also have ρ We fix an arbitrary θ > 0 and choose ε so that εβ Observe here that g θ (r) attains its maximum at r = max{R, r θ }, where r θ := θ(η/κ) 1 η−1 , and that g θ (r θ ) = (η − 1)(κ/η) η η−1 = c 1 . Thus, letting θ so that R < r θ < R + 1 and choosing ζ so that the right-hand side of (5.4) is arbitrarily close to g θ (r θ ) = c 1 , we obtain the desired estimate.
