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Object-oriented software is composed of classes. Their behaviors are usually modeled
with state diagrams or finite state machines (FSMs). Testing classes is regarded as testing
FSMs in which unique input/output (UIO) sequences are widely applied. The generation
of UIO sequences is shown to be an undecidable problem. For these problems, genetic
algorithms (GAs) may offer much promise. This paper reports some primary results of
on-going research on evolutionary testing classes. First, we explain how to define UIO
sequence generation as a search problem, and then describe adapting genetic algorithms
to generating UIO sequences. Special issues of using genetic algorithms such as solution
representation, validity checking and fitness definition are discussed in detail. Primary
experiments confirm the applicability and feasibility of applying GAs to UIO sequence
generation.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The application of evolutionary algorithms to software testing has been of increasing interest to many researchers over
recent years [1–3]. Evolutionary testing, which aims at generating relevant test cases for a given software unit by means of
evolutionary search, has shown to be successful for some test objectives, such as structural testing or path-oriented testing.
However, previous research has mainly focused on evolutionary testing for procedural software. With the widespread
use of object-oriented paradigms in software development, it is of interest to investigate the applicability of evolutionary
algorithms to automatically generating test data for object-oriented software.
In object-oriented software, the basic building blocks are classes, from which objects are created in the execution. The
software’s behavior is chiefly reflected in the messages exchanging between objects and state changes in objects. The
specification of class behaviors becomes important for class design and testing. Finite state machines (FSMs) have often
been used as a specification language such as in UML [4] to model the behavior of classes. There are many papers on test
case generation from state-based specifications for class testing, particularly for specification-based function testing [5–7].
This paper reports the primary results froma researchproject on evolutionary class testing based on formal specifications.
One of the research tasks is to investigate the feasibility of evolutionary algorithms to generating test cases from FSMs.
The paper is organized as follows. Section 2 gives an overview of FSMs and test case generation for FSM testing. Section 3
explains the ideas of converting test case generation as a search problem, and describes how to adapt genetic algorithms
to the problem. Section 4 contains the experiments that were performed for evaluating the approach. Finally, Section 5
concludes this paper and gives some directions for future research.
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Fig. 1. An example of FSM.
Table 1
State table of the FSM in Fig. 1.
State a b c
s1 s1, x s2, x s4, y
s2 s5, x s3, y
s3 s5, x s5, z
s4 s5, x s3, x
s5 s4, z s1, z
2. FSM and UIO sequence generation
An FSM can be defined by a quintupleM = (S, I,O, δ, λ), where S is a finite set of states, I and O are finite sets of the input
and output alphabets, respectively, δ is a transition function, S × I −→ S, and λ is an output function, S × I −→ O. When
the machine is in a state s in S and receives an input i from I it moves to the next state specified by δ(s, i) and produces an
output given by λ(s, i).
The transition and output functions can be extended from a single state to a set of states: if Q is a set of states and x an
input sequence, then δ(Q, x) = {δ(s, x)|s ∈ Q}, and λ(Q, x) = {λ(s, x)|s ∈ Q}.
An FSM M can be represented by a state transition diagram, a directed graph G = (V, E), where a set of vertices V
represents the states in M, and a set of directed edges E represents the transition of M.
An FSM can be equivalently described by a state table with one row for each state and one column for each input symbol.
For a combination of a present state and input symbol, the corresponding entry in the table specifies the next state and
output. For example, Table 1 describes the FSM in Fig. 1.
An FSM is deterministic if there is no pair of transitions that have the same initial state and input, i.e. upon an input
and a unique transition follows the next state. If for any state an input could trigger more than one transition the FSM is
non-deterministic. An FSM is fully (completely) specified if at a state and upon an input there is a specified next state by the
state transition function and a specified output given by the output function. Otherwise, the machine is partially specified;
at certain states with some inputs, the next states or outputs are not specified.
Two states s and s′ are said to be equivalent if and only if for every input sequence the machine will produce the same
output sequence; i.e., for an arbitrary input sequence x, λ(s, x) = λ(s′, x). Otherwise, the two states are inequivalent. Two
machines M and N are equivalent if and only if for every state in M there is a corresponding equivalent state in N, and vice
versa. Amachine isminimized (reduced) if and only if no two states are equivalent. It has been proved that any deterministic
FSM can be converted into an equivalent deterministic minimal FSM [8]. An FSM is strongly connected if for a given pair of
states (s, s′), there is a sequence of transitions that take the FSM from s to s′.
It is assumed throughout this article that an FSM is deterministic, minimal, and strongly connected.
2.1. Testing FSMs
When testing an FSM M it is assumed that an implementation under test can be modeled by an unknown FSM N, for
which only its I/O behavior can be observed. The FSM testing problem involves comparing the I/O behavior of the two
FSMs. We want to design a test to determine whether N is a correct implementation of its specification M by applying the
1802 J. Li et al. / Computers and Mathematics with Applications 57 (2009) 1800–1807
Fig. 2. An SST from the FSM in Fig. 1.
test sequence to N and observing its outputs. This is called machine verification or fault detection. In software testing it is
behavioral testing based on specifications. I/O behavior difference between specification and implementation can be caused
by either an incorrect output or an incorrect state transition. A test sequence which solves this problem is called a checking
sequence. One of the testing goals is to find short checking sequences, in order to discover more faults with less effort and
resources. Three kinds of checking sequence have been used to solve this problem [9]:
– Distinguishing sequence.
– Characterizing set.
– Unique input/output (UIO).
A distinguishing sequence is an input sequence that produces output that is unique for each state. A distinguishing
sequence of an FSM can be calculated efficiently, i.e. in polynomial time. The distinguishing sequences may be short too.
However, it has been proved that not all FSMs have distinguishing sequences [8]. A characterizing set is a set of input
sequence that distinguishes a pair of states. The testing techniques based on a characterizing set require a number of input
sequences to be executed for each state, and thus may lead to a long testing time.
FSM testing based on UIOs is widely used, since UIOs tend to yield shorter test sequences, and can be applied to other
FSM testing problems [8,10,11].
A UIO sequence of a state s is an input sequence α, such that the output sequence produced by the machine in response
to α from any state other than s is different from s, i.e., λ(s, α) 6= λ(s′, α) for any s′ 6= s. It is possible that, for a given
FSM, some states have no UIO sequences. Furthermore, there are machines whose states have UIO sequences, but only of
exponential length.
Much research is focused on the problem of finding minimal UIO sequences (that contain no UIO sequences) for a given
FSM [11–13]. However, there exist no efficient algorithms. It has been shown that the problem of UIO sequence generation
is NP-hard [9], i.e. it cannot be solved in polynomial time. This motivates an interest in investigating the use of genetic
algorithms to UIO sequence generation.
2.2. State splitting tree
The state splitting tree (SST) is a rooted tree that is used to construct distinguishing sequences and UIO sequences from
an FSM [8]. Every node of the tree contains a set of states; the root contains thewhole set of states, and the leaf node contains
exactly on state. Each node in the tree has a predecessor (parent) and successors (children). The unique root node has no
predecessor; any leaf node has no successors. A child node is connected to its parent node through an edge with an I/O
pair. The edge implies that the states in the child node are partitioned from states in the parent node upon receiving the
labeled input and produce the labeled output. An SST is complete if the partition is a discrete partition. UIO sequences for
each state can be constructed: the input symbols along the path from a discrete partition leaf node to the root node form a
UIO sequence of the state related to the node.
Take the FSM in Fig. 1 for example. An SST is shown in Fig. 2. We have indexed the nodes according to the order in which
they are created. The root node indicated by N0 contains the set of all states. When receiving an input b, only s2 moves to s1
in node N0 and produces an output y, while the state set {s1, s3, s4} produces x. State s5 generates an output z and moves
some state in the root upon receiving an input a. Three new nodes N1, N2 and N3 are generated from N0. Repeating this
process, we get a partition SST, i.e. each node contains a singleton state. Traveling from each leaf node to the root node, we
can construct a UIO sequence for each state contained in the leaf node, which is shown in Table 2. Note that there are two
UIO sequences generated from the SST, one of which is not minimal. No UIO for s3 is generated from this SST.
This work uses the SST to find minimal UIO sequences under the guidance of genetic algorithms.
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Table 2
UIO sequences for states of the FSM in Fig. 1 generated from the SST in Fig. 2.
State UIO sequence
s1 cb/yz
s2 b/y, bb/yx
s3 –
s4 bb/xx
s5 a/z
3. Applying GAs to UIO sequence generation
3.1. Genetic algorithms
Genetic algorithms (GAs) are search algorithms based on themechanics of natural selection and genetics [14]. They have
been considered to be an efficient and robustmethod for solving complex problems and have been applied in different areas,
such as machine learning, search and optimization [14,15]. Researchers have also applied GAs to test data generation for
software testing [3], and UIO sequence generation for conformance testing of protocols [12].
Given a problem, GAs start with a population of potential solutions, referred to as chromosomes. Chromosomes are
submitted to a selection process based on each one’s merit, quantified by a fitness function. GAs use genetic operations
to create the next generation from the current population of chromosomes, by recombining and by inducing changes. The
iterative operations cause a continual evolution of the population towards the problem solution.
The purpose of the fitness function is to determinewhich of the parents and offsprings can survive to the next generation.
The recombination operation assigns a recombination probability to each chromosome based on the result of the fitness
function. A chromosome with a higher ranking is given a greater probability for recombination. As a result, the fitter
chromosomes are allowed a better survival chance from one generation to the next. There are different algorithms for
recombination operations such as discrete recombination, intermediate recombination, single-point crossover, or uniform
crossover [14].
Themutation operation picks a gene and changes its state according to themutation probability. Its purpose is tomaintain
the diversity in a generation to prevent premature convergence to a local optimal solution. Themutation probability is given
intuitively since there is no definite way to determine it.
These genetic operations require that the target problem be encoded in a manner that makes the combination of two
chromosomes likely to generate interesting solutions. Consequently, selecting an appropriate representation for potential
solutions is a challenge when applying GAs.
Traditionally chromosomes are represented as bit strings. The binary representation decomposes the chromosome into
the largest number of smallest possible building blocks in order for recombination and mutation to work effectively [14].
Alternative encodings include Gray code and value representation. However, these encodings must solve the problems of
how recombination and mutation work effectively.
3.2. UIO sequence generation as a search problem
The research goal is to construct UIO sequences for each state from a given FMS. It is known to be NP-hard [9]. While a
random construction algorithmwould be cheap to implement, it does not ensure producing satisfactory results. Considering
UIO sequence generation as a search problem guided by metaheuristic search strategies, such as GAs, offers the promise of
finding acceptable solutions efficiently.
3.2.1. Solution representation
The first key issue that needs to be addressed when adapting GAs to the problem of UIO sequence generation is how
to encode solutions so that they can be manipulated efficiently by GAs. If an FSM is deterministic, a UIO sequence can be
representedby a sequence of the input alphabet. The corresponding outputmaybeobtainedby simulating the FSMaccording
to the FSM specification (transition table). Binary representation is not suitable for the current problem.
The input symbols of FSMs have valid values within a subset of the possible bit pattern at the binary level. One problem
that can occur with binary encodings is the corruption of the restricted types through crossover and mutation operations.
Consider an example inwhich the valid inputs are integers restricted between 1 and 100. Two chromosomes representing
two valid integers may yield two offsprings (26, 107) and (56, 17) after the single-point crossover operation.
The second variable of the former chromosome is now out of range (Fig. 3). For the problem of UIO sequence generation,
a new chromosome after the genetic actions on the bit strings may contain a symbol that may not be a member of the
input alphabet. Thus, we decided to use real-value encoding, i.e. the sequence of the input alphabet, as chromosomes.
This encoding also removes the need to encode and decode an input sequence into and out of a binary format. Besides,
chromosomes in value encoding need not have the same length of input alphabet. A variable length genotype is suitable for
UIO sequence generation, because the final solutions are minimal input sequences, the length of which could be different.
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Fig. 3. An example of a corrupted chromosome after crossover.
However, genetic operations have to be designed carefully to find potential solutions in as diverse search space as possible,
and to avoid solutions converging prematurely.
3.2.2. Fitness function
It has been proven that if an SST is a complete discrete partition, every state has a UIO sequence that can be constructed
from the SST [9]. However, no rule is explicitly defined to guide the construction of UIO sequences. This inspires the design
of a fitness function to guide the construction of SSTs. The fitness function should reward the state partitions possible early,
unique produced outputs when receiving inputs, and punish the length of a chromosome.
When partitioning a set of states in a non-leaf node, we select such an input symbol that divides the states possible into
more blocks, and produces less number of output symbols. Each sequence in the population is assigned with a fitness value
given in (3.1). The use of exponential functions increases the effect of reward and punishment much more visibly than that
of polynomial or linear functions, as suggested in [15].
f (α) =
xn∑
xi
e(1+δ(xi))
l(xi)× e(1+λ(xi)) (3.1)
where for an input sequenceα = x1x2 . . . xn, the position of xi in the sequence is given by the function l, δ(xi) = |{δ(xi, s)|s ∈
S}|, and λ(xi) = |{λ(xi, s)|s ∈ S}|.
From the definitions, it can be seen that, when the length of an input sequence increases, the fitness function decreases.
Function δ indicates that with the increase of the number of different states that can be reached upon receiving an input
symbol, the input symbol may partition the states with high probability. On the other hand, function λmeans that a great
number of different output symbols produced from an input decreases the probability that the output symbol is contained in
UIO sequences. It is obvious that, if there is an input that distinguishes a uniquepair of state/output symbols, the input/output
pair as a transition can uniquely determine the state, and then the input/output becomes automatically a UIO sequence. On
the other hand, if many states are triggered by one input symbol and different output symbols are generated from one input
symbol, the equation will punish the selection of the input symbol, and it delays using the input symbol in the construction
of an SST.
Other fitness definitions are given in [12,13]. Comparably, the fitness functions in this work can solve the problem of
partially specified FSMs. Besides, the solution representations are of variable length, which are more suitable to generate
minimal UIO sequences.
3.2.3. Termination criteria
There are different termination criteria for a GA depending on the target problem and hence on the fitness functions. If
the problem is to find an optimized value that is known, then the GA can terminate once a chromosome with the known
fitness value is found. However, themethod of search-based UIO sequence generation cannot use these termination criteria,
since there are FSMs that have no UIO sequences for some states and the length of minimal UIO sequence is unknown. The
fitness value cannot be given before finding fitter solutions. Therefore, the GAmust be terminated according to other criteria.
One such criterion is the specification of a maximum number of generations after which the GAwill terminate regardless of
whether a solution has been found. In this work, a maximum number of generations is chosen as the termination criterion.
3.2.4. Genetic operations
In this work, a single-point crossover is modified for recombination of chromosomes with variable length. The algorithm
randomly selects one crossover point; the first offspring is formed from sequences of the first chromosome up to the
crossover point and from the second after this point. The second offspring is formed from sequences of the second
chromosome up to the crossover point and from the first after this point. The randomly selected crossover point must be
located within the range of the parent chromosomes. This is slightly different from traditional single-point crossover. This
operation could produce shorter input sequences.
When a chromosome is mutated according to the mutation probability, the algorithm replaces a randomly selected
symbol from the chromosome with another symbol randomly selected from the input alphabet.
These genetic operationsmay produce invalid input sequences, which should be checked and dealt with. The next section
will discuss this issue.
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Fig. 4. A genetic algorithm for UIO sequence generation.
3.3. Generating UIO sequences using GAs
An algorithm for UIO sequence generation based on a genetic framework is shown in Fig. 4. This algorithm can deal with
partially specified FSMs. For such an FSM there may exist an input i and a state s such that the transition δ(s, i) has no
definition. An input sequence containing an undefined transition is not a valid sequence. Validity checking is the process of
verifying whether an input sequence is valid. This process may be performed at three steps in the execution of the GA.
The first point is at the time of initialization. For every GA execution, the initial population is a set of randomly generated
input sequences. Each sequence is checked to ensure that it represents a specified sequence of input alphabets from the
FSM under test. Otherwise, a new sequence is randomly generated until the initial population consists entirely of valid
input sequences. Starting the GA with a population of valid input sequences increases the probability of producing valid
offsprings after genetic operations.
The second choice is after the genetic operations. After the crossover or mutation operation, we have three strategies for
checking the validity of the offsprings. Firstly, invalid offsprings are discarded. As a result, the population may decrease.
Secondly, one may obtain valid input sequences by repeatedly performing the genetic operations until valid offsprings
occur. This could potentially affect the performance of the GA. Besides, the recombination of valid input sequences is not
guaranteed to produce a valid one. The process of recombination might not terminate. The third choice is a combination of
the two strategies. The algorithm repeatedly reproduces offsprings from the current generation using genetic operations up
to a given number of times. The process of reproduction terminates once the valid offsprings occur, and they are inserted
into the population for the next selection. Otherwise, if no valid offsprings are generated within the maximum number of
reproduction times, invalid offsprings are selected and inserted into the population according to their fitness. This leads to
a polluted population, i.e., during the execution of the GA, the population may contain invalid input sequences.
The third point to perform validity checking is at the end of GA execution. When the search stops, the population may
contain invalid input sequences. Only valid sequences with the best fitness are chosen in the construction of UIO sequences.
From them the sequences of the shortest length are the expected minimal UIO sequences. The result need not be a UIO
sequence since not all FSMs have UIO sequences for all states or the GA might have converged prematurely, i.e. the search
might have converged to a local minimum. In order to increase the confidence that the generated input sequences is the
minimal UIO for a state, the GA should be executed several times and only the best result kept.
4. Primary experiments
Some experiments were performed to examine the applicability and feasibility of GAs to the problem of UIOs generation.
We executed the GA 20 times for the FSM in Fig. 1. The parameters were set as follows: population size N = 40, XR = 0.8,
MR = 0.05, MaxG = 50. The initial valid chromosomes are randomly generated with different length in the range of n to
(2× n+ 1), where n is the number of states for an FSM.
In the experiments, there are three very interesting questions:
– How many minimal UIO sequences can the GA find for an FSM? This is called UIO coverage, and is calculated as the rate
of generated UIOs to all UIOs. This is the most important index by which the applicability of a GA is judged.
– How well does the GA ensure the valid chromosomes in the population? This is obtained by just counting the number
of valid sequences in the population after each generation. This is also a key index to show whether the GA is able to
produce acceptable sequences. This index is affected by the times that the validity checking is performed.
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Fig. 5. Coverage of generated UIOs.
Fig. 6. Average number of valid sequences.
– How long are the valid sequences? The GA uses solution encodings of variable length. It is a speculation that two short
valid sequences as parents increase the probability of breeding shorter valid sequences, and hence minimal UIO. This
index is obtained by calculating the length of each valid sequence after each recombination.
Fig. 5 shows the UIO coverage in per cent. Not all of the UIOs in one execution of the algorithm were found, although
all the UIOs were found in the total experiments. The worst case is 78.8% UIO. The best case is 93.7%. The average is 84.1%.
Analysis of the experiment results shows that the algorithm cannot reach some areas in the search space. This hints at the
necessity to modify the parameters in the fitness function so that the algorithm can overcome the problems associated with
the application of a local search. Fig. 6 gives the average numbers of valid sequences for each execution of the GA. In the
total 20 times of execution, the smallest number of valid sequences is 26; the largest number is 36; the average number is
31.2, i.e. on average 78% of valid sequences. Validity checking indeed increases the probability of breeding fitter offsprings.
However, the processmakes the execution of the GA slow, since validity checking is an algorithm of complexity O(nl), where
l is the length of the input sequence and n the number of states in the FSM. Therefore, a trade off should be made between
a better solution and the execution speed.
Fig. 7 compares the average lengths of valid sequences at the beginning and end of each execution of the GA. For the
FSM with 5 states, the randomly generated sequences at the beginning of the GA are of variable length within the value
range 5–11. The average length of the initial sequences is 7.9, near to the middle value of the value range. The shortest
average length of valid sequences occurs in the fifth experiment. The longest average length of valid sequences occurs in
two experiments. The average length of valid sequences in the total experiments is 8.7, slightly above the middle value.
5. Concluding remarks
This paper presents our primary investigation of adapting GAs to solve the problem of UIO sequence generation for FSM
tests.We convert the problem into a search problem; define a fitness function derived froman FSM specification; and encode
solutions as real-valued ones of variable length, which are appropriate for finding minimal UIO sequences. We introduce
the validity checking of potential solutions to the GA in order to solve the problem of partially specified FSMs. The results
of experiments showed the feasibility of our approach. However, there are problems in the current GA, which are directing
our future work.
The first problem that should be solved is to adjust some parameters in the current fitness function or to design more
suitable fitness functions, so that the GA can find all the solutions with even greater probability. More experiments should
be devised to compare the performance of the GA with other algorithms.
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Fig. 7. Average lengths of valid sequences before and after the GA execution.
Second, the application of GAs to other more complex finite state systems, such as those FSMs extended with guarded
conditions or statecharts in UML [4], should be investigated, since the final goal of the research is to generate test cases from
formal specifications for class behavioral test.
Acknowledgements
The authors thank the anonymous reviewers for their constructive suggestions for the paper.
References
[1] R. Pargas, M.J. Harrold, R. Peck, Test-data generation using genetic algorithms, Journal of Software Testing, Verifications, and Reliability 9 (1999)
263–282.
[2] C.M. Christoph, G. McGraw, M.A. Schatz, Generating software data by evolution, IEEE Transactions on Software Engineering 12 (2001) 1085–1110.
[3] P.M.S. Bueno, M. Jino, Automatic test data generation for program path using genetic algorithms, International Journal of Software Engineering and
Knowledge Engineering 6 (2002) 691–709.
[4] G. Booch, J. Rumbaugh, I. Jacbson, The Unified Modeling Language User Guide, Addison Wesley, Readings, MA, 1998.
[5] T.S. Chow, Testing software design modeled by finite state machines, IEEE Transactions on Software Engineering 3 (1978) 174–187.
[6] H.S. Hong, Y.G. Kim, S.D. Cha, D.H. Bae, H. Ural, A test sequence selectionmethod for statecharts, Journal of Software Testing, Verification and Reliability
10 (2000) 203–227.
[7] J.A. Offutt, S. Liu, A. Abdurazik, P. Ammann, Generating test data fromstate-based specifications, Journal of Software Testing, Verification andReliability
1 (2003) 25–53.
[8] D. Lee, M. Yannakakis, Principles and methods of testing finite state machines — A survey, Proceedings of IEEE 84 (8) (1996) 1090–1122.
[9] D. Lee, M. Yannakakis, Testing finite state machines: State identification and verification, IEEE Transactions on Computer 3 (1994) 306–320.
[10] D.P. Sidhu, T.K. Leung, Formal methods for protocol testing: A detailed study, IEEE Transactions on Software Engineering 15 (1989) 413–426.
[11] G. Buonanno, F. Fummi, D. Sciuto, An extendedUIO-basedmethod for protocol conformance testing, Journal of SystemArchitecture 46 (2000) 225–242.
[12] K. Derderian, R.M. Hierons, M. Harman, Q. Guo, Automated unique input output sequence generation for conformance testing of FSMs, The Computer
Journal 3 (2006) 331–344.
[13] Q. Guo, R.M. Hierons, M. Harman, K. Derderian, Computing unique input/output sequences using genetic algorithms, in: Proc. of 3rd Int. Workshop
Formal Approach to Software Testing, in: Lecture Notes in Computer Science, vol. 2931, Springer-Verlag, Berlin New York, 2004, pp. 169–184.
[14] D.E. Goldberg, Genetic Algorithms in Search, Optimization, and Machine Learning, Addison-Wesley, Readings, MA, 1989.
[15] Z. Michalewicz, Genetic Algorithms+ Data Structures= Evolution Programs, 3rd edn., Springer-Verlag, Berlin, New York, 1996.
