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Abstract. Polytope Faces Pursuit is an algorithm that solves the stan-
dard sparse recovery problem. In this paper, we consider the case of
block structured sparsity, and propose a novel algorithm based on the
Polytope Faces Pursuit which incorporates this prior knowledge. The
so-called Group Polytope Faces Pursuit is a greedy algorithm that adds
one group of dictionary atoms at a time and adopts a path following ap-
proach based on the geometry of the polar polytope associated with the
dual linear program. The complexity of the algorithm is of similar order
to Group Orthogonal Matching Pursuit. Numerical experiments demon-
strate the validity of the algorithm and illustrate that in certain cases
the proposed algorithm outperforms the Group Orthogonal Matching
Pursuit algorithm.
Keywords: block-sparsity, polytopes, sparse representations.
1 Introduction
Over recent years, the study of sparse representations [1] has seen an increasing
interest among researchers and its significance has been highlighted in numerous
signal processing applications ranging from signal acquisition to de-noising and
from coding to source separation. Sparse representations are signal expansions
that can accurately represent the signal of interest using a linear combination
of a relatively small number of significant coefficients drawn from a basis or a
redundant dictionary.
Let y ∈ RM be the observed vector that we need to decompose and represent
in the dictionary A of size M × N with M < N using a small number K of
significant coefficients corresponding to the columns of the full rank matrix A.
The sparse representation problem can then be formulated:
y = Ax (1)
where x = [x1, . . . , xN ]
T is a K -sparse vector, namely it has only K = ‖x‖0
non-zero entries, with K  N . The above system of linear equations is said
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to be an underdetermined system, as the number of unknowns is larger than
the number of equations. Such a system yields an infinite number of solutions.
In sparse coding we are interested in obtaining the sparsest solution which has
the smallest number of non-zero elements. Two well studied algorithms that can
recover under certain conditions the sparse vector x in equation (1) are Basis
Pursuit (BP) [2] and Orthogonal Matching Pursuit (OMP) [3].
The conventional sparsity model assumes that the non-zero coefficients can
be located anywhere in the sparse vector. However, block structures, which imply
that the non-zero elements are grouped in blocks (or clusters) instead of being
arbitrarily located throughout the vector x, can appear in practical scenarios.
More specifically, the sparse coefficients in multi-band signals [4] or harmonic
signals [5] can be clustered in groups of dictionary atoms. In that special case
of structured sparsity the block-sparse vector x is treated as a concatenation of
blocks of length d:
x = [x1 . . . xd︸ ︷︷ ︸
xT [1]
xd+1 . . . x2d︸ ︷︷ ︸
xT [2]
. . . xN−d+1 . . . xN︸ ︷︷ ︸
xT [P ]
] (2)
where x[p] denotes the p-th block and N = Pd. In [6] the block k-sparse vector
is defined as the vector x ∈ RN that has non-zero `2 norm for at most k indices
out of P , namely:
‖x‖2,0 =
P∑
p=1
I(‖x[p]‖2 > 0) ≤ k (3)
where I(.) is the indicator function.
It follows that the redundant dictionary A can also be represented as a
concatenation of P block matrices:
A = [a1 . . .ad︸ ︷︷ ︸
AT [1]
ad+1 . . .a2d︸ ︷︷ ︸
AT [2]
. . .aN−d+1 . . .aN︸ ︷︷ ︸
AT [P ]
] (4)
where A[p] denotes the p-th column block matrix of size M × d.
In order to solve the problem in equation (1) one can attempt the minimiza-
tion of the mixed `2/`1 norm [6]:
min
x
‖x‖2,1 such that y = Ax (5)
where ‖x‖2,1 =
∑P
p=1 ‖x[p]‖2. Moreover, greedy algorithms can serve as alterna-
tives to the optimization in equation (5) e.g. Group Orthogonal Matching Pursuit
(G-OMP) [6].
2 Review of the Polytope Faces Pursuit algorithm
In this section we will review the original Polytope Faces Pursuit (PFP) algo-
rithm, which we will generalize to group form in section 3. The traditional `1-
minimization problem can be converted to its standard form using nonnegative
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coefficients:
min
x˜
1T x˜ such that y = A˜x˜, x˜ ≥ 0 (6)
where 1 is a column vector of ones, A˜ = [A,−A] and x˜ is the 2N nonnegative
vector:
x˜i =
{
max(xi, 0) 1 ≤ i ≤ N
max(−xi−N , 0) N + 1 ≤ i ≤ 2N.
(7)
The new linear program has a corresponding dual linear program:
max
c
yT c such that A˜T c ≤ 1 (8)
such that a bounded solution to (8) exists if and only if a bounded solution
to (6) exists. Thus, we can initially look for a solution c∗ to (8) and use the
Karush-Kuhn-Tucker (KKT) [7] conditions to solve the resulting system for x∗.
The algorithm in an iterative fashion adds one vector at a time, the one with
the maximum scaled correlation:
ak = arg max
ai /∈A˜k
aTi r
k−1
1− aTi ck−1
. (9)
After updating the solution vector x˜ and the corresponding c the algorithm
iterates until the stopping criteria is met. The full PFP algorithm is given in [8].
3 Recovery of block-sparse signals via Group Polytope
Faces Pursuit
3.1 Group selection criterion
As has been described in [8], the Polytope Faces Pursuit algorithm, based on
the conventional sparsity model, starts at c = 0 and adopts a path following
approach towards the residual until it hits a face of the polar polytope P ∗ = {c |
±aiT c ≤ 1,ai ∈ A}, which is dual to the primal polytope P = conv{±ai,ai ∈
A}. The next face encountered is the one along the current face towards the
projected residual. More specifically, the path of the PFP algorithm at the k-th
iteration can be defined as:
hk = aTi (c
k + αrk). (10)
The next face will be encountered for the minimum α such that hk = 1. A
little manipulation of this condition leads to the maximum scaled correlation of
equation (9) as the atom selection criterion of the PFP algorithm.
In order to extend this to the block sparsity case, inspired from the work
in [9] which proposes an implementation of the group LARS algorithm, at each
step of the algorithm we are looking for a minimum α such that:
‖A˜[i]T (ck + αrk)− 1‖22 = 0 for i = 1, ..., P (11)
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where A˜[i] = [A[i],−A[i]] is the M × 2d doubled block matrix and in the above
expression we consider only d atoms for which the inner product with the residual
is nonnegative. After computations we end up with the following second order
polynomial:
λ2‖1− A˜[i]T c‖22 − 2λ(1T − A˜[i]cT )A˜[i]T r+ ‖A˜[i]T r‖
2
2 = 0 (12)
where λ = 1/α. The discriminant of the above quadratic polynomial is given:
∆ = 4(((1T − A˜[i]cT )A˜[i]T r)2 − ‖A˜[i]T r‖22‖1− A˜[i]T c‖
2
2). (13)
The discriminant of the polynomial of equation (12) will always be less or
equal to zero, and therefore the polynomial will have two complex conjugate so-
lutions. Considering that due to the nonnegative constraint of the solution vector
we require that A˜[i]T r > 0 and also that it always holds 1 − A˜[i]T c ≥ 0, it is
straightforward to show that (1T − A˜[i]cT )A˜[i]T r = ‖(1T − A˜[i]cT )A˜[i]T r‖2 ≤
‖A˜[i]T r‖2‖1− A˜[i]T c‖2, where the Cauchy-Schwarz inequality has been used.
Therefore, it follows that ∆ ≤ 0. Consequently, the Group Polytope Faces Pur-
suit (G-PFP) algorithm at each iteration will have to choose the group of dic-
tionary atoms with the maximum λ, where:
λ =
(1T − A˜[i]cT )A˜[i]T r± j
√
‖A˜[i]T r‖22‖1− A˜[i]T c‖
2
2 − ((1T − A˜[i]cT )A˜[i]T r)2
‖1− A˜[i]T c‖22
.
(14)
In order to simplify equation (14) we take the squared absolute value of
the complex conjugate solution and the group selection criterion of the G-PFP
algorithm reduces to:
A˜[i]k = arg max
A[i]/∈A˜k
‖A˜[i]T rk−1‖2
‖1− A˜[i]T ck−1‖2
. (15)
Note that when the block size is d = 1 equation (15) reduces to the maximum
scaled correlation of equation (9). In the next section we derive the dual linear
program for group sparse signals and show that there exists an optimum primal-
dual (x∗,c∗) pair.
3.2 Dual linear program of the group sparse recovery problem
The Lagrangian to the problem of equation (5) is:
L(x, c) = ‖x‖2,1 − cT (Ax− y) (16)
and subsequently, the differential of L with respect to x is:
∂xL(x, c) = ∂x‖x‖2,1 −AT c. (17)
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It can easily be shown that the subdifferential ∂x‖x‖2,1 is given by the expression
∂x‖x‖2,1 = x[p]/‖x[p]‖2 when ‖x[p]‖2 > 0. However, for the zero block-elements
of x the gradient is not defined, but ∂x‖x‖2 coincides with the set of unit `2
norm vectors Br`2 = {u ∈ Rr|‖u‖2 ≤ 1} [10]. Therefore, for each p = 1, . . . , P ,
we have:
∂x‖x‖2,1 =
{
x[p]/‖x[p]‖2 ‖x[p]‖2 > 0
Br`2 otherwise.
(18)
It follows that ∂x‖x‖2,1 ≤ 1. The KKT conditions require that Ax = y and
∂xL(x, c) = 0. Substituting equations (17) and (18) to the last expression we
get the dual to the problem of equation (5):
max
c
yT c such that ‖AT c‖∞ ≤ 1. (19)
Therefore, for the optimal x∗ exists a corresponding optimal c∗. According
to the KKT conditions for the primal-dual optimal (x∗,c∗) the necessary and
sufficient conditions are Ax∗ = y and ‖AT c∗‖∞ ≤ 1.
As already discussed, the G-PFP algorithm is based on the geometry of the
polar polytope associated with dual linear program and searches the optimum
vertex c∗ using a path following approach. In the following section the proposed
algorithm is derived.
3.3 The proposed algorithm
Let us now derive the proposed algorithm for recovery of block sparse signals.
The G-PFP algorithm is an iterative greedy algorithm that builds the solution
vector in a similar way to the G-OMP algorithm. The algorithm at the k-th iter-
ation uses equation (15) to identify the next group of atoms, where we consider
only vectors a˜i for which a˜
T
i r
k−1 > 0 within each group of atoms due to the
nonnegativity constraint of the solution vector and we exclude the groups that
have already been selected in previous iterations. Note that the first iteration
will be identical to the G-OMP algorithm as c is initialized at zero.
Next the algorithm adds the selected group of atoms to the active set and
updates the solution vector x˜k, the residual rk and the corresponding ck. The
algorithm iterates till the stopping criteria are met. The resulting algorithm of
G-PFP is given in Algorithm 1.
One of the most expensive computations of the algorithm is the calculation of
the Moore-Penrose pseudo-inverse (A˜k)† required for the update of the solution
vector x˜k and the corresponding ck at each iteration. As has already been in
discussed in [11] for the conventional sparsity PFP algorithm, directional updates
could be used (e.g. the method of conjugate gradient) instead of the Cholesky
factorization method when dealing with large scale systems.
Note also that following LARS, pretty much as we did in [11] we omit the
releasing step, which reduces the computational cost but is expected not to lead
to a large change to the result.
6 Aris Gretsistas and Mark D. Plumbley
Algorithm 1 Group-Polytope Faces Pursuit (G-PFP)
1: Input: A˜ = [a˜i], y
2: Set stopping conditions lmax and θmin
3: Initialize: k ← 0, Ik ← ∅, A˜k ← ∅, ck ← 0, x˜k ← ∅, yˆk ← 0, rk ← y
4: while |Ik| < lmax and maxi a˜Ti rk−1 > θmin do {Find next face}
5: k ← k + 1
6: Find face:
ik ← arg maxi/∈Ik−1{‖A˜[i]T rk−1‖2/‖1− A˜[i]T ck−1‖2 | A˜[i]T rk−1 > 0}
7: Add constraints:
A˜k ← [A˜k−1, A˜[i]k], Ik ← Ik−1 ∪ {ik}
8: x˜k ← (A˜k)†y, ck ← (A˜k)†T1, yˆk ← A˜kx˜k, rk ← y − yˆk
9: end while
10: Output: c∗ = ck, x˜∗ ← 0+ corresponding entries from x˜k
4 Simulation results
In the first experiment we attempted to quantify the performance of the proposed
algorithm and compare against the group sparsity algorithm G-OMP and the
standard sparsity algorithms OMP and PFP, using synthetic data. To do so, we
randomly generated dictionaries of size 40×200 by drawing from i.i.d. Gaussian
matrices and normalizing them. The block k-sparse vector x with block size d
was generated by selecting uniformly at random the non-zero groups of atoms.
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Fig. 1. Support recovery rates (over 100 trials) of G-OMP, G-PFP, OMP, PFP vs
block-sparsity level k for a dictionary A ∈ RM×N with M = 40, N = 200 and block
size (a) d = 2 and (b) d = 4.
Fig. 1(a)-(b) illustrates the support recovery rate of all tested algorithms for
a variable sparsity level k, where the block size d has chosen equal to 2 and
4, respectively. The results has been averaged over 100 iterations. As can be
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seen, the greedy group sparsity algorithms perform better in both cases and the
performance gain increases with the block size. However, G-OMP shows the best
success recovery rates apart from the case when d = 4 for high sparsity levels,
where G-PFP shows a slightly better performance.
For the second experiment, we chose to apply the algorithms to the problem
of direction-of-arrival (DOA) estimation and compare their performance. In this
case, we compared G-PFP against G-OMP and OMP. After discretization of the
angular space, we formed the redundant dictionary A of size M ×N containing
the impulse responses of M = 8 sensors uniformly spaced at half wavelength for
all N = 181 potential angles of arrival (resolution grid of 1 ◦). Assuming that
the k << N plane waves impinge on the array from different angles (which has
been chosen randomly) and taking d time-snapshots we formulated the resulting
MMV problem as a block sparsity problem by appropriately interleaving the
multiple vectors. Therefore, the d snapshots define the number of the size of
each block.
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Fig. 2. DOA recovery rates (over 100 trials) of G-OMP, G-PFP OMP vs block-sparsity
level k (or number of sources). The numbers of sensors is M = 8, the angular grid
resolution is set at 1 ◦ and the number of snapshots (or block size) is (a) d = 3 and (b)
d = 4.
Fig. 2(a)-(b) shows the recovery success rate of the true angles of arrivals
averaged over 100 iterations when the number of snapshots and subsequently
the block size is 3 and 4, respectively. For the specific setting in both cases
G-PFP outperforms the other two algorithms achieving the highest recovery
success rates. Considering the fact that the dictionary due to the small number
of sensors chosen is quite block-coherent, the results suggest that the G-PFP
algorithm can achieve better performance in distinguishing between correlated
group of atoms.
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5 Conclusions
We have introduced an algorithm for the block sparse recovery problem based on
the PFP algorithm. The so-called G-PFP algorithm, which is a greedy algorithm
of similar complexity to the G-OMP algorithm, adds one group of atoms at a time
and iteratively builds the solution. Experiments on the support recovery of exact
sparse block synthetic signals show that the proposed algorithm outperforms the
standard PFP algorithm, but performs a little worse than G-OMP. However, on
the DOA estimation problem the proposed algorithm showed better performance
than G-OMP at all sparsity levels investigated.
Our future work will investigate and attempt to explain this behaviour of
G-PFP in the coherent dictionary setting.
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