International comparisons of fertility behaviour are based on two crucial assumptions. First, it is assumed that the response of fertility rates to socio-economic factors is similar across different age-cohorts of female population in the reproductive age-group. Second, it is assumed that country-specific effects do not influence the parameter estimates of the fertility model. Recent availability of cross-country data for a number of years allows us to pool data for more than 100 countries for the period and estimate the fertility model. The results show that the impact of socio-economic factors differs across different age-cohorts; particularly, the negative impact of improvements in female status on the fertility rates is higher among the younger age-cohorts. Similarly, our results show that cross-country differences affect fertility rates significantly. However, the differences tend to diminish as countries become more developed. These results indicate that not only cross-country differences but also the changes in age-composition of female population should be taken into account in formulating the policies to control fertility and population growth. Furthermore, improvements in female literacy turn out to be the most effective tool to control population growth.
INTRODUCTION
The process of demographic transition explains the changes in fertility and mortality as societies develop.
1 Existing evidence shows that fertility rates have declined sharply after 1970 in the less developed countries (LDCs), whereas rapid decline in mortality rates was observed after the 1950s. This temporal lag between decline in fertility rates and mortality rates has not only changed the size of population, it has also changed the age-distribution of male and female population across countries. These changes in the age distribution of female population are expected to influence the average fertility rates. The existing empirical literature ignores the impact of the changing age-structure of female population on fertility rates. Increase in female population in younger-age cohorts may increase fertility rate. However, the impact could be negative if economic activity and female status, particularly female education and female labour force participation, improve among the younger females.
The fertility rates also vary across countries. Table A-1 (in Appendix) shows that, on average, general fertility rates (GFR) and infant mortality rates (Inf.) are the highest in low-income countries. Assuming that higher GDP-per capita and/or lower share of agricultural labour force in total labour force are an index of economic development, we can argue that both general fertility rate (GFR) and infant mortality rate (Inf.) decline with economic development. Similarly, GFR and Inf. are higher where social indicators like literacy and availability of health services are low.
2 Friedlander and Silver (1967) show that while the effect of income on fertility behaviour varies with the level of economic development, the impact of infant mortality and illiteracy is usually positive.
3 Easterlin (1962 and 1975) shows that growth of female education has the most pervasive influence on the fertility behaviour. Similarly, Chamratrithirong et al. (1992) argue that an increase in female participation in education and employment contributes to a decline in fertility. However, Freedman (1995) claims that in addition to socio-economic development, changes in attitudes about family planning and life-styles and cultural differences affect fertility behaviour significantly. All the existing cross-country studies, analysing fertility behaviour, are based on two crucial assumptions. 4 First, even if the fertility rates differ across agecohorts of female population in the reproductive age-group, the impact of socioeconomic factors on fertility rates is similar for all age-cohorts. This may not be true as the status of female population may change with changes in the age distribution of female population and consequently the cohort-specific fertility rates may respond differently to these changes in female status. Secondly, it is assumed that the countryspecific factors do not influence the parameter estimates of the fertility model. This assumption may not be valid. For example, Freedman (1995) argues that ideological and cultural differences also influence fertility behaviour.
5 Therefore, disregard of country-specific effects may lead to biased estimated coefficients of fertility models.
In this study our objective is to test the validity of these assumptions. First, we examine whether or not the impact of socio-economic factors on fertility rates varies 2 Among the numerous empirical studies, the following provide excellent summaries of present and past studies: Adelman (1963) ; Chamratrithirong et al. (1992) ; Coale and Hoover (1958) ; Cochrane (1983) ; Drakatos (1969) ; Easterlin (1975) ; Friedlander and Silver (1967) ; Schultz (1973) ; Simon (1974) ; Ubaid-urRub (1990) and Wheeler (1980) . 3 Friedlander and Silver (1967) argue that either the changes in preference or changes in quantityquality trade-off for children may be responsible for the changing fertility behaviour with the level of economic development. 4 The study by Wheeler (1980) is the only exception. He examines the differences in fertility behaviour across age-cohorts. However, the study is based on data for the years 1960 and 1977 only. Similarly, empirical studies in other research areas show significant cross-country differences. For example, Barro (1991) shows that country-specific factors influence growth performance significantly.
across different age-cohorts of female population in the reproductive age-group. Second, we test whether the country-specific effects influence the parameter estimates of the fertility model significantly. Recent availability of cross-country data on fertility rates and other related variables, for different time-periods, allows us to examine these issues. 6 The results of the study may enable us to draw more appropriate and meaningful inferences about bringing down fertility and population growth rates.
The study has three main sections. A theoretical and empirical specification of the fertility model and data related-issues are discussed in Section I. The results are presented in Section II. The conclusions and policy implications of the analysis are described in the final section.
I. MODEL SPECIFICATIONS AND DATA PROBLEMS

Model Specification
It is an established fact that fertility is determined by biological factors, both economic and non-economic. Empirical studies often assume that the impact of changes in socio-economic conditions on fertility rates is similar across different age-cohorts of female population in the reproductive age-group. In order to examine the impact of changes in age-distribution of the female population, general fertility rate (GFR) is selected as a dependent variable. This variable is considered to be a more refined measure of fertility. 7 We define the general fertility rate (GFR) as a weighted sum of age-specific fertility rates:
where F t = General fertility rate at time 't'. f rt = Fertility rate of the rth female age-cohort. w rt = Female population in the rth age group. w t = Total female population in the reproductive age group (15-49 years).
Assuming that fertility rate in each age-cohort responds to a set of socioeconomic variables-X, and the marginal effect of 'X' differs across cohorts, we can write:
The data for 112-121 countries are pooled for the period 1960-85. The time-period is divided in five five-year annual averages for 1960-65, 1965-70, 1970-75, 1975-80, and 1980-85. The main data sources are: Keyfitz and Flaeger (1990) ; Summers and Heston (1988) ; and World Bank (Various Issues).
7 See Campbell (1983), p. 4. where f i = general fertility rate in the rth age cohort, arj = parameters; ur = random, (additive) error term. 8 The set of socio-economic variables (X) includes income, infant mortality rate, female literacy, urbanisation, young dependency, and indicator of family planning (FPL).
9,10 The rationale for the inclusion of these variables and their expected relationship with the dependent variable are discussed below.
Income
Existing literature suggests that income per capita, an indicator of economic development, is an important correlate of fertility. Both Malthus and Ricardo argued that improvements in income lead to higher fertility [for a list of studies, see footnote 2].
11 Classical economists emphasised that, ignoring the scale effects, the causal relationship between income and fertility is expected to be positive in the short run and it could be negative in the long run. However, in Simon's (1974) study, income is incorporated as a social control variable. The study indicates that income can be used as an effective instrument for lowering fertility. Similarly, Bulatao and Lee (1983) argue that if the increase in income is a result of the increase in the value of time, then fertility rates and income would be negatively correlated.
Therefore, the rise in economic activity may depress current demand for children if economic development is positively correlated with the opportunity cost of time spent for raising children. However, the effect may be different at different stages of economic development [see Friedlander and Silver (1967) and Bulatao and Lee (1983) ]. Furthermore, the evidence for the HICs suggests that if the initial fertility rates are very low, the rise in income may have a positive effect on the demand for children [see Bulatao and Lee (1983) ]. In order to capture the non-linear effect of income, either squared of income per capita or natural logarithm of income is added in Equation 2. In this study we divide the relevant female population in the following three reproductive agegroups: (i) females 15-25 years old; (ii) females 26-35 years old; and (iii) females 36-49 years old.
9 A number of other variables can be included in the set X. For example, age at marriage, social mobility, migration, ethnicity, psychological factors, knowledge of birth control methods, inter-generational wealth flows, family structure, and other social and cultural factors may affect GFR. However, data nonavailability does not allow analysing the role of these variables in fertility determination. Similarly, some studies recommend the inclusion of 'nutrition' as a determinant of fertility. However, according to Bulatao and Lee (1983) , malnutrition has small physiological impact on fertility.
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FPL and Ft may be determined simultaneously. However, we are not analysing this aspect in the present study which may affect coefficient estimates.
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Malthus emphasised the rigid dependence of population growth on the food supply. Similarly, Ricardo suggests that higher income leads to a rise in marriages and higher fertility. But higher fertility leads to surplus labour and, consequently, depressed earnings [see Blaug (1983) ].
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The effect of income is expected to be stronger if the income distribution also improves with economic growth. However, due to non-availability of cross-country data on income distribution, this variable is not included in the analysis. Some studies include 'land-holding' as a measure of rural income. It is striking that the studies have consistently found fertility to be positively associated with size of landholding. [see Bulatao and Lee (1983) ].
On the basis of existing evidence, it is difficult to predict the sign of coefficient of income. However, given the rising opportunity cost of time, we expect a negative relationship between fertility and income.
Infant Mortality Rate
An increase in infant mortality rate (Inf.) is expected to raise the fertility rate. This is because a higher level of child mortality would require a larger (average) number of births to have been desired as family size. The parents may want to have more children to replace a lost child or to take precaution against probable future child loss.
This variable may also be an indicator of improvements in health-care facilities as modern medical services and public health advances have stimulated a decline in mortality independent of economic growth and social change [see Adelman (1963) ; Drakatos (1969) and Tafah-Edokat (1992) ].
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So far, in developing countries, a substantial part of the rise in population is the result of a long-time lag between the declines in fertility and mortality. Therefore, we include lagged mortality rate in the Equation and expect a positive sign of the coefficient.
Education
Education, particularly female education, is expected to be strongly correlated with fertility. It directly affects the supply of children, the demand for children, and the regulatory costs of fertility [see Bulatao and Lee (1983) ]; Chamratrithirong et al. (1992) and Tafah-Edokat (1992) ]. Studies summarised by Cochrane (1983) suggest that the impact of education on fertility is strongly negative at the higher education level [see Balatao and Lee (1983) ]. The study shows that in countries like Bangladesh, Dominican Republic, Mexico, Nepal, Pakistan, Peru, Philippines, Colombia, and Sri Lanka, education is a more cost-effective means of reducing fertility than the provision of family planning services.
14 According to Campbell (1983) , for forecasting purposes, education is the best single predictor of fertility decline. The primary school enrolment ratio (female and total) and current female/total literacy rates were included as a proxy for education.
The effect of female literacy on fertility may be different from the effects of male literacy. Male education may have a positive effect on fertility due to improvement of ability to afford children. However, the net effect of literacy on fertility rates could be 13 GFR and Inf. may be simultaneously determined. Increase in TFR also increases IMR as it deteriorates the health of mother and the quality of child's life. 14 Cochrane (1988) also reports that in most countries, family planning is the most cost-effective method to reduce fertility. However, this conclusion may change if we include the external and long-run benefits of education.
negative because of late marriage and/or increase in the opportunity cost of raising children, which results in a trade-off between the quantity and the quality of children. Therefore, we expect a negative correlation between education, represented by female literacy (Fli) and total literacy (Tli), and fertility.
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Urbanisation (urb)
Increase in the proportion of the population living in urban areas can be taken as a measure of urbanisation. The expected relationship between urbanisation and GFR is expected to be negative as both direct and indirect costs of raising children are higher in urban areas [see Easterlin (1975) and Drakatos (1969) ]. Moreover, the response to urban living and lifestyle may raise parental aspirations for the quality of children and ultimately result in a lower demand for children.
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Dependency
Dependency ratio (ydep) is defined as the population below 15-years of age relative to the economically active population (15-64 years old). Increase in 'ydep' may have a positive effect on GFR if it reduces the cost of raising an additional child. The effect on GFR could be negative if it reduces the gap between the desired and the actual family size. Therefore, it is difficult to predict the sign of the estimated coefficient.
Family Planning
The empirical analysis based on survey data shows that family planning programmes (Fpl) are very effective in reducing fertility. Inclusion of this variable in a macro level study is important as it is expected to have a strong direct negative impact on GFR. However, the data on this variable represented by the proportion of females using contraceptives are available for 22 countries only.
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Model Specification: Differences across Age-cohorts
Since data on fertility rates by age-cohort (fr) are seldom available across countries, it is difficult to estimate Equation (2) for each group of females separately. Following Wheeler's (1980) methodology, we test for differences in fertility behaviour 15 Lagged (i.e., 15-years) female enrolment in primary schools was also included as a proxy for female education. However, the variable was dropped due to non-availability for all the sample countries. 16 Alternatively, Schultz (1973) uses the percentage of males employed in agriculture to measure relative price effects. The population in urban and rural areas may have a different taste for children and knowledge of contraceptives, and this may result in different costs of raising children. Since this cost is expected to be lower in rural areas, an increase in the proportion of rural population is expected to have a positive effect on fertility.
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Berselen and Mauldin index of family programme effort is a better variable to be included in the model. However, the index is not available for all countries for the relevant time-period. For simplicity, 't'-time subscript is ignored here. across age-cohorts. We substitute Equation (2) in Equation (1) 
we can write
Consequently, Equation (3) can be written as:
where
This equation allows for differential impact of 'X' across age-cohorts. In order to test the hypothesis whether fertility behaviour differs across age-cohorts, we need to estimate the following specifications also.
First, assuming that all marginal effects of 'X' are equal, i.e.,..., a 12 = a 22 = .....a R2 , we can rewrite Equation (4) as:
We refer to Equation (4) and Equation (5) as unconstrained and semi-constrained specifications respectively. Equation (5) will help us to determine the extent and significance of structural differences in fertility rates across age-cohorts. Second, assuming that the autonomous fertility is similar across age-cohorts, i.e.:
we can write Equation (4) as:
This is called constrained specification, where fertility rate is assumed to be unaffected by changes in age-composition of female population in the reproductive age group. In most empirical studies, Equation (6) is estimated. The comparison of coefficient estimates and t-statistics helps us to determine whether fertility behaviour differs across i=1 age-cohorts or not. Similarly, the F-test determines whether the constrained and unconstrained specifications are different from each other or not.
Model Specification: Cross-country Differences
In order to test for the presence of country-specific effects, dummy variables are introduced in the model. In this case, the model is modified as:
where 'i' denotes the ith country in the sample and j represents jth explanatory variable, the country-specific dummy variables are incorporated in Equations (4), (5), and (6), for estimation. D it = 1 if data are for the ith country and D it = 0 other wise, and α i = coefficient of country-specific dummy variable. The statistical significance of these coefficients helps to determine the significance of structural differences across countries.
Estimation
The cross-country data, available for the period 1955-85, is expressed as five years' average. In order to test for the presence of country-specific effects, Ordinary Least Squares (OLS) is not an appropriate technique [see Hsiao (1990) ]. Therefore, we conduct Covariance Analysis to examine structural and behavioural differences among different countries. The model is specified as:
where F it is the general fertility rate, for ith country in the t-th time-period, and x jit are the jth explanatory variables. U it is the disturbance term. α 0 and αj are the estimated coefficients. The inclusion of dummy variables will modify the model as following:
where:
; di = 1 if data belongs to the ith country and di =0, otherwise.
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The standard t-test and F-test are applied to see if these alternative specifications 19 The coefficients of Xj may differ across countries also. However, due to problems of degrees of freedom, we do not test for slope differential with respect to all explanatory variables simultaneously. The test for cross-country differences in slope is applied for each explanatory variable in alternative specifications. of the fertility model are significantly different from each other or not. In the first case, we test whether or not the marginal effects of fertility determinants vary significantly across age-cohort of female population. For this purpose, the following hypothesis is tested:
The t-statistic of the coefficient of the interactive terms (X j wX j ) will help us to confirm whether the differences across age-cohorts are statistically significant or not. Similarly, F-test determines whether the two specification are significantly different or not. The second hypothesis examines whether or not the variation in the current age distribution of female population affects total fertility rate significantly.
That is,
As mentioned earlier, the t-statistics of the coefficients of variables representing age distribution of females (i. e., w r ) determines the statistical significance of the differences. In this case also, F-test is applied.
If H 0 holds in both cases, then we conclude that fertility rates are not statistically different across age cohorts, and the model specified in Equation (6) is relevant. However, if H 1 holds, then the results of alternative specifications, i.e., Equation (4) and Equation (5), become important.
The third hypothesis is specified to examine whether or not intercepts differ across countries?
20 Along with the examination of t-statistics of the coefficients of dummy variables, the standard F-test is applied to test this hypothesis.
In this case: F-test is also applied to test for cross-country differences in slope coefficients.
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According to Judge et al. (1982) , the practice of dropping dummy variables if the coefficient estimates are statistically insignificant should not be encouraged as two different parameterisations of the same problem can lead to different dummy variables being omitted. F* is the table value of F-statistics.
Data Problems
In this study we have tried to construct consistent cross-country data series for dependent and explanatory variables for more than 100 countries for the years . 22 The availability and quality of data vary in different parts of the world. The period 1955-85 is divided in five five-year averages. The data on GFRs, female population in different age groups, urbanisation, and infant mortality rate are obtained from Keyfitz and Flaeger (1990) . The under-enumeration is widely known with respect to these variables. For example, for Somalia and Zaire, it is reported that the underenumeration is about 25 percent. Similarly for Pakistan, misreporting of young girls is estimated to be equal to 20 percent [See Krotki (1985) ]. However, Keyfitz and Flaeger have evaluated and adjusted the data in order to maintain some plausible level of comparability between various regions. General Fertility Rate (GFR) is defined as the annual number of births per 1000 women of child-bearing age. This variable is expected to be sensitive to changes in age-composition of female population. Infant mortality rate is estimated as the number of deaths of children, under age 1, per 1000 children born during the period shown. The reliability of these data, particularly for developing countries, is always questionable.
The income-per capita (GDP-per capita) data series are taken from Summers and Heston (1988) . These data, adjusted for purchasing-power parity across countries, are at constant prices of 1980. Despite some measurement and definitional problems, this data set is comparable across countries and over time. However, the data quality indicator reported by Summers and Heston (1988) shows that data quality improves with the development of a country.
The data for total literacy, female literacy, family planning, and labour force in agriculture are taken from the World Bank (various issues).
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II. RESULTS
Differences across Age-cohorts
In this section, we first examine the impact of differences in age-cohorts of female population on fertility rates across three different subsets of countries (Equation 4). 24 The results reported in Table 1 reflect that significant differences exist across different age groups. The coefficients of interactive terms, particularly for female 22 The data after 1985 are based on projections.
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The family planning variable is defined as the percentage of married women of child-bearing age using contraceptives, or women whose husbands are practising any form of contraception. Contraceptive usage is generally measured for women aged 15-49. A few countries use measures related to age-group 15-44. These data are derived mainly from demographic and health surveys. This statistics may be understated as conventional methods of family planning are not accounted for. 24 The countries are distributed in three groups on the basis of their per capita GDP in 1970. The per capita GDP in low-income countries was less than $ 1000; in middle-income countries it was between $ 1000 and $ 1500; and in high-income countries the per capita GDP was above $ 1500. literacy (i.e., α 23 and α 33 ) and for urbanisation (i.e., α 24 and α 34 ), are statistically significant. This means that the response of fertility rates to changes in female literacy and urbanisation differs significantly across age-cohorts. The results show that the negative effect of changes in urbanisation and literacy is strengthened as female population in the younger age-cohorts rises. 25 The results show that α's for the excluded category have the expected signs but are mostly insignificant. However, the coefficients for the first two age-cohorts of females show significant differences. This confirms our assertion that it is more informative if we adjust the fertility model for changes in age distribution of female population. Interestingly, the comparison of results reported in Table 1 shows that α 20 and α 30 are significantly different from α 10 in the middle-and high-income groups. This shows that differences in the age distribution of female population do not affect fertility behaviour in the low-income countries, but as the income level goes up, structural differences across younger age cohorts become prominent. Similarly, fertility behaviour across age-cohorts responds differently to changes in socio-economic factors. For example, for the older-age cohorts' income (GDP) has a positive but statistically insignificant impact on fertility rate in the middle-and highincome countries, and this relationship is statistically insignificant for low-income countries. For the younger age cohorts, the income effect is negative and significant for the middle-income countries, while for the low-income countries the income effect is positive but statistically insignificant. This shows that income effect changes significantly with the level of economic development and across age-cohorts. This could be due to differences in preferences for the quantity and quality of children in developing and developed countries [see Friedlander and Silver (1967) ].
The impact of infant mortality (inf.) is, as expected, positive and statistically significant in most cases. The reason may be that provision of improved and better health facilities which leads to a decrease in infant mortality rate may also result in lower fertility rates. Female literacy (fli.) has a negative and statistically significant impact on fertility rate. It appears that opportunity cost plays an important role in the determination of fertility rates in almost all countries. We may, however, note that the sign of the coefficient for the middle-income countries is statistically insignificant in most cases.
26 This is an unexpected result, and it is not interpreted because of its insignificance. In most cases, the marginal decline in fertility in response to an increase in female literacy is higher in high-income countries and it is higher for females in the 25 In order to test this hypothesis, female population is divided in three reproductive age groups, i.e., female population in age group 15-25 years, 26-35 years, and 36-49 years. In some countries, females in the age group 15-44 are considered a part of females in the reproductive age group. However, for consistency, we include 15-49 as the relevant group.
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According to Adelman (1963) , the positive effect may be a reflection of non-linearities in the relationship between fertility and education. Since the coefficient is statistically insignificant, we are not testing for the presence of non-linearities in this paper.
older age group. This is in conformity with the notion that the opportunity cost of having a child is higher in the HICs as compared to that in the LICs. Furthermore, due to human capital accumulation, the opportunity cost of having an additional child is higher for older age groups.
The negative effect of urbanisation (urb.) is statistically significant for the lowand middle-income countries. Furthermore, the impact is higher for the younger age group. The reason may be that urbanisation is expected to be rapid in its initial stages in developing countries. Therefore, the cost of having an additional child is likely to rise sharply in the LICs; consequently, GFR is expected to decline at a faster rate.
Lagged young dependency (ydep) has a positive and statistically significant impact on fertility except for the older age cohort. 27 The reason may be that the rise in 'ydep' is expected to lower the time cost of raising an additional child, and there may be economies of scale in terms of a lower per child monetary cost of raising an additional child. Interestingly, the marginal impact of ydep on GFR seems to be quite robust across all income groups. However, the interesting results are for the middle-age group, where the impact of young dependency is negative and statistically significant for middle-income countries. The explanation again could be a higher opportunity cost of dependence for the middle-age cohorts.
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The test for structural differences in fertility behaviour across different agecohorts shows (see Appendix Table A -2) that changes in the age-composition of female population affect fertility rates significantly. It also shows that, on average, fertility rate goes down as the proportion of females in the younger-age cohorts increases. The reason could be that, as discussed earlier, improvement in female status among the younger-age cohorts increases the opportunity cost of having an additional child.
Differences across Countries
The second hypothesis is whether the country-specific factors affect fertility behaviour significantly or not.
30 F-test (see Table A -5, row 2) indicates that significant structural differences exist across countries. The results are reported in Table 2 and the coefficients of dummy variables, representing differences among intercept terms for each country, are reported in Table A-4 (in Appendix) . Interestingly, the size of the 27 Young dependency and total fertility rates may be simultaneously determined. However, we are using young dependency-lagged five years. Therefore the issue of simultaneity may not be important.
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The results corresponding to Equation 5 and Equation 6 are reported in Appendix Table A-2 and in  Appendix Table A -3, respectively. However, the results are not discussed in detail to avoid repetition.
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The results of F-test (for test of linear restrictions) are reported in Table A-5 (see Appendix) . The test also confirms that the two specifications are significantly different from each other.
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Due to problems of degree of freedom, multiplicative country-specific dummy variables were not included in one equation. The multiplicative dummy variables, for each variable were included in separate equations. Since the broad conclusions regarding the significance of variables do not change, we do not report them here. However, the results are available with the author. estimated coefficients of explanatory variables declines when we try to capture the effect of country-specific factors. The coefficients of country-specific dummy variables are statistically significant for the majority of low-income countries. But the similarities are more prevalent among high-income countries as only 1/4th of the countries show statistically significant differences. This shows that as the countries develop, differences in fertility behaviour tend to diminish. The reason may be that GFR converges in most high-income countries as variations in fertility rates are lower in high-income countries as compared to low-income countries.
The results confirm that female status is the most important variable which is responsible for lowering fertility rates in almost all countries. For the females, in all age groups, income affects fertility negatively and significantly for low-income countries. However, this result contradicts the results reported for the middle income countries. For the middle-age cohorts, income effect is negative but insignificant. In low-income countries, the impact of infant mortality rates on fertility rates remains positive and it is also statistically significant. The impact of female literacy remains strong and negative. This confirms the results of Chamratrithirong et al. (1992) and others that female status is the major factor influencing fertility. The striking result is that, in the high-income countries, the impact of urbanisation is stronger and significant for females in the younger-age cohort. This may be a reflection of the rising cost of living and, consequently, the rising cost of having an additional child in urban areas. Also, young dependency becomes statistically insignificant for all age cohorts in all countries except in the high-income countries.
We have earlier discussed that the major problem in analysing the role of family planning activities is the non-availability of data for most of the countries. However, we have estimated Equation 6 with the "family planning" variable for a limited number of countries.
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The results show that in low-and middle-income countries, family planning activities play an active role in reducing fertility rates. However, the effect is negligible in high-income countries. The reason may be that these countries have already reached very low fertility levels and the increase in family planning activities cannot reduce fertility rates any further. However, due to data constraints, this result may be interpreted with caution. The results are available with the author.
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Religion may influence the fertility behaviour of individuals. For example, it is sometimes claimed that Muslim countries have higher fertility rates due to religious (Re) considerations. This claim may not be valid considering the recent fall in population growth rates in Malaysia, Indonesia, and Bangladesh. Therefore, we tend to include 'Re' as a control variable in the fertility equation. The factor is specified as a dummy variable equalling one for a Muslim country and zero otherwise to capture the differences in fertility behaviour between the Muslim and non-Muslim countries. The results show little significant influence of Islam on fertility behaviour. (Table available on request.) However, simply controlling for Islam and ignoring the religiosity industry cannot give us the real impact of religion on fertility.
III. CONCLUSIONS
Studies of fertility behaviour generally ignore the differences in fertility rates across age-cohorts and the presence of country-specific effects across developing and developed countries. The present study addresses these issues and draws certain conclusions. The results of our study show that fertility behaviour differs significantly across age-cohorts and across countries. It is, therefore, important that these differences should be taken into consideration while formulating specific policies to control population growth.
The study shows that income effect varies significantly across countries. It is negative and statistically significant in low-income countries (LICs) but positive and statistically insignificant in middle-and high-income countries. The result for middleincome countries (MICs) shows a negative income effect for younger-age cohorts. The variable representing female status, i.e., female literacy, shows a consistently negative impact on fertility rates. The impact of urbanisation is negative, while that of 'ydep' is positive for fertility in older-age cohorts. These results show that the rising opportunity cost of having another child affects fertility rates significantly.
The results of this study also confirm the fact that the impact of socio-economic factors differs across age-cohorts. This implies that any policy prescription to control fertility should take into consideration the age-cohorts interaction also.
As expected, our results show that cross-country differences in fertility tend to decline as countries develop. The reason may be that fertility rates in most high-income countries are low and have little variation. The important policy implication derived from this analysis suggests that any intervention to control the population growth should take into consideration the interaction between the female population structure and the socio-economic factors and identify the age groups where fertility rate is more sensitive to socio-economic changes and to the provision of family planning services. This interaction provides useful policy instruments for lowering fertility rates effectively among different age-cohorts. 
Appendices
