Introduction
Automatic simplification of large triangle meshes is an important problem in computer graphics. Triangle meshes are commonly used to represent 3D surfaces and they serve as the de facto standard for fast interactive visualization. Latest advances in CAD systems and scanning devices have given rise to very complex and highly detailed triangular meshes; surface reconstruction and isosurface extraction methods also result in very densely sampled meshes; meshes consisting of millions of triangular faces are commonplace. Such meshes are usually huge and mostly uniformly sampled; the density of the model is not adapted to the detail actually needed to represent the local geometry. The growing size and complexity of triangular meshes have surpassed the development in rendering systems and transmission capabilities, so it is hard to navigate and render such meshes at interactive frame rates due to the sheer number of triangles. Using triangle meshes with varying details in different application contexts is the only way to deal with this problem. The strategy to achieve this goal is based on multiresolution modeling, 1,27 that allows processing geometry at multiple levels of detail. In addition simplification algorithms are at the heart of constructing multiresolution representation from the initial surface geometry. The importance of simplification techniques has motivated an intense research in this area. During the past years, many simplification algorithms have appeared in the graphics literature [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] 25 which reduce the number of triangles to a particular desired triangle count or until a particular error threshold is met. These methods, based on different topological operators and various heuristics to measure geometric error, address the problem from different angles and provide sub-optimal solutions that contemplate different practical trade-offs. They mainly target on geometric simplification, topological simplification or view-dependent simplification. We focus only on geometric simplification. Most algorithms for geometric simplification are based on iterative approach, where small local geometric change is introduced according to some optimality criterion. This optimality criteria is usually based on one of the two approaches to measure the approximation errors: local and global error. Those algorithms which follow the local approach compare the current mesh with the previous simplified version; the existing methods 11, 13, 25, 28 based on this approach are fast and computationally efficient but yield poor approximations. The algorithms 2, 4, 7, 8, 12, 15, 16 are based on global measure of error although they produce high quality simplifications, but they make comparisons with the original geometric model and thus require that the geometric history is carried along the partly simplified mesh, making the iterative process memory consuming and slow. Memoryless Simplification 10,26 is the only algorithm that is memory efficient and still produces high quality results but computationally it is not so fast. None of these have used the concept of accumulating the cost of collapse; this concept in a way is an implicit comparison with the original mesh, having the process of reduction without retaining geometric history and consuming extra memory. We measure the geometric deviation locally and then accumulate it as the edge collapse transformations are applied. Our proposed measure of geometric fidelity is intuitive and does not involve complex computations. That is why our algorithm is not only memory efficient but is also faster than almost all those iterative methods which use geometric history to execute optimality criteria and even Memoryless Simplification, and it yields good quality results. Due to the involvement of a dihedral angle in the definition of our error metric, it automatically preserves the surface discontinuities and prevents surface artifacts such as folds. The remainder of this paper is organized as follows. In Sec. 2, we give an overview of some of the related iterative simplification algorithms that have appeared in the literature. Section 3 outlines our simplification algorithm. The main components of our algorithm have been discussed in Sec. 4. In Sec. 5, the algorithm is validated by showing and discussing some examples, and comparing them with published simplification schemes. Section 6 concludes the paper and presents some possible directions for future research.
Background and Related Work
Most of the iterative simplification methods can be classified into three categories with respect to the topological operator that they adopt: vertex decimation, edge collapse, and face decimation. Face decimation methods [17] [18] [19] constrict a face and immerge its adjacent faces; they usually result in poor approximations. Vertex decimation 2,4,13,15,16 algorithms decimate a vertex and retriangulate the hole; while these algorithms produce good approximations, the need for an algorithm to retriangulate the hole makes the algorithm slow. Although edge collapse operation is a special case of vertex decimation, it does not require any triangulation algorithm, so edge collapse algorithms are faster and they result in good approximations. Our algorithm is also based on edge collapse operation, and so we will center our attention on edge collapse algorithms. For a thorough survey of simplification algorithms, consult the papers of Refs. 20 to 22. An arbitrary edge collapse transformation merges the two vertices of an edge into a single vertex, thus removing two triangles from the mesh (see Fig. 1(a) ). To reduce a mesh, edge collapse transformations are applied iteratively in a greedy fashion (2) how to choose the substitute vertex, which is the vertex to which the end vertices of the collapsing edge will merge. As far as the choice of a substitute vertex is concerned, there are two main approaches in common use: subset placement (half-edge collapse) and optimal placement. Subset placement causes one of the end vertices of the collapsed edge to be chosen as a substitute vertex, and it is the simplest strategy one can adopt. In optimal placement, the substitute vertex is not necessarily a vertex of the original mesh and it can float freely in space in order to minimize some error measure; it results in resampled vertices.
The sequence of edge collapse transformations is automatically determined by an error measure which reflects the local geometric deviation of the mesh resulted from an edge collapse transformation. The way in which error is measured is the basic differentiating factor between different algorithms of this class. Various simplification approaches measure the approximation error in many different manners mostly based on any one of the two policies: local evaluation and global evaluation of approximation error.
Hoppe's algorithm 8 for constructing progressive meshes is the pioneer of the class of edge collapse-based algorithms. It uses an error measure that is defined as the average distance from the proposed new triangles in the mesh to a set of sample points on the original model which are carried along as a geometric history. While this algorithm produces high quality approximations, several distance-to-surface measurements make it quite slow. Gueziec 7 defines a tolerance volume as a convex combination of spheres located at each vertex of the simplification. He selects edges based on the shortest edge length and then chooses a new vertex position such that the original surface is guaranteed to lie within that volume. This algorithm also produces good quality results, and appears to be somewhat slow, but it is faster than Progressive Meshes. The algorithm of Kobelt et al. 9 maintains links between points on the original mesh and the corresponding neighborhood on the approximation, and the distances between these points and the associated faces define the approximation error; this algorithm is relatively fast but it is still slow and memory consuming. Ronfard and Rossignac 12 assign to each vertex the set of planes associated with its incident triangles for geometric history. As a result of one edge collapse transformation, two vertices are merged into one and the new vertex inherits the planes of the merged vertices. The maximum distance from the new vertex to its supporting planes is used as an error metric to measure the edge collapse cost. Garland and Heckbert 5 used this work as the starting point of their own simplification algorithm QSlim. Instead of maintaining a list of planes, they measured the squared distance from the collection of planes associated with triangles incident on a vertex and stored them as a symmetric 4 × 4 matrix, one matrix per vertex. While their approach is fast and gives high quality approximations, it is not memory efficient; for each vertex it stores ten floats and for a polygonal model consisting of some million polygons a very large amount of memory is consumed to store this information. The memoryless algorithm proposed by Lindstrom and Turk 10 uses linear constraints, based primarily on the conservation of volume, in order to decide the edge collapse sequence and the position of the new vertex. The most interesting aspect of this algorithm is that it makes decisions based purely on the current approximation alone. It produces good quality simplifications and is fairly efficient, particularly in memory consumption but it is rather slow as compared to QSlim. All these algorithms except the memoryless simplifications algorithm retain geometric history while the decimation process is carried out, and no one uses the idea of accumulating the cost of collapse.
Overview of our Algorithm
In this section we outline our algorithm and briefly describe its main characteristics. First of all, to fix the ideas a brief description of terminology and notation is in place.
Terminology and notations
Triangles are the most popular drawing primitive in Computer Graphics, and so a 3D surface model of any physical object is usually represented by a triangular mesh. A triangular mesh is specified by a pair (P, K), where P is a set of n point positions P = {v i ∈ R 3 |1 ≤ i ≤ n} and K is an abstract simplicial complex which contains all the topological information. In other words, P and K describe the geometry and topology of a triangle mesh. The complex K is the set of subsets of {1, 2, 3, . . . , n}, which are known as simplices; vertex is a 0-simplex, edge is a 1-simplex and face is a 2-simplex. We represent the vertex (0-simplex) by v with its geometric counterpart as a 3D vector v. An edge (1-simplex) e is a subset {v 
According to the definition of simplex operators and as adopted in Ref. 10 , v , v , v and e stand for edges incident on v, triangles incident on v, neighboring vertices of v, and vertices of e, respectively. e and e represent the edges and the triangles respectively that are incident upon the end vertices of e as shown in Fig. 1(b) .
Outline of the algorithm
Our simplification method, like most related algorithms is a simple greedy procedure. It is based on the half-edge collapse and it uses the criterion for the evaluation of approximation error which has been detailed in Sec. 4 to prioritize the half-edge collapse transformations. It takes the original mesh as input and yields progressive mesh representation as an output. It involves the following steps:
• Compute the cost of collapse for each half-edge in the original triangle mesh using our proposed error metric and put the half-edges in priority ordering.
• Choose the half-edge e = (v 0 , v 1 ) with minimum cost of simplification and substitute it with v 1 . During this operation triangles e become singular and are discarded. The remaining edges e − {e} and triangles e − e incident upon v 0 and v 1 are updated so that all occurrences of v 0 are replaced with v 1 .
• Re-evaluate the cost of collapse for the edges e − {e} after the collapse of edge e. Add the cost of collapse of the edge e = (v 0 , v 1 ) to those of the half-edges which start from the vertex v 1 and update the priority queue of edge collapse transformations.
The main characteristics of our algorithm are as follows:
• Our algorithm automatically preserves visually important features of a surface model in a better way as compared to most of the existing simplification algorithms.
• Memory consumption is one of the important factors which effects the efficiency of an algorithm. Our algorithm accumulates errors and it needs not store any kind of geometric history, so it is memory efficient and can manage huge triangle meshes.
• Our algorithm is computationally faster than almost all existing iterative edge collapse algorithms except QSlim.
• It automatically prevents the occurrence of surface artifacts such as folds.
• Simplified versions resulted from our algorithm are comparable with those by published methods in terms of maximum and mean geometric error and they bear good visual resemblance with the original meshes.
Main Components

Topological operator
For an iterative simplification algorithm, the choice of a particular topological operator has no significant effect on the results; what matters is the way on how to measure the geometric deviation from the original shape. 9 As such we have decided to use subset-placement or half-edge collapse as a topological operator in our algorithm. The vertices of the simplified mesh resulted from half-edge collapse transformations always form a proper subset of the original vertices; this makes progressive transmission of meshes more effective and it is crucial for the integrated level of detail extraction. Moreover there are many applications where optimal replacement is not allowed or feasible, e.g. in the case of datasets where the sampling of a scalar/vector field is associated with the mesh vertices and in the re-sampled locations where the field values cannot be computed safely.
Error metric
We base our criterion for the evaluation of the cost of an edge collapse transformation on an intuitive observation. When an arbitrary half-edge collapse transformation e r (v 0 , v) → v takes place, (see Fig. 2(a) ) two of the edges v 0 will degenerate and the remaining will be displaced. Similarly the tow of the triangles v 0 will degenerate and the remaining will be displaced. This displacement of edges and triangles is responsible for geometric deviation. We measure the geometric distortion caused by the displacement of each of the triangles v 0 − e r as the multiple of the dihedral angle turned through by the triangle and the area swept out by an adjacent edge. To be precise, consider the triangle Fig. 2(b) . The half-edge collapse transformation e r (v 0 , v) → v will cause this triangle to turn through the angle θ and the edge (v 0 , v 1 ) to sweep out an area equal to the area of triangle t = (v 0 , v, v 1 ). Therefore the error that will be partly introduced because of triangle t = (v 0 , v 1 , v 2 ) is given by where
and θ is the dihedral angle between the triangles t and t = (v 1 , v 2 , v); it is measured as the angle between the normal vectors to the two triangles and it assumes the values from 0
• to 180
• . The computation of θ will involve the evaluation of trigonometric functions and so it will render the process slow. Scaling by 1/90 maps the range of values of θ onto [0, 2]. The range of values of 1 − n t · n t , where n t and n t are unit normals to the triangular faces t and t , is also [0, 2], so to reduce the computational cost, we approximate θ by 1 − n t · n t . Although this is not a good approximation of θ, it serves our purpose. Our goal is to compare the approximation errors caused by different edge collapses, and for practically feasible edge collapses, the value of θ is much less than 90
• , so the proposed approximation of θ will affect the two error values in the same manner, and the overall comparison result will not be affected. We can also consider the area swept out by the edge (v 2 , v 0 ), but in our experiments we found that it makes no difference. The cost of collapse of the edge e r will be the sum of errors contributed by each of the triangles v 0 − e r , where v 0 is the starting vertex of e r (see Fig. 2(a) ), i.e.
Cost( e r ) = t∈ v0 − er
Differential geometry tells us that the behavior of a surface is characterized well by the first and second fundamental forms. The first fundamental form reflects the local distortion and the second fundamental form provides the complete information about local curvature. In discrete setting, for the sake of efficiency, they can be estimated by geometric analogies. 9 In our criterion for approximation error the quantity A can be considered to account for the local distortion of the surface and the dihedral angle θ measures the local change in curvature; so our criterion in a way is associated with local fairness of first and second order.
Boundary simplification
Boundary edges need special treatment to preserve the boundary of an open surface model; on the boundary, vertices must be prevented from sliding into the inner region of the surface. One simple solution is to penalize the boundary edges with edge length, but this will preserve the boundary at the cost of a large number of triangles along the boundary and may result in a very large number of sliver triangles along the boundary. We propose a simple and more effective solution to deal with this problem. We can categorize the half-edges along the boundary into two main types: (1) the half-edge that has either staring or terminating vertex on the boundary e.g. e = (v, v 1 ) and (2) the half-edge that has both end vertices on the boundary e.g. e = (v 1 , v 2 ), see Fig. 3(a) . We deal with each case separately. The half-edge collapse transformation e(v s , v t ) → v t substitutes the half-edge with terminating vertex, so the collapse of the half-edge having terminating vertex on the boundary does not need special handling. However if the starting vertex is on the boundary, then the collapse of such an half-edge will deform the boundary, so we have to prevent the collapse of such an half-edge.
The half-edge having both end vertices on the boundary must be dealt tactfully. This will obviously collapse to a vertex along the boundary. Now the problem is how to guide the greedy approach so that it is not entrapped in a local minimum. So to help the algorithm get out of this problem, we use some heuristics. We assume a similar part of the mesh on the exterior side of the edge as that on the interior side to bring it in line with the interior edges. Note in Fig. 3(a) , edge e = {v 0 , v 1 } may be collapsed either to v 1 or v 2 , but to achieve better results e must be collapsed to v 1 . To achieve this we penalize the cost of collapse of half-edges e = (v 2 , v 1 ) and e = (v 1 , v 2 ) with edge and length scaled by φ and φ 0 respectively; φ and φ 0 are angles between edges e 1 and e 1 as well as e 2 and e 2 respectively as shown in Fig. 3(a) . So the cost of collapse of the half edge e = (v 1 , v 2 ) whose both vertices are on the boundary will be
where φ = 1 − u 1 · u 2 . u 1 and u 2 are the unit vectors along the edges e 1 = (v 0 , v 1 ) and e 1 = (v 0 , v 2 ) as shown in Fig. 3(a) . Here λ is a parameter used to control the quality of boundary preservation. It can assume values greater than 1. In our experiments we have found that practically feasible results can be obtained using the value of λ in the range of 0 < λ ≤ 50. A user can choose the value of λ as near 50 as tightly boundary is needed to be preserved.
Instead of φ, curvature κ at vertex v 1 can also be used. We estimate the curvature at v 1 by the curvature of a circle passing through the three vertices v 0 , v 1 , and v 2 23 as follows:
In this case λ ∈ (0, 1] and a user can choose a value of λ according to his/her needs.
Experimental Results and Discussions
We tried implementating the FMS of our algorithm on several public domain large triangular meshes and have achieved good results. Our method can simplify very large models consisting of millions of triangular faces in a fairly short time and the simplified models bear good visual resemblance with the originals. To validate the asserted precision and efficiency of our method, we make comparisons with QSlim, 5 Memoryless Simplification (MS), 10 JADE 2 and Simplification Envelopes (SE) 4 among the published simplification algorithms. We choose the Stanford bunny and hand models as test models because of their complex structures. Table 1 lists the computation time taken by QSlim and FMS to simplify various models shown in Figs. 6 and 7. Notice that our algorithm is almost twice as slow than QSlim. We run both the algorithms on a 800 MHz Intel PentiumIII machine with 384 MB of main memory. From the results reported in Ref. 10 (see Table 1 ), it is obvious that MS is about 5 times, JADE about 10 times and SE about 17 times slower than QSlim. Therefore we can safely conclude that our method is the fastest one after QSlim. As far as QSlim is concerned, FMS consumes at least 40 bytes per vertex less memory than QSlim. We use Version 2.5 of Metro tool 24 to evaluate the quality of simplified meshes. a Graphs shown in Figs. 4 and 5 illustrate the mean geometric and maximum geometric errors between the original and the simplified models created by FMS and other algorithms. We plotted 1000 times the ratio of the error and the bounding box of the original model along logarithmic y-axis and the number of faces along logarithmic x-axis. It is apparent that our algorithm compares favorably with all the algorithms except MS in terms of mean a We have evaluated the meshes with the options: Metro Original.ply Simplified.ply -s -t. geometric errors. The reason of this difference is that the models are simplified by MS with the option of optimal placement whereas FMS uses subset placement. The models simplified by MS are the courtesy of Perter Lindstrom. It also compares well with all algorithms except JADE in terms of the maximum geometric error. Now we highlight the other aspects of our algorithm and concentrate on those features of a model which are geometrically and visually important.
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Folds in the surface
Folds may appear when an edge to be collapsed is surrounded by a very concave polygon. Some algorithms e.g. in Fig. 3(b) , when edge e = {v 0 , v} collapses and v 0 coincides with v, triangle t = (v 0 , v 1 , v 2 ) will fold over, thus creating a fold in the mesh. In this case, the angle between the triangles t = (v 0 , v 1 , v 2 ) and t = (v 1 , v 2 , v) will bear greater value and our error measure will cause greater values to be added to the cost of edge collapse thereby preventing this edge collapse. Consider Figs. 7(g)-7(i) our algorithm automatically prevents folds whereas QSlim creates folds and it needs extra heuristic to prevent these folds.
Preserving boundary
In the case of open surface models, the boundary is one of the main geometric features which have effect on the visual appearance of a model, and it must be preserved properly for good visual fidelity. Our algorithm is capable of preserving the boundary with varying degrees of tightness. It has a practically important and useful characteristic whereby it provides some control to the user to preserve the boundary according to his/her needs. The model shown in Fig. 6 (g) is a hypersheet which demonstrates how beautifully FMS can preserve the boundary of the simplified model. One can see well shaped triangles along the boundary.
Preserving feature lines
Feature lines are sharp edges whose two adjacent faces have a dihedral angle of less than some threshold. These lines reflect the overall geometric appearance of a model and are visually very important. Since the definition of our error measure involves the dihedral angle, it automatically preserves the feature lines without any additional aids. Note that Fig. 7 (h) is a simplified fandisk model consisting of 396 faces in which 3% of the original, features lines are preserved, albeit highly simplified.
Preserving high frequency detail
High frequency details resolve the visually important features of a model. Again, as the dihedral angle is an important factor of our measure of accuracy, our algorithm also preserves high frequency detail automatically. Observing Fig. 7(f) , the simplified crater model shows that in spite of a 99.5% reduction, bumps and creases are apparent.
Adaptivity
Curvature is one of the most important geometric quantity. A good simplification scheme is assumed to preserve the high curvature regions in a mesh for good visual effects. As our proposed error measure is based on dihedral angle, it automatically achieves adaptive simplification. Consider Fig. 6(h) , the high curvature regions have dense and small triangles elongated along the direction of high curvature whereas the relatively flat regions have large triangles.
Large models
Our algorithm can efficiently simplify very large models. The model shown in Fig. 6(f) is a turbine blade consisting of about 1.8 million triangular faces. Simplification of this model is a challenging task because of its sheer size, complicated topology with a large number of tiny holes, and complex geometry with many sharp edges. Our method spent just 4 minutes and 22 seconds to simplify this model. The reduced version shown in Fig. 6 (i) consists of 15 526 faces (0.08% of the original) demonstrating that in spite of drastic simplifications, all important details of the model is preserved and it bears good visual resemblance with the original model.
Summary and Future Work
We have proposed a new polygonal simplification method based on a new way of measuring the approximation error and the new idea of accumulating the cost of collapse. Our method has very good trade off between memory consumption, computation time and accuracy. It is the fastest method after QSlim and is memory efficient like the Memoryless Simplification. It compares favorably with the published methods either in terms of maximum geometric error or mean geometric error. It can simplify huge models consisting of millions of triangular faces in a relatively short time. It preserves the essential features of an object even after significant reductions. It can be used for applications which require visual fidelity but not tight error bound, as well as applications which need the vertices of the simplified mesh to be a proper subset of original vertices. We intend to extend it to include surface attributes.
