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This paper  presents a  probabilistic reduct ion for factoring polynomials from multivariate to 
the bivariate case, over an  arbitrary (effectively computable) field. It uses an  expected number  
of field operat ions (and certain random choices) that is polynomial in the size of sparse 
representat ions of input plus output, provided the number  of irreducible factors is bounded.  
W e  thus obtain probabilistic polynomial-t ime factoring procedures over algebraic number  
fields and  over finite fields. The  reduction is based  on  an  effective version of Hilbert’s 
irreducibility theorem. c\ 1985 Academic Press. Inc 
1. 1NT~oDucT10N 
The  recent results in polynomial factorization have shown that mu ltivariate 
polynomials over algebraic number  fields and  over finite fields can be  factored in a  
polynomial number  of bit operations; probabilistically over finite fields [ 1, 2, 4, 9, 
12-14, 17-211. 
In von zur Gathen [S], four increasingly compact representations of mu ltivariate 
polynomials are discussed: dense, sparse, formulas, and  computations. A 
probabilistic polynomial-time reduction for finding the degrees and  mu ltiplicities of 
the irreducible factors from mu ltivariate to bivariate polynomials is given in the 
most stringent computational mode l, that of computations. In the present paper  we 
solve a  more difficult problem-factoring-in a  more generous mode l, the sparse 
representation, assuming that there are only few factors. This solution relies on  the 
effective Hilbert irreducibility theorem given in [S]. The  subsequent  results of 
* An Extended Abstract of this work appeared in “Proc. 24th Annu. IEEE Sympos. Foundat ions of 
Computer  Science,” Tucson,  AZ, 1983,  pp. 172-179.  This work was partially supported by  NSERC 
Grant 3-650-126-40 and  Schweizerischer Nationalfonds Grant 2175-0.83.  
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Kaltofen [15a] improve the present method in several significant ways: the input 
can be a computation, the restriction on the number of factors is removed, and the 
algorithm and proof of correctness are considerably simpler. 
The sparse representation of a polynomialfE F[x, ,..., x,] is a list of pairs (coef- 
ficient f,, monomial $1. . x2) such that 
,f = 1 f,xi’ ‘.’ x:. 
The “dense representation” of f by all (“z “) coefficients, where d = deg f, may be 
exponentially long in the length of the sparse representation; and indeed this seems 
to occur frequently for multivariate polynomials that come up “in practice.” The 
multivariate factoring algorithms quoted above work in time polynomial in the 
length of a dense input representation (and, for finite fields, are probabilistic). 
Our probabilistic factoring algorithm reduces the factorization of multivariate 
polynomials over a field F to that of bivariate polynomials. The expected number of 
arithmetic operations in F is polynomial in (n dT)“, for an input polynomial 
f E F[Ix, >..., x,] of degree d with at most T terms inf or any of its m irreducible fac- 
tors, i.e., polynomial in input plus output size, if the number of factors is constant. 
We show in Example 5.1 that the output size can be more than polynomial in the 
input size. As mentioned above, bivariate factorization in polynomial time is 
available over algebraic number fields and (probabilistically) over finite fields; over 
these fields we obtain a probabilistic multivariate factorization procedure with 
expected number of bit operations polynomial in the sparse size of input plus out- 
put, again provided the number of factors is constant. 
2. THE FACTORING ALGORITHM 
The probabilistic algorithm for factoring sparse multivariate polynomials 
proceeds as follows. First, one substitutes random linear expressions in two special 
variables for the remaining variables, and so obtains a bivariate polynomial. We 
assume existence of a factoring algorithm for bivariate polynomials, and factor the 
substituted polynomial completely. Of central importance is the effective Hilbert 
irreducibility theorem from von zur Gathen [S], which ensures that the bivariate 
factorization correctly reflects the true factorization with high probability. Then this 
bivariate factorization is lifted variable by variable via a Hensel technique. At each 
lifting step, one has to solve a system of linear equations. Two points now are 
crucial to ensure polynomial running time: one has to keep the number of indeter- 
minates (corresponding to monomials in the factors) and the number of equations 
small throughout the algorithm. The number m of factors enters the running time 
exponentially only for the setting up of the linear system; see Remark 3.9. 
For the first point, we follow Zippel [27], and only work on monomials from 
small sets called Sj in Procedure LIFTING. For the second point, we only consider 
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small sets of equations, called E x {k + 1 } in LIFTING. One of the tasks in Sec- 
tion 3 is then to show that with high probability we will obtain the true fac- 
torization. If we take {O,..., d}j both for Si and E in Procedure LIFTING (and 
make some trivial modifications), then we have a standard multivariate Hensel 
lifting procedure. 
Zippel [27] first used this type of approach for an interpolation problem, and he 
also proposed to employ it for factoring polynomials [28]. He uses substitutions of 
variables by constants. Although his algorithm seems to work well in practice, for 
lack of an effective Hilbert irreducibility theorem of the form needed, no bound at 
all can be proven for the expected time of his (probabilistic) approach. Recently, 
Kaltofen [15, 15a] provided other sparse Hensel lifting algorithms. 
In describing the algorithm, we unfortunately cannot indulge in some of the 
luxuries that make life comfortable in factoring algorithms. Namely, one can 
usually reduce to the case where the input polynomial is squarefree and manic in 
some special variable, and one can consider a factorization into two factors only. 
These simplifications may lead to polynomial-time algorithms for densely encoded 
polynomials, but applying them in the sparse case may yield intermediate results 
whose size is not polynomial in the input plus output size; see Examples 5.2 and 5.3. 
Algorithm SPARSE FACTORING makes a random substitution of a certain 
type in the input polynomial, and factors the resulting bivariate polynomial. Then 
Procedure HENSEL performs a Hensel lifting of this bivariate factorization to a 
multivariate one, each basic step being a call to Procedure LIFTING. We start 
with a definition that allows us to concentrate on certain monomials and on certain 
equations. 
DEFINITION 2.1. Let F be an arbitrary field. We write xe for the monomial 
XT’ . . * x2 with e E IV”. Given a polynomial 
f = 2 .fe~~~FCx~,..., x,1 
ecw 
with fe E F, we call 
Supp(f)= {eEN”:f,#O) 
the support off: In our algorithm, the first two variables play a special role, and we 
will use 
1 e,<degfand 
I<i<n 
3a,, a2 E N such that (a,, a2, e3 ,..., e,) E Supp(j) . 
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Here deg f is the total degree of J Note the strict inequality, which comes from the 
fact that we will consider monomials x’yk + ’ with k >, 0. For a set E E N” we write 
for f restricted to E. a 
Thus 
fJ,-Omodxi+’ 
is equivalent to 
fe = 0 for e = (e, ,..., e,)EEwithe,<k. 
We will use these definitions also when the last variable is called y rather than x,. 
PROCEDURE LIFTING. 
Input: j, k,ml ,..., m,EN, h, g ,,..., g,EF[xl ,..., x,, y], and EE N’ such that 
deg, gi < k and 
( 
h- n SF 
)I 
-Ornod yk+‘. 
l<iir E x { O,...,k ) 
Output: Either g:,..., g: E F[x, ,..., x,, y] such that 
( 
h-n W)” 
)I 
rOmod yk+*, 
E x (O,...,k + 1 ) 
and, if k = 0, also some E* GE, or “failure”. 
1. Set S, = Suppz(g,(x, ,..., x,, 0)) G N ‘. 
2. The congruence 
("-,,lr,,( ,FEyj, 
gi+ 1 g2xsyk+' 
~')iEx:k+~~=omodyk+2 
corresponds to a system of #E many linear equations over F in the b = C #Sj 
unknowns gz. If k = 0, find a set E* c E such that the #E* many linear equations 
corresponding to E* x { 1 > form a square nonsingular system. This can be done by 
taking a maximal linearly independent set of these linear equations, provided the 
system has rank b. If no such E* exists (i.e., if the rank of the system is less than b), 
return “failure” and stop. 
3. Return g: = gi+C,.., g;xsy“+‘, given by the solution of the square non- 
singular system in step 2. 
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We will use substitutions by linear functions of some variables throughout the 
paper, and it is convenient to have a notation for them. 
DEFINITION 2.2. If F  is a field, 2 6 j < n, f E F[x, ,..., x,] and 
t=(u, v, W)‘(Uj,, )...) u,, v,+, )..., v,, wj+ I,..., wn)EF3(-j), 
then we define f{ t } as 
fH =f(x I>..., Xl, uj+ 1x1 + VI+ 1x2 + w/+1,..., u,~x, + U,XZ + W,)E F[x,,..., ~j]. 
PROCEDURE HENSEL. 
Input: f E F[x, ,..., x,] with n b 2, m , ,..., m , E N, g, ,..., g, E F[x,, xz] irreducible 
and teF3@-‘) such thatf{t}=nl.,.,gyl. 
Output: Either f ,,..., fre F[x ,,..., x,] or “failure.” We expect that each fi is 
irreducible,~{t}=g,andf=n,Si.,f~. 
1. Let d be the total degree off, and set 
t = (zig,..., u,, V3Y.9 V”, W3Y, w,), 
El,= (0 ,..., d}. 
2. For j = 2 to n - 1 do steps 3-5. (We will compute g, E F[x, ,..., xj, y] for 
O<k<d.) 
3. Sethj=f(X,,...,X,,Uj+lX,+Vj+,X*+wj+t-.Y, 
uj+2xl + uj+2x2 + Wj+2,-? unxI + vnx2 + wn), 
gpl = gi,, ~ l+AXI 9..‘9 Xj _ 1) UjXl + VjX2 + WI - Xl) for l<i<r 
(with giio = gi ifj= 2), 
E,o= eeNj: 
1 
c e,<dand 
l<l<j 
Ia,, a2 E N such that (a,, u2, e3 ,..., e,- ,) E Ejp I,d 
I 
. 
4. For k = 0 to d - 1 do step 5. 
5. Call Procedure LIFTING with input 
(j, k mt ,-) m,, hj, gljk,..., grjk, Ejk) 
to return either (gl,j,k+ l,..., gr,j,k+ 1 ) and, if k = 0, also Ej, E E,, or “failure.” If 
k> 1, Set Ej,k+,=Ejk. 
6. For 1 <i<r, set 
f, = gi,n - I,dCX1 9.*.7 x,- 1, &lx, + u,x2 + w, -GA 
and return (fi ,..., f,). 
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The following algorithm assumes a (possibly probabilistic) method for factoring 
bivariate polynomials over F, and a finite set A s F with a procedure for picking 
elements of A at random (with respect to the uniform distribution). In the example 
F= Q, A will be an initial segment of the integers. The larger we choose A, the 
smaller is the failure probability of the algorithm, and the larger is the cost of 
manipulating the substituted values. 
ALGORITHM SPARSE FACTORING. 
Input: f~ F[x, ,..., x,] and a finite subset A E F. 
Output: Polynomials f ,,..., f,~ F[x ,,..., x,], and m ,,..., m, E N. With high 
probability, f = fy’ . . f;r is the irreducible factorization of f in 
Rx, ,..., x,1. 
1. Choose t E A 3(n-2) at random. 
2. Compute the irreducible factorization fit} = gy’. .. gyr of f{ t} in 
F[x,, xJ, where mi > 1, each gi is irreducible and gcd( gi, gi) = 1 for i # j. 
3. Call Procedure HENSEL with input (f, m, ,..., m,, g, ,..., g,, t), and return 
the output (f, ,..., f,). If “failure” occurs at any stage, go to step 1. 
3. ANALYSIS OF THE FACTORING ALGORITHM 
In this section, we prove validity and estimate running time and failure 
probability of the algorithms in the preceding section. 
We start with the Procedure LIFTING, and first give a name to the situation 
where it works nicely. 
DEFINITION 3.1. Let (j, k, m, ,..., m,, h, g, ,..., g,, E) be an input for LIFTING. 
Then E is called strong enough (for (j, k, m ,,..., m,, h, g, ,..., g,)) if 
(with Si = Supp2(gi(x,,..., x,, 0))) has a unique solution with gz E F. If k > 1, then 
this system of linear equations also has to be square, i.e., #E = XI G iGr #Si. 
LEMMA 3.2. Let (j, k, m ,,..., m,, h, g ,,..., g,, E) be an input for LIFTING, 
c = #E, and assume that E is strong enough. Then 
(i) LIFTING does not return “failure,” and the system of linear equations in 
step 2 has maximal rank. 
(ii) If the coefficients of the system of linear equations are given, then 
LIFTING can be performed with at most c3 operations in F. 
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Proof (i) Denote by Ak the linear system in step 2 of LIFTING. For k = 0 we 
have a system A, corresponding to the equations given by E. By hypothesis, it has a 
unique solution, and the new system A,* corresponding to the equations of E*-as 
constructed in step 2-is square and nonsingular. Thus claim (i) follows for k = 0, 
and we can now assume k > 1. The coefficient of gz in the equation of A, 
corresponding to (e, k + 1) E E x {k + 1 } is the coefficient of x’-.’ in 
rn,gyl-‘(x, ,..., x,, 0) fl g;“‘(x, ,..., xi, 0) 
1GlLr 
I#! 
(resp. 0 if e,- sI< 0 for some I). This is also the coefficient of gz in the equation of 
A0 corresponding to (e, 1) E E x ( 1 }. In other words, A, and A, have the same coef- 
ficient matrix, and hence also Ak is square and nonsingular. Thus LIFTING does 
not return “failure.” 
(ii) The system under consideration consists of c linear equations. If k > 1, 
the number of indeterminates is also c, and if k = 0, this number is at most c. Thus 
the algorithm can be performed in at most c3 field operations. 1 
The fact that E[x,,..., x,] is a unique factorization domain guarantees that each 
f E FL-x, ,..., x,] has a “unique” factorizationf = f, . . f,, where eachfi is irreducible. 
This factorization is not quite unique: apart from permutations of factors, one can 
also multiply the factors by appropriate constants. With univariate polynomials, 
one can avoid the latter ambiguity by considering only manic polynomials. For our 
case, we consider the lexicographical order 5 on monomials, so that 
yhXd2.. . I 2 xfn 5 X;‘X’22 . X’” n 
if and only if either d = e or there exists an j, 1 < j< n, such that 
d, = e, ,..., dj-,=e,-, and d, < ej. 
DEFINITION 3.3. We call a nonzero polynomialf6 F[x,,..., x,] weakly manic, if 
and only if the lexicographically highest monomial with nonzero coefficient in f has 
coefficient 1 inf: 
We use “weakly manic” to distinguish from “manic in xi.” Manic in x1 implies 
weakly manic. We record the simple 
LEMMA 3.4. (i) Every nonzero polynomial has a nonzero scalar multiple which is 
weakly manic. 
(ii) The product of weakly manic polynomials is weakly manic. 
(iii) The factorization of a weakly manic polynomial into irreducible weakly 
manic polynomials exists and is unique up to permutations. 
We will often implicitly assume that our polynomials are weakly manic, and then 
refer to (iii) as the irreducible (weakly manic) factorization. 
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The “lucky substitutions” to be defined now are instrumental for proving 
correctness of the algorithm. We will show that with a lucky substitution, 
Procedure HENSEL works well, and that a randomly chosen substitution is lucky 
with great probability. 
DEFINITION 3.5. Let .f~ P[x, ,..., x,], 2 <j < n and 
t = (u, u, w) = (Uj,, )..., Unr II,+ ] )...) u,, wj+ I,..., WJ E F3’“-‘1. 
Then t is a lucky substitution for f if and only if for all irreducible (weakly manic) 
factors g and h off the following conditions are satisfied: 
&I) gwKb.., ,I x. is irreducible and has the same total degree as g. 
(LA gf~=wd(g(t),W})= 1. 
(L3) Forjdk<n and 
t, = (uk+, ,..., u,, ok+ 1 ,..., u,, wk+ I ,..., wn) E F3’” k’ 
we have 
Condition (L3) ensures that no two nonzero terms cancel each other after the 
substitution. E.g., if n = 4, j = k = 2 and x:x: occurs in g, then (5,0,0, 2) E Supp( g), 
and (L,) implies that (5, 0)~ Supp(g{t}). Thus xf has to occur in g{t}; in general, 
it might cancel, e.g., with -36x:x: if t = (1, 2, 3,4, 5, 6). 
LEMMA 3.6. Let 2fj<k<n, fEF[x ,,..., x,,], t=(u,v,w)EF3(“-1) be a lucky 
substitution for f, t, E F3(“-k’ as in condition (L,) and 
j(=f(XIr~~~~X~~Uj+~X~+Li~+~X2+M’j+~-Y~Uj+2X~+U~+2X2+w~+~~~~~~ 
u,x~+~,x~+w,)~F[x I,... ,x,, ~1. 
Then 
(i) tk is a lucky substitution for f, 
(ii) (0, 0,O) E F3 is a lucky substitution for f (with respect to the variable y). 
Proof. (i) Write 
and let 
s= (u,,, ,..., uk, u,+~ ,..., uk, w~+~ ,..., w,JEF~+~), 
For an irreducible factor g of J we have (g{ tk}){s} = g{ t}. Then the conditions 
(L,), (L,), (L3) for t imply these conditions for tk. 
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(ii) For an irreducible factor g of f, let g~F[x,,..., Xj, y] be defined 
analogously to j: Set to = (0, 0,O) E F3. Then g{ t, ~ 1 } = g{ to}. It follows that 2 is 
irreducible, and we only have to check (L2), (L3) for 2, h, with g, h irreducible fac- 
tors off: But both conditions follow directly from the fact that t, _, is a lucky sub- 
stitution forf: u 
LEMMA 3.7. Let f, a ,,..., a,E F[x, ,..., x,] and m, m, ,..., m,E N with m = 
CIGiGrmi, f=1718i~raT’ of total degree at most d, each a, irreducible 
and gcd(a,, aj) = 1 for i # j, and at most T nonzero terms in each off, a, ,..., a,. 
Assume that char F does not divide any of m, ,..., m,. Also, let t E F3Cnp2J be a lucky 
substitution for f, and consider the input (f, m, ,..., m,, g, ,..., g,, t) for Procedure 
HENSEL, where g, = a,{ t }. Then 
0) (a, ,..., a,) is the output of HENSEL. 
(ii) HENSEL can be performed in 8nd(2d3T)” + 12nd”T3 operations in F. 
(iii) On an arbitrary input (f n, ,..., nq, h ,,..., h,, t) with fit} =nlGrsy h;: 
HENSEL uses at most 2dn3d+4 operations. 
Proof If in the algorithm we had used all monomial coefficients gz and all 
equations-rather than just the coefficients from Sj and the equations from 
E,,-then the algorithm would be the usual Hensel lifting procedure and its 
correctness proof rather straightforward. However, we had to make Sj and Elk fairly 
small in order to guarantee polynomial running time. What we have to show is that 
still Si is large enough to capture all possible nonzero coefficients (this will be 
relevant for k B l), and that Elk is large ( = strong) enough to capture all relevant 
restrictions appearing in the Hensel formulas (this will be nontrivial for k = 0). 
For l<i<r and 26 j<n set 
h, = a,(x 17”‘,X,,Uj+IX1+V,+,X*+Wi+*-Y, 
‘,+2X1 +V~+ZXZ +“$+z,..., U,XI + 0~x2 + W,)E F[x~,..., xj, Y] 
Let Elk, hj, g, be as in Procedure HENSEL. We show by induction along the 
algorithm that for all i, j, k (with 1 d i < r, 2 6 j < n, 0 d k < d) 
(1) Elk is strong enough for input 
Ijk = (j, k ml,-., m,, h,, gljk,..., grjk). 
(2) giik = h, mod yk+ ‘. 
(3) gijci= h,. 
Claim (i) of Lemma 3.7 then follows, since gi,n _ I,d = hi,, _ i implies that f, = ai and 
(a 1 ,..., a,) is correctly returned. Also, (1) and Lemma 3.2(i) ensure that at no call of 
LIFTING failure occurs. 
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We start with the first computation, where j = 2 and k = 0. Then 
&cl= ice,, e,) E N2: e, + e, <d), 
S,={(e,,e,)eFV2:e,+e2<d} 
for 1 < i < r. Consider the following system A of linear equations in unknowns g,“F: 
(A is the system considered in LIFTING.) The coefficients of h, provide a solution 
of A, since /z~=IJ,.~., h$l and h, E gj mod y. For (l), it is sufficient to show that 
A has exactly one solution. So suppose that there are two solutions, (g,T) and (gf ) 
with gz, gz E F. Subtracting and equating the coefficient of y we get 
Fix some i, 1 6 i 6 r. Then gyg divides each summand with I # i, hence also the one 
with I= i. Also, from conditions (L,) and (L,) we know that gcd( g,, g,) = 1 for 
i # j, and hence gyl divides 
m, gy ’ 1 (g,T - gf ) xJ. 
J E s, 
For each s E S;, we have deg xJ < deg g,. Thus we get 
m, C (glr-gf)x‘=O; 
5 E s, 
in other words 
m,(g$-gf)=O 
for all i, s. By assumption, mi # 0, and hence gz = gf , proving ( 1) in this case; (2) is 
trivial. 
For the induction step we distinguish two cases: 
1. Case k > 1. By the induction hypothesis, E,, is strong enough for I@, hence 
also Ej,. It has been shown in the proof of Lemma 3.2(i) that then Eik is strong 
enough for Zjk. If k = d, then (3) follows from (2) and the fact that both g, and h, 
have degree at most d in y. It remains to prove (2). Write 
h, = c hisrxsy’. SSNJ /EN 
SPARSE MULTIVARIATE POLYNOMIALS 215 
Since t is a lucky substitution for f, (0, 0,O) E F3 is a lucky substitution for h, by 
Lemma 3.6(ii). Also, h, is an irreducible factor of h,. Then condition (L3) implies 
the following: 
his/c Z 0 * (~3 k) E SuPp(h,) 
*S E SUpp(h,{ (O,O, 0))) = Supp(h&x, f...t xi, 0)) 
= ~qv(gijo(x, ,..., X,’ 0)) = sj. 
Also, from the induction hypothesis we know that gi.i,kPl 5 h, mod yk. Thus 
( 1 
m, 
=A,- n gi,j,k-I+ C  hzskXSYk 
I<i<r .seNi 
-hi- n h?-Omod yk+’ 
l<i<r 
since hj=nl<r<r h?. Thus the h,,vk’s constitute a solution to the linear system of 
LIFTING with input (Zj,k ~, , Ej,kp I). The unique solution of this system is used to 
update the gi)s, so we get 
gjjk = h,, mod yk + ‘. 
2. Case k = 0. The proof of (1) will proceed as follows. We consider a 
“Kronecker substitution” of zd+’ for xj+, . This leads to a linear system B,, 
corresponding to variables x, ,..., xjP 1, z and the powers z“+ ‘,..., zZd (which would 
never be considered in the lifting algorithm). Using that Ejp I,d is strong enough for 
Z,_ l,d we deduce that B,, has a unique solution. Then we relate the system A, which 
is used in the call of LIFTING with Zp, to the system B,,, and prove that A has a 
unique solution; (1) will follow. 
We can assume that j> 3. For clarity of the following argument, we write g for 
the polynomial that is obtained from g E F[x, ,..., xi-, , y] by substituting z for y. 
For 1 <i<r, set 
ui= s”pp,(gj,j- I,d(X1,...r Xi- 1, 0)) C N'-'. 
For d < I< 2d set D, = (d+ l,..., /} and consider the system B, of linear equations in 
unknowns g,ck (with 1 < i < r, s E Ui, d-c k < I) that corresponds to 
0 
m, 
&?i,j- l,d+ 1 gzkXsZk 
I<i<r SE u, > I 
-Omodz’+‘. 
E,- I/IX Q  
The coefficient matrix of the unknowns g,$ is the same as the coefficient matrix in 
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the call of LIFTING with input Z,- ,,d. Hence it is nonsingular, and by induction on 
I it follows that B, has a unique solution. The polynomial I-I, SIG r &‘; ._ I,d = 
n, G iG r h”?; _, = gjP i has total degree at most d, and hence the constant part of B,, 
is zero. Thus the unique solution of B,, is zero. 
Now first note that (u,, uj, We) E F3 is a lucky substitution for the irreducible 
polynomial 
so that 
g@tx, 5*..2 Xjr O) = g,./- I,d(Xl 2...9 xj- 1) ujxl + u~x2 + w/ - xj) 
=h;,i-,(xl ,..., Xi- 1) 24,X) + UjX2 + Wj- Xj) 
= h,(x, )...) XI, O), 
Sj= SUpp,( g,@(X, )...) Xi, 0)) C Ui x N. 
Now consider the system A of linear equations in unknowns gz (with 1 6 i < Y, 
s E Si) which corresponds to 
gii,+ 1 &zX”Y 3 0 mod y*. 
.F E s, 
This is, except for the constant part h,, precisely the system that will be considered 
in the call of LIFTING with input Z,. It is sufficient to show that A has only the 
zero solution, since then EjO is strong enough for I,,. 
Assume that (gz) is a nonzero solution, and consider the ring homomorphism 
given by #(x,)=x! for 1616j-1, ~(x,)=u,xI+u,xz+wj-z and (5(y)=zdC’. 
Then hip) = gi,j- l,d, and, applying 4 to the system A, we claim that 
For any (e, k) E Ej- I,d x D,,, the coefficient of xezk in the product is a linear com- 
bination of coefficients of some terms x:~x;~xY.. . XT- \ xyy in A, with a,, u2, a, E N 
and a,+a,+e,+ ... +ejp,+ujdd. For each such term, (a,, u2, e3 ,..., 
ej-1, aj)EEjoI and hence the coefficient is zero. It follows that the coefficient of xfzk 
is zero, which was the claim. 
Define Zi~N(, qiEF[x ,,..., x,], qikeF[xl ,..., x, -i], and g,*,,EF by 
qi= 1 qikx,k’ 1 gzx”, 
O<k<l, SE s, 
1 g,*,,x”zk = (b(qj) zd+ I 
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with either (qi = 0 and ii = 0) or qi,[, # 0. Now choose an i such that qi # 0. If Ii = 0, 
then c#(qi) = qi # 0. If fi > 0, then Z~ has coefficient ( - l)& qi,[, in #(qi), since all other 
terms in d(qi) have lower degree in z. Hence $(qi) # 0 in both cases, and the above 
claim shows that we have obtained a nonzero solution (g$) of Bzd. This con- 
tradicts the non-singularity of B,,, and thus shows that A has only the zero 
solution: (1) finally follows. 
In order to prove (2), we use 
gij0 = gi,j- I,JXI t...> XJ 12 ujxl + 0~~2 + wj- x,) 
=hi,j-l(X1,..., Xi-13 UjXl + U./X2 + WI- Xj) 
=az(x*,..., xj2 uj+ lx1 + Uj+ lx2 + wj+ 1 )...T urlxl + unx2 + w,) 
= h, mod y, 
(ii) For all i, j,k (l<i<r, 2<j<n, O<k<d) we have 
#Supp(a,)< T* #Supp&)$ (d+ 1)2 T=>Supp(g,& (d+ 1)2 T. 
We have to introduce the factor (d+ l)*, since we allow arbitrary powers <d of the 
first two variables. Therefore we even have 
# Swp,(g,) d Cd+ 1)’ T, 
#Eik= C #SuPP2(ggk(X1,..., Xi, O))<d(d+ 1)’ T, 
1 <r<r 
if k b 1, and also #E,,, < d(d + 1)’ T. By Lemma 3.2(ii), each call of LIFTING 
takes at most d3(d+ 1)6 T3 = 0(d9T3) operations, plus the cost of computing the 
coefficients of the system of linear equations in step 2. In this system, the coefficient 
of gz in the equation corresponding to (e, k + I) with e E E is equal to the coef- 
ficient of xe-‘yk+ ’ in m,gy-’ n,+ i g;“’ (resp. 0 if e, < s, for some I). Thus in order 
to set up this linear system, we have to compute the coefficient of xeyk+’ in 
JJldiGr gy, h, and rn,gy-’ njzig,?lx~’ for 1 <i<r and seSi. 
All coefficients of the product of two polynomials with T, (resp. T,) terms can be 
computed with 2T, T, operations in F. All our polynomials have at most 
d(d+ l)* TQ 2d3T terms, so that all coefficients of the above products can be com- 
puted with 4r((2d3T)’ + (2d3T)3 + ... + (2d3T)m) d 8d(2d3T)” operations. The sub- 
stitutions in steps 3 and 6 of HENSEL can be performed in 3d(d; “). T. 
((n - 2) 2d+ d) < 21nd4T operations. Thus the total running time for HENSEL is at 
most 
operations in F. 
(iii) (This statement bounds the running time in the case of an unlucky sub- 
stitution.) Disregarding the bound T now, we know that # Ejk < nd+’ at each 
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stage, so that each call of LIFTING takes at most 4m(ndf 1)2 operations for setting 
up the linear system, and n3d+ 3 operations to solve it. The substitutions take at 
most 21ndnd+ ’ operations, giving a total of nd. 4dnZd+ * + ndn3d+ 3 + 21d4nd+ * 6 
2dn3d+4 operations in F. 1 
In step 2 of SPARSE FACTORING we call a probabilistic procedure for factor- 
ing a bivariate polynomial of degree at most d. We assume that this algorithm 
correctly returns the complete factorization of the input polynomial, and has an 
expected running time of, say, O(d”) operations in F. 
THEOREM 3.8. Let F be a field, n > 3, f E F[x ,,..., x,] of total degree d> 2 and 
such that the number of nonzero terms in,f or any of its irreducible factors is at most 
T. Assume that f has m irreducible factors, and that no irreducible factor off occurs 
with a multiplicity that is an integer multiple of char F. Let A c F with #A = nTdgd2. 
With this input, algorithm SPARSE FACTORING has the following properties: 
(i) It correctly computes the irreducible ,factorization of ,f with probability 
greater than 1 - n - 3d. 
(ii) The expected running time is O(nd2(2d3T)” + nd”T3) operations in F. 
(iii) The expected number of random bit choices is O(nd(d+ log n)). 
Proof: (i) We first show that a random substitution is lucky with great 
probability. Let f = fl, $ i S r a: be the irreducible (weakly manic) factorization off 
in F[x, ,..., x,]. Let K be the field and 
T E K[ U, ,..., U,, V, ,..., V,, W, ,..., W,] = R 
the polynomial from Theorem 4.5 from von zur Gathen [S] for f: Then deg r d 9”, 
and 
VtEF3(“-*)(t(t)#O*f and f(t} h ave the same factorization pattern 
-(Ll) and (L2) hold for t). 
For (L3), let 2<k<n, 1 <i<r, and 
tk=(uk+ ,,..., u,,v~+~ ,..., u,, wk+ ,,..., wJEF~(‘-~), 
write ai = 1, E Nn aiexE with sip E F. If a, # 0, then the coefficient of XT’ . . . x;;” in 
ai(xl, . . . . xk, uk+,xl+ vk+lxZ+ wk+, ,..., Unxl + v,x2+ w,) 
EFCX~,..., xk][uk+l,-., w,] 
is a polynomial pike E R of degree <d. It is nonzero, since under the substitution 
Uj = Vj = 0, Wj = xj for k < j< n, Pike becomes a polynomial in xk+ i,..., x, which 
contains the nonzero term ai,x;k: ‘1 . . . x’,“. Let p E R be the product of all these 
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/I&? (l<i<r, 26k< n, eelV(” with a,#O). Then any ~EF~(“-‘) with p(t)#O 
satisfies (~5~). Also, p has total degree at most nd*T < d2nd+*. (Note that T< nd+ ‘.) 
Now let n = pz E R. Then any t E F3’“-- *) with n(t) # 0 is a lucky substitution forf, 
and 
deg rc < 9” + d2nd+ 2. 
The probability E that t is not a lucky substitution satisfies &<deg x/a [23, 
Corollary 11. We claim that E < (3dn 3d+ “) ~ ‘. To prove this claim, it is sufficient to 
show that 
which will follow from 
deg n ’ 3dn3d+ 4 < a = n7’gd’, 
3d(9” + d2nd+ ‘) 6 n4dp49d2. 
Dividing both sides by nd+*, we get the left-hand side decreasing in n, and the 
right-hand side non-decreasing in n. It is therefore sufficient to check the case n = 3, 
which is a straightforward calculation. We have now proved (i). 
(ii) If a lucky substitution is chosen, then the algorithm can be performed in 
O(nd2(2d3T)” + nd1’T3) operations in F, by Lemma 3.7(ii). The probability of being 
in this lucky case is at least 1 -E. With an arbitrary substitution, the time for one 
pass through steps 1, 2, 3 of SPARSE FACTORING is at most 2dn3d+4+3d. 
(dz2).nd+1 <3dn3dt4, using Lemma 3.7(iii); the second summand comes from the 
substitution in step 2 of SPARSE FACTORING. Thus the expected time for the 
algorithm is 
O(nd2(2d3T)” + nd1’T3 + 3dn3d+4 (E + .s2 + *. .)) = O(nd2(2d3T)” + nd”T3). 
(iii) The expected number of random bit choices is O(n log( #A)) or 
O(nd(d + log n)). 1 
Remark 3.9. In order to prove Theorem 3.8 with a bound polynomial in 
n(dT)“, it would be sufficient to consider the set 
similar to the method proposed in [28]. We choose to keep E small, because then 
only the time for setting up the linear system in step 2 of LIFTING depends 
exponentially on the number m of factors; all other steps are polynomial also in m. 
The two important types of fields with known polynomial-time bivariate fac- 
torization algorithms are the algebraic number fields and finite fields; see the 
introduction for references. We first apply the theorem for the case of a number 
field F. Let t = [F : Q], and for any fe F[x, ,..., x,] of total degree d 2 2, let B and 
H be the largest integers that occur in the standard representations off and the 
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defining polynomial of F, respectively (see [8] for details), let T denote the 
maximal number of terms in for any of its irreducible factors, and set 
len(f)=t+logH+n+T+logB+d. 
Note that the length of the standard representation of input plus output for the 
problem of factoring f is Q(len(f)). Let A = { 1, 2,..., ~‘~9~~) G H E F. 
COROLLARY 3.10. In the above situation, algorithm SPARSE FACTORING has 
the following properties: 
(i) It correctly computes the irreducible factorization off with probability 
2 1 -np3d. 
(ii) The expected number of bit operations is polynomial in len(f) + (dT)“‘. 
(iii) The expected number of random bit choices is O(nd(d+ log n)). 
ProoJ: (i) and (iii) are clear. For (ii), we observe that f (t} can be factored in 
polynomial time by the results mentioned in the introduction. It remains to con- 
sider the size of the integer coefficients of intermediate results. For each h,, these 
coefficients are small. Each gijk is part of a factorization of h,, and the coefficients of 
gijk are small by Gelfond’s [ 111 bound (see also Knuth [ 16, Exercise 4.6.2-211, and 
Musser [22]). 1 
4. FACTORING IN POSITIVE CHARACTERISTIC 
The previous section has left open two cases in characteristic p > 0: 
(1) a small finite ground field F, 
(2) factors with multiplicity m,, where p divides mi. 
The first case is easily solved with the method of von zur Gathen [S, Sect. 71. For 
the second case, an easy way out would be to make the polynomial squarefree (or 
at least “p-power-free”). This may, however, not work in polynomial time; see 
Example 5.2. To illustrate the second case, let us take mi = p and a factor 
( gi + 1 gzX"y'+ ' > p = gf + 1 (gpyx")P yJQ+ ') 
that occurs in step 2 of LIFTING. We get a linear condition for (gz)” when 
LIFTING is called with k = p(j + 1) - 1. We solve and then determine 
g? = ((gz)P)“p. Note that we assume a bivariate factoring algorithm as in Sec- 
&n 3. Thus in particular, for any a E F, we can determine whether a has a pth root 
in F, and then compute the root. If F is finite with q elements, then aYIP is a pth root 
of a. 
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PROCEDURE LIFTING IN POSITIVE CHARACTERISTIC. 
Input, output and step 1 are as in LIFTING. We have p = char F> 0. 
2. For each i, let ai be the multiplicity of p in m,, so that p”’ divides m, and 
P an+1 does not. Set 
Z={i:16i<~andp”‘dividesk+l}, 
and replace the product in step 2 of LIFTING by 
Process the corresponding system of linear equations as in LIFTING, and compute 
a solution (g, ) . * pa’ Then compute gz. If some (gz)pu’ as computed has no p”th root, 
then return “failure.” 
3. Return g” = gj + C gzx”yfk + !jpm”‘. 
ALGORITHM FACTORING IN POSITIVE CHARACTERISTIC. 
Input: f~ FCx, ,...> x,] of total degree d, where F has characteristic p > 0. 
Output: Polynomials fi ,..., f, E F[x, ,,.., x,], and m, ,..., m,e N. With high 
probability, f=fyl...fT is the irreducible factorization of f in 
FCx, ,..., x,1. 
1. Set ~=n’~9~~. If q = #F>a, then set K= F, choose some A E K with 
#A=a and go to step 3. 
2. If q < a, then set m = max {log, a, d}, and choose a prime number I such 
that m < Id 2m. Choose manic polynomials h E F[z] of degree I at random and test 
them for irreducibility, until an irreducible one is found. Then set K= F[z]/(h) for 
such an irreducible h. Choose some A c K with #A = a. 
3. Choose t E A3(“-*) at random, and compute f { t}. 
4. Use an algorithm for factoring bivariate polynomials over K to compute 
the irreducible factorization f { t } = gy’ . *. g? off (t } in K[x, , x2]. 
5. Call procedure HENSEL (using ground field K and LIFTING IN 
POSITIVE CHARACTERISTIC) with input (f, m ,,..., m,, g, ,..., g,, t), and return 
the output (f,,..., f,). If “failure” occurs at any stage, go to step 3. 
If F is finite, we use in step 4 the probabilistic factoring algorithm BIVARIATE 
FACTORING from [9]. It either returns the correct factorization off { t} or else 
“failure.” The latter happens with probability at most 2-d. We will use fields with 
r > d elements, and then the algorithm uses O(d3 log* r(d’ + log dlog r)) bit 
operations, and O(d log d log r) random bit choices. 
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THEOREM 4.1. Let F be a finite field with q elements, n > 3, f E F[x~,..., x,] of 
total degree d 2 2 with m irreducible factors and such that the number of nonzero 
terms in for any of its irreducible factors is at most T. With this input, algorithm 
FACTORING IN POSITIVE CHARACTERISTIC has the following properties: 
(i) It correctly computes the irreducible factorization off with probability at 
least 1 - 2-d. 
(ii) Let k =max(d, n, log q}. The expected number of bit operations is 
O(k3(2d3T)” + k1’T3). 
(iii) The expected number of random bit choices is O(k4 log q). 
Proof Theorem 7.1 from [S], and Theorem 3.8 above imply (i), and also (iii). 
For (ii), first note that in step 2, the expected number of bit operations to compute 
1 and h is O(m3’* log* m + l3 log* 1 log log 1 log q log2 q) and 0(12 log q) random bit 
choices. Taking the cost of bivariate factoring into account, the total expected num- 
ber of bit operations is O(k1’T3 + k3(2d3T)“). 1 
5. EXAMPLES AND REMARKS 
We first present a few examples that highlight some of the unpleasant phenomena 
that may occur when factoring sparse multivariate polynomials. In 5.1, we exhibit a 
polynomial that has an irreducible factor whose size is not polynomial in the input 
size. In 5.2 and 5.3, we show how the usual preprocessing stages of making a 
polynomial squarefree or manic may result in too large intermediate expressions. In 
5.4 and 5.5 we discuss the error probability and a parallel version of the factoring 
algorithm. 
EXAMPLE 5.1. Short polynomials with a long irreducible factor. Let n > 3 be 
prime, f,,(x)=xnp1+xne2+ ... + l~Q[x], and 
h,=(x,-1)(x,-l)...(x,-I), 
P, = h,(g, + n) 
in H[x,,..., x,] s Q[xr,..., x,]. Then g, has n” terms, both h, and h, g, = 
(xl - 1). . . (x; - 1) have 2” terms, and each coefficient of p, is d n + 1 in absolute 
’ value. Note that nn = (2 ) i”gn is not polynomial in the number n of variables, the 
degree n* and the number ~2” + ’ of terms in p,,. Thus if we show that g, + n is 
irreducible, then p, is a polynomial where the number of terms in the irreducible 
factorization is not polynomial in the input size. 
First note that f = f,Jx) + n E O[x] is irreducible, by applying Eisenstein’s 
criterion to f(x + 1) (see [26, 5.53). Now suppose that we have a factorization 
g,+n=uu of g,+n, with u, u~Q[x ,,..., x,]. Occurrence of a variable both in u 
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and u would contradict the irreducibility off: Hence each variable occurs either in u 
or in o, but not in both. Choosing two appropriate variables and setting the others 
to zero, we get a factorization 
g=f,(x,)f,(x,)+n= g,(x1, x,,o ,..., O)+n=u.c 
with ISE Q[x,], 6~ Q[xJ. Then U divides the constant term of g with respect to x2, 
which is f,,(x,) +n =f(x,). Therefore U= ufxl) for some UE Q, and similarly 
V = bf(x,) with b E Q. Comparing the coefficients of x; ~ lx;- ’ and xyx’j’ in U. 6, we 
find ab= 1 and (a(n + l))(b(n + 1)) =n + 1, a contradiction. Hence g, +n is 
irreducible. 
It is easy to scale this example so that all input sizes involved are polynomial. 
For any m > 2, let I= rlog, ml, n a prime number with I < n < 21, and qm = p,, . w 
for some monomial w E Q[x, ,..., x,] of degree < 4m (W = 1 will do). Then qm has 
total degree 6n2 + 4m < 412 + 4m = O(m), and at most 
nonzero terms. Also, q, has an irreducible factor g, + n with 
nonzero terms. This number is not polynomial in m. 
This example with super-polynomial output size may indicate that instead of 
“polynomial time” the notion of “quasi-polynomial time,” i.e., 2(‘ogn)0”’ for input 
size n [25] may be more appropriate. Or can the output size for the factoring 
problem be actually be more than quasi-polynomial in the input size, e.g., exponen- 
tial 2”” for some E > O? The polynomials of the example all have short computations. 
Do there exist polynomials with short computations and irreducible factors that 
only have long computations? Do the reducible polynomials at least have short cer- 
tificates? 
EXAMPLE 5.2. Short polynomials with a long squarefree part. Using the 
notation from 5.1. we set 
rn=hzg,, n fn-,(xi)= n (x;-1)(x:-‘-l). 
14i<n l<i<n 
Then r,, has 4” terms, and the irreducible factorization of Y, has 62n + n + n* fac- 
tors, each with at most n terms. It is easy to check that 
Sn=hngn’ n fLl(xi)= n (x:-l).L-I 
l<i<PI l<i<n 
is squarefree, and therefore the squarefree part of r,. Each factor (x;- 1) f,- ,(x;) 
has exactly 2n - 2 terms, and s, has (2n - 2)” terms. This number is not polynomial 
in the input plus output size (for factoring rn), and thus no polynomial-time 
algorithm for factoring r, can first compute the squarefree part of r,,. 
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EXAMPLE 5.3. Short polynomials with no short manic version. In factoring 
algorithms, life gets easier if one reduces to the case of a manic polynomial, by 
replacing the input polynomial f by gdp ‘f(x/g), where f has degree d and leading 
coefficient g with respect to the variable x. This reduction is not possible for sparse. 
polynomials. Let n 2 3, and consider the symmetric polynomial 
f=~~~~~:(~+,~~~xijt691x,..~x.l. 
j#i 
The polynomial 
hzx”+’ +2x”+4x+2~Q[x] 
is irreducible by Eisenstein’s criterion, using the prime number 2. Hence its reversal 
+4xn+2x+ 1 =f(x, x, l,o )...) O)EQ[X] 
is irreducible, and also f is irreducible; f has n2 nonzero terms. The leading coef- 
ficient off with respect to x, is 
g=l+ 1 x,, 
2<i<n 
and the manic version off with respect to xi is 
which has more than (2:;) nonzero terms. This is an exponential number, and by 
the symmetry off, its manic version with respect to any variable has exponential 
size. 
REMARK 5.4. We want to point out one curious and somewhat unsatisfactory 
aspect of the timing and error behavior. In Example 5.1 we showed that the output 
size may be more than polynomial in the input size, so that we do not have an 
a priori time bound (even though we estimated explicitly all the constants in the 
time bounds). Now if the substitution is not lucky, then the bivariate factorization 
off { t} might not reflect the true factorization off, and the running time could con- 
ceivably be more than polynomial in the input plus output size. (We only know 
that it is at most 2dn3df4.) And for lack of an a priori time bound, we could not 
even realize this during execution of the algorithm. All we could do in SPARSE 
FACTORING was to make the probability of this unlucky event so small that the 
expected running is polynomial. 
Also note that there does not seem to be a feasible way of checking deter- 
ministically whether the output is correct, i.e., whetherf = n i G iG I f Tf or not. If the 
substitution was lucky, then this equation holds. However, if the substitution was 
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unlucky, then the algorithm m ight produce a wrong output for which this equation 
does not hold. The two obvious methods for checking the equation-multiplying 
the product out or checking at evaluation points-both may require more than 
polynomial time. 
One may of course run a few checks at randomly chosen evaluation points and 
get arbitrarily large confidence in the correctness (resp. discover incorrectness with 
large probability). 
REMARK 5.5. We want to discuss a parallel variant of our algorithm. For our 
model of parallel computation, we can take arithmetic networks, where at each 
node of the computation graph we can execute one arithmetic operation ( + , -, *, 
/, fetching an input or a constant), or one test in the ground field F, or one selection 
(branching). (The algorithms also work on arithmetic PRAM’s) We want to know 
whether the factoring problem (for a constant number of factors) can be solved fast 
in parallel, i.e., in parallel time (=depth) logO”‘s, using so(‘) gates, where s is the 
input plus output size. The basic subroutines used in the algorithms of Sections 2 
and 4 for polynomials in F[x,,..., x,] of degree d with T nonzero terms are: com- 
puting substitutionsf{t}, factoring a bivariate polynomial, and solving systems of 
linear equations. The substitutions can be computed in parallel time 0(log2 d) + 
log T. Systems of c linear equations in at most c unknowns can be tested for 
solvability, and solved, if possible, in probabilistic parallel time 0(log2 c) [3]. (In 
fact, deterministically over Q.) 
Procedure HENSEL has two sequential loops: one through the variables, and 
one for the degree. The first one can be parallelized by lifting simultaneously for all 
variables, and the second one can be parallelized by using a quadratic lifting 
procedure; see, e.g., [6, 151. The quadratic lifting process can be expressed by linear 
equations just as we did for the linear process in LIFTING. 
One can of course combine these two approaches, but it is not clear how to 
obtain a fast parallel algorithm for factoring sparse polynomials. The problem is the 
following: In the last step of this proposed lifting procedure a single monomial M  of 
degree <d/2 in some factor g, will require the determination of the coefficients in g,* 
of all Mx;l. . . xz with deg A4 + e, + . . . + e, 6 d. The number of these coefficients is 
about (n +,,d’2 ), which is possibly not polynomial in the input plus output size. 
Writing s0 = (“t d), th e net result would be a O(log d log2(ns,)) algorithm using 
(nds,-J°C1) gates. A similar result can also be obtained from the sequential 
algorithms for dense polynomials in Kaltofen [14]; see von zur Gathen [7]. 
We obtain the following parallel version of the factoring algorithm if we perform 
the degree-loop in parallel. 
THEOREM 5.5. Let n 2 3, da 2, m  2 1, a = nldgd2, and let F be an arbitrary field 
with at least a elements. For a polynomial in F[x~,..., x,] of total degree d with m  
irreducible factors and at most T terms in either f or any of its irreducible factors, we 
can reduce factoring probabilistically to factoring bivariate polynomials of degree at 
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most d. The reduction can be performed in parallel time O((n + m) log dlog*(dT)); 
the number of gates is polynomial in (ndT)“. 
Over a finite field F of characteristic p and with q = p1 elements, we use the 
parallel bivariate factoring algorithm from [9]. The algorithm has to be performed 
in the field K contructed in step 2 of FACTORING IN POSITIVE CHARAC- 
TERISTIC. The possibly required pth roots of field elements can be computed fast 
in parallel [5, lo]. 
COROLLARY 5.5. Let F, q, p, m, T, n, d, f be as above, and L = log d max{ log d 
log log n, log log q} *. Then f can be factored with a Boolean circuit of depth 
0( L( (n + m) log*(ndT) + log d log p)) and size (ndT log q)“““. 
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