Locating signals for the initiation of gene expression in DNA sequences is an important unsolved problem in genetics. Over more than two decades researchers have applied a large variety of sophisticated computational techniques in order to address it, but only with moderate success. In this paper we investigate the reasons for the relatively poor performance of the current models, and outline some possible directions for future work in this field.
INTRODUCTION
Eukaryotic gene expression is regulated by a complex network of protein-DNA and protein-protein interactions. The prevailing opinion, corroborated by many studies, is that most of these interactions take place within a few hundred bases upstream from the transcription start site, although this is still somewhat controversial (Nelson et al., 2004) . In addition, sites important for the regulation of genes have been found in introns and in downstream sequences, as well as at distant loci, such as the β-globin LCR (Hardison et al., 1997b) . Promoter regions in yeast are characterized by multiple occurrences of the same binding motif (van Helden et al., 1998) , and this is also the case with many genes from other species. At present, relatively little is known about genetic pathways and the mechanisms of gene co-expression, but this situation is rapidly changing, especially with the advances in microarray technology and protein-protein interaction studies. However, while these advances provide an insight into expression patterns and associations, they do not tell anything about the mechanisms driving them, nor about the sites in DNA responsible for their regulation.
Despite of significant efforts over the last twenty years to computationally predict transcription factor binding signals in promoter and other regions of the genome, this remains an elusive goal. While early approaches relied on a rather naive assumption that the target sites for protein binding must feature information content sufficient for them to be uniquely recognized among all non-sites (Schneider et al., 1986) , disillusionment soon followed, as any attempt to isolate functional elements in DNA resulted in an enormous number of false positives. Learning from that experience, and further experimental evidence, the bioinformatics community has widely adopted a view that the motifs for transcription factor binding in functional regions are grouped in regulatory modules, sometimes featuring multiple copies of individual sites. This idea is not new (Ackers et al., 1982; Mehldau and Myers, 1993; Kel et al., 1995) , however in the recent years there has been an explosion of computational algorithms designed in an attempt to identify such modules (Hu et al., 2000; GuhaThakurta and Stormo, 2001; Rebeiz et al., 2002; Eskin and Pevzner, 2002; Jegga et al., 2002; Johansson et al., 2003; Sharan et al., 2003; Sinha et al., 2003; Aerts et al., 2004; Donaldson et al., 2005; Kundaje et al., 2005; Pierstorff et al., 2006; Papatsenko, 2007; Schones et al., 2007) , to list just a few. Some of the methods also relied on the assumption that multiple copies of the same motif should be a component of these modules (Qin et al., 2003; van Helden, 2004) . If a particular motif is over-represented, i.e. if it occurs in a genomic segment or a group of segments more often than expected by chance, it was anticipated that it should indicate a functional signal. Moreover, if multiple motifs in close proximity satisfy this condition, it was presumed to be a strong indication of function. Software developed for the location of such modules generally relied on previous information about the individual binding sites forming the modules. The ap-proaches were based on the phylogenetic conservation (Jegga et al., 2002; Sharan et al., 2003; Sinha et al., 2004; Dieterich et al., 2004; Donaldson et al., 2005; Pierstorff et al., 2006) of homologous regions or promoters, approximate matching to known motif sequences acquired from databases such as TRANS-FAC (Matys et al., 2006) or some combination of both. The search was performed for the statistically significant clusters of motifs (Johansson et al., 2003; Alkema et al., 2004; Kundaje et al., 2005; Schones et al., 2007) , and it was often combined with matching them to conserved regions in alignments. This was necessary in order to reduce the search space, but it proved inaccurate. A regulatory module can contain elements that have not been included in the original set, but the elements which did get included were sometimes spurious, at least when binding in vivo is concerned. Indeed, over years evaluation studies have been consistently demonstrating that these tools have not been very effective (Fickett and Hatzigeorgiou, 1997; Tompa et al., 2005) , despite of the progress in our understanding of the genome, advances in technology and sophistication of the models.
Many approaches were based on gene expression study results, and the postulated co-regulation. Promoter regions of such genes were considered simultaneously, and the programs used Gibbs sampling (Lawrence et al., 1993; Thijs et al., 2002) , Bayesian clustering (Qin et al., 2003) , Markov Models (Liu et al., 2001) , Expectation Maximization (Bailey and Elkan, 1994), Shannon's entropy (Kundaje et al., 2005) , simultaneous dyad motif discovery (Eskin and Pevzner, 2002) , genetic algorithms (Aerts et al., 2004) and other techniques in order to isolate regulatory modules. Despite of the use of very sophisticated algorithms these methods have not achieved desired accuracy. Why?
TARGETING THE OVER-REPRESENTED MOTIFS
The use of motif over-representation for the prediction of transcription factor binding signals can be roughly divided into three categories:
1. Over-representation of single motifs in groups of related functional sequences.
2. Over-representation of motifs from a limited set, such as these recorded in the databases of DNA regulatory elements, in a single region under consideration.
3. Over-representation of phylogenetically conserved blocks in a genomic segment of interest.
Combinations of the above approaches are widely applied. We shall look at each one individually.
Single Motifs in Groups of Sequences
If the motifs recognized by transcription factor proteins were specific (such as these recognized by restriction enzymes, for instance), the search for systematically present short signals would show promise. It is commonly accepted that a transcription factor binding site consists of 5 to 25 nucleotides, and most experimentally confirmed cores tend to be on the shorter side of that range. Considering just 5 characters, and assuming that most transcriptional regulatory activity indeed happens within about 500 bases upstream of the gene start, under the simplistic model of each DNA base being equally likely, the probability of a chance occurrence of such motif at any single position would be 1/4 5 ≈ 0.00098. Within a window of 500 bases the expected number would thus be around 0.49. Using the Poisson distribution we can estimate the probability of seeing it at least once in any given window to be 1 − e −0.49 ≈ 0.39. In consequence, if one would consider a set of just 4 cis-regulatory segments of co-expressed genes (determined by microarray experiments, for instance) in order to achieve statistical significance (i.e. a p-value of less than 0.05) and 5 to be highly significant (pvalue < 0.01). This is encouraging, having in mind that the considered motifs are just 5 characters long, and that with 6 and more characters one can achieve statistical significance with regulatory sequences of just 2 co-expressed genes. If several motifs exhibit co-occurrence within a single set of regulatory sequences, that would almost certainly indicate a real signal, or at least a part of it (discarding for the moment the fact that such co-occurrences would also show up at many random places in the genome).
Even genes which are co-expressed under certain conditions may not be regulated in the same way. Their transcription initiation complexes may not be same, or even similar, or they may exhibit a weak similarity sufficient to yield co-expression only under certain circumstances. In addition, in any set of regulatory sequences any given motif may be absent from some, so the requirement that it should be found in all should be relaxed. Regardless of this, one can argue that when a set of regulatory sequences of coexpressed genes is available, one can determine the motifs unlikely to be shared by chance, and reliably identify at least these most common. Further studies can then be performed to identify proteins bound to these motifs, and their co-factors.
Unfortunately, nature does not follow simplistic models. Even as the core promoters lie upstream of the genes, most of their activity depends on the enhancer and other elements, which may be very far from the genes and regulating several of them simultaneously. In some cases, the co-expression pattern may stem from a group of genes affected by the same enhancer, rather than several enhancers featuring same motifs. Even when there are separate control elements targeted by same transcription factor proteins, and even if we assume that they would not function across domains, this expands the 500-base window to tens of thousands of bases, where only very long motifs would have a chance of achieving statistical significance.
Another problem is in that we may not even be able to detect a true binding signal present in all considered sequences. Transcription factors often feature a notorious lack of specificity, and within any given motif only certain positions, which need not be adjacent, may be important. The true transcription factor binding is determined by a very small number of bases, sometimes as small as 3. The use of position weight matrices (further referred to as PWMs) may be helpful in detecting these, but this method is far from perfect. Their biggest problem is in that they do not take into account the spatial structure of the motifs (such as positioning of the bases critical for binding within the major or minor grove of the DNA helix), which may be crucial in determining whether the specific nucleotide will interact with a protein or not. Alas, even the most recently published work, while allowing for non-contiguous critical residues, still fails to take into account anything but raw sequence information (Chakravarty et al., 2007) .
Modules of Elements Retrieved from Databases
Researchers have spent many years meticulously collecting the experimental data concerning the binding of transcriptional proteins, and compiling the information about the bound motifs in databases such as TRANSFAC (Matys et al., 2006) , Jaspar (Vlieghe et al., 2006) or Mapper (Marinescu et al., 2005) . The consistency with which certain sequences are bound in vitro gives a strong support to the view that the exact nucleotide sequence is important, and that spatial and epigenetic factors may be more instrumental in blocking the sequences which are compositionally similar to the true binding targets, but which should not be used under the particular circumstances. Although it is still somewhat unclear how much of the binding effects in vitro would also happen in vivo (Jin et al., 2007) , one can expect a reasonable correlation. Concentrating on a motif recorded in a database rather than on any general one that may be repeated dramatically decreases the complexity of the search. In the extreme cases of long motifs with a strong consensus one can perform simple pattern matching and identify the targets uniquely in the genome. However, such motifs are not common, so the promise of this approach lies in the search for database motif clusters, i.e. regulatory modules. This still makes sense: TRANSFAC, the richest of the above mentioned resources, presently contains 7915 transcriptional binding sites, with consensus motifs organized into 398 position weight matrices. They come from different species, however one can use this number in rough calculations. Assuming the average length of a motif represented in a PWM to be around 9 (and for the moment discarding the fact that multiple motifs can match a single consensus) and the same random model as above, the number of possible motifs of this length would be 4 9 = 262144. Consequently, one could estimate the probability that a motif from a set of 400 would start at any given position in the genome as 400/4 9 ≈ 0.0015. Within a window of 500 bases, putative regulatory region, the expected number of chance occurrences of a motif recorded in the database would roughly be around 0.76. Taking this number as the Poisson λ, one would need as few as 3 motifs recored in a database within a window of 500 bases (presumably serving as the anchoring for a regulatory module) in order to achieve statistical significance (p-value < 0.05). Such considerations have given rise to the creation of many software tools.
The first problem with this approach is that in a large genome such as human, even if we concentrate only on windows upstream of the known or predicted genes that would give us around 30 thousand regions, so with the p-value of 0.05 we would still get around 1500 false positive hits. Of course, for larger modules the p-values would be much lower, but one can hardly expect to locate very large clusters of sites, at least according to the current views on transcriptional regulation. If a module is shared among a few dozen regulatory sequences, and we would want to keep the specificity of the search at 0.5 or better, we would need to have the expected chance groupings at around, say, 50, which would dictate the p-value of 0.0017. Even under the above outlined simplified circumstances this would dictate literally dozens of motifs to participate in the module, forming a common core. Consequently, the poor performance of module searching software comes as no surprise.
The real-world situation is actually much worse: genomic sequences are not random assemblies of 4 letters, the regulatory module locations (moreover, locations that can be taken by individual participating motifs) are not limited to windows of length 500 immediately upstream of the genes, and many variants of a motif may match its consensus (as represented by the PWM). The currently available databases are neither complete nor accurate, and thresholds for matrix matching are set in a very ad hoc, heuristic fashion. In consequence, PWMs tend to match large groups of motifs, producing hits literally everywhere. Epigenetics phenomena may act in such fashion as to dramatically reduce the numbers of elements participating in a regulatory module, by making many instances of chance groupings resembling it inaccessible to transcriptional proteins, and many interactions within modules are taking place at the protein, not DNA level, further reducing the number of motifs in the genome that would need to be recognized in order to initiate transcription (and thus the size of the motif cluster corresponding to the module).
Phylogenetic Approaches
Another popular approach to identifying functional signals relies on phylogenetic conservation. Its basis is a very reasonable assumption that a functional constraint prevents mutations in DNA from becoming fixed in population, while sites which are not important are free to independently mutate and fix along separate branches of the evolutionary tree. This hypothesis has been amply confirmed by the study of coding sequences, and within them of the synonymous and non-synonymous substitutions. The encouraging results in the study of genes have led to the assumption that phylogenetic conservation can be exploited in the search for regulatory signals.
For this purpose, many investigators have turned attention to the identification of phylogenetic footprints, both in pair-wise sequence comparisons and multiple alignments. Studies have been performed in order to establish the most informative genetic distance between compared species, which have to be far apart so to minimize the noise coming from random conservation, but close enough to share similar regulatory signals (Hardison et al., 1997a; Miller, 2001) , as well as the most informative additional species to place in a multiple alignment (Thomas et al., 2003) . Pairwise, within the mammalian scope, sequences which have diverged about 70 million years ago (such as human and mouse) have shown greatest promise, although optimal phylogenetic distance for analysis tends to vary with the genomic locus (Hardison, 2000) .
Even under the most favorable circumstances, when the effects of non-specific binding and permissible divergence in regulatory signal consensus, as well as these of inter-species differences, would be minimal, any short signal would not be sufficient to warrant significance, or it would require a multiple alignment of dozens of very close genomic sequences (Stojanovic, 2004) . This is becoming feasible with bacterial, but not yet with eukaryotic genomes. Researchers have thus concentrated on the identification of clusters of conserved sites, guided by essentially the same reasoning as outlined in the previous sections. In relatively short segments of DNA it is unlikely that rearrangements would be taking place on a substantial scale, and the positional conservation of regulatory signals would lead to good alignments with short phylogenetic footprints clearly visible.
The probabilistic reasoning applied in this case relied on the strength of the signals (i.e. sequence conservation), the likelihood of seeing such conserved motif by chance, given the phylogenetic distance between the sequences, and, because the later is often difficult to establish, on the empirical determination of the background conservation within the alignment, as its sections which appear to stand out.
The first problem with this approach lies in the quality of the alignment itself: genetic regulatory signals are short and non-specific, and thus not very likely to be precisely positioned, although their relative offsets would probably be small. This, on one hand, may lead to an imprecise definition of motif boundaries, which often shows as only a partial overlap between the footprint and the experimentally confirmed binding site. On the other, the footprint itself may be difficult to identify, as its improperly aligned bases would both lower the signal and increase the neighboring region noise. In protein sequences one can at least partially exploit structural characteristics (such as α-helix signatures) in order to improve the alignment quality, but in DNA the only relatively reliable markers are the exons of genes. If one looks for their immediate upstream promoter regions this may be helpful, but unfortunately the 5' untranslated regions of variable lengths and weaker conservation (with some notable exceptions discussed below) tend to reduce the anchoring strength of the first exon.
Even when the alignment is reliable, the probability of random conservation in even distantly related sequences is too high to lend credibility to any but extremely large groupings of footprints, too large to be plausible anchor sites for the transcriptional complexes. Somewhat surprisingly, such large concentrations of footprints are not uncommon in higher eukaryotic genomes. In fact, many of these are so large that they can hardly be considered as groupings
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of individual, discrete elements (Jones and Pevzner, 2006) . The most dramatic example are the noncoding ultra-conserved segments, defined as blocks of 200 or more bases with absolute identity among all compared species. Within the human genome there are about 500 such blocks conserved among all sequenced mammals, but sometimes even among all vertebrates. The role of these elements is currently unknown, as many knock-out experiments have repeatedly failed to produce visible effects in model animals. Consequently, some researchers have postulated that the ultra-conservation (as well as conservation of other long non-coding blocks) may be a consequence of a regional repair mechanism of exceptional strength, but so far nobody was able to characterize what that mechanism might be, as well as why it would have been put in place at its target loci.
In order to quantify this phenomenon, we have looked at the patterns of conservation in mammalian Hox gene clusters (Stojanovic and Dewar, 2005) , which are well preserved, and home to some of the mentioned ultra-conserved blocks. Interestingly, in Hox the highest overall conservation has been observed within the 5' UTR regions of genes, as illustrated in Table 1 . While good conservation of untranslated regions is not common genome-wide, it has been observed in several other cases, such as mammalian casein genes (Rijnkels et al., 2003) . In summary, this indicates that there is much more to phylogenetic conservation than a simple functional constraint. Before that mechanism is understood, some skepticism concerning the use of sequence conservation as a hallmark of a functional signal is warranted.
OVER-REPRESENTATION OF MOTIFS IN GENOMIC ENVIRONMENTS
The over-representation concept itself is problematic. It has been well known, and for a long time now, that genomic sequences, even in large "junk" areas, are not random assemblies of four letters. In order to quantify the genome-wide over-representation of short motifs, we have recently undertaken a systematic study (Singh et al., 2007) in which we have noted a remarkable over-representation of many short motifs throughout the presumably unique human genomic sequences, as well as (to a lesser extent), Markov model generated sequences trained on human chromosomes. As an example, the results counting the average number of repeated occurrences of motifs of lengths 4 through 9 measured in 6 datasets of 100 sequences of length 500 each are shown in Table 2. Our findings clearly indicated that, first, all genomic sequences feature dramatically higher numbers of repeated short motifs than one would expect by chance, and, second, that the differences in numbers of such motifs do not appear to be significant between random intergenic and presumably regulatory sequences upstream of the known genes, despite of the trend that one can notice in the last two columns of Table 2 . Repeatedly, chi-square tests performed on these columns and other data could show only mild, but inconclusive, bias. This indicates that something else in addition to the functional signal is at play, but it is somewhat unclear what that might be.
In a series of studies started more than forty years ago (Waring and Britten, 1966) Britten, Davidson and others demonstrated that the nuclear genome of diverse eukaryotes contained a large fraction of repetitive DNA, and recent large-scale genome sequencing has established the ubiquitous existence of repeats. Many of them are of tandem nature, relatively easily recognizable, however the majority are the result of the repeated interspersed insertion of transposable elements, often not capable of further activity (Smit, 1999; Feschotte et al., 2002) -once integrated, these sequences will never transpose again and can be considered molecular fossils. Regardless of their origin and of the mechanisms responsible for their inactivation, it is widely accepted that fossilized transposons, as a whole, do not assume function to the host. Consequently, these inactive copies are progressively eroded by mutations accumulating at a neutral rate until they become unrecognizable. While more recent insertional events can be readily identified due to the high similarity of the copies, characterization of more ancient activity remains a challenge. In the human genome, almost half of the sequence is considered unique, but only a small fraction (about 5% of the total) is thought to be significant, whether coding or not. This leaves an open question about the origin and role of the presumably unique non-functional sequence, which is very likely to originate from ancient transpositions and duplications. Due to its degree of degeneracy, it would remain in the genomic segments under consideration after repeat masking, but it would also introduce a large number of seemingly over-represented motifs.
Therefore, many of the apparent clusters of conserved elements are likely just remnants of transposon insertions. While phylogeny-based approaches are less vulnerable to this effect, it can still be an issue when comparing sequences from species for which good repeat libraries have not yet been compiled. Regardless of the source, the micro-repetitive structure of genomic sequences of higher eukaryotes makes it very difficult to locate any feature through over-representation, simply because the background is highly non-random.
DISCUSSION
So far much of the computational search for genomic regulatory signals have been done using sequence information only, just because it was the most readily available. In the context of sequence analysis looking for statistical over-representation was indeed the most sensible approach. However, while the resulting combinatorial and probabilistic problems are challenging and mathematically interesting, biologically they are questionable. That does not mean that they are of no value whatsoever, only that they are currently not being used in the right way. Much of the genome study is still in the data collecting phase. We are not yet in a position to build analytical models, and without them the quantification of their effects makes little sense. Over the last few years the scientific community has been increasingly turning attention to epigenetics, and there has recently been a significant increase in the accumulated knowledge about these phenomena. However, the computational community have so far mostly ignored these developments. At this time the study of binding signals in DNA should probably rely more on data mining approaches than on analytical models, although statistical analysis of the data will remain important.
When studying a potential regulatory role of a genomic sequence (or a group of sequences, in cases when co-regulation pattern of a group of genes is suspected), one should take into account, first of all, the specific experimentally confirmed knowledge about the region which can be mined from the literature using currently available technologies. Next, the specific biochemical information about methylation patterns and domain structure should be applied, before raw nucleotide information is considered. At the later stage the prediction and statistical evaluation should be incorporated, but structural data should still be taken into account, when available. Recent studies (Segal et al., 2006; Ioshikhes et al., 2006) have indicated that there may be specific histone proteins positioning codes in DNA, and if further evidence confirms this it would greatly help in the characterization of binding signals for other types of proteins, transcription factors in particular (through easier identification of potentially open chromatin domains). Only at this point one can concentrate on the motif-related considerations, looking for these recorded in databases and these that might be phy-logenetically conserved. The over-representation per se may not be sufficient to provide useful information, but the appearance of similar motifs in areas otherwise postulated to share functionality (based on stronger evidence than just a correlation of expression in microarray experiments) may be indicative enough to warrant confidence.
The true discovery has always been through a well-coordinated combination of computational and experimental approaches. This takes time, although modern technologies are dramatically facilitating such efforts (Jin et al., 2007) , so purely computational methods for genome-wide prediction of transcriptional regulatory signals will remain to be of interest. It is only that the methods will have to change in order to be really useful, and not just interesting.
