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sections, whose stability depends on the stability of the original filter. In addition it requires testing of functions of one variable for a strictly bounded real (SBR) property. In this paper the stability of the overall filter is assumed to depend on the denominator polynomial only and hence cases of reducible 2-D transfer Functions or nonessential singularities of the second kind are not considered. The results are shown to be equivalent to those of some known methods, but have the advantage of additional insight gained from the circuit interpretation. The method can be considered as a direct extension to the 2-D case of the well developed theory for the 1-D case [I] .
The organization of the paper is as follows. In Section I1 we outline the basic idea behind the method for the case of real filter coefficients. Possible circuit interpretation of the method is presented in Section 111. In Section IV we explicitly derive, in terms of the filter coefficients, the conditions for stability of certain low order 2-D filters. In Section V the equivalence of this method to the modified Jury table method of Maria and Fahmy [4] is demonstrated. Some numerical examples of our approach are included in Section VI while Section VII contains concluding remarks.
Notations and Definitions
In the following derivation the variables z,, z , denote the transform domain complex variables for the discrete time systems under consideration. The explicit dependence on these variables is dropped for notational convenience in the absence of any ambiguity. The complex conjugate of a given quantity is denoted by the "*" superscript.
The discussion also heavily relies on the concept of "structural boundedness" [8], which we extend to the 2-D case. Thus, a stable digital filter transfer function H(zl, z,), that is real valued for real z, and z,, and satisfies IH(eJ"l, eJ"2)lGl for V w,, w,, is called a "bounded real" (BR) function. BR functions, for which strict inequality holds for V a,, w, are referred to as "strictly bounded real" (SBR) functions. A BR function, for which equality holds for V w,, w, is called a "lossless bounded real" (LBR) function. Thus a stable all-pass function with real coefficients is LBR. Functions with complex coefficients, which satisfy above relations will be called "strictly bounded complex" (SBC), and "lossless bounded complex" (LBC), correspondingly.
0098-4094/89/0300-0387$01.00 01989 IEEE 11. THE GENERALIZED SCHUR-COHN TEST Let H(z,, z,) = P(z,, z,)/D(z,, z,) be the given 2-D transfer function with real coefficients. To check the stability of this function in the sense of ~uang's theorem we first f o m the 2-D all-pass function:
where M and N are the maximum degrees of z, and z , in D(z19 22).
This function can be rewritten as a ratio of polynomials in one variable, with the coefficients being polynomials of the other variable, i.e., where for V i, ai and di are polynomials in z,, and the tilde sign denotes the operation of replacing 2, by z;' and multiplying by 2:. Note that in the case when the maximum degree of each ai(z,) is equal to N, this operation is equivalent to taking the paraconjugate operation [8].
The function S(zl, z,) can further be rewritten as where and For the overall stability of S(z,, z,) the decomposition of (3) implies the necessary condition that A M ( z , ) be a stable all-pass function in z,, i.e., IA,(eJml)l = 1 for V o,, and all poles of A,(z,) be inside the unit circle. This wndition can easily be seen to correspond to the second condition of Huang's theorem. Assuming that the stability of A,(z,) has been verified using any one of the known 1-D stability tests, we only have to show that the second term in (3), G,(zl, z,) is a stable all-pass function for lz21 = l .
The basic idea behind our method, in analogy with the 1-D case, is to successively reduce the order of GM in the z, variable. As it is shown, the stability of the reduced order functions G M _ , formed in the method is directly related to the stability of G,, so that after M -1 steps we can decide on the overall stability of the function from the coefficients of the remaining first-order all-pass function, which are functions of the other variable only. Thus at each step we have to deal with functions of one variable, a major improvement in terms of complexity reduction.
To this end we consider the transfer function GM-,(I,, r,), derived as follows:
With this definition, we can state the following important theorem.
Theorem: GM(zl, z,) is a stable all-pass function (and hence LBR) iff GM-,(I,, 9 ) is a stable all-pass function (LBR), and the function k M ( z , ) is strictly bounded real (SBR). Proof: Assume that GM(zl, z,) is a stable all-pass function and let GM(eJm', e J q ) = eJe. We first show that GM-,(I,, 2,) is an all-pass function. Indeed from (6):
Hence, as long as ~k , ( e~"~) l # l for V a,, the all-pass property follows.
Also, using (3) and (6), and dropping for notational convenience the explicit dependence of n,,Ai on z , we have which shows that the function GM-,(z1, a,) is an all-pass function of reduced order, M -1 in the z, variable.
Next we prove that if G,(z,,z,) is stable, so is GM-,(z1, 2,). From (6) it follows that the singularities zlo of GM-,(z,, z,) are solutions of 1 , for Iz,I < 1
Since k,(z,) 4 G M ( m , z,), it follows from (11) that IGM(zlo, z2)1 > 1 for lz21= 1. This implies that all singularities of GM_,(z1, z,)l,,,-, are inside the unit circle in the z, plane and hence G,-,(z1, z,)ll,21-1 is a stable all-pass function in z,.
The stability of G,(z,, I,) , for lz,l=l, from (5) implies that no = L, is SBR as asserted in the theorem, since it is the product of the roots of the denominator polynomial with respect to the z, variable.
Finally, we show that the second condition of Huang's theorem, which is clearly satisfied for the denominator of G,(z,, z,), still holds for the denominator of GM-,(z,, 2,). Indeed, solving where DM-,(z,, z,) is the denominator polynomial in (9), we observe that equality can hold only for values of z2 with 1z21 < l . This is implied by the relation no(z2) = L M ( z 2 ) and L, being SBR.
Thus if G , is LBR, it follows that k, is SBR and that G,-, is also LBR.
To prove the theorem in the other direction we assume that G,-, is LBR, and L,, as defined above, is SBR. Reversing the relation in (6) we arrive at:
If ti,-,(z,, z,) is all pass, it is easy to see that so is GM(z,,z2). Next, if zlo is a pole of G , , then When evaluated at lz21 = 1 this implies
Because of the LBR assumption on G,_, we must then have 1zl01 < 1 in order for (15) to hold, and hence the poles of GM(zl, z , ) for Iz21 = 1 lie inside the unit circle in z,, as required by Huang's first condition. The second condition of Huang's theorem follows directly from the assumption that k M ( z 2 ) is SBR.
Summarizing, a necessary and sufficient set of conditions for the all-pass function G,(z,, z,) to be stable are therefore: (a) the function k M ( z 2 ) must be SBR, and (b) the all-pass function G,-,(z,, z,) be stable.
This result allows us, once the SBR nature of k,(z,) is established, to simply check the stability of the lower order all-pass function G,_,. The process can clearly be r e peated, to generate a set of functions k i ( z 2 ) , and a set of all-pass functions G,, G,_,; . .,Go = l . It then follows, that the overall function GM(zl, z 2 ) is stable, iff i i ( z 2 ) are SBR for all i. Thus we have reduced the problem to functions of one variable only, which is well understood and provides no difficulties for testing.
In this brief section we provide a circu~t "implementation" of the function G,(z,, z , ) in the form of a cascaded lattice structure as shown in Fig. 1 . In Fig. 2 is shown the first building block of the lattice structure in cascade with the function A M ( z 2 ) yielding the overall function S,(z,, z 2 ) We can note, that this structure is not realiiable, since by construction, the multiplier function k , is unstable. This problem can still be resolved, as shown on Fig. 3 , once we realize, that the same transfer function is obtained provided:
Note that the structure on Fig. 3 incorporates the function A,(z,) as well.
IV. EXPLICIT COEFFICIENT CONDITIONS FOR SOME Low ORDER TRANSFER FUNCTIONS
In this section we derive the explicit conditions on the filter coefficients for some low order cases, using the proposed method. Again recognizing that on the unit circle z;'= z: and using (22) If no roots of this quadratic equation are in 1x1 < 1 we can proceed to form, using (9), the reduced order polynomial G, (z,, 2,) . The condition for ,&, (I,) to be SBR, expressed in terms of the a,'s are thus as follows:
After some algebra, the polynomial in the real variable x to be checked for roots in 1x1 cl becomes
+~(~F H + G~-~F , -A C -ED-CE + 4 A E ) x 2 +2(2GH-4FG-A B -B C -C D -DE +3(AD + B E ) ) x + H~-A~-B~-c~-D~-E

-( F H -A C -E D -C E -A E ) > O (25)
where the quantities above are defined in terms of the denominator polynomial coefficients according to
B = a b + c e -c d -g h F = e -d f C = a + b c + & -j 7 -c g -a d G = b + b e -d g -f g
This fourth-order polynomial can further be checked for roots inside the 1x1 <1 by well-known methods, e.g., 151.
It is a common practice in filter design to impose some symmetry conditions on the coefficient matrix. In this case, assuming symmetry along the main diagonal of the coefficient matrix the computations can be somewhat simplified by using a = b, d = e , g = h. The polynomial to be checked then remains as in (25), however the quantities are redefined as
C = a + a c + d g -fg-cg-ad G = a + a d -d g -fg
As it can be seen from above formulas, the advantage of this method is in the conceptually straightforward manner in which the equations are set up and solved. It should also be noted that derivation of the stability conditions for the general second-order polynomials using some other methods such as the direct implementation of Huang's method which involves bilinear transformations, may become very complicated. Note also that the circuit-theoretic approach proposed here can be extended relatively easily to higher dimensionalities as well.
Using a simple computer program it is easy to verify the conditions of (22), (23), (25)-(27) , to determine the stability of a second-order 2-D filter. The remaining step is then to check the polynomials for having zeros in 1x1 < I , which can be solved either by using the methods outlined in [5] or, for low-order polynomials, with a root findiig routine. This type of testing stability may be quite useful when a 2-D filter is designed using a computer-aided optimization approach where the stability needs to be checked at each iteration step. The second Huang's condition is then checked by determining whether has roots of magnitude greater than 1.
To show the equivalence of the two procedures we fust observe that the test for the second condition corresponds directly to checking A M ( z 2 ) for stability. Next, the condition on bo(x) = a : -a 2 < 0 corresponds to checking 
We next show that this is equivalent to require i M _ , ( z 2 ) be SBR. Indeed, from (24) it follows:
Expressing this in terms of the a,'s we get which is equivalent to (32). Proceeding in the same way one can show that the conditions on do,. ., to in [4] correspond to the functions i , ( z 2 ) being SBR, when using our approach.
An example is next shown to illustrate the application of the method and its equivalence with the stability check procedures in [4].
VI. ILLUSTRATIVE EXAMPLE
We next consider the same numerical example, solved by Huang, and Maria-Fahmy, to illustrate the application of our method. The transfer function considered is given by
We first form
The coefficient matrix for this case is symmetric, hence we can directly use formulas (22), (23), (25) and (27) to arrive at the conditions: 1) z: +(1/2)z2 + 1 / 4 must have no roots outside the unit circle, which is clearly satisfied.
2) The polynomial bo(x) = x2 + (5/4)x + 3/4 should have no real roots in 1x1 < 1 , which is also satisfied.
3) For the computation of co(x) we can use the symmetric case formulas (14), (16) which lead to
The same polynomial was obtained in [4], and was shown to have no real roots in 1x1 < l . Hence the conclusion is that the original transfer function H(zl, z,) is stable. This example shows, that for general, second order filter one can directly use the formulas from Section IV to decide on the stability of the original polynomials. Extensions to higher orders are straightforward and lend themselves to easy programming.
VII. CONCLUDING REMARKS
While in this paper we concentrated on cases with polynomials with real coefficients, it is not difficult to --show that only minor modifications of the procedure are necessarv for the com~lex coefficient case. More soecifically, the coefficients of the numerator polynomial have to be taken to be the complex conjugates of the corresponding coefficients of the denominator. Next, the set of functions Ei(z,) has to be checked for being strictly bounded complex (SBC). The function Go will in general also be complex, but of magnitude one.
Summarizing, a simple stabiity testing procedure for discrete-time 2-D systems was presented in an unified manner based on lossless network synthesis. Explicit formulas in terms of the filter coefficients were derived for the stability of general case first-and second-order 2-D polynomials and examples were solved by the proposed method and compared to existing solutions. It is to be understood that our test is best suitable for functions of strictly two variables, since simpler procedures have been established for the l-D case.
