technique that may be used for solving computationally difficult problems. MEP uses a linear solution representation. Each MEP individual is a string encoding complex expressions (computer programs). A MEP individual may encode multiple solutions of the current problem. In this paper MEP is used for evolving a Traveling Salesman Problem (TSP) heuristic for graphs satisfying triangle inequality. Evolved MEP heuristic is compared with Nearest Neighbor Heuristic (NN) and Minimum Spanning Tree Heuristic (MST) on some difficult problems in TSPLIB. For most of the considered problems the evolved MEP heuristic outperforms NN and MST. The obtained algorithm was tested against some problems in TSPLIB. The results emphasizes that evolved MEP heuristic is a powerful tool for solving difficult TSP instances.
Introduction
In [12, 13, 14] a new evolutionary paradigm called Multi Expression Programming (MEP) 1 has been proposed. MEP may be considered as an alternative to standard Genetic Programming technique [8] . MEP uses a linear solution representation. Each MEP individual is a string encoding complex expressions (computer programs). A MEP individual may encode multiple solutions of the current problem. Usually the best solution is chosen for fitness assignment purposes.
One of the most important applications of MEP is discovering heuristics for solving computationally difficult (mainly NP-Complete) problems. Instead of searching the solution of a particular problem the MEP aim is to discover a heuristic that solves the entire class of instances for a given problem.
In this paper MEP technique is used for discovering TSP heuristics for graphs satisfying triangle inequality (TI graphs). This option was chosen due to the existence of a big number of real-world applications implying TI graphs (e.g. plains, trains and vehicles routes). MEP technique is used to learn a path function f that is used for evaluating the reachable nodes. This function serves as a heuristic for detecting the optimum path.
In the proposed approach the TSP path starts with a randomly selected node of the graph. Each node reachable from the current node in one step is evaluated using the function (computer program) f evolved by MEP algorithm. The best node is added to the already detected path. The algorithm stops when the path contains all graph nodes.
MEP learning process for TSP has a remarkable quality: the evolved (learned) heuristic works very well for data sets much larger than the training set. For MEP training stage graphs having 3 to 50 nodes are considered. Evolved MEP function was tested and performs well for graphs having maximum 1000 nodes.
Evolved function f is compared with some well known heuristics. Numerical experiments emphasize that (for considered examples) MEP function outperforms dedicated heuristics.
MEP Technique
MEP uses a linear solution representation and a special phenotypic transcription model. A MEP chromosome usually encodes several expressions (computer programs). The ability of MEP chromosome to encode several syntactically correct expressions is called strong implicit parallelism.
MEP Algorithm
Standard MEP algorithm starts with a randomly generated population of individuals.
A fixed number of the high fit individuals enter in the next generation (elitism). The mating pool is filled using binary tournament selection. Individuals from mating pool are randomly paired and recombined. By recombination of two parents two offspring are obtained. The offspring are mutated and enter the next generation.
MEP Representation
MEP genes are substrings of variable length. Number of genes in a chromosome is constant and it represents chromosome length. Each gene encodes a terminal or a function symbol. A gene encoding a function includes pointers towards genes containing the function arguments. Function parameters always have indices of lower values than the position of that function symbol itself in chromosome.
Proposed representation ensures no cycle arises when the chromosome is decoded (phenotypically transcripted). According to the proposed representation scheme the first symbol of the chromosome must be a terminal symbol. In this way only syntactically correct programs are generated by MEP technique. Let T = {a, b, c, d} be the set of terminal symbols and F = {+, *} be the set of function symbols. Consider as an example the MEP chromosome C given below: Remark: Numbers on the left positions stand for gene labels or addresses. Actually labels do not belong to the chromosome, but they are provided for explanation purposes only.
MEP phenotypic transcription
MEP chromosomes are read downstream starting with the first position. A terminal symbol specifies a simple expression. A function symbol specifies a complex expression (formed by connecting the operands specified by the argument positions with the current function symbol).
Consider the chromosome C specified above (section 2.2). Chromosome C is not able to encode a unique expression that involves all of the genes. But C encodes the expressions:
Each MEP chromosome is allowed to encode a number of expressions equal to the chromosome length (number of genes). Expression associated to each chromosome position is obtained by interpreting the respective gene.
Selection and search operators
Within MEP technique binary tournament [Goldberg] selection is used. Search operators are recombination and mutation. These possible operators are defined to preserve the chromosome structure. All offspring describe syntactically correct expressions.
Recombination
Three variants of recombination operator have been considered and tested within our MEP implementation: one-point crossover, two-point crossover and uniform crossover. These operators are simple versions of standard binary crossover operators (see [4] , [6] ). Two-point crossover seems to work best with MEP ( [12] ) and it will be used in all experiments considered in this paper.
Mutation
Mutation operator may be applied to each chromosome gene. A mutation probability (p m ) is considered when applying mutation operator.
By mutation some symbols in chromosome are changed. To preserve the chromosome structure its first gene must encode, also after mutation, a terminal symbol. For other genes there is no restriction in symbols changing.
If the gene selected for mutation encodes a terminal symbol, this symbol may be changed into another terminal symbol or into a function symbol. In the last case the positions (addresses) indicating the function arguments are randomly generated.
If the mutating gene encodes a function, then the gene may be mutated into a terminal symbol or into another function (i.e. function symbol and pointers towards arguments). 
TSP problem with triangle inequality
TSP problem with triangle inequality is an NP-complete problem [7] . No polynomial time algorithm for solving TSP problem is known. Several heuristics for solving TSP problem have been proposed. The most important are Nearest Neighbor ( [3] , [7] ) and the Minimum Spanning Tree ( [3] ).
Evolving Heuristics for TSP
In this section we address the problem of discovering heuristics that can solve TSP rather than solving a particular instance of the problem.
MEP technique is used for evolving a path function f that gives a way to choose graph vertices in order to obtain a Hamiltonian cycle. The fitness is assigned to a function f in the current population by applying f on several randomly chosen graphs (training set) and evaluating the results.
Evolved path function may be used for solving particular instances of TSP. For each problem the graph nodes are evaluated using the path function f and are added one by one to the already build path.
The algorithm for TSP using evolved path function f may be described as follows: 
Terminal and Function Symbols for Evolving Heuristic Function f
Path function f has to use (as input) some information about already build path and some information about unvisited nodes.
A natural way for defining the set of terminals is to consider the terminals as representing the distances between nodes. Therefore we have:
But this approach leads to some difficulties when applied for graphs having different number of nodes. To avoid this difficulty, we consider a special terminal set which is independent with respect to the number of graph nodes.
Let us denote by y 1 the last visited node (current node). We have to select the next node to be added to the path. In this respect all unvisited nodes are considered. Let us denote by y 2 the next node to be visited.
For evolving path function f we consider a set T of terminals involving the following elements: (i) d_y 1 _y 2 -distance between the graph nodes y 1 and y 2 , (ii) min_g_y 1 (min_g_y 2 ) -the minimum distance from the nodes y 1 (y 2 ) to unvisited nodes, (iii) sum_g_y 1 (sum_g_y 2 ) -the sum of all distances between nodes y 1 (y 2 ) and unvisited nodes, (iv) prod_g_y 1 (prod_g_y 2 ) -the product of all distances between nodes y 1 (y 2 ) and unvisited nodes, (v) max_g_y 1 (max_g_y 2 ) -the maximum distance from the nodes y 1 (y 2 ) to unvisited nodes, (vi) length -the length of the already built path.
The set T of terminals (function variables) is thus:
T = {d_y 1 _y 2 , min_g_y 1 , min_g_y 2 , max_g_y 1 , max_g_y 2 , sum_g_y 1 , sum_g_y 2 , prod_g_y 1 , prod_g_y 2 , length}.
Let us remark that members of T are not actual terminals (in the standard acceptation). For this reason we may call members of T as instantiated (or intermediate) nonterminals.
Set T of terminals is chosen in such way to be independent of the number of graph nodes. This choice confers flexibility and robustness to the evolved heuristic.
For evolving a MEP function for TSP problem we may consider the following set of function symbols: F = {+, -, /, *, cos, sin, min, max}.
The node y 2 that generates the lowest output of evolved function f is chosen to be the next node of the path. Ties are solved arbitrarily. For instance we may consider the node with the lowest index is selected.
Example
Consider the MEP linear structure: 1: d_y 1 
Fitness assignment
In order to obtain a good heuristic we have to train the path function f using several graphs. The training graphs are randomly generated at the beginning of the search process and remain unchanged during the search process. To avoid overfitting (see [15] ), another set of randomly generated graphs (validation set) is considered. After each generation the quality of the best-so-far individual is calculated using the validation set in order to check its generalization ability during training. At the end of the search process, the function with the highest quality is supplied as the program output.
The fitness (quality) of a detected path function f is defined as the sum of the TSP path length of graphs in the training set. Thus the fitness is to be minimized.
A Numerical Experiment
In this experiment we evolve a heuristic for solving TSP problem.
Let us denote by G k the set of class of TI graphs having maximum k nodes. MEP algorithm considers the class G 50 (i.e. graphs having 3 to 50 nodes) for training and the class G 100 for validation. Evolved path function was tested for graphs in the class G 1000 (i.e. graphs having maxim 1000 nodes). MEP algorithm parameters are given in Table 1 .
Population size 300 Number of generations 100 Chromosome length 40 genes Mutation probability 0.1 Crossover type
One-Crossover-Point Crossover probability 0.9 Training set size 30 Maximum number of nodes in training set 50 Validation set size 20 Maximum number of nodes in validation set 100 Table 1 . MEP algorithm parameters for evolving a heuristic for TSP with triangle inequality.
The evolution of the best individual fitness and the average fitness of the best individuals over 30 runs are depicted in Figure 1 . A path function evolved by the MEP algorithm is:
Heuristic function f that is evolved by MEP technique is directly used for building the optimum path. The corresponding learning process has a remarkable quality: the evolved (learned) heuristic works very well on data sets significantly larger than the training set. In our example the training set G 50 is significantly smaller than the set G 1000 used for testing.
Assessing the Performance of the Evolved MEP Heuristic
In this section the performance of evolved MEP heuristic, NN and MST are compared. In the first experiment we compare the considered algorithms on some randomly generated graphs. In the second experiment the heuristics are compared against several difficult problems in TSPLIB [16] .
Experiment 1
In this experiment we provide a direct comparison of the evolved MEP heuristic, NN and MST. The considered heuristics are tested for randomly generated graphs satisfying triangle inequality.
Evolved heuristic was tested for different graphs from the classes G 200 , G 500 and G 1000 . For each graph class 1000 graphs satisfying triangle inequality have been randomly generated. These graphs have been considered for experiments with evolved MEP heuristic, NN and MST.
Performance of evolved MEP heuristic, NN and MST are depicted in Table 2 Results obtained emphasizes that evolved MEP heuristic outperforms NN and MST algorithms on random graphs.
Experiment 2
To obtain a stronger evidence of the results above we test the performance of the considered heuristics against some difficult problems in TSPLIB. The results are presented in Table 3 . From Table 3 we can see that evolved MEP heuristic performs better than NN and MST on most of the considered problems. Only for five problems (bier127, ch150, d198, d493, fl417) NN performs better than evolved MEP heuristic. MST does not perform better than evolved MEP heuristic for no problem. The highest error obtained by the evolved MEP heuristic is 23.05 (the problem d493) while the highest error obtained by NN is 23.45 (the problem rd400). The lowest error obtained with MEP is 1.72 (problem berlin52) while the lowest error obtained by NN is 8.17 (problem bier127). The mean of errors for all considered problems is 10.61 (for evolved MEP heuristic) 16 .33 (for NN heuristic) and 35.77 (for MST heuristic).
Conclusions and Further Work
MEP technique is used to evolve heuristics for solving TSP problems. Experimental results emphasizes that evolved heuristic outperforms some well known dedicated heuristics.
Moreover improvement of MEP results could be realized by allowing more function symbols to appear in the MEP chromosome. Further research will focus on using MEP for discovering better heuristics for solving TSP.
Further improvement may be obtained by increasing the chromosome length. In this case the complexity of the evolved formula could increases, but the performances of the obtained heuristic could be significantly better.
Evolving functions that outperform other dedicated heuristics would be of great practical interest. In this way computer programs that are hard to implement could be simulated by simple functions.
