Abstract. Let denote a bipartite distance-regular graph with diameter D ≥ 3 and valency k ≥ 3. Suppose θ 0 , θ 1 , . . . , θ D is a Q-polynomial ordering of the eigenvalues of . This sequence is known to satisfy the recurrence
Introduction
Let denote a bipartite distance-regular graph with diameter D ≥ 3 and valency k ≥ 3 (definitions appear in Sections 2 and 3 below). Suppose θ 0 , θ 1 , . . . , θ D is a Q-polynomial ordering of the eigenvalues of . By [3, p. 241] , this eigenvalue sequence satisfies
for some real scalar β. Let q denote a complex scalar such that q + q −1 = β. In [1, p. 381] Bannai and Ito conjectured that q is real if the diameter D is sufficiently large.
We settle this conjecture in the bipartite case by showing q is real if D ≥ 4. Moreover, for the case D = 3, we describe the conditions under which q fails to be real. Precise statements of these theorems are given below. In future work, we intend to use these results to classify the bipartite Q-polynomial distance-regular graphs.
In stating and proving the present results, it will be convenient to work with the scalar β rather than with q itself. To interpret our results for q, we need only make the following observation. (1) . Then the following hold.
We remark that θ 1 = −1 (cf. Lemma 3.2(i)).
We point out that the conditions on θ 1 in Theorem 1.2(i) and (ii) are in fact sufficient to determine the full ordering of the eigenvalues. For more information on the possible Q-polynomial orderings for a bipartite distance-regular graph, we refer the reader to [4] .
Before stating the result for D = 3 we mention a few basic facts. Let denote any bipartite distance-regular graph with diameter D = 3, and let λ denote the positive square root of the intersection number b 2 . Then k, λ, −λ, and −k are the distinct eigenvalues of , and the sequence
is a Q-polynomial ordering [3, p. 432] . If b 2 = 1 then has no further Q-polynomial orderings, but if b 2 > 1 then has a second Q-polynomial ordering: 
Remark 1.4
Each of the pairs (µ, k) listed in Theorem 1.3(i) above has a unique realization by a bipartite distance-regular graph of diameter 3. In particular, the pair (1, 3) is uniquely realized by the Heawood graph. For 4 ≤ k ≤ 6, the pair (1, k) is uniquely realized by the incidence graph of the (unique) projective plane of order k − 1. The pair (2, 4) is uniquely realized by the distance 3 graph of the Heawood graph, and the pair (2, 5) is uniquely realized by the incidence graph of the (unique) 2-(11, 5, 2) design. For these facts and more about these graphs, we refer to the book of Brouwer et al. [3] .
Distance-regular graphs and the Q-polynomial property
In this article we consider only graphs which are finite, connected, undirected, and without loops or multiple edges. Let = (X, R) denote a graph with vertex set X and edge set R. Let ∂ denote the path length distance function for , and recall the diameter of is the scalar
Following convention, we abbreviate µ := c 2 and k := b 0 . We refer to k as the valency. Let = (X, R) denote any distance-regular with diameter D ≥ 3. By [3, Proposition 4.1.6], the intersection numbers must satisfy
We now recall the adjacency algebra of . Let R denote the field of real numbers, and let Mat X (R) denote the algebra of matrices over R with rows and columns indexed by X . For
We abbreviate A = A 1 ; this is the adjacency matrix for . 
Bipartite distance-regular graphs
Recall that a graph = (X, R) is bipartite whenever there exists a partition of the vertices X = X + ∪ X − such that X + and X − contain no edges. Let denote a distance-regular graph with diameter D ≥ 3, and valency k ≥ 3. Assume is bipartite. Then it is easily shown that
Since b D = 0, it follows that c D = k. By [8, p. 399] , the valency k is the largest eigenvalue of , and −k is the minimal eigenvalue. We refer to k and −k as the trivial eigenvalues. Let θ denote any nontrivial eigenvalue for and set µ := c 2 . In [5, Theorem 18], Curtin gives the following bound:
Furthermore, by [5, Lemma 4] , the dual eigenvalue sequence associated with θ satisfies
where 
(ii) [4, Theorem 9.6] 
(ii) θ
Proof:
by (8), contradicting the fact that the dual eigenvalues are distinct. Observe that by Lemma 2.1,
Divide both sides of (13) by θ * 0 and eliminate the dual eigenvalues using (8) and simplify to obtain (11). 
Divide both sides of (13) by θ * 0 and eliminate the dual eigenvalues using (8) . Eliminate β using (11). Then simplify, noting that (θ 
Proofs of the main results

Proof of Theorem 1.2(i):
Let θ := θ 1 . By assumption, θ < −1. So by (11),
We distinguish two cases. Case µ ≥ 2. Consider the expression on the right side of (17). Observe θ + k is positive, and by assumption, θ + 1 is negative. Also, k − µ = b 2 is positive. Finally, since µ ≥ 2, line (7) implies that θ + k − µ is nonnegative. It now follows by (17) that β ≤ −2 as desired. Case µ = 1. Again consider the expression on the right side of (17). Since µ = 1 and k > 2, θ is an integer by Lemma 3.3, and the numerator of (17) is nonnegative. Also, k − µ = b 2 is positive, and by assumption, θ + 1 is negative. It now follows by (17) that β ≤ −2 as desired.
(θ, k) = (1, 3), then (21) implies β = 1. But (9) implies θ 3 = −k = θ D , forcing D = 3, a contradiction.
Proof of Theorem 1.3(i): By (9), (10) at i = 1, we find β = kλ −1 − 1. Since k ≥ 3 and λ = √ k − µ, it follows that β ≥ 1. Moreover, when k ≥ 8, β is apparently greater than 2. It is readily verified that the only pairs of integers (µ, k) which satisfy 1 ≤ µ < k ≤ 7 and for which β < 2 are (1, 3), (1, 4) , (1, 5) , (1, 6) , (1, 7) , (2, 4) , and (2, 5). As noted in [3, p. 432] , the existence of a graph with array (1, 7) is equivalent to the existence of a 2-(43, 7, 1) design, which is impossible by the Bruck-Ryser-Chowla Theorem [7, p. 391 ]. This completes the proof.
Proof of Theorem 1.3(ii): By (9), (10) at i = 1, we find β = −kλ −1 − 1, which is clearly less than −2.
