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Abstract 
 
As conventional methods of semiconductor fabrication approach fundamental physical 
limits, new paradigms are required for progress. One concept with the potential to 
deliver such a paradigm shift is the bottom-up synthesis of semiconductor 
nanostructures. Beyond further scaling, bottom-up methods promise novel geometries 
and heterostructures unavailable by conventional top-down methods. This is particularly 
true in the case of nanostructure growth by the vapour-liquid-solid (VLS) method. 
Commonly realised using existing vapour phase epitaxy techniques, a range of high-
performance VLS devices have now been demonstrated including photovoltaic cells, 
lasers and high-frequency-transistors. 
In this dissertation, selected applications of diethylzinc (DEZn) are used to step through 
a range of opportunities and challenges arising from the VLS synthesis of 
semiconductor nanostructures by metal-organic vapour phase epitaxy (MOVPE). These 
applications are broadly grouped into four chapters focusing on the use of zinc firstly as 
a dopant and then morphological agent, internal quantum efficiency (IQE) enhancer and 
finally, source.  
In the context of doping, relatively high DEZn flows are shown to alter the morphology 
of GaAs nanowires by introducing planar defects, kinking and seed-splitting. Growth 
studies are used to establish the threshold for these effects and thus the range of DEZn 
flows suitable for doping. Successful incorporation of up to 5 x10
20
 Zn/cm
3
 is 
demonstrated through atom probe tomography (APT) and electrical characterisation. 
Building on these results, DEZn is then used to generate periodic twinning in GaAs 
nanowires. The morphology and overgrowth of these twinning superlattice (TSL) 
nanowires is studied. Unlike for other III-V materials, twin spacing is found to be a 
linear function of nanowire diameter. By analysing the probability of twin formation, 
this result is related to the relatively high twin plane and solid-liquid interface energies 
of GaAs. Values for the wetting angle and supersaturation of the seed particle during 
growth are also extracted. 
In addition to acting as a dopant, zinc is also shown to produce an orders of magnitude 
increase in the IQE of GaAs nanowires. Performance gains are quantified by measuring 
Abstract 
 
 
viii 
the absolute efficiency of individual nanowires. This increase in IQE with doping 
enables room-temperature lasing from unpassivated GaAs nanowires. The performance 
of doped nanolasers, including the transition to lasing, is fully characterised. In addition 
to increasing radiative efficiency, Zn doping also increases differential gain while 
reducing the transparency carrier density. The threshold pump power of a Zn doped 
nanowire is thus shown to be less than that of an equivalent AlGaAs passivated 
structure. 
In the final chapter, DEZn is used as a source for the growth of ZnAs, ZnP and ZnSb 
nanostructures by MOVPE. A range of growth conditions, substrates and seed materials 
are investigated. Individual nanostructures of both ZnAs and ZnP are shown to exhibit 
excellent optoelectronic performance with emission from individual nanostructures at 
1.0 and 1.5 eV respectively. 
Overall, this thesis underlines the vast range of possibilities offered by VLS growth and 
opens to the door to both a variety of new techniques and new family of semiconductor 
nanomaterials. 
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1                              
Introduction 
1.1 Nanowires and other nanostructures 
With the performance of many conventional semiconductor fabrication technologies 
rapidly approaching fundamental physical limits, new paradigms are required for further 
technological progress.
69-71
 One alternative to current ‘top-down’ methods is the use of 
nanomaterials as building blocks for the ‘bottom up’ approach to device design. 
Particular attention has focused on the development of 1D nanomaterials such as 
nanowires. 
70, 72-74
 Typically characterised by diameter of less than 100 nm and a length 
of at least 1 m, nanowires are commonly synthesised by the vapour-liquid-solid (VLS) 
or selective area epitaxy (SAE) methods.
75-77
 Relative to traditional planar structures, 
the nanowire geometry offers significant advantages including the opportunity for both 
two and three dimensional quantum confinement,
78-83
 superior light trapping
84-88
 and a 
high surface-to- volume ratio for nanoelectromechanical systems (NEMS)
89-91
 and 
chemical sensing.
92-97
 A full range of nanowire based devices have now been 
demonstrated including field-effect transistors (FET),
98-103
 Esaki diodes,
104-107
 light 
emitting diodes (LED),
108-111
 lasers,
25, 112-118
 photodetectors,
119-122
 photovoltaic devices 
(PV),
85, 86, 123-125
 single electron and photon devices,
79, 103, 126-129
 field-emission 
sources
130, 131
 and chemical
96, 97
 and biological
93-95
 sensors. Beyond miniaturization, 
nanowires offer a unique platform for realising novel heterostructure. Growth may be 
directed in either the radial or axial directions,
132, 133
 and as cross-sectional area is 
limited, relatively large lattice mismatches may be elastically accommodated.
134-140
 Of 
particular significance is the potential for heterostructures combining silicon with higher 
mobility direct band gap compound semiconductors.
99, 141-144
 The nanowire also 
provides unique opportunities for engineered homostructure. Unlike most bulk 
semiconductor materials, crystal phase may be controlled during nanowire growth to 
give novel structures such as the crystal phase quantum dot.
145-148
 This precise control 
over growth to produce superior quality 1D semiconductor materials has further enabled 
a range of fundamental experiments in physics including the search for the Majorana 
fermion.
149-151
  As a fresh approach to semiconductor device fabrication, the nanowire 
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and other related nanostructures thus hold promise for both fundamental research and 
consumer technologies.  
1.1.2 Nanowire growth by MOVPE 
Metalorganic vapour phase epitaxy (MOVPE) is one of the most common epitaxial 
growth methods.
152-154
 Capable of delivering high quality material and abrupt interfaces, 
MOVPE has proven a popular route to nanowire synthesis.
75, 155-157
 Growth is usually by 
either the VLS or SAE methods and relies on achieving anisotropy in growth rate. In the 
case of VLS, crystal growth occurs preferentially at the interface between a 
semiconductor material and a ‘seed particle’. The deposition of material moves this 
interface in the direction of its normal to give a 1D structure having a cross-section 
equal in size to the interface itself. The VLS mechanism has proven highly versatile and 
has been successfully applied to wide range of seed-material combinations.
73, 75-77, 155, 158
 
While the seed particle is a liquid in the case of VLS growth, a similar mechanism has 
also been shown to operate for solid seed particles and is termed vapour-solid-solid  
(VSS) growth.
159-162
 In both cases, the seed particle is not usually thought of as a 
chemical catalyst per se, but rather as a conduit or reservoir for the reactants. Noble 
metals, such as Ag,
163-165
 Pt
166-168
 and particularly Au, have proven particularly popular 
as seed materials although research into alternatives such as Al,
169, 170
 Sn
171-173
 and 
Ni
174-179
 is ongoing.
77
 Where one or more reactants form a suitable seed material, such 
as In in the case of InP,
180-182
 these may also act as a seed in what is termed self-
catalysed growth.
77, 183, 184
 While highly versatile, the VLS method also introduces a 
range of unique challenges. Significant alloying between the seed particle and reactants 
can reduce the abruptness of interfaces in what is termed the ‘reservoir effect’.185-187 
Here a reactant continues to be supplied from the seed particle even after its vapour 
phase source is terminated. Interactions between the seed and the reactants can also lead 
to variations between gas and solid phase compositions. Such issues are particularly 
problematic in the case of doped materials
188
  and semiconductor alloys
189, 190
. There is 
furthermore often significant compositional variation between material deposited axially 
through VLS growth and material simultaneously deposited radially by vapour-solid 
(VS) mechanisms leading to unintentional ‘core-shell’ nanowire structures.189, 191-195 
Such difficulties are generally avoided in the case of SAE growth. A combination of 
both top-down and bottom-up methods, SAE growth is templated using a 
lithographically defined mask.
196-199
 Most often an oxide, the mask contains holes from 
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which nanowires emerge. Anisotropy in growth rate is usually considered to be facet-
limited although recent work has questioned the possible operation of (self-catalysed) 
seed particles.
200
 Growth likely occurs by a VS mechanism similar to that responsible 
for standard planar epitaxy with reactant supply being both by surface diffusion across 
the mask and direct impingement.
201-203
 Being a similar growth mechanism to that of 
standard epitaxy processes, doping and alloying are less problematic for nanowires 
grown by SAE relative to VLS.
99, 204-206
 The lithographic requirements for SAE growth 
are however challenging and the growth temperatures employed are generally higher 
than those required for VLS growth. 
1.1.3 Impurity doping of nanostructures 
Impurity doping is fundamental to controlling the carrier concentration and therefore 
electrical properties of semiconductor materials. There remain however, serious 
challenges to the realization of uniform and reproducible impurity doping in 
semiconductor nanostructures.
207-210
 The first and perhaps most fundamental of these 
challenges is non-uniformity arising from statistical fluctuations in dopant 
concentration. As the dimensions of a nanostructure are reduced, the absolute number of 
dopant atoms is also reduced and shot or Poisson noise in this number becomes 
significant. These statistical fluctuations are further compounded by the need to increase 
the dopant concentration to account for reductions in contact size which leads to dopant 
clustering and deactivation.
209
 Of more elementary concern however are difficulties 
with dopant incorporation itself. Often termed ‘self-purification’,211, 212 difficulties with 
the incorporation of impurity species into nanostructures have been related to a range of 
thermodynamic and kinetic effects.
211, 213-218
 In the case of nanostructures grown by the 
VLS method, the operation of multiple incorporation pathways has been shown to result 
in a potentially inhomogeneous dopant distribution.
218-220
 Even when successfully 
incorporated, many impurity species are predicted to segregate within nanostructures
221-
224
 while confinement is further predicted to increase the ionization energy of these 
impurities
225
 and reduce the maximum carrier concentration which may be achieved 
through doping
214
. Exploring these effects experimentally is complicated by difficulties 
in metrology.
209, 226
 The small volume of individual nanostructures coupled with the 
relatively low chemical concentration of typical dopant species precludes the use of 
many common analytical techniques such as secondary ion mass spectrometry 
(SIMS).
227
 For chemical analysis, researchers have turned to methods such as scanning 
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tunnelling microscopy (STM),
228, 229
 and atom probe tomography (APT)
218, 220, 230
  while 
electrical activity has been measured using scanning probe techniques,
231
 specially 
fabricated Hall effect setups
232, 233
 and electron holography
234, 235
. Despite these 
challenges there exists a large body of work reporting on the synthesis of doped 
nanostructures. Much of this work has focused on in situ doping, encompassing 
techniques such as MOVPE,
132, 236, 237
 MBE
238, 239
 and solvothermal synthesis
240
. While 
controllable doping has been reported for a number of systems, the introduction of 
impurities during growth has also been observed to affect parameters such as 
morphology,
35, 241
  crystal phase
242-244
 and growth rate
245, 246
. In some cases the role of 
impurity doping has expanded from simply modifying carrier concentration to also 
controlling the crystal phase and morphology of the doped nanostructures.
244, 247
  
1.2 The element zinc in MOVPE growth 
Zinc is one of the most common p-type dopants used in the growth of III-V materials by 
MOVPE.
154, 248, 249
 Unlike several other common p-type dopants such as beryllium and 
cadmium, elemental zinc has relatively low toxicity. A shallow substitutional acceptor 
with ionization energies of approximately 25-30 meV in GaAs
250, 251
 and 47 meV in 
InP,
252, 253
 zinc exhibits high electrical activity without auto-compensation enabling hole 
concentrations in excess of 1 x10
20
 /cm
3
 to be achieved.
249, 254
 Although abrupt zinc 
profiles may be generated,
255
 the diffusion coefficient of zinc in III-V materials 
increases with zinc concentration.
256, 257
 Zinc is furthermore characterized by a 
relatively high vapour pressure and incorporation is reduced at temperatures above 
575 °C.
249, 258
 Common metalorganic sources of zinc include dimethylzinc [DMZn - 
(CH3)2Zn], diethylzinc [DEZn - (C2H5)2Zn] and, to a lesser extent, dimethylzinc-
triethylamine [DMZn-TEN - (CH3)2Zn-N(C2H5)3]. The latter of these is an adduct used 
particularly for the growth of Zn-VI compounds where the premature reaction of 
precursors can be problematic. Examples of Zn-VI semiconductor compounds which 
have been demonstrated by MOVPE include: ZnO,
259
 ZnS,
260
 ZnSe
261
 and ZnTe
262
. 
There have also been a limited number of reports detailing the planar growth of Zn-V 
semiconductor materials by MOVPE.
263
 
1.2.1  Applications of zinc to nanostructure growth by MOVPE 
Zinc has proven to have a variety of applications to nanostructure growth by MOVPE. 
The first of these is as a p-type dopant of III-V nanostructures. Successful Zn doping 
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has been now been shown for almost the entire III-V family of semiconductor 
materials.
111, 246, 264-266
 Both in situ
246, 267
 and ex situ
265, 268
 doping methods have been 
reported with researchers achieving acceptor concentrations of up to, and in excess,
105, 
269, 270
 of 1 x10
19
 /cm
3
 as determined through both electrical
105
 and optical
270
 
characterization means. Zinc doping has further been used to enable a range of nanowire 
devices including photovoltaic cells,
86, 271
 photodetectors
272
, light emitting diodes
110, 111, 
273
 and Esaki dioides
273
. Beyond application as a dopant, zinc has also been found to be 
a powerful morphological agent for nanowires grown by the VLS method. In the case of 
Au-catalysed nanowires, the addition of zinc has been shown to promote the zincblende 
phase in preference to wurtzite for a number of III-V materials.
35, 243
 This shift is often 
accompanied with a transition to {111} type faceting.
24, 35
 Being non-parallel to the 
growth direction, {111} faceting has been further shown to generate a twinning 
superlattice structures whereby periodic twin planes are inserted into the zincblende 
structure.
24, 35
 Further zinc addition often leads to more dramatic morphological effects 
including kinking and seed-splitting.
237
 The mechanism for this morphological action 
has been related to changes in relevant surface energies
24, 35, 243, 274
 with one ex-situ 
study
243
 showing zinc doping to alter the contact angle and size of the seed particle. The 
final application of zinc to nanostructure growth by MOVPE is as a primary source. A 
number of II-VI nanostructures including, ZnO, ZnS have now been synthesised by 
MOVPE. The growth of II-V nanostructures by MOVPE remains however to be 
reported. 
1.2.2 The II-V semiconductor family 
The II-V family of semiconductors encompasses a range of unique materials offering 
significant opportunities for both fundamental research and commercial application. In 
contrast to well-known II-VI semiconductors such as ZnO and CdS, there are relatively 
few publications focusing on II-V materials and only a handful of reports describing 
their growth by MOVPE.
263, 275-285
 This is despite the II-V family including materials 
that hold promise for earth-abundant PV (Zn3P2, ZnP2, Zn3As2),
277, 286-290
 one of the best 
performing thermoelectric materials (Zn4Sb3)
19
 and the first reported topological 
semimetal (Cd3As2).
291-293
 Significant diversity exists among II-V materials due in part 
to the multiple equilibrium stoichiometries that exist in many binary systems. While 
some II-V materials are normal valence compounds (eg Zn3As2), others are polyanionic 
(anion-anion bonding; eg ZnP2) and still others, electron poor (eg ZnSb).
294
 The band- 
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structure and physical properties of the electron poor compounds are particularly 
intriguing as the existence of a band-gap in these materials is unexpected and, at 
present, not fully understood.
295-297
 
In a similar manner to other better known compound semiconductor systems, the II-V 
family forms a variety of alloys with scope for band-gap and lattice parameter tuning. 
Figure 2-2 plots the bandgap and average bond length of some relatively well 
characterized II-V materials along with some other well known III-V, IV and II-VI 
materials. The II-V alloys are seen to span an energy range from the semimetal 
(Cd3As2
66
) to around 1.5 eV (Zn3P2
45
 and ZnP2
29
). Zinc nitride (Zn3N2), with an average 
II-V bond length of 0.212 nm,
298
 is further reported to emit in the UV. Some confusion 
remains regarding its bandgap which has been placed at values ranging from 1.0 to 
3.2 eV.
299-304
 Similar confusion also remains regarding the band structure of many other 
 
 Figure 1-1 | Bandgap vs. bond length for selected semiconductor compounds. 
Data for compounds of Zn-As, Zn-P and Zn-Sb is from Tables 2-1, 2-2 and 2-3 
respectively. Data for CdP2 and CdAs2 is from Aleinikova et al.
18
, Sobolev et al.
29
 
and Morozova et al.
38
. Data for Cd3As2 is from Ali et al.
43
 and Aubin et al.
47
 and 
for Cd3P2, from Palkina et al.
52
 and Gelten et al.
57
 Data for Zn3As2-Cd3As2 is from 
Caron et al.
59
, Zn3As2-Zn3P2, Im et al.
63
, Cd3P2-Zn3P2, Pawlikowski
64
 and 
Cd3P2-Cd3As2, Radoff and Bishop
66
. 
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better characterized II-V materials including Zn3P2 and Zn3As2.
45, 305-308
 
49, 277, 309, 310
 II-
V semiconductors are often p-type materials which in the case of Zn3P2 has been related 
to the formation of charged phosphorus interstitial defects.
311
 The p-type nature of many 
II-V materials has lead to interest in their integration with n-type materials and 
heterostructures of Zn3P2 with ZnO,
287, 312
 CdS,
287
 ZnSe
281, 287
 and ZnS
313
 have been 
reported as potential PV candidates. The band-gap and earth abundance of Zn3As2 (1.0 
eV) and Zn3P2 (1.5 eV) are particularly attractive for such applications.
277, 313
 Due to 
similarities in crystal structure, lattice spacing and composition there is also 
considerable potential for the realization of II-V/III-V heterostructures. The epitaxial 
growth of Zn3As2 on InP
49, 263, 276, 314-316
 (lattice mismatch 0.5%), GaAs
49
 
276, 314, 317
 
(lattice mismatch 4%) and InAs
318, 319
 (lattice mismatch 3.8%) has been reported. Zn3P2 
has similarly been grown on GaAs
280, 286, 320-322
 (lattice mismatch 1%) and formed on 
InP through Zn diffusion.
323, 324
 Recent work has focused particularly on the synthesis of 
II-V nanostructures with nanowires and other nano-geometries of Zn3As2,
63, 277, 325
 
Zn3P2,
63, 326-341
 Cd3P2,
326, 327
 Cd3AS2,
292, 342-345
 and ZnxSby
341, 346, 347
 being grown, 
generally by thermal evaporation methods. Nanostructured II-V materials hold potential 
in both enabling heterostructure
63, 331, 333
 and capitalizing on the excellent thermoelectric 
properties of many II-V compounds.
341, 348, 349
 Continued work is required to both 
understand the unique properties of II-V semiconductors and realize their potential in 
commercial devices. 
1.3 Thesis Synopsis 
This dissertation investigates several potential applications of the element zinc to 
nanostructure growth by MOVPE. These applications encompass roles as a dopant, 
morphological agent, radiative enhancer and finally, primary source. Before proceeding 
to the contributions of this work, Chapter 2 surveys relevant publications. Details of the 
experimental techniques used in this work and the theory underlying their operation are 
further given in Chapter 3. 
Chapter 4 explores the role of zinc as a dopant of Au-seeded GaAs nanowires. Zinc 
incorporation is established using both energy dispersive x-ray spectroscopy (EDXS) 
and atom probe tomography (APT) while electrical measurements provide evidence for 
dopant activity. The spatial distribution of zinc in regards to axial core and radial shell 
growth is explored along with the effect of II/III ratio on nanowire morphology. 
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Crucially, growth conditions are outlined to enable effective p-type doping of GaAs 
nanowires. 
The morphological action of zinc on Au-seeded GaAs nanowires is further explored in 
Chapter 5. By considering both reactor temperature and V/III ratio, growth conditions 
suitable for generating a twinning superlattice (TSL) structure are identified. The 
morphology of this structure is then further investigated and its transformation with 
overgrowth analysed. Variation of twinning period with nanowire diameter is measured 
and modelling thereof is used to calculate supersaturation in the Au-seed during growth. 
Chapter 6 investigates the use of zinc as an enhancer of radiative efficiency in GaAs 
nanowires. Efficiency gains of over two orders of magnitude are measured in doped 
nanowires. Rate equation modelling is used to relate these gains to an increase in the 
rate of radiative recombination. Room-temperature lasing is then shown for 
unpassivated Zn-doped GaAs nanowires. Analysis shows that doping acts to increase 
differential gain and reduce the transparency carrier density. 
The use of zinc as a source for the growth of Zn-V nanostructures by MOVPE is 
considered in Chapter 7. The growth windows for three distinct Zn-V compounds, 
Zn3As2, Zn3P2 and ZnxSby are identified with the aid of various thermodynamic 
analyses. Both 1D and 2D nanomaterials are synthesised using various different seed-
metals substrates. Efficient photoemission and detection is shown for single Zn3As2 
nanostructures at around 1.0 eV while room-temperature emission from Zn3P2 
nanowires is located at 1.5 eV. 
Conclusions and recommendations for future work are given in Chapter 8.
  
9 
2                                                              
Literature Review 
2.1 Introduction 
Filamentary crystal growth has a long association with electronic technologies. The 
spontaneous formation of ‘whiskers’ between soldered joints was a particular problem 
in the valve era.
350
 Later studies of compound semiconductor growth used same 
‘whisker’ terminology to describe unwanted filamentary growth which, in the case of 
III-V materials, often formed due to an excess supply of the group III element.
351-353
 The 
VLS mechanism of directed or filamentary growth was first introduced by Wagner and 
Ellis in 1964.
354
 Initial studies focused largely on silicon whiskers
355-359
 although Barns 
and Ellis did show the VLS growth of GaAs and GaP whiskers in 1965.
360
 Givargizov 
later made significant contributions particularly in regards to morphology,
361-364
 
control
365, 366
 and fundamental understanding
367, 368
. The field underwent a renaissance 
in the early 1990s with the work of Hiruma and others at the Hitachi corporation,
369-374
 
followed later by the Lieber,
375-378
 Samuelson
72, 379-381
 and Bakkers
382-384
 groups. It was 
around this time that the term ‘whisker’ or ‘nanowhisker’ was replaced with 
‘nanowire’.369, 375, 379, 380   
2.2 Impurity doping of nanowires grown by VLS 
2.2.1 Modelling 
2.2.1.1 Dopant Incorporation & Segregation 
A variety of analytical approaches to dopant incorporation via VLS have been explored. 
For growth conditions approaching local equilibrium, Schwalbach et al.
385
 has shown 
that incorporation is not only a function of the steady-state seed composition but also 
the relative flux of dopant atoms. Variation with factors such as dopant solubility, 
diffusivity and the kinetics of incorporation was more recently considered by 
Dubrovskii
386
 who found a diameter dependence to incorporation. Highly non-
equilibrium incorporation has further been modelled in terms of solute trapping by 
Moutanabbir et al.
387
 while inhomogeneities within the liquid catalyst have been 
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considered by Connell et al.
218
 who found a significant local increase in dopant 
concentration at the triple phase line. 
Dopant segregation in nanowires has been considered by density functional theory 
(DFT) methods for a wide range of host materials including Si,
221, 222, 388-395
 Si1-xGex,
396
 
Ge,
397
 GaAs,
398-402
 InP,
403, 404
 InAs
399, 401, 405, 406
 and even an Au seed particle
407
. In most 
cases authors have found a driving force for the segregation of dopants to the sidewalls 
of nanowire structures. Segregation to the core has also been reported in a limited 
number of cases such as the Be doping of GaAs nanowires.
399
 Segregation behaviour 
has generally been found to be highly sensitive to surface termination
406
 with surface 
dangling bonds acting to promote segregation
222
 by combining with dopants to form 
electronically inactive complexes.
221, 222, 389, 393, 400, 402, 408, 409
 The influence of other 
factors such as codoping,
221
 surface termination
222, 389
 and even applied electric field
392
  
has also been investigated. Where the host semiconductor is polymorphic, crystal phase 
must also be considered,
410
 and Galicka et al.
399
 has reported that the driving force for 
segregation is generally greater in zincblende (ZB) relative to wurtzite (WZ) III-V 
nanowires. In the case of amphoteric dopants, variation between host lattice sites has 
also been identified with calculations showing a greater driving force for the segregation 
of group-III relative to group-V substituted Si
398, 399
 and Sn
399
 in GaAs nanowires. 
While the results of DFT simulations were initially applied to nanowires of up to 20 nm 
in diameter,
221, 389
 Leao et al.
390
 later calculated that segregation would be negligible for 
diameters in excess of 3 nm. A similar conclusion was reached by Chan et al.
411
 who 
found the many-body interactions of several dopant species in silicon nanowires to be 
short range in nature.  Experimental verification of dopant segregation within ultrathin 
nanowires remains however difficult and while surface rich dopant distributions have 
been reported for doped nanowires, such inhomogeneity has generally been related to 
parasitic sidewall growth.
219, 231, 412, 413
 
2.2.1.2 Dopant Activity 
Both quantum and dielectric confinement may reduce doping efficiency by increasing 
the ionization energy of dopants. Quantum confinement is, however, only significant 
where the diameter of a nanowire approaches the Bohr radius of an impurity and is 
therefore typically limited to ultrathin wires. In contrast, dielectric confinement arises 
from the dielectric mismatch between the nanowire and its surrounds and may be 
relevant for diameters of several tens of nanometres.
414, 415
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Early studies of quantum confinement in one-dimensional semiconductor systems found 
an inverse relationship between impurity ionization energy and wire radius.
416-418
 For a 
GaAs/AlGaAs core/shell system, reduction in wire diameter was shown to result in 
carrier leakage with a sharp transition from quasi-one-dimensional to three-dimensional 
behaviour.
416
 Using the amphoteric defect model, Khanal et al.
214
 has further shown that 
quantum confinement will lead to an appreciable reduction in maximum achievable 
dopant density for wires with a diameter of less than 5 nm. 
In parallel with studies of dopant segregation, DFT methods have also been used to 
calculate the binding energy of impurities in nanowire structures.
388, 390, 394, 419-425
 While 
DFT calculations often shown an increase in ionization energy with reduced nanowire 
diameter, these increases have only been significant for nanowire diameters of less than 
a few nanometres.
388, 390
 Increases in ionization energy for diameters of up to 10 nm 
have however been found using a hybrid functional.
419
 Similar results were found by the 
tight binding approach, with Delerue and co-workers
426, 427
 finding a 50% reduction in 
doping efficiency for a 9 nm diameter Si nanowire. While this reduction showed only a 
weak dependence on dopant placement and identity, other authors have suggested that 
distortion of the donor wavefunction at the nanowire surface could work to counteract 
increases in ionization energy.
428
 The tight binding model has also been applied to the 
activation of donors by a gate voltage.
429
  
The relationship between dopant density and carrier mobility may also differ in 
nanowire systems relative to the bulk.
430-437
 Rather than point-like scattering centres, 
impurity cross sections become comparable to the physical nanowire cross section for 
diameters of 10 nm and less.
438
 Combining DFT and a Green’s function approach, early 
work by Fernández-Serra et al.
389
 showed both B and P to induce strong backscattering 
in ultrathin Si nanowires at resonance energies dependant on radial placement.  Later 
work found a similar result for several of the metals used to catalyse the VLS process
439
 
with authors generally determining scattering to be greatest when impurities are located 
at the centre of nanowires.
439-442
 Ionization state is also critical with Rurali et al.
389
 
calculating a 1000 times increase in minority carrier scattering for a charged versus 
neutral impurity. Interestingly, the application of dielectric coatings appears to 
somewhat mitigate these mobility issues.
441, 443
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2.2.2 Synthesis 
2.2.2.1 Group IV Materials 
2.2.2.1.1 Silicon 
Early reports of in situ VLS doping relate to Si whisker synthesis. In this context, 
Wagner and Doherty
359
 employed phosphorus trichloride as a chemical marker to 
investigate growth while Komatsu et al.
357
 observed rectification in Si whisker devices 
doped using boron tribromide (BBr3). Several years after this initial work, Givargizov
363
 
made one of the first observations of in situ doping affecting growth morphology. 
Phosphorus in the form of phosphine is one of the most widely reported n-type dopants 
of Si nanowires.
188, 444-451
 Under typical growth conditions, P has been shown to 
incorporate at a similar concentration to the ratio of PH3:SiH4 in the gaseous phase,
444
 
before reaching the solid solubility limit of P in Si (1.5x10
20
 /cm
3
).
445
 Annealing has 
been reported to increase the efficiency of P doping.
450
 Phosphine addition does not 
appear to have any significant morphology effects,
444-453
 although Schmid et al.
445
 did 
find that high concentrations may inhibit nanowire nucleation. Phosphine has further 
been reported to favour the cubic phase.
454
 Scanning probe methods have shown that P 
incorporation is generally greater towards the sidewalls.
219, 231, 455
 Growth conditions 
leading to reduced radial growth and post-growth annealing may both ameliorate radial 
inhomogeneity.
412
 Axial inhomogeneity resulting from the reservoir effect
456
 may 
further be reduced by reduced growth rates and low reactor pressures.
188
 Other reported 
n-type dopants include Sb and As. Antinomy in the forms of TMSb and 
Triethylantimony (TESb) and particularly As in the forms of AsH3 and Triethylarsenic 
(TEAs) have all been shown to significantly reduce nanowire growth rate and affect 
nanowire morphology.
104, 457, 458
 Interestingly, Sb introduced by a pre-growth deposition 
process showed no such effect.
459
  
Boron introduced as either diborane (B2H6)
132, 242, 245, 448, 451-453, 460-468
 or less commonly, 
trimethylboron (TMB) 
449, 461, 469
 or BBr3
470-472
 is one of the most commonly reported p-
type dopants of Si nanowires. Diborane in particular, has been found to be a successful 
p-type dopant across a range of growth conditions
451, 460-462, 464, 465
 and is capable of 
being incorporated in concentrations of at least 1x10
20
 /cm
3
.
467
 Incorporation 
approximates the gas phase ratio (B2H6:SiH4) at lower concentrations before reaching 
an upper limit.
461
 Unlike phosphine, diborane has been found to induce radial 
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growth,
132, 242, 245, 461, 463
 and has even been used to form core/shell structures.
132
 At 
(B2H6:SiH4) ratios of 1:70 and higher, an amorphous shell has been observed to form
132, 
245, 463
 with concurrent sidewall serration,
466
 kinking, reduction in axial growth rate and 
Au decoration of the sidewalls.
242
 Authors have generally related this to the catalytic 
effect of B2H6 on SiH4 decomposition.
132, 242, 245, 463, 473
 Strategies to mitigate or 
circumvent unwanted sidewall growth have included using a local substrate heater and 
H2 carrier gas,
448
 in-situ etching,
462
 post growth annealing
132
 and post growth B2H6 
plasma treatment.
463
 Interestingly Al catalyzed Si nanowires appeared not to show a 
morphological effect of diborane addition. As for phosphine, incorporation appears to 
be inhomogeneous with both Raman spectroscopy
464
 and APT
230, 468
 finding a greater 
concentration of B atoms towards the surface of doped nanowires. In contrast to B2H6, 
neither TMB
449, 461, 469
 nor BBr3
470-472
 have been reported to affect Si nanowire 
morphology. 
Aluminium seeding of Si nanowire growth has been found to deliver highly p-type 
material.
170, 474-476
 Carrier concentrations of approximately 1x10
19
 /cm
3
 have been 
demonstrated by electrical characterization, 
474-476
 while APT analysis has shown that 
incorporation is homogenous and may produce concentrations significantly above 
equilibrium solid solubility levels.
387
 The use of trimethylaluminium (TMAl) during the 
Au seed growth of Si nanowires has also been investigated but was found to 
significantly alter morphology generating tapering and dendritic structures.
477
 
2.2.2.1.2 Germanium 
One of the earliest reports detailing the in situ doping of germanium structures grown 
by the VLS mechanism is by Givargizov and Sheftal
362
 who employed As (AsCl3) as a 
morphological agent. Later studies have focused on the use of P and B doping to 
fabricate Ge nanowire devices including transistors
478-480
 and photodetectors.
481
 As in 
Si, P is an n-type dopant. The introduction of P in the form of phosphine does not 
generally alter Ge nanowire morphology
482-484
 although Dayeh et al.
485
 reported an 
increased growth rate for smaller diameter nanowires which they related to a reduction 
in the vapour-solid interface energy. Electron concentrations in excess of 1x10
18
 /cm
3
 
have been regularly achieved by phosphorus doping.
218, 480, 482, 483, 485-488
 Incorporation is 
again inhomogeneous with both electrical characterization
487
 and later atom probe 
tomography (APT)
218, 220
 showing greater dopant incorporation towards the sidewalls of 
P doped nanowires. Hole doping of Ge nanowires is often achieved using B and the 
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performance of B2H6 as an in-situ dopant of Ge nanowires is also similar to that found 
for Si.
241, 478, 480, 483, 489
 While hole concentrations
241, 480, 483
 in excess of 1x10
18
 /cm
3
 and 
a relatively high hole mobility figure of 600 cm
2
/Vs have been achieved,
478, 489
 an 
increase in tapering and radial growth has also been noted.
241, 487
 Surface termination is 
a particular issue for Ge nanowires with Wang et al.
478, 486
 reporting that n-type 
nanowires oxidise faster than p-type. Lauhon and colleagues
488
 have further shown that 
P concentrations of up to 1x10
18
 /cm
3
 may be fully compensated by surface states. 
2.2.2.2 III-V Materials 
2.2.2.2.1 InP 
Reported InP nanowire dopants include sulfur,
105, 110, 236, 244, 490-495
 tin,
246, 271, 272, 496, 497
 
silicon,
273, 498
 zinc
35, 86, 105, 110, 243, 246, 271, 273, 497, 499-505
 and beryllium
506, 507
. Doping of 
smaller diameter nanowires is complicated in the presence of the native oxide which 
tend to pin the Fermi level close to the conduction band.
497, 508
 
Sulphur in the form of hydrogen sulphide (H2S) has been widely used as both an n-type 
dopant
105, 110, 232, 236, 244, 490, 493-495, 505, 509, 510
 and WZ promoter
244, 491, 492
 for InP nanowire 
growth by MOVPE. Controllable carrier concentrations of up to 2x10
19
 /cm
3
 are 
regularly achieved, with associated electron mobilities varying between 150 and 
450 cm
2
/Vs.
232, 244, 490
 In the case of mixed phase structures, electron trapping
490
 often 
results in a non-linear relationship between H2S flow and carrier concentration.
244, 490
 
Sulphur doping has further been hypothesised to introduce non-radiative trap states.
511
 
The observation of a memory effect, which would be unique to InP nanowire growth, 
has been related to interaction between S and the Au particles used to seed growth.
509
 
Several morphological effects have also been noted with H2S doping acting to increase 
both WZ content and growth rate and decrease nanowire diameter.
105, 110, 236, 244, 490-492
 
Interestingly, in situ etching with HCl appears to somewhat reverse these morphological 
effects.
490
 Measuring the seed contact angle post growth, Wallentin et al.
244
 
hypothesised that H2S acted to promote WZ formation through a reduction in the ratio 
between the interfacial energy of the seed and nanowire and the surface energy of the 
seed (LS/LV).  
Tin introduced as tetraethyltin (TESn) has also been investigated as an n-type dopant for 
MOVPE growth.
246, 271, 272, 496, 497, 512
 Similarly to H2S, carrier concentrations ranging 
from 1x10
17
  up to 1x10
19
 /cm
3
 and electron mobilities of approximately 200 cm
2
/Vs 
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have been measured.
246
 Unlike H2S however, no significant morphological effects have 
been reported for axial growth, only a slight decrease in growth rate.
246
 Carrier 
concentration has been furthermore found to increase in a linear fashion with increasing 
TESn flow.
246
 Silicon has also been reported as an n-type dopant. A silane (SiH4) source 
has been used for MOVPE growth,
273
 while Si doping by MBE has been found to 
decrease the axial growth rate and incorporation by VLS was determined to be 
relatively poor
498
. 
Zinc is commonly used to p-dope InP nanowires. For laser assisted techniques, zinc or 
zinc phosphide has typically been introduced into the target material ablated during 
growth.
499-502
 In the case of MOVPE synthesis, two metalorganic precursors have been 
investigated: dimethylzinc (DMZn) and diethylzinc (DEZn). While successful p-type 
doping has been reported for DMZn doping,
246, 497
 carrier concentration decreases at 
higher DMZn flows
246
. Significant morphological effects have also been observed with 
DMZn doping leading to an increased axial growth rate and a reduction in nanowire 
tapering. Borgström et al.
246
 related these effects to an action of DMZn in passivating 
the substrate surface and thereby increasing the In diffusion distance. Doping with 
DEZn is more widely reported and has been employed in a range of device 
applications.
86, 105, 110, 271, 273, 503, 504
 Controllable carrier concentrations approaching the 
limit of solid solubility (∼5x1019 /cm3) have been determined from electrical105, 110, 503, 
510
 and APT measurements
513
. Incorporation via VLS has further been demonstrated by 
both post growth
236
 and in situ sidewall etching
503, 513
. Diethylzinc has been found to 
promote the ZB phase
35
 and, at relatively high partial pressures, generate a twinning 
superlattice structure (TSL)
35
. Authors have related this to an increase in the solid 
vapour surface energy
35, 243, 505
 with Wallentin et al.
243
 reporting a systematic increase in 
contact angle with increased DEZn flow. At the highest of flows both DMZn
246
 and 
DEZn
243
 inhibit InP nanowire growth. 
Other reported p-type dopants include beryllium
506, 507
 and magnesium
514
. Beryllium 
doping was reported for InP nanowire growth by gas source molecular beam epitaxy 
(GS-MBE) where relatively high doping concentrations were found to inhibit growth.
506
 
In the case of growth by MOVPE, carbon incorporation may further act as an 
unintentional source of p-type doping.
513, 515
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2.2.2.2.2 GaAs 
A range of dopants have been reported for GaAs nanowire growth including, Sn,
173, 237, 
270, 516-522
 Te,
227, 239, 523-527
 Si,
239, 370, 528-537
 Zn,
105, 235, 237, 265, 269, 270, 516, 517, 519, 520, 538-544
 
Be
85, 526, 534, 536, 545, 546
 and C
370, 521, 531, 541, 542, 547, 548
. As for InP nanowires, surface states 
are expected to have significant influence on carrier type and concentration.
267, 520
 In the 
case of Au-seeded GaAs nanowires there has further been some concern regarding the 
possible effects of Au impurities.
549
 While Au concentrations of up to 1x10
19
 /cm
3
 have 
been measured from transmission electron microscopy (TEM) studies,
550
 more recent 
work demonstrating nanosecond carrier lifetimes in Au-seeded GaAs nanowires 
suggests that Au impurities likely do not act as non-radiative recombination centres.
551, 
552
 
As for InP, Sn has been widely employed as an n-type dopant of GaAs nanowires.
173, 237, 
270, 516-522
 Two distinct approaches to incorporation have been investigated; precursor 
supply
237, 270, 516, 517, 519-522
 and seed or self-doping whereby GaAs nanowires are grown 
using Sn seeds
173, 518
. In the case of MOVPE growth, Sn doping has commonly been 
achieved using tetraethyltin (TESn).
270, 516, 517, 519-522
 Tetraethyltin supply does not 
appear to have any structural affects on GaAs nanowire growth and has been used to 
achieve doping concentrations of up to 1x10
18
 /cm
3
.
237, 522
 An accumulation effect has, 
however, been noted with higher conductivity being found towards the tip of Sn doped 
nanowires, despite Sn not being detected in the Au seed post-growth.
237, 522
 
Interestingly, heavy Sn doping has been correlated with an orders of magnitude increase 
in carrier lifetime which is likely due to a confinement effect.
517, 531, 553
 For Sn seeded 
GaAs growth, TESn has been used for the initial seed formation step.
173, 518
 Carrier 
concentrations in excess of 1x10
19
 /cm
3
 have been estimated from PL spectra
173
 while 
variation in growth temperature has been observed to alter nanowire resistivity
518
. For 
some growth conditions, Sn seeded nanowires have been shown to behave as Esaki 
diodes which was related to C incorporation in VS shell growth.
518
 
Tellurium has also been employed as an n-type dopant of GaAs nanowires.
227, 235, 523-527
 
In the case of growth by gas source molecular beam epitaxy (GS-MBE) doping has 
generally been achieved using a GaTe effusion cell.
227, 523, 526, 527
 For this experimental 
setup, tellurium doping has been observed to increase nanowire diameter and to reduce 
the axial growth rate.
527
 Carrier concentrations of up to 2x10
18
 /cm
3
 have been measured 
by secondary ion mass spectroscopy (SIMS).
227
 Tellurium doping has also been 
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achieved in nanowires grown by MOVPE using diethyltellurium (DETe).
235, 524, 525
 
Carrier concentrations of up to 9x10
17
 /cm
3
 and n-type behaviour have been 
observed.
524, 525
 
Silicon is amphoteric in III-V materials and has been employed as both an n
370, 530, 533, 538
 
and a p-type
239, 528, 532, 534-537
 dopant for GaAs nanowire growth. In the case of self-
seeded MBE growth, Raman spectroscopy has shown that Si is initially incorporated as 
an acceptor on the SiAs site.
239, 528, 534, 535
 At concentrations of greater than 1.4x10
18
 /cm
3
, 
compensation by pair formation occurs. Silicon doping does not appear to alter the 
structure of GaAs nanowires
530, 534
 although incorporation has been found to be greater 
at the sidewalls
239
. Carrier concentrations of up to 7.4x10
18
 /cm
3
 have been achieved 
with an associated hole mobility of 31 cm
2
/Vs. 
Zinc has been widely employed as a p-type dopant in GaAs nanowires.
105, 237, 265, 269, 270, 
516, 517, 519, 520, 538-544
 The majority of this work has reported on nanowires grown by 
MOVPE where the zinc source has been DEZn. As for InP nanowire growth, increasing 
concentrations of DEZn have been associated with a variety of morphological effects. 
These include an increase in growth rate,
540
 the promotion of the ZB phase,
105
 an 
increase in the planar defect density,
269, 539, 540
 kinking,
269, 539, 540, 543
 seed-splitting
269, 543
 
and, at the highest of DEZn flow rates, the inhibition of growth.
269, 543
 Gutsche et al.
269
 
have further reported that these effects are more pronounced for larger diameter 
nanowires and scale with II/III ratio
237, 269, 543
. Interestingly, similar behaviour has also 
been found for DEZn doped planar GaAs nanowire growth.
541, 542
 These effects can 
likely be related to changes in the relevant surface and supersaturation energies.
540
 A 
significant concentration of zinc may furthermore build up in the Au seed particle 
during growth
539
 and a reservoir effect has been observed
237, 520
. Controllable hole 
concentrations of up to 1x10
20
 /cm
3
 have been achieved via zinc doping.
105, 235, 269, 538, 
539, 541
  
Be has been employed as a p-type dopant in several MBE GaAs nanowire studies.
85, 526, 
534, 536, 545, 546
 High Be concentrations have been shown to cause kinking and tapering.
534
 
Incorporation is initially on BeGa sites and then, at higher concentrations, at interstitial 
sites.
534
 Casadei et al.
546
 found incorporation to be poor by VLS. Despite this, hole 
concentrations of up to 1x10
20
 /cm
3
 have been reported.
545
 Carbon has also been 
employed as a p-type dopant of GaAs nanowires.
370, 521, 531, 541, 542, 547, 548
 In the case of 
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MOVPE growth, carbon tetrabromide (CBr4) has generally been used as the dopant 
precursor.
521, 541, 542, 548
 Salehzadeh et al.
548
 observed a dramatic reduction in growth rate 
with C doping at low V/III ratios which they related to competition between C and As 
for incorporation. Morphological effects similar to those generated by Zn, including 
twinning and kinking have further been reported for planar nanowires. Controllable hole 
concentrations of between 4x10
18
 and 1x10
19
 /cm
3
 have been reported for C doping. 
2.2.2.2.3 InAs 
The doping of InAs nanowires has been investigated by several authors. A particular 
emphasis has been placed on n-type doping as InAs is both a high electron mobility 
material and p-type doping is difficult to achieve due to surface pinning.
268, 554-558
 One 
approach to p-type doping has been the VS growth of a doped shell on VLS nanowires 
to achieve modulation doping.
559, 560
 In the case of Au-seeded growth, APT has 
measured significant Au impurity incorporation (1x10
18
 /cm
3
) which may be of concern 
for high mobility applications.
561
 
Silicon has been widely investigated as an n-type dopant of InAs nanowires.
557, 562-568
 
Several different sources have been investigated including disilane (Si2H6)
563, 565, 569
 and 
silicon tetrabromide (SiBr4)
562, 563, 565
 for MOVPE growth and elemental Si for MBE 
growth.
557, 564, 566-568
 High silicon concentrations have generally been found to increase 
the radial growth while reducing nanowire length.
562, 563, 565, 566
 Authors have related this 
to an action of Si in reducing the diffusion length of In. 
562, 563, 565, 566
 Structural effects 
are usually absent, 
562, 563, 565, 566
 but the promotion of ZB may occur under some growth 
conditions.
567, 568
 Incorporation is similarly variable with Si being found to be primarily 
incorporated in the sidewalls by some authors
556, 566
 and in the core by others
569
. Raman 
spectroscopy has shown Si to be incorporated as SiGa. Electron concentrations of up 
2x10
18
 /cm
3
 and mobilities of up to 2x10
3
 cm
2
/Vs have been measured with Si doping. 
Selenium has also been employed as an n-type dopant in InAs nanowires.
562, 570, 571
 The 
precursor ditertiarybutyl selenide (DtBSe) has been used for both chemical beam 
epitaxy (CBE)
562, 571
 and MOVPE
562, 570
. Selenium doping has been observed to increase 
nanowire diameter and promote the ZB phase. In the case of MOVPE growth, radial 
overgrowth has been found to be Se-rich (3 at.%).
562
 Controllable doping
571
 delivering 
electron concentrations of up to 1.2x10
20
 /cm
3
 and mobilities of up to 1x10
4
 cm
2
/Vs 
have been reported. 
562, 571
 Tin the form of TESn has also been reported as an n-type 
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dopant.
562, 570
 At higher molar fractions TESn has been observed to increase radial 
overgrowth.
562, 570
 Electron concentrations of up to 1x10
19
 /cm
3
 have been reported. 
562
 
Both zinc and beryllium have been investigated as p-type dopants of InAs nanowires.
556-
558
 As for other III-V nanowires, higher concentrations of zinc in the form of DEZn 
have been reported to cause kinking.
558
 Ambipolar behaviour has been reported for Be 
doped InAs nanowires 
556, 557
 with measured hole concentrations of up to 3x10
18
 /cm
3
.
556
 
In addition to binary InAs, the doping of several InAs rich ternary alloys has also been 
reported.
264, 572, 573
 While the doping of ternary nanowires has been observed to produce 
similar morphological effects to those observed for binary,
264, 572
 an effect on alloy 
composition has additionally been observed for InxGa1−xP nanowires
572
. 
2.2.2.2.4 GaP 
There have been relatively few reports of doped GaP nanowires.
24, 574-578
 Zinc 
introduced as DEZn has been found to have similar morphological effects in GaP to 
those reported for InP and GaAs nanowires.
24, 576, 578
 Hole concentrations of up to 
1x10
18
 /cm
3
 and mobilities of up to 9 cm
2
/Vs have however been achieved without 
kinking.
578
 Zinc pre-doping has also proven useful for the growth of GaP nanowires on 
graphite.
576
 Interestingly, electron holography revealed a core-shell structure in DEZn 
doped GaP nanowires.
577
 This was related to Zn and C having different rates of 
incorporation into the VLS mechanism (core) relative to the VS mechanism (shell). 
2.3 Crystal structure tuning and twin-plane superlattices in III-V 
nanowires 
2.3.1 Crystal structure tuning 
III-V semiconductors typically crystallize in either a ZB or a WZ structure. These two 
structures are closely related with ZB consisting of two cubic close packed sublattices 
and WZ, two hexagonal close packed sublattices. As such, both structures exhibit 
tetragonal coordination and vary in spacing for only the third nearest neighbours or 
subsequent. Structural preference is generally related to the bond ionicity of a 
compound. For compounds exhibiting bonding of a more covalent nature, ZB is 
generally favoured for its higher symmetry. Where bonding is more ionic, WZ will be 
favoured as the third-nearest-neighbour spacing is slightly shorter reducing the 
Coulomb interaction energy. The WZ structure further allows for greater distortion 
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away from regular tetragonal bonding.
579, 580
 As such, most III-V semiconductors favour 
the ZB structure with the notable exception of the nitrides which favour WZ.
579, 581
 
Despite the difference in formation energy between these structures generally being 
small (typically < 25 meV per atomic pair)
579, 581, 582
 bulk III-V semiconductors can 
normally only be synthesised in their equilibrium phase. 
The difference between ZB and WZ is best appreciated by considering the stacking 
sequence of the close packed planes (<111> for ZB; <0001> for WZ). Figure 2-1(a) and 
(b) presents ball and stick models of ZB and WZ respectively.  Both models are 
oriented such that a set of close packed planes are stacked in the vertical direction. This 
direction is sometimes termed the ‘stacking direction’. Examining Figure 2-1(a) and (b), 
it is apparent that some of the close packed planes have atoms at equivalent horizontal 
positions. If such planes are considered to be equivalent, the ZB sequence is seen to 
repeat at every third plane, whereas that of WZ repeats at every second. These 
sequences are commonly described alphabetically in terms of bilayers (ABCABCA for 
zincblende and ABABA for wurtzite) or atomic layers (AaBbCcAaBbCcAa for 
a) b) 
 
 
 
Figure 2-1 | Illustration of the a) Zincblende and b) Wurtzite lattice structures. Each 
atomic species is represented by a different colour. The stacking direction of each 
structure (<111> and <0001> respectively) is in the vertical. Note that the 
Zincblende structure repeats every third layer while that of Wurtzite repeats for every 
second layer. Unit cells are indicated by the red outlines. 
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zincblende and AaBbAaBbAa for wurtzite). Crystal structures differing only in stacking 
sequence are termed ‘polytypes’ and the presence of multiple stacking types within a 
single crystal, ‘polytypism’.  
Interruptions to a stacking sequence are known as ‘planar defects’. Where an 
interruption introduces only a local disruption, it is described as a ‘stacking fault’ 
[Figure 2-2(a)]. An interruption introducing extended disruption in the form of a 
symmetry operation is known as a twin plane. Where the symmetry operation is a 
rotation the defect is termed a rotational or ‘ortho’ twin plane [Figure 2-2(b)]. In the 
case of a reflection, the defect is termed a mirror or ‘para’ twin plane (sequence:).583, 584 
Stacking faults are commonly observed in WZ III-V nanowires while ortho-twin planes 
are common in ZB III-V nanowires. Para-twin planes involve a reversal of crystal 
polarity and have not been reported for III-V nanowires.
583-585
 Sections of crystal either 
side of a twin plane are termed ‘twins’ while the presence of multiple twin planes is 
known as ‘twinning’. 
Planar defects are frequently observed in nanowires due to the nature of the VLS growth 
mechanism itself. VLS growth most commonly occurs along the stacking direction
586
 
(<111> for ZB; <0001> for WZ) by the nucleation and flow of atomic planes or bilayers 
across the solid-liquid interface.
587-596
 In this geometry, each nucleation event has a 
certain probability of altering the stacking sequence.
35, 597, 598
 Given that the energy 
difference between cubic and hexagonal stacking is generally small,
579, 581, 582
 the 
a) b) 
 
 
 
Figure 2-2 | Illustration of a) a stacking fault in Wurtzite and b) a rotational twin 
plane in Zincblende. The stacking direction in each case is in the vertical. 
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probability of planar defect formation is relatively high but may also be readily 
manipulated.
35, 597, 598
 The susceptibility of nanowires to variation in stacking order is 
thus a double edged sword. Random planar defects are generally undesirable as they can 
have a number of detrimental effects on nanowire growth and performance. Some of 
these effects include altering radial overgrowth and therefore morphology,
148, 599, 600
 the 
scattering of charge carriers
601-607
 and phonons,
608-610
 charge trapping
611
 and altering the 
bandgap
612-614
. Where the stacking sequence is, however, controlled, all of these effects 
may be employed advantageously and the door is opened to crystal phase engineering. 
The ability to engineer the crystal phase of nanowires provides a unique opportunity to 
explore non-equilibrium III-V phases. The combination of multiple polytypes in a 
single semiconductor structure further raises the possibility of homostructure devices. 
III-V nanowires exhibiting random polytypism were first reported by researchers at the 
Hitachi corporation in 1992
615
 while controlled polytypism was later achieved by Caroff 
et al.
616
 in 2009. Since then, controlled polytypism has been shown for many III-V 
nanowire materials including, GaAs,
598, 617-622
 InAs,
148, 598, 616, 618, 623
 and GaP
618, 624
. 
Band structure varies with phase due to the differences in crystal symmetry. In the case 
of the non-nitride III-V materials, WZ structures have generally been found to have 
slightly wider band-gaps than those of the equilibrium ZB phases. The band alignment 
between the ZB and WZ phases is further generally staggered (type II) with WZ having 
a positive offset.
146, 625-628
 This arrangement enables the realization of crystal phase 
quantum dots with hole confinement for short segments of WZ in ZB and electron 
confinement for short segments of ZB in WZ.
145-147, 622, 625, 628-631
 Confinement energies 
may further be tailored by varying the length of these segments.
147, 622, 625, 626, 628, 630-633
 
There has, however, been considerable confusion in the literature regarding the 
bandstructure of the non-equilibrium III-V phases. In the case of WZ GaAs, authors 
have reported bandgap energies ranging from 1.44 through 1.54 eV. 
632, 634-637
 The most 
recent reports suggest that the bandgap is actually within 1 meV of that of ZB GaAs
627, 
636
 and that the valence band offset is approximately 115 meV
622, 627
. Effective electron 
and hole masses of 0.15 and 0.5 m0, respectively, have also been recently reported.
622, 638
 
There is less confusion regarding the bandgap of WZ InP which has generally been 
found to be around 70 meV greater than that of the ZB phase.
491, 613, 639-642
 Theoretical 
calculations suggest conduction and valence band offsets of 129 and 65 meV 
respectively.
625, 643
 Orientation dependant effective masses of between 0.078-0.093 and 
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0.25-0.81 m0 for electrons and holes respectively have been reported.
644
 The bandgap of 
InAs has been measured to be approximately 60 meV wider in the WZ relative to the 
ZB phase.
628, 645, 646
 The offset between the conduction bands of these two phases was 
recently reported to be 135 meV.
647
 In contrast to the other III-V materials, the bandgap 
of ZB GaP is indirect while that of WZ GaP is direct.
648-651
 Room temperature PL 
emission from WZ GaP nanowires has been measured at 2.22 eV.
648, 650
 GaP is also 
closely lattice matched to Si and the realisation of WZ GaP has further enabled the 
synthesis of hexagonal Si which was grown as a shell on WZ GaP nanowires.
652
 
A variety of models have been developed to describe polytypic nanowire growth. 
Amongst these, most find the high surface to volume ratio of nanowires to be 
responsible for the appearance of non-equilibrium phases. Several earlier authors took a 
total energy approach to III-V nanowire polytypism.
582, 653-656
 Using both first-principles 
and semi-empirical methods, the lower surface energy of WZ structured nanowires was 
found to define a critical diameter that below which, the WZ structure would be 
energetically favoured. Yamashita et al.
656
 calculated for instance, that WZ GaAs with 
{1120} faceting would be energetically favoured relative to ZB with {110} faceting for 
diameters of less than 29 nm. The critical diameters predicted by such total energy 
approaches were found, however, the significantly underestimate experimental 
results.
598, 616, 657
 Dubrovskii and Sibirev later pointed to the high surface to volume ratio 
a) b) c) 
   
 
Figure 2-3 | Schematic illustration of VLS nucleation sites: a) within the droplet; b) 
at the triple phase line; c) at the junction of the top and edge facets (indicated by the 
red dots). 
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of nanowire structures as evidence of the VLS process being controlled by kinetics 
rather than thermodynamics.
658
 
The majority of authors seeking to describe VLS nanowire growth have modelled the 
nucleation process.
583, 592, 593, 595, 598, 659-663
 As discussed above, in most regimes, VLS 
growth is expected to proceed by the nucleation and flow of individual planes in a layer 
by layer process. As such, each plane is expected to form from a single nucleation 
event. Nucleation itself may be imagined to occur at two distinct locations: within the 
nanowire seed [Figure 2-3(a)] or at the triple phase line [Figure 2-3(b)].  
Nucleation at the triple phase line may, however, be considered the more likely option 
as the energy inherent to generating the nucleus interface is partly offset by the removal 
of an area of the liquid-vapour interface. More formally, Glas et al.
591
 found that 
nucleation at the triple phase line may be expected when: 
                …(2-1) 
where    ,     and     are the nucleus-vapour, nucleus-liquid and liquid vapour 
interface energies respectively and   is the wetting angle of the seed particle [see Figure 
2-3(a)] . The change in Gibbs free energy for a 2D nucleus forming at this location may 
be written as: 
                  …(2-2) 
where   is the area of the nucleus,   is the planar bilayer spacing,    is the difference in 
chemical potential between components in the seed and in the nanowire,    is the 
surface energy of a planar defect,   is the sidewall length of the nucleus and   is the 
effective interfacial energy barrier to nucleus formation. By considering the critical 
nucleus size and energy, the following conditions for non-equilibrium WZ formation 
may be formulated
591
: 
 
                 
 
   
   
   
 
 
  
 
 
…(2-3) 
where       is the edge energy of a WZ nucleus and        is the edge energy of ZB 
nucleus. Nucleation of non-equilibrium WZ is thus favoured where the edge energy of 
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WZ is lower than that of ZB and the supersaturation in the seed particle is sufficient to 
overcome the creation of a stacking fault. As the facets relating to non-equilibrium WZ 
growth are usually considered to be lower energy than those of ZB, nucleation models 
generally predict WZ growth at higher supersaturation levels. Authors have continued 
to refine the above nucleation model by considering details including supersaturation as 
a function of both group III and V,
598
 distortion of the seed particle
598, 663
, the angle of 
the nucleus edge
659
 and contributions from mass transport and the Gibbs-Thomson 
effect
592, 595, 660
. Earlier modelling generally assumed each nucleation event to be 
independent giving Poissonian statistics. More recent experimental evidence from in 
situ TEM studies
587-589, 664-666
 and growth marker analysis
667
 has shown that nucleation 
events are, in fact, anticorrelated. The small volume of the seeds used for nanowire 
growth results in a significant reduction in supersaturation with each nucleation event. 
As such, the seed particles must refill between nucleation events producing nucleation 
antibunching. This oscillation in supersaturation is further manifested in an oscillation 
of the growth front. In situ TEM studies have shown that, under some growth 
conditions, an ‘edge facet’ forms subsequent to each nucleation event as shown in  
Figure 2-3(c).
587-589, 664-666
 This edge facet then gradually fills in as supersaturation 
increases before the next nucleation event. Interestingly, Jacobsson et al.
589
 observed 
only ZB growth in the presence of an edge facet likely due to nucleation away from the 
TPL at the vertex between the edge and top facets. Nucleation away from the TPL 
leading to ZB may also be expected at high supersaturations.
596
 In this way, a series of 
transitions from ZB to WZ and back to ZB again may be expected with increasing 
supersaturation. Such a series of transitions was recently shown
621
 with increasing V/III 
ratio for MOVPE and may explain the opposing V/III trends previously reported for 
MOVPE
198, 583, 598, 618, 619, 648, 668-674
 and MBE
591, 675-678
 growth.  
2.3.2 Twinning superlattices in nanowires 
A particular example of sub-Poissonian nucleation statistics occurs for twinning-
superlattice nanowire growth. Unlike most nanowires, TSL structures are characterised 
by {111} sidewalls which are non-parallel to the growth direction. 
24, 35, 366, 515, 600, 616, 679-
681
 As such, the shape of the liquid-solid interface varies away from equilibrium with 
growth. At some point, it becomes energetically favourable to introduce a twin plane 
and reverse the polarity of the sidewall facets. This process is illustrated in . Starting at 
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the topmost figure where the nanowire has a hexagonal cross-section, further growth 
leads to triangular cross-section and distortion of the seed particle. At some point the 
contact angle of the seed particle is altered such that the nucleation of twin-plane is 
favoured.
35
 The cross section of the nanowire then tends back towards an equilibrium 
hexagonal shape. Further growth leads again to the distortion of the seed particle and 
another twin plane which returns the crystal to its original orientation. This process 
produces periodically spaced twin planes and is dependant on both the relevant 
interfacial energies and the energetic barrier to twinning. Generally the period between 
twins is an increasing function of nanowire diameter. 
Twinning superlattice structures are of interest for fundamental growth studies,
24, 35
 
electronic band structure engineering,
682-687
 and thermoelectric
609, 610, 688-690
 and 
mechanical applications
691, 692
. The use of periodic twinning to introduce miniband 
structure is, however, challenging as a period of several nanometres or less is likely 
needed for appreciable effects. 
682-687
 
 
Figure 2-4 | Illustration of the a) Zincblende and b) Wurtzite lattice structures. Each 
atomic species is represented by a different colour. The stacking direction of each 
structure (<111> and <0001> respectively) is in the vertical. Note that the 
Zincblende structure repeats every third layer while that of Wurtzite repeats for every 
second layer. Unit cells are indicated by the red outlines. 
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2.4 Nanoscale and subwavelength scale lasers 
Nanoscale lasers hold promise for a range of applications including integrated photonics 
and biological sensing.
693-695
 The majority of current designs may be classified as either 
plasmonic or photonic. A relatively recent development,
113, 696, 697
 plasmonic lasers or 
‘spasers’ employ surface plasmon-polariton (SPP) modes at the interface between a 
dielectric and a conductor. As a high effective index may be achieved for SPP modes, 
the spatial dimensions of plasmonic devices may be significantly less than their 
operating wavelength. Absorption in the metal cavity is, however, also high and these 
devices are characterised by relatively large losses and low quality factors.
698-701
 
Superior performance is generally obtained from nanoscale photonic lasers in terms of 
lower threshold, longer photon lifetime and increased quality factor.
693
 Dielectric 
contrast confines photonic modes and scaling is, in principle, diffraction limited. Many 
such photonic nanolasers represent an evolution of more traditional designs such as 
VCSELs
702, 703
 and microdisk lasers
704
.  
Semiconductor nanowires are a popular platform for realizing nanoscale lasers as they 
offer the combination of a high quality gain medium with a tailored optical cavity. 
Photonic modes may propagate along the length of a nanowire to give a Fabry-Pérot 
type cavity
25, 114, 705-707
 or around the circumference in a whispering gallery type 
arrangement
118, 708
. The dielectric contrast between nanowires and their surrounding 
medium (usually air) usually results in excellent confinement. In the case of a Fabry-
Pérot type cavity, high end reflectivity may further be achieved for certain wavelength-
diameter combinations as the reduced diameter of nanowire structures causes the end 
facets to behave like localised scattering centres. The reduced diameter of nanowire 
structure further enables the integration of lattice mismatched materials to give 
possibilities including the growth of III-V nanowire lasers on silicon.
118, 709
 
Lasing has now been reported for semiconductor nanowires from a number of material 
systems including, II-VI compounds such as ZnO
112, 115, 710-715
, CdS
713, 716-722
 and 
CdSe
705, 723-726
, III-V materials such as InP,
706, 727, 728
 GaAs,
25, 116, 729-732
 GaSb,
733
 GaN
707, 
713, 722, 734-742
 and several ternary alloys such as CdSSe
743-746
 and InGaAs
118, 708, 747
. While 
most authors have shown lasing from nanowires lying on low-index substrates, several 
strategies to achieve lasing from as-grown standing nanowires have also been 
demonstrated.
118, 708, 728, 732
 Early work focused on semiconductor materials 
characterised by high exciton binding energies with optically pumped ZnO nanowire 
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lasers
112, 710
 and electrically pumped CdS nanowire lasers
114
 being reported in 2001 and 
2003 respectively. An unambiguous transition from amplified spontaneous emission 
(ASE) to lasing was later shown for ZnO nanowires by Capasso and co-authors
748
 in 
2008. Near-infrared III-V nanowire lasers took longer to develop due to difficulties with 
material quality and, surface and Auger recombination.
733, 749
 Descriptions of room 
temperature operation appear from 2013 for both GaAs
25
 and InP
728
. In the case of 
GaAs nanowire lasers, surface recombination was a particular issue with the 
development of a high quality AlGaAs passivation being required for room temperature 
operation. 
25
 The ability to create both radial and axial heterostructures in nanowire has 
recently enabled the demonstration of multi-quantum well and dot nanowire lasers.
730, 
731, 741, 747, 750
 
The limits to photonic nanolaser scaling may be better understood by considering the 
balance between modal gain and losses in a Fabry-Pérot type optical cavity. At the 
threshold for lasing, the round-trip model modal gain will be balanced by the round trip 
losses: 
            …(2-4) 
where   is the mode confinement factor,     is the threshold gain and    and    are the 
internal cavity and mirror losses respectively. In a Fabry-Pérot type optical cavity, 
mirror losses may be estimated in the following fashion: 
    
 
 
   
 
     
  …(2-5) 
where   is the cavity length and    and    are the reflectance of the two ends of the 
cavity. Combining equations 2-4 and 2-5 and considering that, at threshold, the electric 
field at any point in the cavity will return to the same value for a round-trip of the 
propagating mode gives two expressions for the length of the Fabry-Pérot cavity: 
    
 
 
         
       
   
 
   
    …(2-6) 
where   is length,   is the effective index of the propagating mode and   is an integer. 
Given that that cavity length,  , is inversely related to threshold gain,    , it is apparent 
that a reduction in the cavity length will increase the threshold gain requirement of a 
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Fabry-Pérot type laser. The mode confinement factor,  , is similarly inversely related to 
cavity length and a reduction in this variable must be offset by an increase in cavity 
length or threshold gain. As such, it may be appreciated that reducing the dimensions of 
a laser is a trade off between size and threshold gain. Reducing the width of the cavity 
below the wavelength leads to a dramatic reduction in confinement and is usually 
unfeasible. From the second equation for length it is further noted that the minimum 
cavity length of a Fabry-Pérot laser is half of the propagating wavelength. 
The threshold for an optically pumped laser may further be considered in terms of 
steady-state operation: 
     
    
  
                      …(2-7) 
where     is the threshold pump power,    is the photon energy of the pump source,    
is the active volume of the laser,    is the pumping efficiency,   is the fraction of 
spontaneous emission coupled into the lasing modes,     is the threshold carrier 
concentration,     is the spontaneous or radiative recombination rate and     is the 
non-radiative recombination rate. Examining equation 2-7, several observations can be 
made. Firstly, it is noted that the threshold pump power,    , is seen to scale with the 
active volume,   . This relationship is well known from quantum well
751, 752
 and dot
753-
755
 lasers and is a major motivation for the continued development of nanoscale lasers. 
The fraction of light coupling into the lasing modes,  , represents a further advantage of 
nanowire lasers as   is increased due to both the excellent confinement discussed above 
and the small diameter of these structures which acts to reduce the number of allowable 
modes.
732
 Finally, it is seen that     is positively correlated with the non-radiative 
recombination rate    . Given the high surface to volume ratio of nanowire structures, 
the significance of non-radiative surface recombination may be appreciated. 
2.5 Zn-V Semiconductors 
2.5.1 The Zn-V semiconductor family 
The earliest publications describing the structure and properties of the various Zn-V 
compounds date from the late nineteenth through early twentieth centuries.
756-761
 
Optoelectronic studies appeared in the literature from the late nineteen fifties on, with 
much of the pioneering work originating from the IBM Corporation
62, 762, 763
 and the 
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Institute of Technology Wrocław Poland764, 765. Early reviews of Zn-V work include 
Turner et al.
766
 in 1961, Nasledov and Shevchenko
767
 in 1973 and Żdanowicz and 
Żdanowicz768 in 1975. Material synthesis during this early period was generally from 
the melt
32, 54, 763, 764, 769-778
 with single crystals being grown by Bridgman-type methods
61, 
763, 778-782
. Physical vapour deposition methods gained popularity from the nineteen 
seventies on
45, 63, 284, 325-327, 329, 331, 333-340, 774, 777, 783-800
 with MBE
49, 287, 314, 316, 321
 and 
MOVPE
263, 276, 280, 282-285, 308, 801, 802
 growth of Zn-Vs first being described in the nineteen 
eighties. In the case of MBE, major contributions include the work of Bell laboratories 
on Zn3As2
49, 314, 316, 803
 and, more recently, the work of  the Atwater group at the 
California Institute of Technology on Zn3P2
286, 287, 313, 320, 321
. Major contributions to the 
MOVPE growth of Zn-Vs include the work of the University of Port Elizabeth, South 
Africa which focussed on Zn3As2
263, 276, 308, 315
 and that of Suda et al. from Japan which 
focussed on Zn3P2
280-283, 802
. Growth by both MBE and MOVPE has most commonly 
been on III-V substrates [typically GaAs or InP(100)],
49, 263, 276, 280, 282, 286, 287, 308, 313-316, 
320, 321, 802, 803
 although glass
283
 graphite, mica and steel substrates have also been 
reported.
289, 801
 This century has seen a shift in interest away from bulk and planar Zn-V 
materials towards nanostructures. Most commonly grown by physical vapour deposition 
methods, various nano-geometries of Zn3As2,
63, 277, 325-327, 338, 796, 804, 805
 Zn3P2,
63, 278, 328-
340
 ZnxSby
346, 349, 798, 799, 806-809
 have now been reported. Professor Guozhen Shen of 
China has been particularly active in this field publishing first from the National 
Institute for Materials Science in Japan
326, 327, 335, 336, 338-340
 and then later from the 
Huazhong University of Science and Technology
325, 329
.  
In addition to the binary Zn-V compounds, the synthesis and properties of the various 
Zn-V alloys has also been an ongoing subject of research.
810, 811
 The ternary alloy Cd(3-
x)ZnxAs2 has received particular attention,
65, 764, 769, 770, 772, 779, 780, 782, 812-830
 due initially to 
a combination of high electron mobility (the electron mobility of Cd3As2 can exceed 10
4
 
cm
2
V
-1
s
-1
 at room temperature)
293, 831, 832
 and convenient band-gap (0-1.0 eV)
59
, and 
more recently, the newly established topological semimetal behaviour of Cd3As2.
291-293
 
Other Zn-V alloys reported in the literature include Cd(3-x)ZnxP2
64, 830, 833-838
, 
Zn3As(2-x)Px
830, 839
, Cd(1-x)ZnxAs2
819, 822, 823, 826, 828, 833, 840-844
 and Cd(1-x)ZnxP2
833, 834, 841, 844
 
(published values of bandgap as a function of composition are shown in Figure 1-1). 
Ternary Zn3As(2-x)Px nanowires were recently described by Im et al.
63
 who found 
negative bowing in the relationship between bandgap and composition. 
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Electrical characterization of Zn3As2,
263, 310, 314, 317, 319, 325, 763, 764, 769, 779, 814, 845
 Zn3P2
280, 
282, 284, 285, 321, 329, 332, 335-337, 786, 787, 789, 793, 800-802, 834, 846, 847
 and ZnxSby
46, 61, 279, 778, 808, 848-852
 
has almost universally found p-type behaviour regardless of synthesis method. In the 
case of Zn3As2 this has been related to shallow-level
310
 native defects.
263
 In Zn3P2 these 
defects have been identified as P interstitials
311, 321, 777, 787
 while the p-type character of 
ZnxSby is thought to derive from Zn vacancies
853-855
. Despite the III and VI elements 
In
781, 782, 856
 and Se
779, 845, 856
 being shown to act as effective n-type dopants there are few 
 
Figure 2-5 | Vapour pressure of selected elements (l,s) and compounds (s). Lines 
show the results of modelling by the CALPHAD method, points show experimental 
data from the literature. Thermodynamic data for elements in the condensed phases 
was taken from Dinsdale
6
 and for gaseous species, Ansara et al.
26
. Experimental data 
for elemental Phosphorus is from Bachmann and Buehler
34
, Arsenic: Lisak and 
Fitzner
44
, Zinc: Klimova et al.
48
 and Aldred and Pratt
53
, Antimony: Aldred and 
Pratt
53
 and Gallium: Munir and Searcy
60
. Experimental data for ZnSb is from 
Hirayama
32
 and thermodynamic data for the calculations was taken from Li et al.
17
. 
Experimental data for Zn3As2 and Zn3P2is from Schoonmaker and Lemmerman
31, 67
 
and Greenberg et al.
28, 39
 and thermodynamic data for Zn3As2 was taken from 
Ghasemi and Johansson
13
. Experimental data for GaAs is from Richman
68
 and the 
thermodynamic data was taken from Ansara et al.
26
. 
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generally accepted reports of n-type Zn-V material due most likely to a self-
compensatory effect.
311, 857, 858
 Earlier work described the formation of p-n junctions in 
Zn3P2 through Mg in-diffusion
857, 859
 but more recent research has questioned this 
result.
860
 There are also several reports of n-type ZnP2 but this behaviour has been 
related to relatively deep level defects.
861, 862
 Alloying with Cd produces n-type material 
for Cd-rich compositions.
764, 769, 779, 838
 Silver has been widely employed as p-type 
dopant
781, 782, 863, 864
 being used particularly to increase the conductivity of Zn3P2 
samples.
863, 864
 
Posing a particular challenge for material synthesis and annealing, the Zn-V 
semiconductor family is characterized by relatively high equilibrium vapour 
pressures.
28, 31, 32, 39, 67, 68
 Figure 2-5 plots equilibrium vapour pressure as a function of 
temperature for several Zn-V compounds and the III-V semiconductor GaAs. As may 
be observed, the equilibrium vapour pressures of the Zn-V materials are significantly 
greater than that of GaAs. At 650 °C, a typical growth temperature for GaAs, the 
difference is some five orders of magnitude. Equilibrium vapour pressure is furthermore 
observed to increase with group V atomic number such that Zn3P2 is seen to exhibit the 
lowest vapour pressure and ZnSb the highest.
28, 31, 32, 39, 67
 Where these materials are 
nanostructured, the Gibbs-Thompson effect will act to further increase equilibrium 
vapour pressure. 
The high equilibrium vapour pressure of the Zn-V materials present a particular 
challenge for growth at reduced ambient pressures. In the case of MBE, previous 
authors have found substrate temperature to be limited by product decomposition and 
the highest reported growth temperatures for Zn3As2
49, 314
 and Zn3P2
320, 321
 are 360 °C 
and 275 °C respectively. Higher maximums of up to 600 °C
801
 have been achieved 
using MOVPE although decomposition remains limiting and growth temperatures of 
between 200 to 400 °C are more common.
263, 283, 802
 As precursor decomposition 
becomes limiting at these lower temperatures researchers have investigated the 
application of both thermal and photochemical pre-cracking to Zn-V MOVPE 
growth.
263, 280-283, 315, 802
 While relatively low growth temperatures have been reported to 
reduce physical cracking in Zn-V layers grown on III-V substrates,
282, 284
 crystal quality 
suffers.
49, 263, 276, 284, 314, 865
 In the case of MOVPE growth, Scriven et al.
263
 and Kakishita 
et al.
282
 both found that a temperature of at least 350 °C is required for single crystalline 
growth. Unlike typical III-V growth where Group V re-evaporation dominates, the re-
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evaporation of both elemental reactants must be considered with increasing temperature. 
Figure 2-5 plots the elemental vapour pressures of selected Groups II, III and V 
elements where it can be seen that the vapour pressure of Zn is orders of magnitude 
greater than that of Ga. In the case of zinc antimonide, elemental zinc actually exhibits a 
higher elemental vapour pressure than that of the group V element, antimony (see 
Figure 2-5).
48, 53
 Previous authors have employed V/II ratios as low as 0.56 for the 
growth of Zn-V materials.
282
 
2.5.2 Zinc – Arsenic binary system 
The Zn-As binary system contains two intermediate compounds and three eutectic 
points.
866
 The intermediate compounds, ZnAs2 and Zn3As2, melt congruently at 
temperatures of 1043 and 1288 K respectively (770 and 1015 °C) while the three 
eutectic points are located at 21.0, 41.0 and 99.8 at.% Zn and 997, 1021 and 690 K 
(724, 748, 417 °C).
866
 The system was first assessed by Heike
757
 in 1921 with 
significant later contributions from Lazarev et al.
36
 and Yamaguchi et al.
867
. These 
previous studies are well summarized by Okamoto
866
 and a CALPHAD-type assessment 
 
Figure 2-6 | Binary phase diagram for Zn-As constructed by the CALPHAD method 
using the data of Ghasemi et al.
13
. 
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was recently published by Ghasemi and Johansson
13
. The phase diagram that may be 
calculated using this CALPHAD assessment is shown in Figure 2-6. Gaseous phases 
were excluded from this diagram as the mixing enthalpy reported for the liquid phase 
gives an unphysical liquid phase stability region. 
Zinc diarsenide (ZnAs2) is characterised by a large monoclinic cell where each Zn atom 
is tetrahedrally bonded to four As atoms and each As atom is tetrahedrally bonded to 
two Zn atoms and two As atoms.
54, 58
 In this arrangement the As atoms form semi-spiral 
chains parallel to the c-axis. 
54, 58
 A narrow region of solid solubility exists from 33.0 to 
33.5 at.% Zn at 550 °C.
58
 Congruent melting occurs at 1043 K (770 °C) under an As 
overpressure of 3.3 x10
5
 Pa with incongruent dissociation at pressures below this to 
give Zn3As2 and As4.
62
 The low symmetry of the monoclinic cell leads to large 
anisotropies of up to ten times in Hall coefficient,
845, 868, 869
 resisitivity
845, 868, 869
 and 
Seebeck coefficient
870
. Unintentionally doped specimens are slightly p-type with carrier 
mobilities of up to 100 cm
2
/Vs.
845, 869
 The optical properties of ZnAs2 are also highly 
anisotropic with an indirect bandgap of 0.89 eV in the E c direction and a direct gap of 
0.97 eV in the E⊥c direction.65, 871 Specimens have generally been produced by direct 
synthesis with an excess of As.
54, 774
  
At room temperature the Zn3As2 α phase is tetragonal and consists of a distorted face 
centred cubic As sublattice interpenetrated by a 75% filled simple cubic Zn sublattice.
9, 
22, 872
 In this arrangement each arsenic atom is surrounded by six zinc atoms and two 
zinc vacancies whereas each zinc atom is surrounded by four arsenic atoms. A slight 
Table 2-1 | Selected properties of the compounds of Zn and As at 300 K 
 
Crystal System  
and Space Group 
Lattice Parameters Melting Temperature Bandgap 
Zn3As2 
Tetragonal 
I41cd 
(De Vries ’89)9 
a=b= 11.7823(6) 
c= 23.6385(24) 
(De Vries ’89)9 
Tm,congruent=1015 °C 
(Lazarev ’81)36 
Eg,dir=0.99 eV 
(Pawlikowski ’79)42 
Eg,indir=0.992 eV 
(Chelluri ’86)49 
ZnAs2 
Monoclinic 
P21/c 
(Fleet ’74)54 
X(Zn)=33.3 
a= 9.200 
b= 7.664 
c= 7.985 
β= 102.47° 
 (Lazarev ’79)58 
Tm,congruent=768 °C 
(Lyons ’59)62  
Eg,dir=0.97 eV 
(E⊥c) 
Eg,indir=0.89 eV 
(E c) 
(Morozova ’07)65 
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reordering of the zinc sublattice produces the ’ phase at 463 K (190 °C)(see Figure 
7-12).
22, 866
  Above 924 K (651 °C) Zn3As2 transforms into the cubic β phase.
873
 This 
transformation was identified as incongruent by Greenberg et al.
874
 who measured 
0.01 at.% As enrichment. Like the other Zn-V materials, Zn3As2 has universally been 
reported to behave as a p-type material with hole mobilities of up to 300 cm
2
Vs.
49, 317, 
325, 781, 875
 An optical transition at an energy of approximately 1.0 eV has variously been 
identified as both an indirect and a direct bandgap.
42, 49
 Samples have been synthesised 
by a variety of methods including direct synthesis,
763, 769, 770
 CVD,
325, 326, 338
 LPE,
317-319
 
MBE
49, 314
 and MOVPE
263
. As an earth abundant material with strong absorption around 
1.0 eV, Zn3As2 has potential for various applications in optoelectronics including 
photovoltaics and optical telecommunications. 
2.5.3 Zinc – Phosphorus binary system 
Relative to the Zn-As system the Zn-P binary is less well characterized with 
experimental data being available for only a limited compositional range (0-66 at.% 
P).
40
 Significant experimental studies include those of Ugay et al.,
876
 Berak and 
Pruchnik,
877
 Schneider and Krumnacker,
878
 and Liu et al.
30
. As for the Zn-As binary, the 
Zn-P system contains two intermediate compounds. Both ZnP2 and Zn3P2 are thought to 
melt congruently at temperatures of 1035 and 1170 °C respectively (1308 and 1443 K) 
although there remains some confusion regarding the equilibrium phase of ZnP2.
30, 40, 
877, 878
 The eutectic between these two compounds is located at 45 at.% Zn and 
980 °C.
877
 The eutectic between Zn and Zn3P2 was originally reported to be at 
97.5 at.% Zn by Ugay et al.
876
, but has more recently been calculated to occur at a lower 
zinc concentration and a temperature of 689 K (416 °C).
30, 37
 A CALPHAD-type 
assessment of the Zn-P system was first reported by Tu et al.
16
 and then later refined by 
Liu et al.
30
 who removed an unphysical liquid immiscibility gap. The phase diagram 
which may be calculated from these assessments is shown in Figure 2-7. Gaseous 
phases were excluded from this diagram as the thermodynamic function provided for 
Zn3P2 gives an unphysical sublimation point. Polymorphism was not considered in 
either assessment and is shown in Figure 2-7 by dashed lines. 
Zinc diphosphide (ZnP2) is known to take several different structural forms although 
there remains some confusion regarding the relationship between these phases.
820, 879-882
 
Early work identified the tetragonal  phase (also known as red ZnP2) as the low 
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temperature polymorph with a transformation to the monoclinic β phase (black ZnP2 - 
isomorphic to ZnAs2) at 990 °C.
877
  More recent studies have, however, suggested that 
the tetragonal phase is metastable.
820, 879-882
 A cubic variant has further been identified at 
high pressures.
879
 The melting behaviour of ZnP2 is also poorly understood but the 
process is generally reported to be congruent.
877, 883
 Interestingly, n-type ZnP2 has been 
reported by several authors.
861, 862, 884, 885
  Like the other Zn-V compounds, ZnP2 has 
usually been found to be intrinsically p-type
861, 886
 but almost uniquely to this 
compound, successful n-type doping has been reported for both the tetragonal and 
monoclinic phases using Ga, Te and Sn.
861, 884, 885
 Several authors have, however, 
related this n-type behaviour to deep-level defects rather than shallow-level impurity-
related donor states.
861, 862
 Isomorphic to ZnAs2, monoclinic ZnP2 also exhibits highly 
anisotropic behaviour.
887-889
 The bandgap in the E c direction has been found to be 1.32 
eV and indirect while there is a direct forbidden transition at approximately 1.42 eV in 
 
Figure 2-7 | Binary phase diagram for Zn-P constructed by the CALPHAD method 
using the data of Tu et al.
16
 and Liu et al.
30
. Polymorphic transformations were not 
taken into account in the thermodynamic modelling and are instead shown as dashed 
lines following the results of Dutkiewicz
40
. 
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the E c direction.889 In contrast to the ‘black’ monoclinic phase, the ‘red’ tetragonal 
phase has a significantly wider direct bandgap of 2.18 eV.29, 890 Indirect transitions with 
anisotropic energies ranging from 1.65 to 1.97 eV have been reported at lower 
energies.18, 29 Zinc diphosphide has usually been grown by a combination of direct 
synthesis and CVD-type methods.884, 885, 891 
The room temperature  phase of Zn3P2 belongs to the tetragonal P42/nmc space group 
with a=b=8.09 Å and c=11.45 Å.
12, 23
 As for Zn3As2, the Zn3P2 lattice can be considered 
as a slightly distorted defective antifluorite structure consisting of a distorted face 
centred cubic P sublattice interpenetrated by a 75% filled simple cubic Zn  lattice. 
Above 1123 K (850 °C) Zn3P2 transforms into the cubic cF12 β phase.
877, 892
 Electrical 
characterization has found unintentionally doped samples to be moderately p-type with 
hole mobilities of 30 to 100 cm
2
/Vs.
329, 787, 863, 864
 The existence of a direct bandgap of 
1.50 eV at room-temperature is well accepted,
893
 but confusion remains regarding a 
transition around 1.38 eV which has variously been ascribed to an indirect transition
305, 
306
 or defect states
307, 777
. Zn3P2 has been synthesised by a variety of methods including 
direct synthesis,
777, 894, 895
 CVD,
338, 339, 786
 MBE
320, 321
 and MOVPE
282, 802
. As an earth 
abundant material with an optimal bandgap, Zn3P2 is considered a particular candidate 
for photovoltaic applications.
281, 286, 288-290, 312, 321, 329, 333, 896-901
 
2.5.4 Zinc – Antimony binary system 
Despite being a subject of ongoing research since the middle of the nineteenth 
century,
758, 760, 902-904
 confusion remains regarding the nature of the Zn-Sb binary.
20, 41, 
905, 906
 The system is significantly more complex than that of both Zn-As and Zn-P with 
at least three accepted intermediate phases: ZnSb, Zn4Sb3 and Zn3Sb2. Further 
Table 2-2 | Selected properties of the compounds of Zn and P at 300 K 
 
Crystal System and 
Space Group 
Lattice 
Parameters 
Melting Temperature Bandgap 
Zn3P2 
Tetragonal P42/nmc 
(Zanin ’04)12 
a=b= 8.0785(2) 
c= 11.3966(4) 
(Zanin ’04)12 
Tm,congruent=1173 °C 
(Dutkiewlcz ’91)37 
Eg,dir= 1.50 eV 
Eg,indir= 1.38 eV 
(Kimball ’09)45  
ZnP2 
(Red) 
Tetragonal P41212 
(Hegyi ’63)50  
a=b= 5.0661 c= 
18.532 (Zanin 
’03)55  
Tm,congruent=1040 °C 
(Dutkiewlcz ’91)37  
Eg,dir= 2.18 eV 
Eg,indir= 1.65 eV 
(Sobolev ’71)29  
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a) 
 
b) 
 
 
Figure 2-8 | Binary phase diagram for Zn-Sb constructed by the CALPHAD method 
using the data of Li et al.
17
. a) Full compositional range b) magnified region of the 
diagram.  
stoichiometries in the literature include Zn6Sb5 which was previously considered an 
equilibrium phase
907, 908
 but is now no longer accepted
905
 and recent work reporting the 
synthesis of Zn8Sb7.
27, 349, 909, 910
 Both Zn4Sb3 and Zn3Sb2 melt congruently at 
temperatures of 839 and 841 K respectively (566 and 568 °C)
41
 while ZnSb decomposes 
in a peritectic reaction at 779 K (506 °C) to give a liquid and Sb3Zn4.
20, 41, 904, 911
 Below 
633 K Zn3Sb2 also decomposes to give Zn4Sb3 and Zn. There are two further eutectic 
reactions in the binary, one between Sb and ZnSb at 32 at.% Zn and 779 K (506 °C) and 
another between zinc and Sb2Zn3 at 99  at.% Zn and 687 K (414 °C).
41
 Differences in 
stoichiometry between the polymorphs of Zn4Sb3 and Zn3Sb2 give rise to several 
eutectoids and peritectoids. A variety of thermodynamic assessments of the system have 
been previously undertaken
17, 20, 912, 913
 with the most recent at the time of writing being 
that of Gierlotka.
906, 914
 
Unlike the other compounds in the Zn-Sb phase diagram, ZnSb does not undergo any 
polymorphic transformations. An orthorhombic structure which may be visualised as 
layers of Zn2Sb2 rhomboid rings, the unit cell contains eight formula units and is 
stoichiometric with relatively little structural disorder.
56, 295, 296, 775
 While ZnSb is a 
semiconductor, its mechanical, thermal and chemical properties approach those of a 
metal.
915
 Previous authors have reported unintentionally doped samples to be p-type,
766, 
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916
 behaviour which has been linked to an acceptor band likely arising from intrinsic 
point defects.
297, 850
 The bandgap is indirect and approximately 0.5 eV at 300 K,
61, 766, 917
 
with the threshold for direct transitions at this temperature being 0.99 eV.
61
 Specimens 
have generally been synthesised from the melt
56, 297, 915, 918
 with examples of Bridgman-
type processes for single crystal growth
61
. There is one report of the MOVPE growth of 
ZnSb films in the literature.
279
 The excellent thermoelectric performance of the 
compounds of zinc and antimony are well known having been reported by Seebeck in 
his original work on thermoelectricity.
919
 Commercial application of ZnSb as a p-type 
thermoelectric dates from the nineteen fifties when it was often used in conjunction with 
constantan.
915
 Thermoelectric figures of merit (ZT) approaching 1.0 have been achieved 
at temperatures around 700 K.
915, 920, 921
 
Zn4Sb3 exists in a variety of polymorphs. While the structure of both the γ and γꞌ phases 
remain to be solved,14, 19 the stoichiometry of both the α and β phases is now known to 
be closer to Zn13Sb10.
14, 296
 The low temperature α polymorph (not shown in Figure 2-8) 
is triclinic
14
 and transforms via a reversible order-disorder transformation into the 
rhombohedral β phase around 260 K (-13 °C).11  
In a similar fashion to ZnSb, both phases can be considered as being constructed from 
Zn2Sb2 rhomboid (diamond) rings.
14, 296
 In the β phase these diamonds are linked in 
chains to give columns of Sb atoms along the c-axis (the structure of β-Zn4Sb3 is 
illustrated in Figure 7-49).
19
 A Zn deficiency is thought
922
 to be responsible for the 
highly p-type behaviour of β-Zn4Sb3 with the conductivity of unintentionally doped 
Table 2-3 | Selected properties of the compounds of Zn and Sb at 300 K 
 
Crystal System  
and Space Group 
Lattice 
Parameters 
Melting 
Temperature 
Bandgap 
β-
Zn4Sb3 
Rhombohedral 
R-3c 
(Snyder ’04)19 
a= 12.2282(3) 
c= 12.4067(4) 
(Snyder ’04)19 
γ-Zn4Sb3 
Tm,congruent=563 °C 
(Adjadj ’07)41 
 Eg,dir= 0.33 eV 
Eg,indir= 0.26 eV 
(Qiu ’10)46 
*Calculation 
ZnSb 
Orthrhombic 
Pbca 
(Mozharivsky ‘04)11  
a= 6.20393(8) 
b= 7.7408(1) 
c= 8.0977(1) 
(Carter ’64)56 
Tm,incongruent=544 °C 
(Adjadj ’07)41  
Eg,dir= 0.99 eV 
Eg,indir= 0.5 eV 
(Komiya  64)61  
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material generally approaching 5-10 inverse ohm metres.
922-924
 Phonon conductivity is 
conversely low,
922, 923, 925-927
 which has been related particularly to the presence of 
disordered zinc interstitials in the structure.
19, 296
 Together these two factors work to 
give β-Zn4Sb3 the highest known thermoelectric figure of merit for temperature range of 
approximately 150 to 400 °C.
19
 Authors have sought to further improve this 
performance through nanoscaling.
346, 349, 798, 806, 808, 921, 928-930
  
Synthesis of bulk Zn4Sb3 samples has generally been from the melt with some authors 
employing quenching
923, 931, 932
 or gradient freeze methods
19, 923, 933
 in order to obtain β-
Zn4Sb3. Both CVD-type
798, 799
 and liquid phase
346, 349, 806-808
 techniques have been used 
in order to obtain nanostructured samples. No optical spectroscopy of Zn4Sb3 has been 
performed to date but an indirect bandgap of 0.26 eV was calculated by Qui et al.
46
 
from first principle methods. 
  
41 
3                                                         
Experimental Methods 
3.1 Metal organic vapour phase epitaxy (MOVPE) 
Metal organic vapour phase epitaxy (MOVPE) is a chemical vapour deposition 
technique used for the growth of compound semiconductor materials such as GaAs, InP 
and GaN. The technique is common in commercial settings and involves the 
introduction of gaseous precursors into a heated reaction vessel where they undergo 
pyrolysis and react in a complex series of both homogenous and heterogeneous 
reactions. As the atmosphere in the reaction vessel is continuously flowing, MOVPE is 
 
Figure 3-1 | Schematic illustration of the MOVPE reactor used in this work. 
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characterised by an excellent degree of control over the growth process and is capable 
of delivering atomically abrupt heterostructures. A wide variety of binary 
semiconductors (III-V, II-VI) and alloys may be grown by the technique, and the 
process is readily scalable. Development of MOVPE methods date from at least the 
1960s with pioneering contributions coming from the groups of Didchenko
934
 and 
Manasevit
935-937
. A comprehensive publication on the subject of MOVPE growth has 
been authored by Stringfellow
152
. 
The samples analysed in this work were grown using an AIXTRON 200/4 horizontal 
flow MOVPE reactor. A schematic illustration of the setup is shown in Figure 3-1. As 
can be seen, the group V elements and Si were introduced as the hydrides arsine (AsH3), 
phosphine (PH3) and silane (SiH4, 0.2% in H2). These gases were stored in pressurised 
cylinders. The metalorganic sources included trimethylgallium [Ga(CH3)3, TMGa], 
trimethylindium [In(CH3)3,TMIn], trimethylaluminium [Al(CH3)3, TMAl], 
trimethylantimony [Sb(CH3)3, TMSb] and Diethylzinc [Zn(C2H5)2, DEZn]. Each was 
stored in a temperature controlled bath at a temperature of 17 °C except TMGa which 
was stored at 5 °C. At these temperatures, TMIn was the only solid metalorganic source 
with the remainder being liquids. Ultra-high purity hydrogen was used as the carrier gas 
after being filtered through a proprietary membrane material. All flows were metered 
using electronic flow controllers. The susceptor was silicon carbide coated graphite 
configured in a 3x2-inch arrangement with both planetary and satellite gas foil rotation. 
Heating was provided by a three-zone infrared lamp setup with a thermocouple placed 
in the susceptor. Growth was conducted at 100 mbar using a standard flow rate of 15 
slm. Vent and exhaust gases were passed through an activated carbon scrubber. 
3.1.1 Substrate preparation 
A variety of substrate types and orientations were investigated in this work. Prior to 
VLS growth, either metallic nanoparticles or a metallic thin film were deposited on the 
substrate. Two different types of metallic nanoparticles were investigated, Au and Ag, 
with both being obtained as citrate stabilised colloidal solutions (Ted Pella, Inc.). In this 
form, individual nanoparticles carry a net negative charge and do not naturally adhere to 
III-V substrates. The substrates were therefore treated with an aqueous 0.1 % solution of 
poly-L-lysine (PLL) before nanoparticle deposition.
938, 939
 This involved immersion in 
the solution for 60 seconds before washing with deionised (DI) water and drying with a 
nitrogen (N2) gas gun. A colloidal solution containing metallic nanoparticles was then 
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applied by dropper to the face of the substrates and allowed to sit for another 60 seconds 
before further washing and drying. The concentration of the colloidal solutions varied 
by nanoparticle diameter as supplied (see Table 7-3), and in some cases, was further 
reduced by dilution with DI water immediately prior to application. 
Thin films were deposited using either electron-beam physical vapour deposition 
(Temescal BJD-2000 E-beam/Thermal Evaporator) or thermal evaporation (Kurt J. 
Lesker Nano 36). The nominal thickness was 0.5 nm in all cases. 
3.2 Electron microscopy 
Electron microscopy takes advantage of the wave-like nature of electrons to achieve 
spatial resolutions far in excess of those which may be achieved using conventional 
light microscopy. While the wavelength of visible light varies from approximately 400 
to 700 nm, that of an electron accelerated by 200 kV is approximately 2.5 pm. The 
possibility of using electrons for imaging was first suggested with de Broglie’s work on 
wave-particle duality in 1924,
940
 and the first electron microscope was developed soon 
after by Ruska and Knoll
941
 in 1931. Development of electron microscopy was rapid 
with some of the first commercial systems being offered by Siemens in 1939. 
In operation, electron microscopes direct a high energy electron beam towards a sample. 
Upon entering the sample, scattering leads to the formation of an interaction volume 
which is significantly larger than the initial beam diameter. A range of signals are 
generated from across this interaction volume as shown schematically in Figure 3-2. 
Table 3-1 | Concentration of colloidal solutions 
Colloidal Au Solutions Colloidal Ag Solutions 
Diameter /nm Nanoparticles /ml Diameter /nm Nanoparticles /ml 
10 5.7 x1012 60 1.70 x1010 
30 2.0 x1011 80 1.70 x109 
50 4.5 x1010   
80 1.1 x1010   
100 5.6 x109   
150 1.7 x109   
200 7.0 x108   
250 3.6 x108   
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These signals include both electrons and electromagnetic radiation with a range of 
energies. Differing signals provide complimentary information relating to features such 
as geometry, composition and electronic band structure.  
Secondary electrons (SE) are produced by inelastic scattering and represent the lowest 
energy electron signal (typically < 50 eV for secondary electron imaging). Being low 
energy, SE have a short escape depth and carry information about surface topography. 
While most SE are the product of multiple scattering events, those which are the 
product of a single scattering event also carry information about the composition of the 
surface and are termed Auger electrons (AE). Elastically scattered electrons have a 
higher energy and therefore longer escape depth relative to secondary electrons. As the 
probability of backscattering increases with atomic mass, backscattered electrons (BSE) 
carry compositional information from a depth of up to several microns. Structural 
information is further present where these electrons are coherently scattered.  
A range of electromagnetic radiation is also produced by the inelastic scattering of the 
primary beam with particularly important information appearing as X-rays. 
Characteristic X-rays with energies corresponding to the atoms from which they are 
 
Figure 3-2 | Schematic illustration showing the interaction of an energetic electron 
beam with a sample and some of the signals which may be produced. 
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emitted provide compositional information in a similar manner to Auger electrons. The 
collection of this spectrum is termed X-ray energy dispersive spectroscopy (XEDS). 
Background Bremsstrahlung X-ray radiation further provides information about the 
average atomic mass of the sample in a similar fashion to the BSE signal. As the X-ray 
absorption length is relatively long these signals are generated from throughout the 
interaction volume. 
Scattering events may also generate electron hole pairs which can provide information 
about the electronic structure of a sample. The application of voltage leads to electron 
beam induced current (EBIC) while radiative recombination gives 
cathodoluminescence. 
3.2.1 Scanning electron microscopy (SEM) 
Scanning electron microscopy (SEM) methods are characterised by the rastering of an 
electron beam across the sample. Relatively low beam energies are employed (1 – 
30 kV) and the signal is usually collected in a backscatter geometry. Variation in signal 
with beam raster is used to generate the image. The most commonly analysed signal is 
SE yield with all SEM images in this work being SE images except where otherwise 
noted. Contrast arises in these images as the volume of material contributing to the SE 
signal varies with topography. As shown schematically in Figure 3-3, steep gradients in 
 
Figure 3-3 | Schematic illustration of the effect of surface topography on secondary 
electron yield. 
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depth produce more secondary electrons and will appear brighter relative to flatter 
areas. Secondary electrons are typically collected by a positively charged grid before 
being accelerated towards a detector. 
SEM is a highly versatile technique with the primary sample requirement being one of 
conductivity. Non-conductive sample may be imaged by firstly depositing a thin film of 
a conductive material such as Au or C. Such coating was unnecessary for the 
semiconductor samples studied in this thesis. A variety of different SEMs were used in 
this work with imaging primarily conducted at accelerating voltages of 3 kV or less. 
SEM imaging was primarily employed to investigate the morphology of synthesised 
nanowires. 
3.2.2 Transmission electron microscopy (TEM) 
In contrast to SEM, transmission electron microscopy (TEM) techniques usually 
employ significantly higher accelerating voltages (hundreds of kV) and the signal is 
collected in a forward scatter or ‘transmitted’ geometry. The optical path in a TEM is 
conceptually similar to that of traditional transmission light microscope with the beam 
being shaped and directed onto the sample by a condenser lens system. An image of the 
sample is then formed by the objective, intermediate and projector lens systems. At 
lower magnifications, this image is most commonly formed from the direct 
(unscattered) beam with contrast here largely representing differences in atomic mass 
(Z-contrast) or sample thickness.  
In addition to imaging the sample, the diffraction pattern formed at the back focal plane 
of the objective lens may also be imaged by adjusting the strength of the intermediate 
lens system. Ray diagrams for these two imaging modes are shown schematically in 
Figure 3-4. The diffraction pattern arises from coherent elastic scattering and reveals 
crystallographic information about the sample. It may further be used to orient the 
sample onto a particular zone axis. When oriented on a zone axis, high-resolution TEM 
(HRTEM) imaging may be performed where the difference between the direct and 
diffracted beams is used to form an interference image showing individual columns of 
atoms. 
As TEM methods collect signals in the forward scatter geometry, relatively thin 
(typically < 100 nm) or ‘electron transparent’ samples are required. For many materials, 
extensive sample preparation work is required to meet this requirement. In the case of 
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the current work, however, the majority of samples were already characterised by a 
critical size of less than 100 nm and sample preparation consisted of mechanically 
dispersing the nanowires onto a holey carbon coated copper grid. The one exception to 
this was the analysis of nanowire cross sections which were prepared by ultra-
microtomy. The samples for cross section were firstly embedded in Spurr resin
942
 before 
being baked at 70 °C  for 24 hours. The growth substrate was then removed by 
immersion in liquid N2. Cross-sectional lamella with a thickness of approximately 
40 nm were then cut using a diamond knife and placed on carbon coated copper grids. 
3.3 Atom probe tomography (APT) 
Atom probe tomography (APT) combines field emission microscopy (FEM) with time 
of flight mass spectroscopy (TOF-MS) to generate an atomic scale, 3D map of a 
 
Figure 3-4 | Ray diagrams for a TEM in a) diffraction mode and b) Imaging mode. 
Adapted from Williams and Carter.
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sample. The technique employs needle-shaped specimens (with a radius < 100 nm) 
which are placed in a strong electric field (typically 1-2 kV). Voltage or laser pulsing is 
then used to extract individual ions which are swept along electric field lines towards a 
2D sensor. The position at which an ion is detected may then be mapped back a position 
on the sample surface with depth information being calculated from the atomic volume. 
Time of flight corresponds to the time between pulsing and detection. The whole 
process is performed under ultra high vacuum conditions (typically 10
-8
 to 10
-10
 Pa) and 
at cryogenic temperatures (typically 10-100 K). A schematic illustration of the 
experimental apparatus is shown in Figure 3-5.  
APT traces its origins to the early work of Müller who developed the FEM in 1936
943
 
and in 1956 became the first to directly observe atoms
944
 by using a variant of FEM 
known as field ion microscopy (FIM). The concept of combining FEM and TOF-MS 
was introduced by his colleague Panitz in 1973.
945
 Early APT systems were often 
limited to voltage pulsing and thus the analysis of conductive metallic samples. With 
the development of laser pulsing a wider range of materials including semiconductors 
and insulators may now be imaged.
946, 947
 Several different types of artefact affect APT 
analysis. Chief among these are difficulties with the 3D reconstruction process. Most 
reconstruction models assume a spherical tip shape and broadly uniform field 
distribution. These assumptions often, however, break down due to faceting of the tip or 
the presence of inhomogeneities such as precipitates or heterostructure. Methods to 
 
 
Figure 3-5 | Schematic illustration of the APT process. 
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correct for tip shape include imaging the real tip shape by electron microscopy both 
before and after APT and using known values such as plane spacing. There are 
furthermore plans to combine APT with electron microscopy in the one instrument so 
that the tip shape may be imaged during the APT process.
946
 Another potential artefact 
is the migration of surface atoms before ionisation. Migration may be particularly 
problematic for dilute species with higher ionization potential than that of the host 
matrix. Finally, the ionisation of multiple ions or clusters can generate ambiguity in 
identifying the evaporated species. A comprehensive book on the subject of APT has 
been written by Gault et al.
948
 The current study employed a laser-assisted local-
electrode atom probe system (LEAP) (Cameca 3000X Si λ= 532 nm, repetition rate 200 
kHz, pulse length 10 ps) equipped with a position-sensitive, wide field-of-view detector 
and a micro-electrode for ion extraction. Characterization was performed at 20 K using 
laser energies ranging between 10 and 100 pJ. 
3.4 Photoluminescence spectroscopy (PL) 
Photoluminescence spectroscopy (PL) describes the measurement and analysis of 
optical emission generated by optical excitation. In the case of semiconductor materials, 
photons with an energy greater than that of the bandgap are used to generate electron 
hole pairs. Emission by subsequent radiative recombination reveals information relating 
to the electronic structure of the material. Where a microscopic feature or material is of 
interest, PL may be performed with the aid of an optical microscope in what is known 
as micro-photoluminescence spectroscopy (-PL). A full review of the topic of PL has 
been written by Gilliland.
949
 
The custom μ-PL setup used in the current work was built in-house and is illustrated in 
Figure 3-6. Optical excitation was provided by a pulsed diode pumped solid-state 
(DPSS) laser (femtoTRAIN IC-Yb-2000, λ = 1044 nm, repetition rate 20.8 MHz, pulse 
length 400 fs, 3 W maximum output), which was frequency doubled to 522 nm. The 
excitation intensity was controlled by neutral density filters. Individual nanowires were 
imaged and excited using an optical microscope (Nikon Eclipse L150) equipped with a 
motorised stage and a high magnification lens (Nikon LU Plan 100x/0.9NA). 
Photoluminescence was collected through the same objective lens before being 
spectrally filtered (550 nm longpass) to remove the laser wavelength. The spectrometer 
(Acton, SpectraPro 2750) contained two selectable gratings (150 lines /mm or 
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1200 lines /mm) and spectral data was recorded using a Peltier-cooled CCD camera 
(Princeton Instruments, PIXIS). For low temperature measurements a continuous flow 
He-cooled cryostat (Janis research) was mounted on the microscope stage. The cryostat 
featured a 0.5 mm thick chemically polished 0° sapphire window, which was used in 
conjunction with an aberration-corrected 60x/0.70NA lens (Nikon CFI Plan Fluor). 
3.4.1 Time-resolved photoluminescence spectroscopy (TRPL) 
Time-resolved photoluminescence spectroscopy (TRPL) methods measure PL emission 
as a function of time. Transients are usually generated by pulsed excitation and provide 
an insight into the dynamical behaviour of semiconductor materials. The current study 
measured the carrier lifetime of individual nanowires using a form of TRPL known as 
time-correlated single photon counting (TCSPC). TCSPC involves exciting the sample 
with a pulsed source such that there is less than a few percent chance of detecting 
`
Legend 
PBS Partial Beam splitter (~4%) LP Linear polariser 
Xtal LBO non-linear doubling crystal GT Glan-Thompson polariser 
F1 522nm bandpass filter DCM Dichroic Mirror 
F2 550nm longpass filter  Flip mounts 
Figure 3-6 | Schematic illustration of the layout used for optical spectroscopy. 
Adapted with permission from Saxena.
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emission for any given cycle. Repeated measurements of the delay between excitation 
and emission are then used to generate a frequency histogram which corresponds to the 
recombination dynamics of the sample. The TCSPC setup is shown in Figure 3-6. A 
partial beam splitter (PBS) is used to generate a reference beam which is directed to a 
photodiode and provide the start signal. Emission of a selected wavelength is directed to 
a single photon avalanche diode (SPAD) to generate the stop signal. Signal processing 
was provided by a Picoharp 300 with a response time of approximately 30 ps. The 
maximum window for TRPL was limited by the laser repetition rate to approximately 
50 ns. 
3.4.2 Sample preparation 
Samples for PL measurement were firstly transferred onto alternate substrates by 
mechanical dispersion. This was achieved by gently rubbing the face of the nanowire 
growth substrate across that of the alternate substrate which was typically Si. Where 
guided modes and lasing behaviour were of interest, ITO (indium tin oxide, ∼ 200 nm 
thickness) coated SiO2 substrates were used in place of Si to minimise absorption and 
leakage. These substrates were firstly patterned with Au markers such that the same 
nanowires could be repeatedly identified for PL and later SEM analysis. The markers 
were defined using a standard photolithography process which has been described in 
detail elsewhere.
7
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4                                    
         Zinc as a Dopant: 
p-type GaAs nanowires 
4.1 Introduction 
Realizing controlled impurity doping remains a key obstacle to the continued 
development of semiconductor nanostructures such as nanowires.
211, 213, 226, 950
 Particular 
challenges include incorporation
207, 951
 activation
214, 952
 and metrology
209, 953, 954
. 
Reductions in contact size further demand increased dopant concentrations and 
improved statistical control over doping.
209, 955
 These issues are compounded by the 
unique geometries and nanoscale volumes which preclude or complicate many of the 
standard quantitative tools of semiconductor engineering such as secondary ion mass 
spectrometry (SIMS) and Hall measurements.
209, 232, 233, 495
 In the context of the 
aforementioned challenges, there exists a rich body of work reporting on the impurity 
doping of semiconductor nanowires.
950
 Doping has been found to have a variety of 
potential effects on nanowire growth including altering the growth rate,
220, 244, 246, 449, 498, 
956
 the stacking fault density and crystal phase,
35, 244, 247, 562
 changing the growth 
direction through kinking and interrupting the VLS process itself.
237, 445
 The potential 
for significant dopant inhomogeneity has further been identified with incorporation 
generally being found to be greater for radial relative to axial growth.
218, 220, 412, 455, 464, 950
 
Despite these issues, a wide variety of technically relevant doped semiconductor 
nanowire devices have now been demonstrated including transistors,
99, 377, 470, 499
 
electrically pumped lasers,
117, 957
 light-emitting diodes (LEDs)
110, 499
 and photovoltaic 
devices.
85, 86, 125
 
This chapter investigates the Zn doping of Au-seeded GaAs nanowires. Working with 
the precursor diethylzinc (DEZn), various morphological effects of in situ Zn doping are 
investigated and suitable growth conditions for Zn-doping are identified. The 
incorporation of Zn and distribution thereof is explored using both EDXS and APT, 
with APT in particular enabling the quantification of dopant concentrations. The 
Section 4.2 - Methods 
 
 
53 
electrical activity of Zn in GaAs nanowires is then demonstrated through the 
optoelectronic characterization of nanowire devices. This chapter provides the 
foundations for the controlled Zn-doping of Au-seeded GaAs nanowires grown by 
MOVPE. 
4.2 Methods 
4.2.1 Growth and morphological characterization 
The doping studies described in this chapter focus on Au-seeded GaAs nanowires 
grown under conditions known to promote a zincblende crystal structure and taper-free 
morphology. 
598, 958
 Briefly, semi-insulating (111)B oriented GaAs substrates (AXT) 
were pre-treated with poly-L-lysine (PLL) and various concentrations of 10, 30, 50, 100 
and 250 nm colloidal Au solutions (Ted Pella, Inc.) as described in Section 3.1.1. The 
substrates were then  loaded into the MOVPE reactor (Aixtron 200/4) which was 
operated at a pressure of 100 mbar and a flow of 15 standard litres per minute.
668
 After 
annealing under AsH3 at 600 °C for 10 minutes, the reactor was cooled to 450 °C for 
nanowire nucleation. In the case of ‘single-temperature’ recipes, growth was also 
carried out at 450 °C for a duration of 20 minutes. ‘Two-temperature’ recipes employed 
a lower growth temperature of 375 °C which was selected after a two minute nucleation 
period at 450 °C. To accommodate the lower growth rates at this temperature, a longer 
growth time of 45 minutes was employed. Unless otherwise specified the molar 
fractions of AsH3 and trimethylgallium (TMGa) were 3.20×10
-3 
and 6.91×10
-5
 
respectively giving a V/III ratio of 46.3. In some growths axial GaP segments were 
inserted as markers by exchanging AsH3 for PH3. Where multiple GaP markers were 
inserted, GaAs segments were grown for four minutes and GaP markers, 2 minutes. The 
same V/III ratio was maintained throughout growth. For the doping studies, DEZn was 
introduced in various molar fractions two minutes subsequent to nucleation. In the case 
of doped heterostructure growth, DEZn was introduced 30 seconds following the 
initiation of a GaAs segment and paused 15 seconds before GaP growth. Following the 
termination of growth with the cessation of TMGa and DEZn flow, AsH3 flow was 
maintained until the reactor cooled to a temperature of 350 °C. Subsequent investigation 
by scanning electron microscopy (SEM) was performed utilizing either a Zeiss 
UltraPlus FESEM or FEI Helios 600 NanoLab Dualbeam (FIB/SEM) which were 
operated at 10 kV. SEM based EDXS analysis employed an INCA Energy 450 EDXA 
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system (30mm
2
 Si drift detector, Oxford instruments). Characterization by transmission 
electron microscopy (TEM) was conducted on a Phillips CM300 TEM operating at 300 
kV or a JEOL 2100F TEM operating at 200 kV or in one case an FEI Tecnai Osiris 
operating at 200 kV. Samples for TEM investigation were prepared by mechanical 
dispersion on copper grids coated by holey carbon films. TEM and STEM based EDXS 
analysis was conducted on the JEOL 2100F which was equipped with a JED-2300 
detector (30mm
2
 Si drift detector, JEOL). 
4.2.2 Atom probe tomography 
Atom probe tomography (APT) employed a laser-assisted local-electrode atom probe 
system (LEAP) (Cameca 3000X Si λ= 532 nm, repetition rate 200 kHz, pulse length 
10 ps) equipped with a position-sensitive, wide field-of-view detector and a micro-
electrode for ion extraction. Characterization was performed at 20 K using laser 
energies ranging between 10 and 100 pJ. Several approaches to sample preparation were 
investigated including a FIB based pick-and-place procedure before a direct, on-
substrate technique was developed.
959
 Low areal density samples were grown especially 
for APT analysis by diluting the Au colloidal solutions used to seed growth by up to 
1000 times. With an inter-nanowire spacing of 5 to 10 microns these samples were 
dilute enough to be characterized directly on substrate, as grown. Sample alignment was 
achieved by pre-selecting appropriate experimental conditions such as start voltage, 
base temperature, detection rate and laser pulse energy and then monitoring the rate of 
ion hits as the stage was moved. Once a nanowire had been located the stage was 
adjusted so as to move the generated image into the centre of the micro-aperture. The 
position and energy of the laser beam was then further optimized to maximize the ion 
detection rate. Nanowires analysed by APT were later imaged by SEM in order to 
ascertain the final tip shape. 
4.2.3 Electrical characterization 
For electrical characterisation, nanowires were transferred onto highly doped (p
+
), 
thermally oxidised Si substrates (SiO2 thickness > 100 nm) by either direct mechanical 
dispersion or ultrasonication in isopropyl-alcohol (IPA) followed by drop casting. 
Electron beam lithography (EBL, Raith 150) was used to pattern the substrates. 
Following development, residual resist and oxides were removed by oxygen plasma and 
then wet (9% HCl) etching. Metallisation (Ti 10 nm / Au 300 nm) was by electron-
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beam evaporation (Temescal BJD-2000 E-beam/Thermal Evaporator). Electrical 
characterisation employed a Keysight B2902A precision source measure unit (SMU). 
4.3 Morphological effects of diethylzinc 
4.3.1 GaAs nanowire growth 
It is well known that certain dopant precursors have the potential to affect the structure 
and morphology of III-V nanowires grown by MOVPE.
246, 247, 522
 Figure 5-1 reveals 
some morphological effects of DEZn on the growth of GaAs nanowires at 450 °C.  
Undoped control structures are shown in Figure 5-1(a-c) with the nominal diameter of 
Au nanoparticles used to seed growth increasing from 30 to 250 nm left to right. In each 
case the majority of the imaged nanowires are seen to grow in a single direction, vertical 
to the substrate. The sidewalls of these nanowires furthermore appear smooth at the 
resolution of the SEM images. Note that the reduction in nanowire areal density which 
is seen here to accompany increasing nanowire diameter is a function of the differing 
concentration of the colloidal solutions used to treat the wafers before growth (see 
Section 3.1.1).  
The introduction of a minimal DEZn flow equating to a molar fraction of 4.72x10
-7
 and 
DEZn:TMGa of 6.83 x10
-3
, produces no obvious morphological effects in the smaller 
diameter nanowires with nominal diameters of 30 and 50 nm respectively [Figure 
5-1(d,e)]. The largest diameter nanowires are however seen to change diameter and 
begin growing in random directions with the growth front breaking up to give multiple 
nanowires [Figure 5-1(f)]. Interestingly, despite DEZn being introduced only two 
minutes subsequent to nucleation, these effects appear at a significant distance from the 
substrate surface which is suggestive of a delayed action. With a further increase in 
DEZn flow to give a molar fraction of 2.05x10
-6
 and DEZn:TMGa of 2.96 x10
-2
, these 
morphological effects become visible for each of the nanowire diameters [Figure 5-1(g-
i)]. The magnitude of these effects further scales with diameter, being greatest for the 
largest diameter nanowires [Figure 5-1(i)]. Starting first with the smallest diameter 
nanowires, sidewall banding characteristic
247, 657
 of high density twinning is observed 
[see inset Figure 5-1(g)]. A concomitant shift in sidewall faceting to orientations which 
are nonparallel to the growth direction is further evident. In some cases such faceting is 
seen to produce significant quasi-periodic modulations in diameter (see inset). Moving 
to the intermediate diameter nanowires [Figure 5-1(h)], sidewall roughness is seen to 
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further increase suggesting an increase in planar defect density. For the largest diameter 
nanowires [Figure 5-1(i)], a stem is seen to grow vertically from the substrate before 
kinking to random and continually changing growth directions. The sidewalls of the 
stem section are again seen to be rough in a manner indicative of a high density of 
planar defects. 
In addition to the morphological effects discussed, the introduction of DEZn is also seen 
to increase the growth rate of the GaAs nanowires. Comparing the undoped nanowires 
 Increasing DEZn 
 
 
30 nm 50 nm 250 nm 
 a) 
 
b) 
 
c) 
 
 d) 
 
e) 
 
f) 
 
 g) 
 
h) 
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Figure 4-1 | SEM images showing the effects of increasing DEZn molar fraction on 
the morphology of GaAs nanowires grown at 450 °C, XTMGa= 6.91 ×10
-5
 and 
V/III=46.3 using Au seed nanoparticles with nominal diameters of 30, 50 nm and 
250 nm. (a-c) XDEZn= 0; (d-f) XDEZn= 4.72x10
-7
, (DEZn/TMGa= 6.83 x10
-3
); 
(g-i) XDEZn= 2.05x10
-6
,
 
(DEZn/TMGa= 2.96 x10
-2
). (g-h) present magnified images 
inset. 
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having a nominal 50 nm diameter [Figure 5-1(b)] to those grown with a minimal DEZn 
flow [Figure 4 1(d)], an increase in length of some 50 % is evident. A similar increase 
in length was also found for the nanowires having a nominal diameter of 30 nm, but this 
increase is somewhat obscured in Figure 5-1(d) due to self-attraction induced 
bunching
960-964
. Doping was also found to increase the length and therefore growth rate 
of the largest diameter nanowires but this increase is also obscured in Figure 4 1(f,i) 
due, in this case, to kinking.  
The effects of DEZn doping on the structure of GaAs nanowires are illustrated in Figure 
4-2 where a bright field TEM image of an undoped nanowire is contrasted with that of a 
doped nanowire. Both images are taken along the <110> zone axis. The undoped 
nanowire here further corresponds to the growth run presented in Figure 5-1(b) and the 
doped nanowire, Figure 5-1(h). Considering first the undoped nanowire, the only planar 
defects observed are seen to be located directly below the Au seed and may be related to 
transients following the termination of group III flow.
598, 657
 The imaged profile of the 
nanowire presents vertical sidewalls. In contrast to Figure 4-2(a), the doped nanowire of 
Figure 4-2(b) exhibits an extremely high density of planar defects. From the imaged 
 
Figure 4-2 | Bright field TEM images showing an increase in planar defect density 
and changes in sidewall faceting with the introduction of DEZn during GaAs 
nanowire growth at 450 °C, XTMGa=6.91 ×10
-5
 and V/III=46.3 using Au seed 
nanoparticles with a nominal diameter of 50 nm. a) XDEZn= 0, b) XDEZn= 2.05 ×10
-6
 
(DEZn/TMGa= 2.96 x10
-2
). Both images were taken on the <110> zone axis. 
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profile a variety of facet orientations can be identified, many of which being nonparallel 
to the growth direction. In the same manner that the positioning of planar defects 
appears random, the sidewall faceting of this nanowire also appears random such that 
the growth axis of the nanowire does not form a vertical axis from the bottom to the top 
of the micrograph. 
Similar morphological effects of DEZn on the growth of Au-seeded GaAs nanowires 
have previously been reported in the literature. Growing at a temperature of 400 °C  
with a V/III ratio of 2.5, Regolin et al.
237
 reported kinking for II/III ratios of greater than 
0.004 and a breaking up of the growth front or ‘seed splitting’ for II/III ratios of 0.08. In 
later work at a growth temperature of 470 °C, Haggren et al.
540
 found kinking for II/V 
ratios greater than 0.16. DEZn was also found to increase both the density of planar 
defects and nanowire growth rate. For growth by aerotaxy, Yang et al.
539
 also reported 
DEZn to increase the planar defect density but no kinking was observed for that study’s 
maximum II/III ratio of 0.034. Previous authors have linked these effects to changes in 
the phase and supersaturation of the Au seed particle.
540
 In the case of InP growth where 
similar effects of DEZn have also been noted, Algra et al.
35
 hypothesised that the 
introduction of zinc leads to reordering at the Au-nanowire interface. Wallentin et al.
243
 
have further shown a systematic increase in contact angle with increased zinc flow. 
Such changes in the contact angle of the seed particle are expected to affect the phase 
purity and sidewall orientation of the nanowire.
243, 598, 659, 965
 Finally, Otnes et al.
572
 have 
speculated that the additional ethyl radicals introduced by DEZn doping may enhance 
TEGa decomposition leading to increased growth rates and lower effective V/III ratios. 
4.3.2 GaAs/GaP heterostructure nanowire growth 
The use of marker segments as a means of ex situ nanowire growth analysis has been 
investigated by several authors.
200, 623, 667, 966-968
 In the current study, GaP segments were 
employed as markers in GaAs nanowires during the initial semi-qualitative assessment 
of the zinc doping parameter space. By delineating different segments of growth, these 
markers enabled several different doping conditions to be trialled during a single growth 
run. Group V exchange was chosen here as group III elements are known to accumulate 
in the Au seed reducing interface abruptness.
185, 969-971
 Figure 4-3(a) shows a SEM 
micrograph of a GaAs nanowire containing eight GaP marker segments. The GaP 
marker segments can be easily identified due to both a reduction in the nanowire 
diameter and increased sidewall roughness. Variation in diameter here can be related to 
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changes in both the composition and contact angle of the seed particle
972-974
 which also 
affect phase purity and the resulting sidewall faceting of the nanowire. 
243, 591, 598, 659, 965
 
Previous studies of GaAs/GaP heterostructures grown by MOVPE have reported 
significantly higher planar defect densities in GaP segments.
975, 976
 The identity of the 
various segments may also be identified by EDXS. A SEM EDXS linescan of a 
nanowire from the same growth is presented in Figure 4-3(b) where the P composition 
of the nanowire is seen to vary along its length. Interestingly the transition from GaP to 
GaAs appears more abrupt than the reverse. A similar finding has been made by 
previous authors who related this difference to the higher vapour pressure of P relative 
to As.
976-978
 
The nature of the interface between GaAs and GaP was further studied by TEM. Figure 
4-4 shows a STEM high angle annular dark field (HAADF) image and corresponding 
EDXS elemental maps of an interface corresponding to a transition from GaP to GaAs 
(the nanowire growth direction is towards the top of the page). Considering first the 
HAADF image [Figure 4-4(a)], a relatively abrupt transition in diameter is visible but 
there is insufficient Z-contrast visible in order to identify the accompanying 
compositional transition. This transition is however clearly visible from the As and P 
elemental maps [Figure 4-4(c,d)].  
a) b) 
 
Figure 4-3 | SEM images of GaAs/GaP heterostructure nanowires. a) Nanowire 
morphology as grown. b) Nanowire transferred to a Si substrate with EDXS line-scan 
overlaid. P counts are shown in red, As in green and Au in blue. 
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In addition to compositional variation in the axial direction, compositional variation is 
also visible in the radial direction, particularly to the top right hand side of the maps. 
Variation here corresponds to material deposited through radial shell growth which will 
have alternated between GaAs and GaP in the same manner as axial growth. The 
presence of this radial overgrowth is further responsible for the relatively strong As and 
P background signals in regions corresponding to GaP and GaAs axial growth 
respectively. It is interesting to note that shell growth may be identified here by 
considering the EDXS map of the C distribution [Figure 4-4(e)]. As C is immiscible in 
Au
548, 979
 and low temperature MOVPE growth is known to favour C incorporation,
980-
982
 material deposited through shell growth is widely expected to contain a significantly 
higher C concentration relative to axial VLS growth.
518, 983, 984
 The C signal to the top 
left of the map not corresponding to the nanowire originates with the holey carbon 
support film. In addition to the maps of the As and P distributions, a linescan was also 
conducted as presented in Figure 4-4(f). Considering the P K signal, the transition 
region is seen to appear exponential and to cover a length of some 60 nm. 
 
Figure 4-4 | STEM EDXS maps showing the GaP to GaAs interface (growth 
direction bottom to top) in a GaAs/GaP heterostructure nanowire. a) HAADF stem 
image; b) Ga map; c) As map; d) P map; e) C map; f) corresponding EDXS linescan 
for As, P and Ga. Maps were collected with a 50 sec dwell time and 1 nA beam 
current on a FEI Technai Osiris STEM. 
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A further benefit of the GaP marker segments was a dramatic reduction in tapering and 
commensurate increase in the axial growth rate at relatively high growth temperatures. 
Figure 4-5 contrasts a GaAs nanowire [Figure 4-5(a)] grown at 550 °C with a 
GaAs/GaP heterostructure nanowire [Figure 4 5(b)] grown under the same conditions. 
While the GaAs nanowire is pyramidal in shape, the GaAs/GaP nanowire retains a high 
aspect ratio. Interestingly, the upper portion of the GaAs nanowire is hexagonal and not 
triangular in cross section as is usually observed for ZB GaAs nanowire overgrowth.
985, 
986
 Given that the radial growth rate here is inconsistent with a WZ crystal structure,
264, 
600, 618, 987
 the observed morphology suggests that for large taper angles total energy 
considerations favour a hexagonal rather than triangular ZB cross-section. Unlike the 
GaAs nanowire, the GaAs/GaP heterostructure does not present a constant taper angle 
but displays abrupt variations in diameter located at regular intervals along the nanowire 
(see inset). These abrupt variations in diameter can be linked with the location of the 
GaP marker segments. It is likely that lattice mismatch between the GaAs and GaP 
segments
988, 989
 significantly altered the kinetics of adatom diffusion and shell growth
990, 
991
 leading to an increased axial growth rate and the rough sidewall morphology 
observed. 
a) 
 
 
b) 
 
 
 
Figure 4-5 | SEM images showing the reduction in overgrowth with the introduction 
of GaP marker segments to GaAs nanowires grown at 550 °C, XTMGa= 2.59 ×10
-4
 and 
V/III=46.3 using Au seed nanoparticles with a nominal diameter of 250 nm. a) GaAs 
nanowire b) GaAs/GaP heterostructure nanowire with magnified image inset. 
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Use of GaAs/GaP heterostructures as a means to efficiently assess the DEZn doping 
parameter space is shown in Figure 4-6. The nanowires here are seen to be 
predominantly vertical before the growth fails due to kinking and eventually seed 
splitting. The recipe for this growth contained eight GaP marker segments with the 
DEZn molar fraction being increased with each subsequent GaAs segment. By counting 
the number of marker segments visible before growth fails due to kinking or seed-
splitting, a semi-quantitative measure of the DEZn threshold is obtained. As was 
observed for the GaAs nanowires in Figure 5-1, this threshold appears inversely related 
to nanowire diameter. Variation further suggests a stochastic nature to kinking and seed-
splitting. 
The DEZn/TMGa (II/III) threshold for seed-splitting in GaAs/GaP heterostructure 
nanowires is plotted as a function of nanowire diameter in Figure 4-7(a). Dopant flow is 
expressed in terms of the II/III ratio here for the sake of consistency with previous 
publications. Values for growth at 450 °C are shown in black and at 500 °C in red. Error 
bars represent the total range of values observed. In the case of the smallest diameter 
nanowires at 500 °C, the maximum II/III ratio investigated did not produce seed-
splitting in all nanowires and the upper limit is shown as an arrow. Considering seed-
splitting first as function of temperature, the threshold II/III ratio is seen to increase with 
increasing temperature. Given the significantly higher vapour pressure of Zn relative to 
a) 
 
b) 
 
c) 
 
 
 
Figure 4-6 | SEM images of GaAs x9 /GaP x8 heterostructure nanowires grown at 
450 °C, TMGa= 6.91×10
-5
 and V/III=46.3 using Au seed nanoparticles with nominal 
diameters of a) 30 nm, b) 50 nm and (c) 250 nm. XDEZn was increased for each GaAs 
segment from 0 through 5.19 ×10
-7
, 6.65 ×10
-7
, 1.02 ×10
-6
, 2.41 ×10
-6
, 3.88 ×10
-6
, 
5.28 ×10
-6
, 6.61 ×10
-6
, 8.05 ×10
-6
. 
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Ga, this behaviour can, in the first instance, be related to a reduction in the effective 
II/III ratio with increasing temperature. Similar reasoning applies to the observed 
relationship between seed-splitting and nanowire diameter. Both surface diffusion and 
the Gibbs-Thomson effect become more significant with decreasing nanowire 
diameter
992, 993
 and both may be expected to reduce the effective II/III ratio. In the case 
of surface diffusion, the characteristic diffusion length of Zn is shorter than that of Ga 
due to the relatively higher vapour pressure of Zn.
994
 The relatively higher vapour 
pressure of Zn further leads to a greater absolute increase in partial pressure due to the 
Gibb-Thomson effect.  
 While nanowires of differing nominal diameters were generally grown on separate 
substrates of differing areal density, Figure 4-7(b) demonstrates that these differences in 
areal density were not entirely responsible for the observed diameter dependence of 
seed-splitting. Seen in Figure 4-7(b) are several larger diameter nanowires showing 
a) 
 
b) 
 
 
Figure 4-7 | DEZn/TMGa threshold for seed-splitting in GaAs/GaP heterostructure 
nanowires; TMGa= 6.91×10
-5
 and V/III=46.3. a) Plot showing the DEZn/TMGa ratio 
at which seed-splitting occurred for GaAs/GaP heterostructure nanowires of various 
nominal diameters at growth temperatures of 450 and 500 °C. Error bars show 
variance across a single substrate. In the case of the smallest diameter nanowires at 
500 °C, the maximum DEZn/TMGa was insufficient to generate seed-splitting in all 
nanowires and the upper limit is shown as an arrow. Note the threshold for seed-
splitting is increased for smaller diameter nanowires and higher temperatures. b) 
SEM image illustrating the higher kinking threshold of smaller diameter nanowires. 
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seed-splitting at a given distance above the substrate. Also visible are two nanowires of 
smaller diameter that do not display seed-splitting. Thus, while the threshold II/III ratio 
for seed-splitting has evidently been reached for in the case of the larger diameter 
nanowires, the smaller diameter nanowires require a higher DEZn flow for seed-
splitting. Interestingly, the quantitative results obtained here for GaAs/GaP 
heterostructures are similar to those reported by other authors for GaAs nanowires. 
Growing nanowires with a nominal diameter of 100 nm and greater at a temperature of 
400 °C and V/III ratio of 2.5, Regolin et al.
237
 reported the onset of kinking and seed-
splitting for II/III ratios greater than 0.004. At a growth temperature of 470 °C, Haggren 
et al.
540
 reported the ‘continuous kinking’ of 50 nm GaAs nanowires at a DEZn/TMGa 
ratio of 0.16. 
4.4 Incorporation 
4.4.1 Energy Dispersive X-Ray Spectroscopy 
The incorporation of dopant species into nanowires grown by the VLS process often 
differs from planar growth processes in terms of both distribution and concentration.
220, 
237, 246, 269, 455
 In the current work, EDXS studies were initially undertaken on Zn-doped 
GaAs nanowires in order to verify the successful incorporation of Zn. Figure 4-8(a) 
shows a bright field TEM image of a cross-section taken from near the base of a heavily 
Zn-doped GaAs nanowire as prepared by ultramicrotomy. The growth direction of this 
nanowire and the orientation of the cross-section are further confirmed as <111> by the 
SAED pattern shown in Figure 4-8(b). The successful incorporation of Zn into this 
nanowire is demonstrated by the EDXS spectra shown in Figure 4-8(c). (For EDXS all 
nanowire cross-sections were tilted to be slightly off-axis.) While a Zn signal is not 
detected from near to the centre of the cross-section, a peak corresponding to the Zn K 
line is clearly observed in the spectrum taken from closer to the edge of the cross-
section. Radial variation in dopant concentration has been previously reported for a 
variety of nanowire systems.
220, 231, 413
 In the current case, the size of the cross-section 
relative to the 50 nm nominal diameter of the seeding particles and its truncated 
triangular shape point to significant radial overgrowth. It is likely that greater Zn 
incorporation occurred for radial rather than axial growth.
985, 986
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The Zn dopant distribution was further investigated by STEM EDXS mapping. Figure 
4-9(a-c) shows a bright field TEM image of a Zn-doped GaAs nanowire cross-section 
along with a corresponding SAED pattern and bright field STEM image. Contrast 
variation in the bright field images reflects sample non-uniformity produced by the 
ultramicrotomy sectioning process. A STEM EDXS map of the Zn distribution is also 
presented in (d). The Zn distribution shown is normalized by the Ga distribution in 
order to mitigate the effects of sample non-uniformity. As was observed for the TEM 
EDXS spectra presented in Figure 4-8, the Zn concentration is seen to be lower at the 
centre of the nanowire cross-section relative to the edge. Located at the centre of the 
cross-section is a circular region of low Zn concentration which corresponds to the core 
of nanowire as deposited by axial VLS growth. Axial VLS growth has generally been 
reported to contain a lower dopant concentration than radial VS growth.
220, 950, 995, 996
 
While the central region corresponding to VLS growth appears essentially 
homogenous,
218
 the surrounding shell region exhibits symmetrical variation consistent 
a) 
 
b) 
 
c) 
 
 
  
 
Figure 4-8 | TEM analysis of a cross-section taken from a Zn-doped GaAs nanowire 
prepared by ultramicrotomy. a) Bright field TEM image of the cross-section. b) 
SAED pattern of (a) confirming a 111 axis orientation and {112} type faceting. (c) 
EDXS spectra taken from points close to the centre and edge of the cross-section 
respectively. Note that the zinc signal is significantly greater near to the edge of the 
cross-section. 
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with polarity-driven growth. Material at the vertices of the truncated triangular cross-
section is seen to contain a higher Zn concentration relative to that half-way along the 
longer facets. From previous studies of GaAs nanowire growth these shorter and longer 
facets can be identified <112>A and <112>B respectively.
985, 986
 Interestingly, a similar 
pattern has been reported for the incorporation of In into GaAs sidewall growth.
997
 In 
that case it was argued that a greater strain energy was associated with impurity 
incorporation at B-polar versus A-polar group III sites. 
4.4.2 Atom Probe Tomography 
The use of APT to quantify and map dopant species in semiconductor nanowires has 
now been reported by several authors.
220, 998-1000
 Figure 4-10 presents a mass spectrum 
a) 
 
b) 
 
c) 
 
d) 
 
 
Figure 4-9 | STEM analysis of a cross-section taken from a Zn-doped GaAs 
nanowire prepared by ultramicrotomy. a) Bright field TEM image of the cross-
section. b) SAED pattern of (a) confirming a 111 axis orientation and {112} type 
faceting. (c) Bright field STEM image of the cross-section. Note that there is a slight 
rotation between the TEM and STEM images. (d) STEM EDXS mapping of Zn 
normalized by Ga counts. Light blue indicates the presence of a Zn related signal. 
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from the APT analysis of a Zn-doped GaAs nanowire. This mass spectrum here 
represents a dataset of over 150 million ions and was collected over a length of 2.5 m. 
The most prominent peaks belong to 
69
Ga and 
71
Ga and appear in a ratio of 59.4 : 40.6; 
close to what may be expected from the natural abundance of these isotopes (60.1 : 
39.9). No intermediate peak is observed between these two isotopes indicating that the 
formation of molecular Ga ions was insignificant. Unlike Ga, a series of peaks 
corresponding to molecular As ions are observed (As3
2+
, As2
+
, As5
2+
, As3
+
). Arsenic is 
also seen to form molecular ions with other species such as O and Zn. Having only one 
naturally occurring isotope, the presence of molecular As ions precludes the 
unambiguous counting of As and the determination of the Ga : As stoichiometry. As 
such, the possibility of significant As loss
998
 cannot be discounted. 
Immediately to the left of Ga, four singly charged isotopes of Zn are noted (
64
Zn, 
66
Zn, 
67
Zn and 
68
Zn). Like Ga, intermediate peaks are not observed and the isotopes appear in 
a ratio, 57.0 : 27.3 : 1.0 : 14.8, close to what is expected from natural abundance 
a) 
 
b) 
 
 
 
Figure 4-10 | APT mass spectrum for a Zn-doped GaAs nanowire. Peaks are marked 
by species and ionisation. a) Full data range; b) Magnification of the low mass to 
charge region of the spectrum. 
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(49.2 : 27.7 : 4.0 : 18.5). The fifth naturally occurring Zn isotope, 
70
Zn, is not observed 
due to both its low abundance (0.6%) and the dominance of the nearby 
69
Ga and 
71
Ga 
peaks.  
Examining the magnified section of the mass spectrum shown in Figure 4-10(b) it is 
interesting to note that C appears to be absent. While C was observed by EDXS in 
Figure 4-4(e) for a GaAs/GaP nanowire grown under similar conditions, the APT 
analysis here was only of the tip region and may have therefore included insufficient 
shell growth to generate a C signal. A significant O signal is however observed which 
may be associated with the native oxide of GaAs. H2O likely represents the reaction of 
hydrogen and O ions rather than adsorbed water. Hydrogen signals here are from the 
background high vacuum atmosphere. Interestingly, doubly ionized Zn is more 
abundant than doubly ionized Ga, a fact which suggests a relatively low effective 
evaporation field of 20 to 25 V / nm.
1001
 Dividing the total Zn counts by the total Ga 
counts and assuming the volume concentration of Ga to be 2.21 x10
22
 /cm
3
, gives a zinc 
 
 
Figure 4-11 | Spatial distribution of ion counts corresponding to the mass spectrum 
shown in Figure 4-10. Top row shows the cumulative distribution of ions looking 
along the nanowire growth axis. Bottom row shows the cumulative distribution of 
ions looking in a direction perpendicular to the growth axis as integrated across the 
area specified by the red boxes in the top row. Note that the vertical axis is 
compressed for the images presented in the bottom row. 
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concentration of 1.9 x10
20
 /cm
3
 for the entire volume analysed. 
Figure 4-11 presents the reconstructed distribution of several different species. The 
presence of zone lines and other crystallographic features here is an indicator of the 
quality of the dataset and lends additional confidence to the calculated image 
compression factor (ICF).
959, 1000
 In the case of the current experiments, the close 
proximity of substrate surface to the local aperture produced a relatively high ICF 
enabling the entire cross-section of the nanowire to be analysed.
959
 In this way the 
distribution of Ga counts is seen as a truncated-triangular cross-section as was observed 
by TEM in Section 4.4.1 and not the circular cross-section of the local aperture. A 
further indicator of full tip imaging is the presence and distribution of oxygen and water 
corresponding to the native oxide. Both species are seen as rings in top view and 
inclined lines in side view which approximately outline the nanowire cross-section as 
defined by the Ga distribution. Interestingly, strong three fold symmetry is observed for 
both species in top view which can likely be related to surface migration of these 
species to crystallographic poles. From the morphology of the Ga distribution, 
migration to {112}A appears strongest. Oxygen and water counts located at the centre 
 
 
Figure 4-12 | Spatial distribution of Zn counts normalised by the spatial distribution 
of Ga counts to give a count per cubic centimetre. Result corresponds to the data 
shown in Figure 4-10 and Figure 4-11. a) Cumulative distribution of Zn looking 
along the nanowire growth axis. B) Cumulative distribution of Zn looking in a 
direction perpendicular to the nanowire growth axis as integrated across the area 
specified by the red box in (a). 
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of the cross section can similarly be related to surface migration. In the case of Zn, a 
significant proportion of the counts appear outside the main body of the nanowire as 
defined by the Ga distribution. The cause of this potentially unphysical reconstruction is 
likely an artefact of full tip imaging
959
 but points to greater Zn incorporation in the 
nanowire sidewalls. 
The Zn distribution found by APT is further explored in Figure 4-12 where volumetric 
concentration has again been calculated by taking a Ga atomic density of 2.21 x10
22
 
/cm
3
. Two distinct regions are apparent from both top and side view; a lower 
concentration core and a higher concentration shell. The difference in Zn concentration 
between these two regions is roughly an order of magnitude being 6.64 x10
19
 Zn 
atoms/cm
3
 in the core and 5.51 x10
20
 Zn atoms/cm
3
 in the shell. In side profile the 
diameter of the core region appears relatively constant while that of the shell region 
increases giving apparent taper. Interestingly, the Zn concentration in both the core and 
shell regions appears constant along the length of the analysed volume which is a 
testament to the stability of both the VLS growth conditions and the APT evaporation 
conditions. From top view the cross section of the core region appears triangular while 
the shell appears circular as apparently limited by the local electrode aperture. This is in 
contrast to the Zn distribution observed by EDXS in Section 4.4.1 where a circular core 
was observed inside a triangular shell. Considering that the triangular core region seen 
by APT corresponds to the region of higher Ga distribution observed in Figure 4-11 it is 
likely that the Zn distribution observed in Figure 4-12represents an artefact of full-tip 
imaging with the trajectory of atoms evaporating from the nanowire sidewalls being 
aberrated.
959
 While the spatial distribution of Zn observed in Figure 4-12 is thus likely 
erroneous it provides a further indication that Zn incorporation is higher at the nanowire 
sidewalls. There is further no reason to doubt the Zn concentration of 1.9 x10
20
 /cm
3
 
found for the entire volume analysed. Coupled with the electrical measurements which 
will be presented in the next section this value enables an estimate of dopant activity. 
4.5 Electrical Characterization 
4.5.1 IV measurements 
In order to confirm that the Zn observed by EDXS and APT was electrically active, a 
range of GaAs nanowire devices were fabricated and characterised. The contacting of 
Section 4.5 - Electrical Characterization 
 
 
71 
nanomaterials presents a variety of challenges arising from factors such as non-planar 
geometries, carrier depletion and the dominance of surface states.
1002, 1003
 In the current 
study, the treatment of nanowire surfaces prior to metallisation was found to be a 
critical factor in achieving ohmic contact. Figure 4-13 compares the IV characteristic of 
a nanowire which was not cleaned before metallisation with another from a nanowire 
which was cleaned by oxygen plasma and wet (HCl) etching. Whereas the IV 
characteristic of the cleaned nanowire presents linear behaviour, that of the nanowire 
which was not cleaned is highly non-linear and demonstrates a significantly higher 
resistance. In the case of GaAs, native oxide films are well known to form under 
ambient conditions and to affect electrical contacting.
1004-1006
 GaAs surfaces are 
furthermore characterised by a high density of trap states which may act to produce 
significant carrier depletion and Schottky behaviour in nanowire devices.
1003, 1007-1010
 
Figure 4-14 compares the IV characteristic of an undoped GaAs nanowire with several 
results collected from Zn-doped samples. Strong evidence for the efficacy of Zn-doping 
is provided by the significantly increased conductance of the doped nanowires relative 
to the undoped nanowire. Considering firstly the undoped nanowire (nanowire 1, Figure 
4-14), a maximum current of only several tens of picoamps is observed. Maximum 
a)
 
b) 
 
 
 
 
 
Figure 4-13 | Effect of pre-metallisation cleaning processes on contact performance. 
a) Room-temperature IV curves contrasting the response of a device fabricated 
without pre-metallisation cleaning and another which received oxygen plasma and 
wet etching treatments. b) Optical image of a contacted GaAs nanowire device. 
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current then increases with both DEZn molar fraction and nanowire diameter although 
the nature of the increase with DEZn molar fraction is somewhat unexpected.
258, 269
  
With the initial introduction of DEZn, the maximum current achieved by nanowire 2 is 
seen to be 3 orders of magnitude greater than that of nanowire 1. A similar increase is 
again observed moving to nanowire 3 while the increase moving to nanowire 4 is only 
around 3 times. This is despite the difference in DEZn molar fraction between 
nanowires 3 and 4 being significantly greater than that between nanowires 2 and 3. It is 
likely that the large initial increases in conductance observed here relate to the action of 
doping in reducing or eliminating carrier depletion.
957, 1007, 1011-1013
 With the elimination 
of carrier depletion conductance then returns to an approximately linear function of 
DEZn molar fraction as observed for nanowires 3 and 4. The resistivity of the 
nanowires may be approximated, in the first instance, by neglecting contact resistance 
and approximating the nanowires as uniform conical conductors. Starting with the 
undoped nanowire the values found for the devices here are: 1.0 x10
4
, 30.7, 1.9 x10
-2
, 
4.8 x10
-3
 and 1.9 x10
-2
 Ωcm. In the case of the doped nanowires these values can further 
be used to approximate active dopant concentrations.
1014
 Beginning with nanowire 2, 
 
 
Figure 4-14 | Room-temperature IV curves of selected GaAs nanowires. Data points 
represent experimentally measured values; lines are linear fits to the data. 
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the resistivities calculated correspond to p-type doping with the following 
concentrations: 6.0 x10
14
, 2.1 x10
18
, 2.0 x10
19
, 2.1 x10
18
 /cm
3
. It is interesting to note 
here that despite being different diameters, nanowires 3 and 5, which were grown under 
the same conditions, give the same dopant density. The value found for nanowire 2 is 
however somewhat surprising. Despite being grown using a DEZn molar fraction that 
was only 1.3 times less than that employed for nanowire 3 the carrier concentration 
found for nanowire 2 is almost 4 orders of magnitude less than that found for nanowire 
3. This large difference is consistent with complete carrier depletion as described 
earlier. Additional doping acted to reduce depletion enabling a channel for conduction 
through the nanowire. Despite the relatively high dopant concentrations found for 
nanowires 3, 4 and 5, these values are still an order of magnitude less than that found by 
APT in Section 4.4.2. While a component of this difference can be related to carrier 
depletion by surface trapping,
957, 1007, 1011-1013
 it is likely that the low areal densities used 
for APT growth favoured increased Zn incorporation. 
4.5.2 Wavelength dependant photocurrent measurements 
In addition to the electrical characterisation discussed above, optoelectronic 
characterisation was also carried out in the form of wavelength-dependant photocurrent 
measurements. Figure 4-15 compares the low-temperature wavelength-dependant 
photoresponse of an undoped GaAs nanowire with that of a Zn-doped GaAs nanowire 
(VSD= 1 V). A clear difference is again observed in the conductance of the two samples 
with the current carried by the Zn-doped nanowire being an order of magnitude greater 
than that carried by the undoped nanowire. Interestingly an increasing photocurrent is 
noted for both samples at photon energies below the bandgap. This behaviour can be 
related to the combination of both the Franz−Keldysh effect1015-1017 and the optical 
excitation of surface states. As was discussed above, GaAs is known to be characterised 
by a high density of surface states that pin the Fermi-level mid-gap leading to carrier 
depletion in nanostructures. In the case of p-type GaAs, surface band-bending can be 
expected to separate optically generated excitons leading to both a photo-gating effect 
and additional carriers.
957, 1017
 By this mechanism, photons with below band-gap energy 
may generate photocurrent. Despite this background, the position of band-edge is 
clearly apparent in the case of the undoped nanowire at the expected energy of 
1.515 eV. A band-edge is not however apparent in the spectrum of the Zn-doped 
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nanowire with photocurrent seen to increase at a relatively continuous rate across the 
spectrum. Recalling the high Zn concentrations found both electrically in Section 4.5.1 
and analytically in Section 4.4.2, this behaviour can be related to band-narrowing and 
tailing as expected for p-type GaAs.
1018, 1019
 
4.6 Summary 
Realising the controlled impurity doping of semiconductor nanostructures remains a 
challenging proposition. The current chapter has explored some of these challenges as 
they relate to the in situ Zn-doping of Au-seeded GaAs nanowires. The effects of Zn 
doping on Au-seeded GaAs nanowire growth were firstly examined across a broad 
parameter space, with high molar fractions of the Zn precursor DEZn being observed to 
disrupt VLS growth. Effects such as kinking and seed-splitting were found to be more 
prominent for lower growth temperatures and larger nanowire diameters. Incorporation 
was then studied with STEM based EDXS mapping revealing the Zn distribution to be 
inhomogeneous. A higher Zn concentration was found for shell growth relative to axial 
VLS growth with a further preference for incorporation at the {112}A relative to the 
{112}B facets. The particular challenge of quantifying Zn incorporation was tackled by 
 
 
Figure 4-15 | Wavelength dependant photocurrent response of undoped and Zn-
doped GaAs nanowires (XDEZn= 8.6 x10
-8
, DEZn/TMGa=9.8 x10
-4
) at 10 K (VSD= 
1 V). 
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APT analysis which found an overall Zn concentration of 1.9 x10
20
 /cm
3
 for the volume 
analysed. The Zn distribution determined by APT did not however match that seen by 
EDXS and it is likely that further work is required in properly reconstructing the 
nanowire geometry. Despite some difficulties in forming Ohmic contact, the electrical 
activity of Zn in GaAs was confirmed through electrical and optoelectronic 
measurements. The results of this chapter demonstrate the successful Zn doping of 
GaAs nanowires and lay the groundwork for achieving a controlled dopant profile. The 
demonstration of radial inhomogeneity is of particular significance for future device 
design. 
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5                                                                             
    Zinc as a morphological agent: 
Twin-plane superlattices in GaAs nanowires 
5.1 Introduction 
The control of crystal structure has emerged as a particular focus of III-V 
semiconductor nanowire research.
598, 657
 Unlike bulk material synthesis, the III-V 
nanowire growth mechanism enables controllable switching between the zincblende and 
wurtzite crystal structures to give unique polytypic structures. Offering particular 
novelty is the periodic arrangement of twin planes to give a twin-plane superlattice 
(TSL). These structures have now been reported for a variety of III-V nanowire systems 
including InAs,
366, 616, 679-681
 InP,
35, 515, 600
 GaP
24
 and horizontally growing GaAs
542
 with 
similar reports for other semiconductor materials including Zn3P2,
336, 680
 ZnTe,
1020
 
ZnSe,
1021-1023
 ZnS,
1024
 ZnSnO4,
1025
, ZnO
1026
 and SiC.
1027
 Beyond potential for 
fundamental insight into the growth process,
24
 periodic twinning has been predicted to 
introduce electronic miniband structure, which may be useful for bandgap engineering, 
as well as direct intersubband optical transitions.
682-687
 A reduction in thermal 
conductivity which has been both modeled
609, 688-690
 and demonstrated
610
 holds further 
interest for thermoelectric application while increased mechanical strength has been 
reported for twinned metallic nanowires
691, 692
  
The element zinc is a well known to promote the formation of TSL nanowire 
structures.
24, 35, 246, 271, 515, 542
 In their pioneering work on TSL formation in InP 
nanowires, Algra et al.
35
 discussed several possible actions of zinc. Taking both the 
results of modelling and the observation that zinc addition did not affect nanowire 
diameter, the authors suggested the most significant role of zinc was in reordering the 
Au-nanowire interface. Working again with InP nanowires, Wallentin et al.
243
 have 
contrastingly reported a systematic increase in contact angle with increased zinc flow, 
explaining the discrepancy between works with reference to differing reactor cooling 
rates. Assuming a constant solid vapour surface energy, zinc addition was related to an 
increase in the ratio between the liquid solid and liquid vapour surface energies. 
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This chapter investigates the growth of vertically freestanding GaAs twinning 
superlattice structures as enabled by zinc. Nanowire morphology is reported for a range 
of diameters and a correlation between diameter and superlattice period is identified. 
Qualitative difference between the relationship found in this chapter and that reported 
previously for GaP and InP is explained with reference to expected differences in 
chemical potential and relevant surface energies. 
5.2 Methods 
5.2.1 Growth and morphological characterization 
Nanowires were grown via horizontal flow metalorganic vapour phase epitaxy 
(MOVPE) utilizing an Aixtron 200/4 reactor operating at a pressure of 100 mbar and a 
flow of 15 standard litres per minute.
668
 A growth temperature of 575 °C was used in 
conjunction with AsH3 and trimethylgallium (TMGa) molar fractions of 1.43×10
-5 
and 
1.04×10
-5
 respectively to give a V/III ratio of approximately 1.4. Growth time was 60 
minutes including a two minute nucleation window before the introduction of 
diethylzinc (DEZn) at a molar fraction of 1.4x10
-4
 to generate the TSL structure. 
Following termination of TMGa and DEZn flows, AsH3 flow was maintained until the 
reactor reached a temperature of 350 °C. Growth was conducted on semi-insulating 
GaAs(111)B substrates which had been individually treated with various concentrations 
of 10, 30, 50, 100 and 250 nm colloidal Au solutions (Ted Pella, Inc.). Dilution of the 
colloidal Au solutions was achieved using deionised water. Subsequent investigation of 
the nanowires by scanning electron microscopy (SEM) and transmission electron 
microscopy (TEM) was performed utilizing a FEI Helios 600 NanoLab Dualbeam 
(FIB/SEM) operated at 10 kV and a Phillips CM300 TEM operated at 300 kV 
respectively. Samples for TEM investigation were prepared by mechanical dispersion 
on copper grids coated with holey carbon films. 
The error on nanowire diameter measurements was conservatively estimated at ±10% 
for diameters of less than 150 nm and ±5% for diameters greater than this. Systematic 
error is expected in SEM calibration but assuming good astigmatism correction, error 
should cancel in the ratio of superlattice period to diameter. 
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5.3 Growth and morphology 
5.3.1 Effect of diethylzinc flow 
In chapter 4, a high DEZn molar fraction was observed to disrupt GaAs nanowires 
growth across the conventional low temperature, moderate V/III ratio zincblende 
regime.  Figure 5-1 now explores the effects of increasing DEZn molar fraction on 
GaAs nanowires grown in the conventional high temperature, low V/III wurtzite 
regime. Starting with conditions producing a pure wurtzite structure in nanowires 
seeded using Au nanoparticles with nominal diameters of 30, 50 and 250 nm (left to 
right), the DEZn molar fraction (XDEZn) is increased top to bottom through 8.2x10
-5
 to 
1.1x10
-4
 and finally 1.4x10
-4
. Despite the relatively small difference between these 
values, clear trends are observed from the SEM images of the GaAs nanowires grown 
under each of these molar fractions. Starting with the nanowires seeded by Au 
nanoparticles of 30 nm nominal diameter [Figure 5-1(a,d,g,j)], an immediate increase in 
diameter is observed upon the addition of DEZn [Figure 5-1(d)]. Further increase in the 
DEZn molar fraction is seen to lead to aperiodic and then periodic sidewall modulations 
[Figure 5-1(g,j)].  
A similar pattern is observed for the nanowires seeded by Au nanoparticles of 50 nm 
nominal diameter [Figure 5-1(b,e,h,k)], excepting that the addition of zinc produces 
aperiodic sidewall modulations towards the base of the nanowire and periodic 
modulations towards the tip [Figure 5-1(e)]. With increasing DEZn molar fraction the 
lengths of these respective segments alter such that segment at the base of the nanowire 
showing aperiodic modulation reduces in length while that at the tip increases. At the 
highest DEZn molar fraction, periodic sidewall modulation is observed along the length 
of the nanowire [Figure 5-1(k]. 
For nanowires seeded by Au nanoparticles with a nominal diameter of 250 nm [Figure 
5-1(c,f,i,l)], DEZn addition is again observed to generate nanowires with aperiodic 
sidewall modulations towards the base and periodic modulations towards the tip. In this 
case however, the sidewall modulations become periodic along the length of the entire 
nanowire at only the second highest DEZn molar fraction [Figure 5-1(i)].  
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Figure 5-1 | SEM images showing the effects of increasing DEZn molar fraction on 
the morphology of GaAs nanowires grown at 575 °C, XTMGa= 1.04×10
-5
 and 
V/III=1.4 using Au seed nanoparticles with nominal diameters of 30, 50 nm and 
250 nm. (a-c) XDEZn= 0; (d-f) XDEZn= 8.2x10
-5
; (g-i) XDEZn= 1.1x10
-4
; 
(j-l) XDEZn= 1.4x10
-4
. 
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The structural changes responsible for these morphological trends may be understood 
by considering Figure 5-2 which presents TEM images of nanowires grown under 
increasing DEZn molar fractions. In the case of the undoped nanowire [Figure 5-2 (a)], 
a wurtzite structure is observed as is expected for the high temperature, low V/III 
growth conditions. The sidewall of this undoped nanowire is parallel to the growth 
direction and may be indexed to the          plane.598 With the addition of DEZn flow a 
variety of planar defects are introduced to give a mixed phase structure [Figure 5-2 (b)]. 
The sidewalls here are no longer vertical but represent a mixture of {001} and {111}, 
{111}A and {111}B, or {113} and {111} sidewalls to give the aperiodic modulations 
observed from the SEM images in Figure 5-1.
598, 985, 1028
 Finally, at the highest DEZn 
molar fraction an almost pure zincblende structure is observed [Figure 5-2 (c)]. The 
sidewalls here are again not parallel to the growth direction and periodically spaced 
planar defects in the zincblende structure produce the periodic modulations of the 
sidewall observed in Figure 5-1. 
Having observed the transformation in crystal structure accompanying zinc doping in 
Figure 5-2, the morphological trends observed in Figure 5-1 can now be better 
understood. Zinc doping is firstly seen to promote zincblende formation in a progressive 
manner such that a mixed phase structure results for an intermediate DEZn molar 
fraction [Figure 5-1(e,f,g,h)] while at high zinc concentrations an almost pure 
zincblende structure is produced [Figure 5-1(i,j,k,l)]. Interestingly, the transition from 
a) 
 
b) 
 
c) 
 
 
Figure 5-2 | TEM images showing the effects of increasing DEZn molar fraction on 
the crystal structure of GaAs nanowires grown at 575 °C, XTMGa=1.04×10
-5
 and 
V/III=1.4 using Au seed nanoparticles with a nominal diameter of 50 nm. a) 
XDEZn= 0; b) XDEZn= 8.2x10
-5
; c) XDEZn= 1.4x10
-4
. 
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aperiodic to periodic sidewall modulations occurs closer to the substrate with increasing 
DEZn molar fraction [Figure 5-1(e,f,h,i)]. One explanation for this behaviour may be 
variations in reactant supply with nanowire height.
992, 1029-1031
 Growth rate has been 
shown to be non-linear for nanowires shorter than a characteristic diffusion length
992, 
1029, 1031, 1032
 and it may be hypothesised that conditions closer to the substrate favour the 
zincblende phase. The transition from aperiodic to periodic sidewall modulations seen 
in Figure 5-1(e) is however at least two microns above the substrate, a length greater 
than what would be expected for such a substrate effect. A second possibility could then 
be a gradual accumulation of zinc in the seed particle during growth. Previously 
observed transients occurring during nanowire growth have however reached steady 
state in relatively short periods of time.
185, 667, 1033
 The transformation to zincblende is 
furthermore observed to be diameter dependant with the smaller diameter nanowires 
requiring a higher DEZn molar fraction for transformation. This observation is best 
evident for the lowest DEZn molar fraction shown (8.2x10
-5
), where the smallest 
diameter nanowires [Figure 5-1(d)] are seen to remain as wurtzite while the largest are 
mixed phase towards the base and zincblende towards their tips. A transition to 
zincblende with increasing nanowire diameter has been previously reported by several 
authors.
616, 669, 671, 679, 1034, 1035
 
5.3.2 Role of areal density 
Further examining Figure 5-1, the areal density of nanowires is seen to be lower for the 
larger diameter growths [compare Figure 5-1(a) with Figure 5-1(c)]. This trend is a 
direct result of differences in the concentrations of the colloidal solutions used to seed 
growth. In order to better understand the effects of areal density on nanowire 
morphology, Figure 5-3 presents SEM images of nanowires seeded by different 
concentrations of 30 nm diameter colloidal Au nanoparticles. Beginning with growth 
under the same conditions and at the same areal density as was employed for the 
nanowires shown in Figure 5-1(j), periodical modulated sidewalls are noted [Figure 
5-3(a)].  Dilution of the colloidal seeding solution by 25 times produces a 
commensurate reduction in areal density and a significant increase in nanowire length 
[Figure 5-3(b)]. The sidewalls of these nanowires grown at lower areal density present 
aperiodic modulations along the majority of their length. A further 10 times dilution 
leads to a further increase in nanowire length [Figure 5-3(c)]. Aperiodic sidewall 
modulations are observed along almost the entire length of this nanowire grown at the 
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lowest areal density except for the tip which shows a tapered morphology [Figure 
5-3(d)]. It is thus clear that a reduced areal density acts here to increase growth rate and 
favours a mixed-phase structure. 
Where the separation of nanowires is less than the twice the characteristic diffusion 
length, a reduction in areal density can be expected to increase material supply through 
surface diffusion.
994, 1036, 1037
 An increase in material supply is observed here from the 
increased length of the nanowires grown at lower areal densities. As the vapour pressure 
  
  
 
Figure 5-3 | Effects of areal density on the structure and morphology of GaAs 
nanowires grown using Au seeds with a nominal diameter of 30 nm. a) Growth 
seeded by a colloidal solution of the standard molar concentration; b) growth seeded 
by a colloidal solution diluted 25 times from standard; c) growth seeded by a 
colloidal solution diluted 250 times from standard; d) magnified image of the tip of 
the nanowire shown in (c). 
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of both arsenic and zinc is significantly greater than that of gallium, the decrease in 
areal density will also act to decrease both the effective V/III and II/III ratios while 
increasing group III supersaturation.
44, 48, 53, 60, 994, 1038
  
While a reduction in V/III ratio was recently shown to favour the zincblende phase 
under a group V limited growth regime, such a regime is characterised by a large seed 
particle and is not consistent with observed increase in nanowire length at lower areal 
densities.
621
 In the more usual case of group III limited growth the opposite behaviour is 
expected with a decreasing V/III ratio instead favouring wurtzite.
598, 619, 621
 A reduction 
in II/III ratio also likely favours wurtzite as, in Figure 5-1, an increase in DEZn molar 
fraction was observed to favour zincblende. An increased supersaturation is also 
generally thought to promote wurtzite, 
591, 593, 598, 679
 although several authors have 
 
 
Figure 5-4 | General nanowire morphology showing variation with both nanowire 
diameter and density: Each SEM image and corresponding inset show the same 
magnification where the sample substrate is tilted 45° relative to the incident electron 
beam; (a) Areal density of 0.21 nanowires /μm2 where inset magnifies an 
approximately 50 nm diameter nanowire; (b) Areal density of 7.2 nanowires /μm2 
where inset magnifies an approximately 50 nm diameter nanowire; (c) Areal density 
of 0.09 nanowires /μm2 where inset magnifies an approximately 100 nm diameter 
nanowire; (d) Areal density of 7.2 nanowires /μm2 where inset magnifies an 
approximately 100 nm diameter nanowire. 
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reported the opposite trend.
621, 669, 984
 
Figure 5-4 presents SEM images of nanowires with periodically modulated sidewalls 
which were grown at differing areal densities in the same MOVPE growth run. Lower 
areal densities [Figure 5-4(a)-(c)] are shown to the left of higher [Figure 5-4(b)-(d)], 
with the insets in the first two panels comparing nanowires that were both seeded by Au 
particles of approximately 50 nm in diameter  [Figure 5-4(a)-(b)] and those in the 
second two comparing nanowires seeded by Au particles of approximately 100 nm in 
diameter [Figure 5-4(c)-(d)]. Of immediate note is that period of oscillation appears 
unaffected by areal density with the low density samples to the left (Figure 5-4(a)-(c)) 
closely resembling the higher density samples to the right (Figure 5-4(a)-(c)) despite a 
factor of approximately four difference in total length and therefore growth rate. The 
spacing between twins is however clearly dependant on diameter with the 100 nm 
diameter nanowires exhibiting a significantly longer period relative to the 50 nm 
diameter nanowires. 
5.3.3 Structure and growth mechanism 
The origin of the observed periodic sawtooth-like sidewall modulations is further 
explored in Figure 5-5. Figure 5-5(a) presents a 110  zone axis bright field TEM image 
of a typical GaAs nanowire showing distinct and periodic variations in contrast. 
Considering the corresponding selected area diffraction pattern [Figure 5-5(b)], this 
structure can be identified as zincblende with rotational twinning along the 110  
growth direction.
598, 1039, 1040
 Each contrast level here corresponds to one of the two 
distinct twin orientations. Taking the known polarity of the substrate
1041, 1042
 to index the 
selected area diffraction pattern [Figure 5-5(b)], enables the sidewall facets of the 
nanowire to be further identified as {111}-type of alternating polarity [Figure 5-5(a)]. 
Together these observations equate the structures here with the TSL structures reported 
previously for other III-V nanowire material systems and growth geometries.
24, 35, 616
 An 
atomic model of the prototype TSL structure is further shown both in orthogonal 
projection along the ]011[ zone axis [Figure 5-5(c)] and in arbitrary perspective [Figure 
5-5(d)] to help visualize the unique three-dimensional morphology of these nanowires. 
The difference in contrast between adjoining facets here illustrates the periodic 
alternation of sidewall polarity with rotational twinning. 
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Being polar and non-parallel to the growth direction, {111} oriented sidewalls define a 
constantly varying nanowire cross section that tends towards triangular as the sidewall 
of one polarity type grows in area at the expense of the adjoining facets of opposite 
polarity. Insertion of a rotational twin reverses facet polarity at the twin plane allowing 
for continuation of growth to produce the well reported truncated octahedron 
 
 
Figure 5-5 | Exploration of the twinning superlattice structure: (a) ]101[ zone axis 
bright field TEM image with facet normals shown for two adjoining facets. The 
subscript T indicates that the second direction arises as a result of crystalline 
twinning; (b) indexed electron diffraction pattern corresponding to the image shown 
in (a) where the facet normals may be clearly identified as ]111[ & T]111[ ; (c) an 
orthogonal projection of the same model viewed along the ]101[ zone axis; (d) an 
atomic model of the twinning superlattice structure in arbitrary perspective 
illustrating the alternating polarity of adjoining facets. 
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geometry.
583, 1043
 Where the probability of twin formation is low such that it only occurs 
for a given distortion of the nanowire cross section away from its equilibrium hexagonal 
shape, periodic twin formation may be expected along the growth direction.
35, 616
 
In all the GaAs TSL nanowires investigated by TEM, the interface between rotational 
twins was found to consist of a single twin plane. Figure 5-6 presents representative 
HRTEM images of twin planes in TSL nanowires seeded by Au nanoparticles of 
approximately 50 and 250 nm diameter. The only planar defects visible in both cases 
are twin planes which are marked in purple [variation in contrast around the twin plane 
visible in Figure 5-6(a) can be attributed to slight misalignment from the zone axis]. The 
other close packed direction on this 110 projection axis is 112  and is marked in 
green for one twin orientation and red for the other. The growth direction is 
perpendicular to the twin identified planes and was taken to be B polar.
1041, 1042
 
Interestingly, although the interface between twin orientations is sharp, the convex 
intersection between {111} sidewalls is not observed to be directly located at this 
interface. This apparent shift can be related to radial overgrowth and is discussed further 
in Section 5.3.4. 
Figure 5-7 presents SEM (Figure 5-7(a-e)) and TEM (Figure 5-7(f-j)) images of GaAs 
TSL nanowires seeded by increasing (10, 30, 50, 100, 250 nm) diameter Au 
 
 
 
 
 
Figure 5-6 | 110  axis high-resolution TEM images of twin boundaries in TSL 
nanowires seeded by Au nanoparticles of (a) 50 nm and (b) 250 nm diameter. In both 
cases the transition between twin orientations is abrupt. 
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nanoparticles and grown under the standard conditions described earlier. From both the 
sawtooth pattern of the sidewalls (where visible) and the variation in contrast visible in 
the TEM images, the spacing between twins is seen to be an increasing function of 
nanowire diameter. Beyond this increase in the period of twinning, the most striking 
feature observed is a systematic increase in nanowire length with increasing nanowire 
 
 
 
Figure 5-7 | General morphology of the obtained GaAs twinning superlattice 
structures: Top row presents SEM images for each of the Au colloid diameters, (a) 
10, (b) 30, (c) 50, (d) 100, and (e) 250 nm taken at a constant magnification with the 
sample substrate tilted 45relative to the incident electron beam. Bottom row presents 
bright field TEM for each of the Au colloid diameters, (f) 10, (g) 30, (h) 50, (i) 100, 
and (j) 250nm from representative nanowires taken along the 110 zone axis again at 
a constant magnification. Inset to (j) is a magnified view of the sidewall that 
demonstrates how the convex meeting point of facets (white arrow) appears below 
the twin plane with the concave meeting of facets (black arrow) appears at the twin 
plane. 
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diameter. This increase can again be related in some part to the areal density of 
nanowires as observed from the lower magnification SEM images presented inFigure 
5-9. Areal density is seen here to mostly decrease with increasing diameter, being 1.73, 
0.15, 0.21, 0.09, 0.032 nanowires /μm2 for the nanowires seeded by 10, 30, 50, 100 and 
250 nm Au nanoparticles respectively. Despite areal density decreasing moving from 
the 100 nm growth to the 250 nm growth, no significant difference in height is observed 
between the nanowires presented in Figure 5-7(I,j). In this case it is likely that the areal 
density of the nanowires seeded with the 100 nm diameter Au particles 
(0.09 nanowires /μm2) is already below that where the collection area of individual 
nanowires overlap. A further reduction in areal density below this point cannot deliver 
additional mass supply to individual nanowires. The trend in areal density moving from 
the 30 nm growth to the 50 nm growth presents another anomaly. Here nanowire length 
is seen to increase with increasing areal density. 
Additional to the effect of areal density, growth rate may also be a function of the 
nanowire diameter where the Gibbs Thompson effect is significant in reducing the 
effective supersaturation of smaller diameter nanowires.
134, 367, 368, 992
 Comparing the 
 
Figure 5-8 | Lower magnification SEM images of the growths presented in Figure 
5-7, (a) 10 nm - 1.73 nanowires /μm2, (b) 30 nm - 0.15 nanowires /μm2, (c) 50 nm -
 0.21 nanowires /μm2, (d) 100 nm - 0.09 nanowires /μm2, and (e) 250 nm -
 0.032 nanowires /μm2. All images were taken at a constant magnification with the 
sample substrate tilted 45° relative to the incident electron beam. 
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length of the smallest diameter nanowires (Figure 5-7(a)) with those of slightly larger 
diameter (Figure 5-7(b)) it is clear that the Gibbs-Thomson effect was significant under 
the current growth conditions for nanowires of 30 nm diameter or less.  
Large variation in length is noted within Figure 5-7(a) with pyramidal structures evident 
where the Au diameter was barely above the diameter threshold for growth. Figure 5-9 
investigates the significance of the Gibbs Thompson effect in reducing the effective 
supersaturation of these smaller diameter nanowires. Seen inset are magnified views of 
four Au nanoparticles increasing in diameter from left to right. The smallest of these 
(Figure 5-9 (b)) was below the diameter threshold for growth and has not seeded a 
nanostructure but has instead formed a pit. The other three larger diameter nanoparticles 
(Figure 5-9 (c-e)) are seen to have seeded nanostructures which increase significantly in 
height with small increases in Au nanoparticle diameter. 
Turning now to the TEM images shown in Figure 5-7(f)-(j), a region of randomly 
twinned zincblende is observed directly below the seed particles of two largest diameter 
 
 
Figure 5-9 | Gibbs Thompson effect; SEM image showing several Au particle sizes, 
(b) pit formed by Au particle below the threshold for growth, (c-e) increasing 
nanowire length with increasing Au seed particle diameter. The sample substrate was 
tilted 45° relative to the incident electron beam. 
Chapter 5 - Zinc as a morphological agent: Twin-plane superlattices in GaAs nanowires 
 
 
90 
nanowires. Similar regions can be observed from the HRTEM images presented in 
Figure 5-10  for the nanowires seeded by 30 nm and 50 nm diameter Au nanoparticles. 
In all cases the introduction of these additional planar defects can be related to transients 
in material supply with the termination of growth on cooling.
598, 657
 
While direct impingement will cease almost immediately with the termination of group 
III precursor flow, some surface diffusion continues, more significantly, group III 
material may precipitate from the seed particle in a process known as the reservoir 
effect.
185, 186, 188, 496, 1044
 This additional group III material can facilitate further nanowire 
growth at reduced group III supersaturations and increased effective V/III ratios. The 
material thus produced is termed a ‘neck’ and is often characterised by a different 
crystal structure and diameter to growth under steady state conditions.
593, 968, 1033, 1044-1046
 
Neck structures are particularly prominent in Figure 5-1(d) and Figure 5-4(c,d) where 
sidewalls of these nanowires shift abruptly from near vertical to a tapered morphology 
close to their tips. It is likely that the transients in material supply affect the crystal 
structure and diameter of the tip grown following termination as well as the radial 
overgrowth on that tip. Also of note in Figure 5-7 is the large increase evident in 
nanowire tapering with reduction in Au seed size. While radial overgrowth is expected 
to be a complex function of factors such as nanowire geometry and density, 
measurement of the difference between base and tip diameters reveals a relatively 
constant radial growth rate across nanowire diameters. The difference in tapering may 
thus be related in the first instance to the reduced axial growth rate of the smaller 
 
 
Figure 5-10 | Representative       zone axis HRTEM from each of the Au colloid 
treatments; (a) 10 nm, (b) 30 nm, (c) 50 nm, (d) 100 nm and (e) 250 nm. 
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diameter nanowires leading to a reduced ratio of axial to radial growth. 
5.3.4 Radial overgrowth 
As was observed in Figure 5-6, the larger diameter nanowires presented in Figure 
5-7(I,j) and Figure 5-10(d) also show a vertical offset between twin planes and the 
apparent intersection of their sidewall facets [indicated by a white arrow in Figure 
5-7(j)]. Where the intersection of the sidewall facets is convex it is observed below the 
nearest twin plane (in the direction of the substrate) but where the intersection is 
concave it appears on or very close to the horizontal line of the twin plane. Similar 
patterns of radial overgrowth are apparent in previous reports of III-V twinning 
superlattice structures
24, 616, 679
 while asymmetry in radial overgrowth leading to the 
{111}A facets having a larger area than the {111}B facets has been noted for both InAs 
crystal phase superlattices
1047
 and pseudo-periodic InAs(1-x)Sbx twinning superlattices.
670
  
 
 
 
Figure 5-11 | Investigation of sidewall growth: (a) 110  zone axis HRTEM image 
of an approximately 30 nm diameter nanowire. Twin plane locations are marked with 
solid dark blue lines while dashed yellow and dashed dotted orange lines show 
expected {111}A and {111}B sidewall projections, respectively; (b, c) magnified 
views of (a) where expected sidewall projections are again shown. Regions of the 
sidewall strongly deviating from the expected {111}B orientation are highlighted 
with red braces; (d) Plot of the number of {111} bilayers difference between the 
expected sidewall profile and the actual sidewall. 
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The asymmetry of radial overgrowth is investigated in Figure 5-11 by overlaying the 
expected {111} sidewall projection onto a HRTEM image of the observed sidewall. 
This line construction represents ideal {111} faceting and illustrates the expected 
sidewall position prior to radial overgrowth with the offset between it and the actual 
sidewall [Figure 5-11(d)] being representative of tapering due to radial overgrowth. 
Taking a magnified view from close to the Au nanoparticle but outside the neck region, 
Figure 5-11(b) compares the actual sidewall profile of three twin segments with that 
expected for {111} faceting. While the sidewall profile of the middle segment closely 
resembles an expected {111}A orientation, those of the adjacent two segments show 
significant deviation from {111}B. Radial overgrowth appears to have transformed the 
sidewall profile of both these segments, with two different orientations clearly visible. 
Whereas the right hand side of each segment (opposite the direction of growth) retains 
an orientation close to {111}B the left hand side appears close to horizontal in the 
figure. Counting {111} planes it is apparent that this new sidewall orientation arises 
from the incomplete extension of {111} planes from the right hand twin boundary to the 
left. A similar geometry is evident with further radial overgrowth as shown in Figure 
5-11(c) though the angle formed by this incomplete extension of planes appears 
somewhat variable (the distribution of sidewall orientations formed by radial 
overgrowth on {111}B facets is presented for various nanowire diameters in figure S4 
of the supporting information). 
Figure 5-11(d) illustrates the above observations by plotting the number of {111} planes 
from the expected {111} sidewall profile constructed to that of the actual sidewall 
observed by HRTEM. Steps in this plot represent the origin or termination of {111} 
bilayers with the gradient, or more specifically the deviation from horizontal, being 
representative of deviation from a {111} sidewall orientation. An overall increase in the 
number of counted planes and the related net positive gradient may furthermore be 
considered indicative of material added through radial overgrowth. This increase is 
further observed to be pseudo-periodic with a greater number of overgrowth layers at 
each concave intersection of facets relative to the convex intersection below. Vu et al.
515
 
have previously suggested that radial growth rate is higher at these concave 
intersections due to the re-entrant geometry. 
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Returning to Figure 5-11(d) and examining the behaviour of each segment type in turn, 
it is firstly noted that the {111}A sections of the graph exhibit a low density of steps in 
agreement with the close to expected orientation already discussed. These steps are 
furthermore universally related to the termination of {111} bilayers. Such observations 
contrast with the {111}B sections where a high density of steps is related to the origin 
of overgrowth planes. Unlike the generally uniform distribution of steps observed for 
the {111}A segments, there is furthermore a tendency for steps on the {111}B sections 
to be found more towards the left hand side of these sections (the direction of growth). 
It is this grouping of steps which is responsible for the apparent change in sidewall 
orientation and the related asymmetry at the convex intersection of facets. 
Taken together these observations are suggestive in the first instance of an energetic 
instability to the {111}B As terminated facets under the current growth conditions. 
 
Figure 5-12 | Orientation of {111}B facets following overgrowth: (a) schematic 
defining the angle of rotation measured; (b) SEM image demonstrating that 
overgrowth at the convex intersection of facets retains an orientation approximately 
parallel to the       direction; (c) distribution of the orientation of overgrowth as 
defined by (a) and measured for single nanowires representative of each Au particle 
size investigated. The {111}AT plane belongs to the crystal twin. 
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While contrasting with previous reports for {112} faceting,
985
 detailed DFT 
calculations
1048
 suggest such an analysis would not be unreasonable given the 
significantly lower V/III ratio used in this work. Overgrowth morphology is however 
not only a function of the various surface energies but also the total surface area 
generated. Interpretation is furthermore complicated by the three dimensional nature of 
radial overgrowth with recent work highlighting the potential complexity of such 
processes.
1049, 1050
  
Figure 5-12 presents the distribution of sidewall orientations as altered from the 
expected {111}B orientation by overgrowth. The measurements are expressed as the 
angular difference between the orientation of the sidewall projection at the twin 
boundary closest to the growth front and a perfect {111}B orientation [shown 
schematically in Figure 5-12(a)] That the facet orientation remains approximately 
perpendicular to the       zone axis is observed for the case of larger diameter 
nanowires from Figure 5-12(b). Indicated are two convex intersection of facets where 
the small edge arising from this intersection is clearly shifted down (opposite the growth 
direction) relative to the longer adjacent edge arising from the concave intersection 
facets. In neither case does overgrowth appear to have rotated the facet orientation into 
the plane of the       zone axis. Comparing the distribution of orientations for each of 
   
 
Figure 5-13 | <110> axis TEM images of a GaAs nanowire grown at low areal 
density showing a transition from mixed phase to TSL. a) HRTEM of the sidewall 
closer to the base of the nanowire showing a mixed phase structure. b) Low 
magnification image of the entire TEM sample. c) HRTEM of the sidewall closer to 
the tip of the nanowire showing a TSL structure. 
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the representative nanowire diameters it is apparent that the areal density of nanowires 
(see Section 5.3.2) has affected final orientation with those nanowires grown with 
higher areal densities (30 and 50 nm samples) exhibiting lower angular variations. Some 
clustering around significant orientations is also noted. 
Interestingly, the final configuration of overgrowth on TSL nanowires appears to be 
{110} type faceting. Figure 5-13 presents a GaAs nanowire with significant radial 
overgrowth due to a long growth time and low areal density. Like the nanowires 
observed in Figure 5-1(e,f,h) this nanowire shows a transition from mixed phase [Figure 
5-13(a)] to a TSL structure [Figure 5-13(c)]. While the HRTEM image of the mixed 
phase segment reveals a complex arrangement of multiple facet orientations, the 
sidewall of the TSL segment is smooth. A transformation of other III-V TSL nanowires 
to towards {110} faceting has been reported for InAs
600
 and InP
515
 twinning 
superlattice
515
 structures as well as regions of pseudo-periodic twinning in InAs(1-x)Sbx 
nanowires
670
. 
5.4 Modelling 
5.4.1 Background and motivation 
As the physical properties of TSL structures are dependant on period, an ability to tailor 
this characteristic will be critical for future device applications. It is therefore important 
that a proper understanding of the relationship between TSL period and several basic 
growth parameters is developed. Shown in Figure 5-14 is a plot of superlattice period as 
a function of nanowire tip diameter for the five different colloid treatments as presented 
in Figure 5-7 and Figure 5-9. Despite each treatment having a different nominal 
diameter, overlap is observed between the treatments due to the relatively wide 
distribution of nanoparticle diameters in each treatment. Given that the areal density of 
each treatment was different (see Figure 5-9), Figure 5-14 is graphical illustration of 
what was observed earlier from Figure 5-4: that density and growth rate do not 
significantly affect twin spacing. 
The apparent linearity of the result presented in Figure 5-14 is similar to that reported 
for ZnSe twinning superlattice nanowires
1021
 but differs from the clearly non-linear 
trends reported for other III-V materials, namely InAs,
616
 InP
35
 and GaP
24
. Most authors 
have interpreted this relationship as a balance between the energy required for twin 
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formation and the increased droplet surface energy inherent to deviation from the 
equilibrium cross sectional shape with the latter being geometrically similar for a given 
ratio of twin spacing to diameter. For sawtooth faceting in Si nanowires where twinning 
is absent, Ross et al.
1051
 equated a barrier to edge creation with the difference in free 
energy per unit length of growth for two different non-vertical sidewall facet 
orientations. Facet orientation was considered to change where this difference exceeded 
the barrier to edge creation giving a linear relationship between facet period and 
nanowire diameter. A similar total energy approach was also described by Shim et 
al.
1052
 for periodic twinning in SiC nanowires. The linear relationship between twin 
 
 
 
Figure 5-14 | Plot of nanowire twinning superlattice average twin plane spacing as a 
function of nanowire diameter where results from each of the different colloid 
treatments are shown in differing colours. The error in diameter is defined as 10% for 
diameters of less than 150 nm and 5% for values greater than this. Variability in 
segment length is demonstrated by (1 standard deviation from average). All lines are 
generated by eq 2, with the dashed line being a fit to the current data and the dotted 
and dash-dotted lines being representative fits for GaP
24
 and InP
35
, respectively, from 
previous publications. Vertical error bars equate to one standard deviation from 
average. 
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spacing and nanowire diameter so derived was well matched experimentally and 
allowed the authors to calculate a dynamic variation of less than 1° in contact angle 
during growth. 
5.4.2 Framework 
Algra et al.
24, 35
 modelled the relationship between nanowire diameter and twin spacing 
in InP and GaP TSL nanowires by considering individual nucleation events. Relative 
nucleation probabilities were determined by finding the free energy difference between 
a facet conserving nucleus and its twin. For the point at which nucleation of either 
orientation is equally probable a linear relationship was again derived; 
    
 
 
 
  
         
  
 
  
    …(5-1) 
with    being the axial distance from the point where the nanowire cross section is 
hexagonal,   a geometrical constant previously calculated to be 1.16,24   the planar 
bilayer spacing in the       direction,    ,     ,     and     the surface energies per 
unit area of a twin plane, the solid-liquid, solid-vapour and liquid-vapour interfaces 
respectively,    the angle of the droplet with respect to a {111}B facet at a hexagonal 
cross section (preferred nucleation sites were analysed for this geometry by Liu et 
al.
1053
),                                the effective interfacial energy 
barrier to nucleus formation,    the supersaturation in the Au seed as defined by the 
difference in chemical potential between III-V pairs in solution relative to those in the 
solid and   the nanowire diameter Figure 5-15 schematically illustrates these various 
geometrical and physical parameters. 
The length    may be considered something of a balance between an increasingly 
unfavourable contact angle due to the distortion of the seed particle and the energetic 
barrier to twin formation. As the distortion of the seed particle will be an increasing 
function of    it is perhaps intuitive that an increased resistance to this distortion,    , 
will reduce    while an increased barrier to twin formation,   , will increase it. The 
barrier to twin formation is furthermore not only a function of    but also the interfacial 
area between nanowire and nucleus. As   will act to increase and    reduce the critical 
nucleus size 
583, 591
 an increase in their ratio,     , will also act to increase the barrier to 
twin formation reducing the expected value of   . 
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While    gives the point beyond which twin formation is energetically more favourable 
for an individual nucleation event, the axial distance between twin planes is ultimately 
the product of multiple nucleation events. Algra et al.
24, 35
 found a good fit to their non-
linear experimental result by calculating the most probable number of uninterrupted 
facet conserving nucleation events ending in a twin, the total segment length    being 
less than two times the critical distance   ; 
           
 
 
           
  
    
    …(5-2) 
 
   
  
   
   
 
  
 
 
 …(5-3) 
where    and   have their usual meanings and   is another geometrical constant 
 
 
 
 
 
 
 
Figure 5-15 | Geometry and physical parameters;   ,     ,     and     are the 
surface energies per unit area of a twin plane, the solid-liquid, solid-vapour and 
liquid-vapour interfaces respectively,    the supersaturation in the Au seed as 
defined by the difference in chemical potential between III-V pairs in solution 
relative to those in the solid,    the angle of the droplet with respect to a {111}B 
facet at a hexagonal cross section,   the planar bilayer spacing in the       direction, 
  the nanowire diameter. 
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previously calculated to be 1.98.
24
 In Equation 5-2 the term  , which represents the 
energetic barrier to twin formation,
35
 is seen to control the deviation of the probabilistic 
segment length    from that calculated geometrical in Equation 5-1. Factors that 
increase the probability of a twin event (reduce  ) such as a reduction in the twin plane 
surface energy,   , or the interfacial area between nanowire and nucleus [proportional 
to         for a hexagonal nanowire cross section]35 will act to reduce the linearity of 
the relationship between TSL segment length,   , and diameter,  . Figure 5-16 
investigates this behaviour by plotting    as a function of   for various different values 
of the pertinent physical parameters.  
The values of these physical parameters and the ranges they describe were chosen here 
to be both physically relevant to the current work and illustrative of the relevant trends. 
The supersaturation of the seed particle is firstly seen to have a highly significant effect 
on   , with higher supersaturation increasing the probability of twinning event and 
therefore reducing the expected length    [Figure 5-16(a)]. Increasing twin plane and 
solid-liquid surface energies both reduce the probability of twinning and produce a 
more linear relationship between    and   [Figure 5-16(b,c)]. The observed 
significance of the solid-liquid surface energy further reinforces the potential 
importance of any liquid ordering as was discussed by Algra et al.
35
 Also reinforced is 
the importance of correctly defining the equilibrium contact angle which is currently a 
fitted parameter as both in situ measurement and calculation have proven difficult.
243
 
Finally, the liquid-vapour and solid-vapour surface energies are seen to have an 
opposite influence on   . The effect of the surface-vapour surface energy is, in 
particular, relatively less significant than some of the other parameters considered.  
With a significant barrier to twin formation,  , the probability of a twin or facet 
changing nucleation event is reduced and the likelihood of an uninterrupted sequence of 
facet conserving nuclei approaching the length    predicted through energetics is 
increased. In the case of GaAs, the twin plane formation energy has been reported
1054
 as 
2.75x10
-2
 J/m
2
 which is higher than the corresponding values of 2.10x10
-2
 J/m
2
 and 
9.00x10
-3
 J/m
2
 reported for GaP
1054
 and InP
1054
 respectively. Turning to  , the 
dominating contribution to this term is     which for Au on planar GaAs can be 
approximated by    .
35, 591
 For GaAs,     of a {111}B surface under relatively low 
V/III ratios has been calculated
1048
 to be 1.11 J/m
2
 which is again higher than the values  
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a) 
 
b) 
 
c) 
  
d) 
 
e) 
  
f) 
 
 
Figure 5-16 | Numerical study of the influence of selected physical parameters on 
the relationship between twin spacing and nanowire diameter. a) Supersaturation in 
the seed; b) twin plane energy interfacial energy; c) solid liquid interfacial energy; 
d) contact angle e) liquid vapour interfacial energy; f) solid vapour interfacial energy. 
The parameters used for the common curve shown in black are the mid-range values 
in each case;            ,         ,             
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of 0.96 J/m
2
 and 0.8 J/m
2
 reported for GaP
24
 and InP
35, 1055
 respectively. With higher 
surface energies related to both twin plane formation and the generation of solid liquid 
interface it may be thus expected that, as observed experimentally, the relationship 
between twin spacing and nanowire diameter will better approximate the linear 
behaviour found for    in GaAs relative to both GaP and InP. 
5.4.3 Application 
Returning to Figure 5-14 a fit of Equation 5-2 to the data in this work is shown where 
the above values for GaAs have been used in conjunction with the value of     
calculated by Algra et al.
24
 for a trimethylgallium (TMGa) partial pressure most closely 
matching that used in the current work. The values of the remaining parameters that 
give the best fit are    =17° and    =191 meV per pair. The first of these values is only 
10° larger than the value extracted for GaP by similar means,
24
 while the second fit 
parameter, supersaturation, is significantly lower than that found for GaP in the same 
work.
24
 The latter trend corresponds well with the work of Glas
1056
 who has previously 
employed chemical thermodynamics to calculate the supersaturation relevant to Au 
seeded GaP nanowire growth as being higher than that for Au seeded GaAs nanowire 
growth at the same temperature and seed particle composition (Au, Ga, group V 
element). Where growth temperature was raised, as is the case for this work relative to 
the previous reports of twinning superlattice formation in both GaP and InP, the 
calculated supersaturation was furthermore also found to be lowered. Taking the value 
of supersaturation found here by fitting, the calculations of Glas
1056
 suggest that the Ga 
content of the Au alloy was between 40-60% during growth, a range similar to that 
reported and calculated in other work.
536, 678, 1045, 1057
 
In making the above fit we have implicitly assumed a constant supersaturation    
across all samples. This is perhaps counter-intuitive given the differences in growth rate 
observed from Figure 5-4. Nucleation probability is however well known to be an 
exponential function of liquid phase supersaturation.
1058-1060
 Where the growth of each 
bilayer proceeds from a single nucleation event and supersaturation is approximated to 
be constant, the overall nanowire growth rate becomes proportional to this nucleation  
rate.
1058
 The growth rate in such a nucleation limited growth regime was given by Algra 
et al.
24
: 
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  …(5-4) 
where   and    are constants for given growth conditions. In such a regime only a small 
change in supersaturation is required to generate the observed change in growth rate   
rendering any related change in superlattice period likely within the error bounds of this 
work. Alternatively, where supersaturation is considered to periodically fluctuate, as 
emphasized by small nanowire diameters or low reactant solubility, the strong 
exponential dependence of nucleation probability effectively defines a constant 
supersaturation for which nucleation is expected.
1059, 1060
 We further note that    has 
previously been calculated to be only a weak function of gallium supply rate and thus 
growth rate for GaP twinning superlattice growth under similar reactor conditions.
24
 
Such a scenario explains our initial observation that the twinning superlattice period is 
unaffected by density and related growth rate. 
Returning to the given equations, it has been noted that    acts to reduce the critical 
nucleus size and thus appears in the denominator of both Equations 5-1 and 5-3. As 
such it may be appreciated that the decreased supersaturation value of GaAs in 
comparison to GaP works to increase both twin spacing and the linearity of the spacing 
vs. diameter relationship. This qualitative difference in behaviour is illustrated in Figure 
5-14 where previous fits of Equation 5-2 to both GaP
24
 and InP
35
 twinning superlattice 
structures are shown for comparison. The higher twin plane, surface and interfacial 
energies relevant to GaAs nanowire growth coupled with relatively low chemical 
potential all act to generate significant difference in superlattice period at larger 
diameter. Although the relationship between diameter and twin spacing found for GaAs 
is almost exactly linear, we note that the model presented here (Equations 5-1, 5-2 and 
5-3) provides a better fit to the experimental data (R
2
of 0.998 vs. 0.995) in addition to 
describing the differences in behaviour between material systems. As the linear fit in 
this case was constrained to pass through the origin and thus has one less fitting 
parameter Equation 5-2 is also preferred by the Akaike information criterion. 
Being probabilistic in nature, the form of    given in Equation 5-2 can also be used to 
calculate the width of segment length distributions    . 
     
      
 
 …(5-5) 
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Figure 5-17 presents twin plane spacing distributions found for each of the colloid 
treatments which were presented in Figure 5-7 and Figure 5-9. Measured from TEM 
images of individual nanowires, the distribution and central tendency is seen more 
clearly for the smaller diameter nanowires as these structures had a greater number of 
twin planes per wire and therefore larger samples size. Examining each x-axis, it is 
apparent that the distribution width is an increasing function of nanowire diameter as 
given by Equation 5-5. 
5.5 Summary 
In conclusion, this chapter has demonstrated twinning superlattice formation in 
vertically standing GaAs nanowires. Studying nanowire morphology across a range of 
diameters and densities it was shown that under the described growth conditions twin 
plane spacing and, by implication, supersaturation are not strong functions of nanowire 
 
Figure 5-17 | Twin plane spacing distribution as measured by TEM for 
representative nanowires from each of the colloid treatments, 
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areal density. A polarity dependence to radial overgrowth has also been noted with the 
orientation of expected {111}B facets being seen to be altered in a specific fashion. 
Whereas previous studies of periodic twinning in InP
35
 and GaP
24
 found a non-linear 
relationship between twin spacing and nanowire diameter, this chapter found an 
approximately linear relationship for GaAs nanowires . Taking the model used to fit 
these previous non-linear results we have shown how the higher twin plane and surface 
energies of GaAs coupled with lower chemical potential may act to generate this 
behaviour. Beyond growth parameter tuning, the model also provides an indirect 
measure of some fundamental physical parameters affecting nanowire growth and a 
method to assess the effect of various growth conditions such as doping on these 
parameters. The availability of such a model provides a useful tool for the future 
investigation of the novel electronic, thermal and mechanical properties predicted to 
arise from periodic twinning. 
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6                                    
      Zinc as an IQE enhancer: 
Lasing from bare GaAs nanowires 
6.1 Introduction 
The development of nanoscale lasers promises to enable novel nanophotonic 
technologies for applications including integrated photonics,
118, 1061
 on-chip optical 
interconnects,
118, 728, 1062
 optical switching
1063
 and single molecule sensing
713, 1064
. With 
the potential to act as both a tailored nanoscale cavity and a high-quality gain medium
25, 
114, 724, 726
, the semiconductor nanowire remains a particularly attractive geometry for 
realizing these devices. The nanowire geometry is furthermore highly amenable to the 
definition of complex heterostructure,
117, 709, 730, 741
 and as such is a leading candidate for 
the integration of direct band-gap optoelectronic materials with traditional silicon based 
CMOS technologies.
118, 709
  
In work to date, semiconductor nanowires have been used as a basis for photonic, 
plasmonic
113, 714, 1065
 and polaritonic
1066
 nanolaser devices operating at wavelengths 
ranging from IR through to UV.
25, 112-114, 116-118, 708, 709, 724, 728, 741, 745, 748, 749, 1061, 1066, 1067
 
Near and mid-infrared operation holds particular relevance for integrated photonics and 
as such there has been significant interest in III-V nanowire based nanolasers. Recent 
progress in this field has seen reports of room temperature IR lasing from GaAs,
25, 116, 
729, 730
 InGaAs
118, 708
 and InP
706, 727, 728
 nanowires.  
Key among the challenges faced in further developing nanolaser designs is improving 
efficiency.
693
 As the reduced dimensions of these devices generally act to increase loss 
while also reducing round-trip gain, optimizing the performance of the gain medium is 
an especially critical task. In the case of semiconductor nanowire lasers, emphasis has 
been placed on reducing non-radiative recombination by reducing defect
117, 1066
 and 
surface state densities
25, 708
. For materials exhibiting a high surface recombination 
velocity such as GaAs, this has necessitated surface passivation
25, 116, 729, 730, 749, 1068
 
which adds to the complexity of device fabrication, may be incompatible with other 
processing steps and can also increase cavity loss through absorption.
25
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This chapter introduces controlled impurity doping as a novel alternative method for 
increasing the radiative efficiency of nanowires. Building on the framework of previous 
chapters, the PL emission of zinc-doped GaAs nanowires is compared with that of 
undoped GaAs nanowires. By quantifying the IQE of individual nanowires, emission 
from heavily doped nanowires is shown to be orders of magnitude more efficient than 
that from undoped nanowires. This increase is comparable to current state-of-the-art 
passivation schemes
25, 116, 729, 730, 749, 1068
 and enables the demonstration of room-
temperature lasing in unpassivated GaAs nanowires. Time resolved PL and transient 
Rayleigh scattering spectroscopy further demonstrate that the minority carrier lifetime is 
unchanged by doping. In this way high IQE is combined with a picosecond carrier 
lifetime. 
Through detailed modelling the increase in IQE with doping is shown to result from an 
increase in the rate of radiative recombination. This mechanism is generally applicable 
across device geometries and operating wavelengths. It is furthermore complementary 
with more conventional strategies such as passivation which rely on reducing the rate of 
non-radiative recombination. Impurity doping is thus introduced as an effective 
approach to improving the radiative efficiency of nanostructures. 
6.2 Methods 
6.2.1 Growth and morphological characterisation 
For the experiments described in this chapter, undoped and zinc-doped Au-seeded GaAs 
nanowires were synthesised via the methods described in Section 3.1. The growth 
temperature was 575 °C, the V/III ratio 1.4 and the AsH3 molar fraction 1.43 x10
-5
. 
Doping was realised by introducing diethylzinc (DEZn) at molar fractions of up to 
1.4 x10
-4
. Nanoparticles having nominal diameters of 30, 50 and 250 nm were used to 
seed growth. Varying areal densities were achieved by diluting the colloidal solutions 
containing the seed particles with deionised water. Following growth, the nanowires 
were surveyed by SEM and TEM in order to document their general morphology and 
crystal structure. Individual nanowires studied by PL were later relocated and imaged 
by SEM. 
6.2.2 Photoluminescence experiments   
Power and temperature-dependant single nanowire PL spectra were collected using a 
100x/0.9NA objective (Nikon LU Plan) at room-temperature and a longer working 
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distance aberration corrected 60x/0.70NA lens (Nikon CFI Plan Fluor) at low 
temperature. The collected light was spectrally filtered to remove the pump wavelength 
and then dispersed through a 150 lines/mm grating of a 0.75 m spectrometer. For 
spectra exhibiting fine features such as stimulated emission, a 900 lines/mm grating was 
employed. Focal plane images were obtained from the zeroth order of the gratings. For 
lasing nanowires a series of images taken at differing exposures were composited to 
increase dynamic range. 
The spot size was measured for each experimental setup as described in Section 6.2.2.1 
and the system was calibrated to give absolute photon count as described in Section 
6.2.2.2. Excitation power was measured after the objective using an optical power meter 
(Thor PM100D) and was varied using a continuously variable neutral density filter 
wheel (Thor NDM4). The filter wheel was controlled electronically enabling for the 
automated collection of power dependant data. 
Before characterisation by PL, the nanowires were transferred by mechanical dispersion 
onto SiO2 substrates. SiO2 substrates were chosen in preference to Si so to maximize the 
dielectric contrast between the nanowires and their surrounds. The substrates were 
further pre-patterned with a photolithographically defined square-grid consisting of Au 
stripes of around 1 m thickness with a 20 m spacing. This grid, in conjunction with 
optical images of the characterized nanowires allowed for their later identification and 
 
a)  b)  
 
Figure 6-1 | Measurement of excitation spot size. a) A composite image of the 
reflected laser spot b) Analysis of (a) showing the brightest 50 pixels in orange and 
pixels with 45-55% brightness in green. The FWHM shown is the mean distance 
between the green pixels and the centroid of the orange pixels. 
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morphological characterisation by SEM. 
6.2.2.1 Measurement of the excitation spot size 
The excitation spot size was measured under various experimental conditions by taking 
an image of its reflection from a polished silicon surface. The full width at half 
maximum (FWHM) was then calculated as the mean distance between pixels ranging 
from 45-55% of maximum brightness and the centroid of the brightest 50 pixels. 
Distance here was calibrated by imaging nanowires previously measured using a 
calibrated SEM and by using an optical microscope calibration slide.  
6.2.2.2 System calibration 
The detection efficiency of the optical system was measured by employing a laser diode 
operating at 850 nm (TT Electronics OPV302) as a reference source. The output of this 
reference laser was firstly measured by an optical power meter (Thor PM100D) before 
its spectra was collected by our system using the same parameters as later 
photoluminescence experiments. Being of small spatial size and low divergence, the 
entire reference beam was collected by our system enabling the ratio between photons 
collected and CCD counts to be measured. When calculating the absolute external 
quantum efficiency (EQE) of our nanowires light emission was assumed to be isotropic. 
6.2.3 Time-resolved measurements 
The dynamics of photoexcited carrier decay were studied for doped nanowires using 
several complementary techniques. Single nanowire studies were conducted by the 
University of Cincinnati using time correlated single photon counting (TCSPC) at low 
temperature and transient Rayleigh scattering spectroscopy
1069
 at room temperature. 
 
 
    
 
Figure 6-2 | Schematics showing the experimental setup for a) the calibration of 
CCD sensor sensitivity and b) absolute EQE measurements 
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Ensemble measurements were undertaken at Swinburne University of Technology 
through PL up-conversion. For the up-conversion measurements, the sample was 
excited by 100 J pulses from a non-collinear OPA (NOPA) (Light conversion –
Orpheus-N) pumped by a Y:KGW amplified laser system (Light Conversion – Pharos).  
The repetition rate was 125 kHz with a central wavelength of 740 nm.  The emission 
from the nanowire samples was mixed with the gate pulse (from the same source) in a 
50 m-thick type-II BBO crystal.  The mixing signal (centred at 402 nm) was spectrally 
resolved and detected by a CCD.  The delay of the gate pulse was scanned in 20 fs 
steps. 
6.2.4 Finite-difference-time-domain simulations 
Finite-difference time-domain (FDTD) simulations were performed using a commercial 
software package (Lumerical FDTD solutions, www.lumerical.com) in order to 
calculate the absorption and cavity spectrum of individual nanowires. For the absorption 
simulations, the nanowires were modelled as truncated GaAs cones lying flat on a silica 
substrate under a Gaussian beam profile. The orientation of individual nanowires 
relative to the fixed polarisation of the excitation source was measured at the time of the 
PL experiments and their dimensions measured later from SEM images. The FWHM 
of the excitation source was measured as described in Section 7.2.1.  
In order to identify the cavity mode with the lowest threshold gain    , the mode 
confinement factor   and reflectance   of various modes were calculated for a 
wavelength of 880 nm. As   varies along the length of a tapered nanowire, values were 
taken for the midpoint. Having identified the lasing mode, the cavity spectrum of 
individual nanowires was simulated by placing a dipole source orientated and 
positioned in order to excite this lasing mode.
1070
 The index of the nanowire and 
substrate were taken as 3.6 and 1.5, respectively. In these simulations, the electric field 
was monitored at various positions within the nanowire as a function of time. The cavity 
spectrum was then determined from the Fourier transform of the signal. 
6.2.5 Finite volume modelling of surface depletion 
Finite volume modelling was performed using the commercial software package 
COMSOL Multiphysics in order to assess the effects of surface band-bending on the 
dynamics of recombination. In an approach that has been previously reported by Li et 
al.
1071
, the Poisson, continuity and drift-diffusion equations were solved in 1D to give 
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electric potential, hole concentration and electron concentration as a function of radial 
position. Solutions were firstly obtained without illumination for a sequence of eleven 
different background hole concentrations logarithmically spaced between 2.8 x10
16
 /cm
3
 
and 2.8 x10
19
 /cm
3
. Steady state, spatially uniform carrier generation was then 
progressively ramped to a maximum value of 1.0 x10
40
 /cm
3
. Losses were to surface, 
Shockley-Read-Hall (SRH) recombination, radiative and Auger recombination with the 
recombination coefficients being found from the literature as documented in Table 6-1. 
Relatively high carrier mobilities were used to represent a worst case scenario for 
surface recombination. Although the use of steady state conditions represents somewhat 
of a simplification, the results derived held qualitative similarity to rate equation 
modelling for pulsed excitation (see Section 6.4.2). 
Table 6-1 | Model Parameters 
Parameter Value Refs. 
Surface trap density 1 x1012 /cm2 
1072-1076 
Surface recombination velocity 2.2 x106 cm/s 
1077, 1078 
Electron mobility 8500  cm2/Vs 
1079-1081 
Hole mobility 400  cm
2
/Vs 
258, 1082 
Bulk SRH lifetime 10 ns 
1083, 1084 
Radiative recombination coefficient Eqn. …(7-1) 
8 
Auger recombination coefficient Eqn. …(6-2) 
1085-1088 
6.2.5.1 Variation of the recombination coefficients with doping 
Both the radiative and Auger recombination coefficients,   and  , will vary with dopant 
concentration.
8, 1085
 In the current finite volume modelling these parameters were 
therefore defined as a function of dopant concentration from empirically determined 
relationships. In the case of the radiative recombination coefficient  , its variation with 
doping in p-type GaAs was investigated by Nelson and Sobers.
8
 The following 
relationship was obtained from that data: 
                    
                   …(6-1) 
The Auger recombination coefficient in GaAs is less well defined with a range of values 
having been reported.
1086-1088
 For p-type doping, Ahrenkiel et al.
1085
 found the following 
relationship: 
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            …(6-2) 
For doping levels of below 1.9 x10
18
 /cm
3
 where the above relationship intersects with 
the value reported by Strauss et al.
1086
 for intrinsic GaAs (7 x10
-30
 /cm
3
)   was taken to 
be constant. 
6.3 Increasing quantum efficiency through doping 
6.3.1 Effects of heavy zinc doping on structure and photoluminescence 
As discussed in Chapter 5, the introduction of zinc can significantly alter the structure 
and morphology of GaAs nanowires grown by the VLS method. Figure 6-4 documents 
these effects along with changes in PL for heavy zinc doping (PDEZn= 1.4 Pa), relatively 
high temperature (575°C) and low V/III ratio (1.4). Considering first the undoped 
nanowires, a pure wurtzite (WZ) structure is observed from the         zone axis 
transmission electron microscopy (TEM) images [Figure 6-4(a,b)] and corresponding 
selected area electron diffraction pattern (SADP) [Figure 6-4(c)]. In contrast to the 
vertical sidewalls of the undoped, pure WZ nanowires [Figure 6-4(d)], zinc doping is 
seen to induce sawtooth like faceting [Figure 6-4(f)] corresponding to the formation of a 
 
 
Figure 6-3 | Variation of the radiative recombination coefficient with p-type doping 
as determined by Nelson and Sobers
8
 and the fit used here. 
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twining superlattice (TSL) [Figure 6-4(g-i)].
247
  This transition was further discussed in 
Chapter 5. 
Figure 6-4 (e) further contrasts the room temperature (RT) PL spectra of a single 
unpassivated and undoped GaAs nanowire with that of an unpassivated but doped 
nanowire, where both are acquired under equal pump fluencies of 0.1 µW/cm
2
/pulse 
(SEM images of the two nanowires characterized are presented in Figure 6-5). Emission 
from the undoped WZ GaAs nanowire is seen to peak at approximately 1.435 eV (865 
nm) and give a full width at half-maximum (FWHM) of 44 meV. Some confusion 
remains in the literature regarding the expected peak position of WZ GaAs,
1089
 and the 
value found here sits between those currently published, being 10 meV greater than
1090
 
one report and 10-25 meV less than
532, 637, 1091, 1092
 several others. Unlike the majority of 
samples characterized elsewhere, the nanowires characterized here are unpassivated and 
therefore required relatively high pump powers which may have produced thermal 
 
 
     
6 
 
 
 
 
Figure 6-4 | Structure, morphology and photoluminescence (PL) of undoped and 
doped GaAs nanowires a) Bright field TEM image of an undoped GaAs nanowire. b) 
HRTEM image of the same undoped GaAs nanowire demonstrating the absence of 
stacking faults. c) Electron diffraction pattern of an undoped GaAs nanowire 
corresponding to a pure wurtzite structure. d) SEM image of an undoped GaAs 
nanowire. e) PL spectra collected from single undoped and doped GaAs nanowires 
under identical excitation and collection conditions. Emission from the doped 
nanowire is seen to be orders of magnitude brighter. f) SEM image of a doped GaAs 
nanowire. g) Bright field TEM image of a doped GaAs nanowire. h) HRTEM TEM 
image of a doped GaAs nanowire showing a single twin plane. i) Electron diffraction 
pattern of a doped GaAs nanowire corresponding to a twinned zincblende structure. 
All TEM images and diffraction patterns were collected from the         /      axis. 
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effects. In comparison to the undoped WZ GaAs nanowires, emission from the doped 
ZB TSL structures is redshifted and significantly broader, peaking at approximately 
1.402 eV (884 nm) and giving a FWHM of 110 meV. Redshift here to energies below 
that expected for ZB GaAs is related to bandgap narrowing and corresponds in 
magnitude to a doping density of approximately 10
19
 /cm
3
. 
1018, 1093, 1094
 
Most strikingly, however, Zn doping is observed to radically increase the intensity of 
PL emission from GaAs nanowires. Comparing the two spectra collected under 
identical conditions [Figure 6-4(e)], the peak intensity of the doped nanowire is some 
two orders of magnitude brighter (4700 counts) than that of the undoped nanowire 
(40 counts). This difference is even greater (450x brighter) when integrated intensity is 
considered as emission from the doped nanowire is also spectrally broader. In addition 
to being brighter, the doped nanowire is also smaller. While the undoped nanowire has a 
tip diameter of 340 nm, a base diameter of 390 nm and a length of 2.06 μm the doped 
nanowire has a tip diameter of 299 nm, a base diameter of 350 nm and a length of 1.52 
μm (Figure 6-5). Approximating their geometry as that of a truncated cone, the volume 
of the doped nanowire is thus 0.13 μm2, some 40% less than that of the undoped 
nanowire which is 0.22 μm2.  If absorption is initially assumed to increase linearly with 
volume, the radiative efficiency of the doped nanowire can thus be approximated as 
over 750 times that of the undoped nanowire. (more sophisticated FDTD simulations 
were employed for later modelling as discussed in Section 6.2.4) 
Previous studies have found doping to variously increase
517, 540
 and decrease
1095
 the 
intensity of PL emission from GaAs nanowires. Increases in emission intensity have 
  
 
 
     
Figure 6-5 | SEM images of the nanowires from which the spectra presented in 
Figure 6-4(e) were collected. a) undoped wurtzite b) doped twinning superlattice 
type zincblende. 
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generally been linked to a mitigation of the carrier depletion arising from surface 
trapping.
517, 540
 An action of band-bending in suppressing surface recombination has 
also been considered where doping was observed to lengthen minority carrier 
lifetime.
517
 
6.3.2 The minority carrier lifetime of heavily zinc doped nanowires 
6.3.2.1 Photoluminescence up-conversion 
Despite exhibiting a relatively high radiative efficiency, the minority carrier lifetime of 
the doped nanowires was found to be only picoseconds in length. Figure 6-6(a) plots the 
results of up-conversion spectroscopy, mapping the emission intensity of the doped 
nanowires as a function of energy and time following excitation. The slight redshift and 
spectral narrowing seen here at early times are attributable to both thermalization and 
the decaying carrier density. Beyond this, emission remains centred around 1.395 eV 
(889 nm) and when integrated across time gives a spectrum closely resembling that seen 
by PL spectroscopy [Figure 6-4(e)]. The intensity of emission is further seen to decay 
rapidly, reducing by more than two orders of magnitude in less than 15 ps. When 
integrated in energy, this decay is well described by a single-exponential expression 
with a time constant of 3.44 ps [Figure 6-6(b)]. 
A lifetime of 3.44 ps accords well with previous studies of unpassivated GaAs 
nanowires
517, 1077
 and represents one of the shortest carrier lifetimes reported for a 
semiconductor nanowire. Given the high surface to volume ratio of the nanowire 
geometry and the high rates of surface recombination known to characterize bare GaAs 
surfaces, the ultrashort lifetimes of bare GaAs nanowires have usually been associated 
with non-radiative surface recombination.
517, 1077
 In a regime where surface 
recombination dominates the dynamics of recombination, the surface recombination 
velocity (SRV) of a nanowire may be related to the minority carrier lifetime     in the 
following manner: 
 
 
   
 
  
 
 …(6-3) 
where   is the SRV   is the nanowire diameter.1096 Substituting a diameter of 300 nm 
into Equation 6-3 gives a SRV of 2.18 x10
6
 cm/s. This value is similar to that calculated 
previously from measurements of minority carrier diffusion length in unpassivated Zn 
doped GaAs nanowires
517
 and towards the higher end of the range expected for bare 
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GaAs surfaces. Although the SRV will depend on multiple factors such as facet 
orientation and chemical termination, it is interesting to note that an increased SRV has 
previously been associated with doping.
1078, 1097
Given that the carrier lifetime measured 
here is both comparable to that of undoped GaAs nanowires
1077
 and corresponds to a 
reasonable value of surface recombination velocity, it may be identified as a non-
radiative lifetime dominated by surface recombination. Internal quantum efficiency 
(IQE),     , is related to both the non-radiative,    , and radiative lifetimes,   , in the 
following manner: 
      
   
      
 …(6-4) 
As surface recombination is the dominant recombination pathway in GaAs nanowires, 
previous efforts to increase the      of GaAs nanowires have focused on lengthening 
    through surface passivation. Here doping has however increased      without 
significantly affecting the non-radiative lifetime. 
6.3.2.2 Transient Rayleigh scattering spectroscopy 
The minority carrier lifetime of the doped nanowires was also measured by transient 
Rayleigh scattering (TRS)
1069
. Figure 6-7(a) plots the photomodulated polarisation 
 
  
 
 
Figure 6-6 | Measurement of carrier lifetime by PL up-conversion a) Emission of 
doped GaAs nanowires in energy and time. b) Integration of (a) in energy, giving a 
lifetime of 3.44 ps and a surface recombination velocity of 2.18 x10
6
 cm/s. 
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response,                        , of a single doped TSL nanowire as a 
function of time and scattered wavelength. Delay time here reflects dispersion in the 
optics and source laser fibre with zero time being chosen to correspond with the onset of 
the fundamental band gap response at around 850 nm. The spin-orbit split-off band 
transition is further observed at around 700nm and appears more pronounced as    
approaches zero at shorter wavelengths. By considering the response at several 
particular wavelengths close to the band gap [as plotted in Figure 6-7(c)], the minority 
carrier lifetime is again observed to be picoseconds in length. 
Beyond carrier dynamics, TRS spectroscopy also provides insight into band structure as 
carriers relax towards their equilibrium distributions following excitation.
1098
 Figure 
6-7(d) plots TRS spectra as a function of wavelength for several particular times 
following excitation. Given the minority carrier lifetime of approximately 1 ps, the 
response at 3 ps can be expected to represent carrier concentrations and temperatures 
  
 
 
 
 
 
     
Figure 6-7| TRS characterisation of a single doped GaAs nanowire a) 
photomodulated polarisation response ∆Rꞌ/Rꞌ b) a magnified view of (a) close to the 
band gap c) time dependant photomodulated polarisation response ∆Rꞌ/Rꞌ for several 
wavelengths close to the band gap d) wavelength dependant photomodulated 
polarisation response ∆Rꞌ/Rꞌ for several times following excitation. 
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approaching equilibrium. The minimum of this spectrum is observed at around 850 nm 
(1.46 eV) and corresponds to the transition between valence and conduction band edges. 
Blueshift here from a wavelength of 872 nm (1.42 eV) in undoped GaAs may be 
attributed to heavy hole doping having shifted the Fermi level to a position within the 
valence band. Redshift of the fundamental band gap from 872 nm (1.42 eV) to 
approximately 880 nm (1.41 eV), as determined from the zero crossing point [Figure 
6-7(d)], may further be attributed to band gap renormalisation due to doping. 
Taken together the quasi hole Fermi level can thus be taken to be +50 meV. From this 
energy, a heavy hole doping concentration of at least 2.4 x10
19
 /cm
3
 and a light hole 
doping concentration of at least 1.5 x10
18
 /cm
3
 may be calculated for a temperature of 
300K. Similarly, the late time displacement of the split-off band to conduction band 
transition of +10 meV is indicative of a doping level of at least 1.8 x10
18
 /cm
3
. 
6.3.2.3 Low-Temperature time correlated single photon counting 
The efficiency advantage obtained through doping continues at low temperature. Figure 
6-8(a) shows PL spectra obtained from single doped and undoped nanowires at 6 K 
where emission has been normalized to an excitation fluence of 5 J/cm2/pulse.  
Emission from the doped nanowire is again seen to be orders of magnitude brighter than 
that from the undoped nanowire. 
In all cases the lifetime of PL emission at low temperature was found to be less than the 
80 ps system response of the time correlated single photon counting (TCSPC) setup. 
Such short lifetimes are consistent with previous measurements
1007, 1099-1102
 of GaAs 
nanostructures at low temperature and indicate the continued dominance of a non-
radiative recombination pathway. The surface recombination velocity of GaAs has been 
found
1101-1103
 to remain relatively high (>1 x10
5
 cm/s) at cryogenic temperatures and the 
lifetime of GaAs nanostructures has previously been linked to surface recombination at 
these temperatures.
1101, 1103-1105
 In the case of InGaAs/InP wires, surface recombination 
velocity was found to vary as the square root of absolute temperature between 4 and 77 
K. This suggests a capture cross section that is independent of temperature. Such 
behaviour can be expected for traps with a large capture cross section such as those 
present at the surface of unpassivated GaAs.
1106, 1107
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6.3.3 Effects of heavy zinc doping on quantum efficiency 
6.3.3.1 Quantum efficiency as a function of excitation intensity for selected 
nanowires 
In order to further investigate the observed increase in radiative efficiency with doping, 
Figure 6-9 plots the EQE of four individual nanowires along with corresponding SEM 
images and selected PL spectra. Considering firstly the undoped WZ GaAs nanowire 
[Figure 6-9(a,b)], band edge emission is again noted around 1.435 eV (865 nm) with a 
secondary, higher energy peak appearing at 1.531 eV (810 nm) for photoinjected carrier 
densities greater than 3 x10
17
 /cm
3
. This second peak may be identified as the 
conduction band to light-hole transition
1091
 and its appearance is a result of 
photoinduced band-filling as suggested by the broadening of emission towards higher 
energy at increased pump powers. Both peaks are seen to slightly redshift with 
increasing excitation. As discussed earlier, emission from bare, undoped GaAs 
nanowires is relatively weak and under the experimental conditions employed here a 
photoinjected carrier density of at least 1 x10
17
 /cm
3
 was required in order to detect a PL 
signal Figure 6-9(e)]. At this excitation density the nanowire’s EQE was determined to 
 
 
     
Figure 6-8 |Low temperature (6 K) PL of single nanowires a) Emission spectra 
normalized to an excitation fluence of 5 J/cm2/pulse b) TCSPC measurements at the 
energies stated. Data is limited by the system response indicating lifetimes of less 
than 80 ps. 
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be 0.008% rising to 0.05% for injected carrier densities of 1 x10
18
 /cm
3
. (light blue 
triangles) Saturation of EQE at carrier densities beyond 1 x10
18
 /cm
3
 is likely a result of 
several factors including photoinduced heating and the extensive band-filling.  
Unlike emission from the undoped nanowire, that from the first doped nanowire 
considered here (XDEZn = 1.4 x10
-4
) [Figure 6-9 (c-d)], shows no appreciable change in 
lineshape with pump power and no secondary peak at higher pump powers. Doping is 
again noted to have produced redshift and broadening, with the peak in this case being 
centred at 1.391 eV (891 nm) across a FWHM of 80 meV. Of greatest significance, 
however, is the fact that a PL signal can be detected some two orders of magnitude 
earlier at a photoexcited carrier concentration of 1 x10
15
 /cm
3
. The EQE at this carrier 
density is 0.65%, and in contrast to the behaviour of the undoped nanowires, remains 
approximately constant with increasing pump power. At the photoexcited carrier 
concentration where PL is first observed from the undoped nanowire (1x10
17
 /cm
3
) the 
EQE of the doped nanowire is two orders of magnitude greater than that of the undoped 
 
 
 
 
 
     
Figure 6-9 | Absolute quantum efficiency measurements a) SEM image of an 
undoped GaAs nanowire and b) corresponding power dependent PL spectra. c) SEM 
image of a doped TSL GaAs nanowire and d) corresponding power dependent PL 
spectra. e) External quantum efficiency of the nanowires shown in (a), (c), (g) and 
(h). Fits of rate equation modelling are also plotted along with the modelled 
performance of undoped AlGaAs passivated GaAs nanowires previously shown to 
lase at RT
25
 f) Power dependent PL spectra of a doped TSL GaAs nanowire and g) a 
corresponding SEM image. h) Power dependent PL spectra of a doped aperiodically 
twinned GaAs nanowire and i) a corresponding SEM image. 
Chapter 6 - Zinc as an IQE enhancer: Lasing from bare GaAs nanowires 
 
 
120 
nanowire. Until this carrier density, the EQE of the doped nanowire is also greater than 
that of AlGaAs passivated GaAs nanowires previously shown to lase.
25
 (dash-dotted 
purple line) 
Similarly enhanced values of EQE were found across all the doped (XDEZn = 1.4 x10
-4
) 
nanowires investigated regardless of their diameter, morphology or even crystal phase 
purity. Figure 6-9 presents two further doped nanowires grown under the same reactor 
conditions as wire 2 [Figure 6-9 (c-d)]. The first is a TSL structure [Figure 6-9 (g)] 
grown at a standard areal density while the second is a highly defective ZB structure 
Figure 6-9 (i)] grown at a lower areal density (see Section 5.3.2). The EQE of both 
nanowires is seen to be around 1% [Figure 6-9 (e)] remaining relatively constant with 
pump power until the highest of excitation intensities. That the EQE of these two very 
morphologically different nanowires is comparable, confirms that the changes in crystal 
phase and morphology observed with doping are not responsible for the increase in 
IQE. Rate equation fits to the data are discussed in section 6.4.2. 
6.3.3.2 Quantum efficiency as a function of diameter 
Figure 6-10 plots EQE versus nanowire diameter for both undoped and heavily doped 
 
 
 
 
 
 
 
 
     
Figure 6-10 | Measured EQE as a function of diameter for doped and undoped 
nanowires at a peak photoexcitation of 9 x10
16
 /cm
3
. Dashed lines present fits of 
Equation 6-5 with the parameters shown.  
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nanowires (XDEZn = 1.4 x10
-4
) at a photoexcitation density of 9 x10
16
 /cm
3
. Both 
datasets show EQE to increase with diameter which is expected where non-radiative 
surface recombination is the dominant recombination pathway. Combining Equations 
6-3 and 6-4, this relationship is further expected to be linear: 
      
 
  
 
 
    
     …(6-5) 
where    is a constant. Dashed lines show fits of Equation 6-5 to the experimental data. 
Deviation of the doped nanowire dataset towards a more superlinear relationship may be 
related in this instance to a variation in effective doping density with varying shell 
thickness. Unlike previous work by Demichel et al.,
1007
 the observed increase is steady 
and presents no evidence for the presence of significant surface Fermi-level pinning 
across the experimental regime considered. 
6.4 Mechanism and modelling 
6.4.1 Mechanism 
The mechanism by which doping acts to increase IQE may be understood in terms of a 
reduction in radiative lifetime through doping. As a first approximation, carrier 
recombination may be considered in terms of non-radiative SRH type and radiative 
bimolecular recombination: 
  
  
  
 
   
              …(6-6) 
where   is the photoexcited carrier density,    is the ionized acceptor density and   
and   are the non-radiative and radiative recombination coefficients respectively. 
Inspecting Equation 6-6, it is clear that absolute value of the second term is an 
increasing function of   , and as such doping will act to increase the rate of radiative 
recombination. Further considering the rate of radiative recombination alone, where    
dominates the term       , the time constant describing radiative recombination,   , 
will be inversely proportional to    (for      :         ). Recalling Equation 
6-4, however, where the non-radiative lifetime dominates, as is the case for our 
unpassivated nanowires,    will also be inversely proportional to IQE (for        :  
           ).  It may therefore be expected that in a regime where the photoexcited 
carrier density is lower than the ionized impurity density and the non-radiative lifetime 
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is shorter than the radiative lifetime, IQE will be directly proportional to    (for 
     &        :        ). This derivation accords well with our experimental 
findings and identifies a reduction in radiative lifetime as the mechanism by which 
doping acts to increase IQE. 
Returning to Equation 6-4, it is noted that where      the rate of radiative 
recombination will increase as    while that of non-radiative recombination increases 
as  . In this way, IQE will increase with pump power as is observed for the undoped 
nanowires. Where the reverse is true, however, and    dominates the term       , 
both the radiative and non-radiative recombination rates will increase equally as  . In 
this scenario IQE will remain constant with pump power as is observed for our doped 
nanowires. Thus doping is expected to both increase radiative efficiency and alter the 
power dependence of this parameter. 
6.4.2 Rate Equation Modelling 
As the pulse duration (approximately 300 fs) was significantly shorter than the decay 
process (several ps), and the interval between pulses (50 ns) significantly longer, 
recombination can be considered as decay from an initial excited carrier concentration, 
  ,  by non-radiative, radiative and Auger loss terms: 
 
  
  
                      
  …(6-7) 
where   is the time dependent carrier density,    is the ionised acceptor density and  , 
  and   are the non-radiative, radiative and Auger recombination coefficients 
respectively. The Auger recombination term is included here as some experiments 
employed high maximum pump powers and/or high doping densities. Solving Equation 
6-7 for a given initial photoexcited carrier concentration,   , surface recombination 
velocity (A*D/4) and acceptor concentration,   gives IQE: 
      
                 
  
 …(6-8) 
Figure 6-11 plots solutions to Equation 6-8 for GaAs nanowires of 300 nm with a SRV 
of 2.2 x10
6
 cm/s. Each curve represents a different doping density. At low 
photoexcitation it is apparent that IQE increases with doping density from around 
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0.001% for doping levels of 10
16
 /cm
3
 to a peak of 1% for doping levels of 3.6 x10
19
 
/cm
3
. 
The increase in IQE with doping may be attributed to the second term of the differential 
equation governing recombination,         , and represents a decreasing radiative 
lifetime with doping. While     , IQE remains constant as the rates of non-
radiative,      , and radiative,        , recombination both increase linearly with 
photoexcited carrier concentration. Beyond these pump powers the rate of radiative 
recombination begins to increase as the square of the photoexcited carrier 
concentration,       , and IQE increases steadily with excitation.At the highest of 
pump powers Auger recombination becomes significant and IQE is reduced. The 
threshold for this efficiency droop shifts to lower pump powers with increasing doping 
but is only significant at extremely high photoexcited carrier concentrations, >10
20
 /cm
3
; 
well beyond those that were achieved experimentally.  
 
 
 
 
Figure 6-11 | Modelled variation of IQE with peak excitation for variously doped 
GaAs nanowires of 300 nm diameter characterised by a surface recombination 
velocity of 2.2 x10
6
 cm/s. 
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Although peak efficiency is highest (≈9%) for the lowest of doping concentrations, 
10
16
 /cm
3
, the IQE of this nanowire does not exceed the IQE of a nanowire doped to 
3.6 x10
19
 /cm
3
 until photoexcited carrier concentrations in excess of 2 x10
19
 /cm
3
, a 
regime where thermal effects are likely to be significant. Importantly, the low excitation 
increase in IQE with doping shows a peak at around 3.6 x10
19
 /cm
3
 beyond which 
Auger recombination becomes significant with the IQE of a nanowire doped to 1 x10
20
 
/cm
3
 seen to be less than that of the nanowire doped to 3.6 x10
19
 /cm
3
 for all pump 
powers. Equation 6-7 may also be used to model variation in minority carrier lifetime 
with doping. Taking again a diameter of 300 nm and a SRV of 2.2 x10
6
 cm/s, Figure 
6-12 plots the time to achieve a carrier concentration of      as a function of excitation 
intensity and doping density. At lower pump powers lifetime is SRV limited (≈3.5 ps) 
for all but the most highly doped nanowires (>3.6 x10
19
). Beyond photoexcitation 
intensities of approximately 2 x10
19
 /cm
3
, Auger recombination becomes significant and 
carrier lifetimes are reduced.  
 
 
 
Figure 6-12 | Modelled variation of minority carrier lifetime with excitation for 
variously doped GaAs nanowires of 300 nm diameter characterised by a surface 
recombination velocity of 2.2 x10
6
 cm/s. 
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b)
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d)
 
e)
 
f)
 
g)
 
h)
 
i)
 
j)
 
k)
 
l)
 
 
 
 
 
Figure 6-13 | Modelled carrier concentration along the radial direction for various 
doping densities and carrier generation rates in 300 nm diameter unpassivated GaAs 
nanowires. Note that band bending is reduced by both increased doping and 
increased rates of carrier generation. 
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6.4.3 Finite volume modelling 
Unpassivated GaAs is known to be characterised by a high concentration of surface trap 
states producing surface band-bending and carrier depletion.
1073, 1074, 1108
 These effects 
have been reported to significantly affect emission from unpassivated GaAs 
nanowires,
1007
 will vary with excitation intensity and are not considered by the rate 
equation analysis discussed in Section 6.4.2.  
Figure 6-13 presents finite volume modelling (see Section 6.2.5 for method details) of 
surface depletion in 300 nm diameter unpassivated GaAs nanowires. The effect of 
increasing doping density is shown left to right and increasing excitation intensity top to 
bottom. Beginning with the lowest of doping densities and excitation powers [Figure 
6-13(a)], variation in carrier concentration across the entire nanowire profile indicates 
full depletion. As the excitation intensity is increased, the depletion width is firstly 
reduced [Figure 6-13(d)], before at the highest of pump powers flat band conditions are 
approached [Figure 6-13(j)]. With a higher doping density, depletion is only partial at 
 
 
 
 
 
 
    
 
Figure 6-14 | Modelled depletion width (electric field strength of > 0.1 kV/cm) as a 
function of carrier generation rate for various doping densities. 
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low excitation [Figure 6-13(b)] and flat-band like conditions are reached at lower 
excitation intensities. At the highest of doping densities shown, surface band bending is 
negligible even for the lowest of excitation powers [Figure 6-13(c)]. Considering Figure 
6-13 in its entirety, it is apparent that both heavy doping (right of figure) and high 
excitation (bottom of figure) act to reduce the spatial extent of band bending. 
Figure 6-14 plots the spatial extent of surface depletion (defined here as an electric field 
strength of > 0.1 kV/cm) as a function of photoexcitation intensity for various doping 
densities. At relatively low photoexcitation intensities, full depletion is observed for 
lower doping densities (2.8 x10
16
 /cm
3
, 5.6 x10
16
 /cm
3
), and only minor depletion 
(several nms) for higher doping densities (2.8 x10
19
 /cm
3
). Around a photoexcitation 
intensity of 1x10
28
 /cm
3
s the spatial extent of carrier depletion is seen to dramatically 
reduce in all cases as surface band-bending is screened by the photoinduced carriers. 
This occurs at higher photoexcitation intensities for higher doping densities as the 
electric field strengths associated with the space charge region increase with doping. 
 
 
 
 
 
 
    
    
Figure 6-15 | Modelled variation of IQE with carrier generation rate for various 
doping concentrations. 
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The x-axis at the top of Figure 6-14 relates the photoexcited carrier densities to 
equivalent powers of a 522 nm, 3 m spot-size continuous-wave (CW) pump laser. In 
most cases the depletion width is not seen to significantly alter until pump powers of 
around 1 mW suggesting that depletion will be significant across the usual range of 
powers accessed by CW pumping. 
Figure 6-15 plots IQE of as a function of photoexcitation for various doping densities. 
As was observed for the rate-equation modelling presented in Figure 6-11, IQE remains 
constant at low excitation before increasing beyond a given excitation threshold level 
towards a peak value at high excitation. This behaviour may be again related to 
magnitude of the photoexcited carrier density relative to the background doping 
density.(See section 6.4.2) 
Despite strong qualitative similarities between the results of the two modelling methods, 
a clear contrast is apparent at low photoexcitation intensities where surface depletion is 
most significant. Here, the rate equation modelling finds heavy doping (4x10
19
 /cm
3
) to 
 
 
 
 
    
    
Figure 6-16 | Modelled variation of IQE with carrier generation rate with 
(Nt=1 x10
12
 /cm
2
) and without (Nt=0 /cm
2
) surface charge trapping. 
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increase low excitation IQE by only 3 orders of magnitude (Figure 6-11), while the 
finite volume modelling finds an increase of closer to 11 orders of magnitude. Surface 
depletion acts to significantly reduce IQE as the rate of radiative recombination is 
quadratic in carrier concentration while that of non-radiative recombination is linear 
(Equation 6-7). As surface depletion is screened by photoexcitation the two approaches 
converge.  
To illustrate the regimes where rate equation analysis can be considered to provide a 
good estimate of IQE, Figure 6-16 compares finite volume modelling of IQE both with 
(Nt=1 x10
12
 /cm
3
) and without (Nt=0 /cm
3
)surface depletion effects. For the lowest 
doping density of 1.1x10
16
 /cm
3
, the inclusion of surface trapping is seen to reduce IQE 
by around 8 orders of magnitude at low pump powers. At higher pump powers 
approaching 1mW CW surface depletion effects become negligible and the two results 
converge. For the highest doping density of 2.8 x10
19
 /cm
3
, both results are seen to be 
similar across all pump powers but only fully converge at a higher rate of 
photoexcitation relative to the undoped case. The rate equation modelling can thus be 
expected to provide a good estimate of IQE at high excitation intensities or high doping 
concentrations. 
6.4.4 Fitting the experimental data 
Given the nanoscale dimensions of the emitters, self absorption may be neglected and 
IQE equated with EQE. On this understanding Equation 6-8 was fit to the experimental 
data presented in Figure 6-9 to give SRV (A*D/4) and   . The rate equation analysis is 
valid here as the data was either collected at high photoexcitation intensity or from 
highly doped nanowires. Fitting only the rising portion of the dataset collected from the 
undoped nanowire, gives a SRV of 2.0 x10
6
 cm s
-1
. This velocity is very similar to that 
determined earlier for the doped nanowires and suggests that p-type doping with zinc 
does not significantly alter SRV. Taking the SRV found by upconversion and fitting the 
remaining EQE datasets gives ionised dopant concentrations of 8.4 x10
18
 cm
-3
, 3.6 x10
18
 
cm
-3
 and 2.5 x10
19
 cm
-3
 for the doped nanowires shown in Figure 6-10(c), Figure 
6-10(g) and Figure 6-10(i), respectively. Previous nanowire studies have found dopant 
incorporation to be higher in the radial rather than axial direction
220, 239
 and it is 
therefore interesting to note that the dopant concentrations found here scale with 
nanowire diameter. (see Section 6.3.3.2) 
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6.5 Lasing from unpassivated GaAs nanowires 
Returning to the power dependent spectra presented for each of the doped nanowires 
[Figure 6-10(d,f,h)], regular modulations are noted in all spectra. In the case of the last 
two doped nanowires [Figure 6-10(f,h)], the modulations become increasingly 
 
 
 
 
 
 
Figure 6-17 | RT characterisation of an unpassivated doped GaAs nanowire 
nanolaser. a) Power dependant spectra. Note the appearance of ASE from the lowest 
of pump intensities and the clamping of spontaneous emission at higher pump 
intensities. b) Normalised spectral map across pump intensities close to threshold c) 
Logarithmic map of a composite optical image showing the lasing nanowire above 
threshold d) Logarithmic plot of integrated intensity of emission as a function of 
pump power. The clear non-linearity here represents a transition to lasing. Also 
shown is a fit to the experimental data and modelling for undoped nanowires. 
Normalisation here is by the highest intensity of the modelled fit e) linear scale plot 
of (d) revealing slope efficiency. 
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prominent at higher pump intensities. Taken together, these observations are suggestive 
of amplified spontaneous emission (ASE) arising from optical feedback within the 
nanowire cavity.
114, 116, 748
 Unlike previous work however,
25, 727
 ASE is observed here 
from relatively low pump intensities. This is because the threshold for ASE scales 
directly with the radiative lifetime of a material
1109
 which in our case has been reduced 
by several orders of magnitude by doping. 
Around the same photoexcited carrier concentration (1.0 x1019 cm-3) that ASE 
becomes more prominent in the spectra of nanowire 4 [Figure 6-10(h)] a superlinear 
increase in EQE is also noted [Figure 6-10(e)]. This superlinear increase marks a 
transition from spontaneous emission to lasing and was observed at RT for many of the 
doped nanowires analysed. Figure 6-17 investigates this transition and the subsequent 
laser action of one particular doped nanowire (an SEM image of this nanowire is shown 
in Figure 6-18). Considering first the emission from this nanowire at a relatively low 
pump power (2.7 J cm-2 per pulse), a broad spectrum (full width at half-maximum 
(FWHM) 100 meV) centred around 1.407 eV (881 nm) is noted [Figure 6-17 a)]. 
Despite the low pump intensity, modulations corresponding to ASE (Δλ 12 nm, 
FWHM 6 nm) are clearly apparent. Initial increases in excitation produce spectral 
blueshift [Figure 6-17(a,b)] which can be attributed to a carrier induced change in 
refractive index. On a log-log plot, integrated intensity rises linearly with pump power 
in this low excitation regime [Figure 6-17(d)] as is expected for spontaneous emission 
(SE). Optical images collected in this regime show emission to be uniform along the 
length of the nanowire (Figure 6-19) 
 
 
 
     
Figure 6-18 | An SEM image of a mixed phase doped GaAs nanowire from which 
lasing was observed as characterised in Figure 6-17 above. 
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From a pump fluence of approximately 65 J cm-2 per pulse, the peaks corresponding to 
ASE are seen to experience gain, spectrally narrowing and increasing in intensity more 
rapidly than the broad SE background. This process becomes especially pronounced 
around a pump fluence of 165 J cm-2 per pulse as the lasing threshold is approached. 
Around threshold, integrated intensity is seen to exhibit a superlinear relationship to 
pump fluence. For pump fluences greater than 200 J cm-2 per pulse the broad SE 
background becomes clamped and lasing is observed from three cavity modes located at 
867, 881, 895 nm (FWHM 2.6 nm). The relationship between integrated intensity and 
pump power is again linear in this regime with the gradient here corresponding to a 
slope efficiency of 21% [Figure 6-17(e)]. An optical image of the nanowire lasing 
[Figure 6-17(c)] shows emission to be predominantly from the ends of the nanowire in 
the manner of a Fabry-Pérot type cavity. The observed interference fringes indicate that 
the emission from these two ends is spatially coherent.  
6.6 Modelling doped nanowire lasers 
6.6.1 Lasing mode and threshold gain 
The lasing mode of the nanolaser characterized in Figure 6-17 was identified by 
calculating the mode with the minimum threshold gain requirement. Finite-difference 
time-domain (FDTD) simulations (see Section 6.2.4), were used to calculate the mode 
confinement factor and end reflectance of each of the modes supported by the nanowire. 
The threshold gain requirement of each mode was then found from the following 
expression: 
 
 
 
     
Figure 6-19 | An optical image of emission from the nanowire below threshold. 
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      
 
 
  
 
 
 …(6-9) 
where   is the mode confinement factor,    is the threshold gain,   is the cavity length 
and   is the geometric mean of the mode reflectance from each end facet. Values of 
3390, 3450, 1140, 2570, 2480, 1050, 1700 and 1600 cm
-1
 were calculated for the 
HE11a, HE11b, TE01, HE21a, HE21b, TM01, EH11a, and EH11b modes, respectively. 
The relatively low threshold gain requirements of the TE01 and, in particular, TM01 
modes suggest that the lasing spectrum observed in Figure 6-17 was from one of the 
these two modes. 
6.6.2 Cavity spectrum 
To further verify the identity of the lasing mode observed in Figure 6-17, both TE01 
and TM01 mode cavity spectra were calculated for comparison with the experimental 
spectrum. Excitation was by a dipole source orientated and positioned along the axis of 
the nanowire in order to excite the appropriate guided modes.
1070
 Cavity spectra [shown 
for the TM01 resonant modes in Figure 6-20(a)] were then calculated from the Fourier 
transform of the electric field strength as measured at various locations within the 
nanowire. The cavity spectrum found for the TM01 guided modes provided the best fit 
 
 
 
 
 
 
    
Figure 6-20 | FDTD simulation. a) Cavity spectrum calculated from FDTD 
simulation, showing the spectral position of TM01 resonant modes supported in the 
nanowire laser. The axial order (m) is denoted above each peak. b) Electric field 
intensity profiles in the cross-section of the nanowire at wavelength of 900 nm. The 
field profiles show that the resonant mode at 900 nm corresponds to the TM01 mode 
with m=33. 
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to the experimental data. 
Figure 6-20(b) shows the electric field intensity profile in the cross-section of the 
nanowire at wavelength of 900 nm, corresponding to the spectral position of one of the 
resonant modes. The field profile in the cross-section transverse to the nanowire axis 
resembles the profile of the TM01 guided mode and the field profiles in the cross-
sections parallel to the nanowire axis show that the resonant mode has an axial order 
(m) of 33. The mode type and axial order of the resonant modes at other spectral 
positions was identified from field profiles in a similar way. The axial order of the 
TM01 resonant modes is denoted above the peaks in Figure 6-20(a). As shown in Figure 
6-17, modes of axial order 33-35 provide a close match to the experimentally observed 
lasing peaks. The simulated Q factor for these modes (Q≈250-300) is furthermore in 
good agreement with the experimentally measured FWHM. 
Analysis of the simulated cavity spectrum also enables the group index of the lasing 
mode to be estimated. The wavelength separation between resonant modes in a Fabry-
Pérot type cavity is given by: 
    
  
    
 …(6-10) 
where λ is the wavelength,   is the cavity length and    is the group index of the mode. 
Using Equation 6-10    of the mode at 883 nm is estimated to be 4.44.  
6.6.3 Effect of doping on optical gain 
Optical gain in a direct band gap bulk semiconductor can be modelled using the 
following equation: 
 
      
   
       
  
                                  
        
 
  
     
    
 
  
…(6-11) 
where  ,   ,  ,   ,   ,    and    
  are electron charge, refractive index, vacuum 
speed of light, vacuum permittivity, electron mass, photon energy and the momentum 
matrix element. In the integrand,       is the 3D reduced density of states function, 
        is the Fermi-Dirac distribution for conduction/valance band and         is 
the lineshape broadening function which accounts for the energy broadening of 
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electron-hole states. The sech lineshape function used here prevents unphysical 
absorption below the band gap, with   having the dimensions of energy. 
Taking Equation 6-11 and the material parameters listed in Table 7-3, the gain spectrum 
of p-type GaAs was calculated for different doping concentrations and photoexcitation 
intensities. Intrinsic carrier concentrations were first firstly calculated for the specified 
temperature using Fermi-Dirac statistics and the charge neutrality condition:      
  
     
 , where    and    are the intrinsic electron and hole concentrations and   
  and 
  
  are the ionised acceptor and donor concentrations. Quasi-Fermi levels were then 
calculated for the given injected carrier density, i.e. at electron concentration of      
and hole concentration of     , where   and   are the injected electron and hole 
 
Figure 6-21 | Peak material gain(left) and differential gain (right) as function of 
injected carrier density for p-type doped and undoped bulk GaAs. 
Table 6-2 | Parameters used for gain model 
  
 
         kg 
   
          kg 
   
         kg 
            eV 
   1.519 – 5.40510-4T2/(T+204) eV 
      meV 
   3.6 
  6.6 meV 
  300 K 
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concentrations. Figure 6-21(a) shows peak material gain as a function of injected carrier 
density for undoped and p-doped GaAs. Peak gain is seen to significantly increase with 
p-type doping as the downward shift in the quasi-Fermi levels with p-type doping acting 
to reduce the injected carrier density required to achieve gain.
1110
 From Figure 6-21(b), 
p-type doping is also seen to increase differential gain which may again be related to the 
realignment of the quasi-Fermi levels with the band edges.
1110
 
6.6.4 Rate equation modelling 
Rate equation modelling was used to fit the experimental L-L curve shown in Figure 
6-17 and thereby estimate the doping concentration,   , threshold gain,    , and 
spontaneous emission factor,  . As three lasing modes are observed in the lasing 
spectra, the data was fit with multimode rate equations. The rate equations for the 
carrier density in the active region,  , and photon density in the  th cavity mode,   , can 
be expressed as follows: 
 
  
  
 
   
   
                     
        
 
   
  
   
  
                          
…(6-12) 
Here         is the carrier generation rate, with   ,   ,   and   being the fraction of 
pump power absorbed, energy of pump photon, optical pump power used and volume of 
the nanowire, respectively.    was estimated from FDTD simulations to be 1%.  
As   is a time-dependent function of the form        
           , where    is the 
peak power of the pulse and t = 400 fs is the pulse width,    was calculated from the 
average power of the pump laser using             , where   = 20.8 MHz is the 
frequency of the pulsed laser. The volume of the nanowire was calculated using 
          
    
       , where        nm,        nm and        μm 
are the measured dimensions of the nanowire laser. (See Figure 6-18) 
Table 6-3 | Gain function parameters for different doping densities 
   = 11018 cm-3   = 11019 cm-3   = 21019 cm-3   = 51019 cm-3 
   950 cm
-1 835 cm-1 780 cm-1 700 cm-1 
    2.551018 cm-3 2.01018 cm-3 1.751018 cm-3 1.41018 cm-3 
   -1.11018 cm-3 -1.11018 cm-3 -1.11018 cm-3 -1.11018 cm-3 
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The non-radiative recombination coefficient   was found from Equation 6-3 using the 
minority carrier lifetime determined from Figure 7-21 while   and   were calculated 
from the Equations 7-1 and 6-2 respectively.  
Material gain was modelled as described in Section 6.6.3 with a three-parameter 
logarithmic model being used for the gain function:                         , 
where    is the gain coefficient,     is the transparency carrier density and    is the 
shift parameter. The gain function parameters for different doping concentrations are 
shown in Table 6-3. The temperature and lineshape broadening parameter ( =18.8 
meV) were estimated by modelling the spontaneous emission spectrum and fitting its 
shape with the photoluminescence spectrum of the nanowire laser. Finally,     and  , 
   and   were assumed to be equal for each of the three lasing modes. Values of 
          and       were taken from FDTD simulations (see Section 6.6.2). 
Equation 6-12 was solved for the duration of one duty cycle of the pump laser with 
initial estimates for   ,     and  . The total photon density (         ) was then 
evaluated and the average photon density was calculated by integrating over time and 
dividing by the time span. The normalised average photon density as a function of the 
average pump power ( ) is shown on a log-log scale in Figure 6-22, together with the 
 
 
 
 
 
 
    
 
Figure 6-22 | L-L curves obtained from rate equation modeling, for different doping 
concentrations, with    =1300 cm
-1
 and  =0.015. The experimental data is 
superimposed (open circles). 
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experimental data.  
Figure 6-22 compares fits to the experimental data for four different doping 
concentrations:    = 0.1, 1, 2 and 5 10
19
 cm
-3
. The curve that with the best fit 
corresponds to an ionised doping concentration of 2.0 x10
19
 cm
-3
, a beta factor ( ) of 
0.015 and gth of 1300 cm
-1
. These estimates are consistent with the fits to the data 
presented in Figure 6-9 (    3.6 x10
18
 - 2.5 x10
19
 cm
-3
, see Section 6.4.4), previous 
publications (Reference 10:    0.015,      1820 cm
-1
) and the FDTD threshold gain 
modelling (     1050 cm
-1
, see Section 6.6.1). 
For the purposes of comparison, the power dependent emission behaviour of undoped 
nanowires equal in size to the lasing nanowire [Figure 6-17(d,e)] was also modelled. In 
the case of the undoped and unpassivated nanowire (dashed blue line), poor IQE was 
found to preclude laser action with the threshold pump fluence being calculated to be 
greater than that required for thermal vaporisation. Surface passivation enables lasing 
(dashed pink line), but despite a relative advantage in IQE, the threshold is seen to be at 
a higher pump fluence than that of our doped but unpassivated nanowire. This may be 
related to the action of p-type doping in increasing differential gain and reducing the 
transparency carrier density. (see Section 6.6.3). A further effect of this increase in 
differential gain is seen in the superior slope efficiency of the doped nanowire [Figure 
6-17(e)] Despite being unpassivated the doped nanowire laser is thus expected to 
outperform undoped GaAs/AlGaAs heterostructure nanolasers of similar dimensions. 
6.7 Summary 
In this chapter controlled impurity doping has been used to enable room-temperature 
lasing in unpassivated GaAs nanowires. Doping here acts to radically increase the 
radiative efficiency while also increasing differential gain and reducing the transparency 
carrier density. Unlike many previous attempts to improve the efficiency of 
semiconductor nanomaterials by reducing the rate of non-radiative recombination, the 
improvement here is related to an enhanced rate of radiative recombination. Due to the 
fundamental nature of the presented approach it has general applicability to 
semiconductor nanomaterials regardless of device geometry or operating wavelength 
and is complementary with more conventional strategies such as passivation. In a device 
context, doping is important for achieving electrical injection and an enhanced rate of 
radiative recombination promises an increased modulation bandwidth.
693, 1111
 Controlled 
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impurity doping is thus introduced as a simple and convenient tool for improving the 
radiative efficiency and performance of semiconductor nanomaterials. 
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7                                                                        
        Zinc as a source: 
Zn-V nanostructures by MOVPE 
7.1 Introduction 
The explosion in demand for electronic goods has placed increasingly unsustainable 
pressure on a variety of scarce materials used in their production.
1
 While the most 
commonly used semiconductor material, silicon, is of high earth abundance, its indirect 
bandgap is unsuited to many important applications. In contrast to silicon, the majority 
of commercialised direct bandgap semiconductors including members of the III-V 
family, cadmium telluride and copper indium gallium selenide/sulfide (CIGS) contain 
elements of low earth abundance. As a result, there is an ongoing need for alternate 
semiconductor materials combining superior optoelectronic performance with earth 
abundance. Promising examples include copper zinc tin sulfide (CZTS),
4, 5
 the organic-
inorganic pervoskites
6, 7
 and Zn3P2.
2, 3
 
An attractive material for PVs, Zn3P2 is part of the relatively unexplored II-V family of 
semiconductors. Other examples include Zn4Sb3 which is among the most efficient of 
thermoelectric materials
8, 9
 and Cd3As2 which was recently identified as one of the few 
known examples of a three-dimensional topological Dirac semimetal.
10, 11
 Less well 
studied, Zn3As2 is an earth abundant semiconductor with a band gap around 1.0 eV
12, 13
 
and the potential to realize high carrier mobilities.
14, 15, 16
 Of key importance for possible 
optoelectronic applications, these II-V compounds form alloys enabling band-gap 
tuning between Zn3P2 (1.5 eV),
17, 18
 Zn3As2 with Cd3As2 (semimetal). Heteroepitaxy 
between II-V and III-V materials is also possible due to their close structural similarity 
and, in the case of Zn3As2 and InP, a lattice mismatch of only 0.5%.
19, 20
 
In this chapter we synthesise both nanowires and nanoplatelets of the zinc-based II-V 
compound semiconductor materials Zn3As2, Zn3P2 and ZnxSby. Zinc is an earth 
abundant element and we use a standard DEZn source in a metal organic vapour phase 
epitaxy (MOVPE) reactor compatible with commercial production of III-V materials. 
We firstly discuss relevant growth conditions before going on to analyse the structure 
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and morphology of the product materials. Efficient emission is then shown at around 1.0 
eV and 1.5 eV for Zn3As2 and Zn3P2 respectively. These results open the door to the 
MOVPE/MBE synthesis of nanostructured II−V semiconductor materials, II−V alloys, 
and novel II−V/III−V heterostructures for applications encompassing optoelectronics, 
thermoelectrics, high speed nanoelectronics, and topological physics. 
7.2 Methods 
7.2.1 Growth and morphological characterization 
Being an exploratory work, the growth of II-V semiconductors was assessed across a 
wide parameter space. The variables considered included precursor flow rates and 
ratios, reactor temperature, growth time, substrate type and orientation and seed 
material. As II-V semiconductor materials are known to be characterised by relative 
high vapour pressures, a maximum flow rate of 2.38 x10
-5
 mol/min was achieved from 
the DEZn bubbler by increasing the bubbler temperature to 15 °C and reducing the 
bubbler pressure to 3.55 x10
4
 Pa.  
For Au and Ag seeded growth, the substrates were treated with colloidal nanoparticles 
as described in Section 3.1.1. In the case of Ni and Pt, thin films of 0.5 nm nominal 
thickness were deposited at a rate of 0.01 nm/s using electron-beam evaporation 
(Temescal BJD-2000 E-beam/Thermal Evaporator). Sn and Zn films were deposited by 
thermal evaporation (Kurt J. Lesker Nano 36) at rates of 0.03 nm/s and 0.05 nm/s 
respectively. 
Subsequent investigation by both scanning electron microscopy (SEM) and 
transmission electron microscopy (TEM) was performed utilising a FEI Helios 600 
NanoLab Dualbeam (FIB/SEM) operated at 10 kV and a JEOL 2100F TEM operated at 
200 kV. Samples for TEM investigation were prepared by mechanical dispersion on 
holey carbon copper grids. Particular care was required in regards to the imaging 
conditions employed for ZnxPy and ZnxSby samples as both materials proved to be 
relatively beam sensitive.  
7.2.2 Photoluminescence experiments 
Micro-photoluminescence (PL) measurements at wavelengths greater than 1100 nm 
employed a 50x/0.55NA NIR objective lens (Leica HCX PL Fluotar) with excitation 
coming from an 830 nm continuous-wave laser (Topica DL100) delivering between 
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1W and 8mW at the focal spot (FWHM ≈ 3 μm). The PL was passed through an 830 
nm longpass edge filter and then a spectrometer (Horiba T64000) fitted with a 150 
lines/mm diffraction grating before being collected on a liquid nitrogen cooled InGaAs 
1D array detector. Temperature dependant PL measurements were conducted between 
77 and 570 K under nitrogen in a liquid nitrogen cooled cryostat. (Linkham TS1500) 
For -PL measurements at wavelengths of less than 1100 nm, a silicon based focal 
plane array detector was employed. 
The dynamics of photoexcited carrier decay were studied using several complementary 
techniques. Time-resolved photoluminescence measurements at wavelengths of less 
than 1100 nm were achieved by time-correlated single photon counting (TCSPC) 
technique (Picoharp 300) using the experimental setup described in Section 6.2.2.2. For 
wavelengths beyond 1100 nm, the carrier dynamics were studied by transient Rayleigh 
scattering spectroscopy.
1069
 
7.2.3 Electrical Characterisation 
In order to realise the optoelectronic potential of our Zn3As2 nanostructures we 
fabricated single nanowire and single nanoplatelet metal−semiconductor−metal 
photoconductor devices. The nanostructures were first dispersed from solution onto a 
highly doped silicon substrate with a thermal oxide thickness of 300 nm. 
Photolithography followed by the deposition of Ti (20 nm)/Al (500 nm) and lift off 
were used to define contacts at either end of nanowires. The devices were wire bonded 
and mounted in an optical cryostat (Attocube) for low temperature photocurrent 
measurement. Photocurrent measurements were performed using a tunable pulsed light 
from a super continuum photonic crystal fiber. The laser light was focused onto the 
nanowire with 50×/0.5NA long working objective and a fixed bias of 5 V applied across 
the nanowire. We acquired the photocurrent data using a standard lock in technique 
involving chopping of the laser light. Cooling was provided by a continuous flow of 
liquid helium. 
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7.3 Zinc Arsenide 
7.3.1 Growth Parameters 
7.3.1.1 Absolute diethylzinc flow rate 
As discussed in Chapter 2, the thermal stability of the II-V compounds is generally 
lower than that of III-V compounds. For this reason special care must be taken to 
prevent thermal decomposition of the product material. Deposition can furthermore only 
occur where the partial pressures of the reactant gases is greater than that of their 
equilibrium values. 
Figure 7-1 displays the results of two attempts to grow Zn3As2 at a temperature of 400 
°C and a V/II ratio of 1000. In the case of the first run [Figure 7-1(a)], no growth is 
observed and the Au seed particles remain as droplets on the substrate surface. With a 
doubling of the reactant partial pressures micron sized structures are observed [Figure 
7-1(b)]. This onset of growth can be related to the partial pressures of the reactant 
precursors exceeding their equilibrium values. In the current studies, the threshold for 
growth was found to be sharp, reproducible and highly temperature dependant. As 
decomposition can be expected to be heterogeneous throughout the temperature range 
a) T = 400 °C 
V/II= 1000 
PDEZn= 0.025 Pa 
b) T = 400 °C 
V/II= 1000 
PDEZn= 0.05 Pa 
 
 
 
 
 
    
 
Figure 7-1 | Sensitivity of Zn3As2 growth to the absolute precursor flow rates at a 
temperature of 400 °C and V/II ratio of 1000. a) DEZn partial pressure less than the 
equilibrium vapour pressure. b) DEZn partial pressure greater than the equilibrium 
vapour pressure. Both micrographs show the sample substrate tilted 45 ° to normal. 
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considered, this threshold was furthermore found to be critically dependant on the 
condition of the liner and susceptor. A particular example of this is that no Zn-V growth 
could be obtained without firstly pre-coating a thin film of III-V material on freshly 
cleaned liners.  
Figure 7-2 plots the results of Zn3As2 growth at various reactor temperatures and zinc 
partial pressures. The partial pressure of zinc was chosen as the ordinate here as it 
expected to exceed the partial pressure of arsenic from both the stoichiometry of the 
considered compound and the relative propensity of each element to form molecular 
gases. Such an approach is supported by the CALPHAD modelling discussed below 
where the partial pressure of zinc in equilibrium with Zn3As2 at a temperature of 400 °C 
was calculated to be more than four times greater than that of the partial pressure of 
arsenic. Growth was furthermore always conducted at V/II ratios greater than one with 
 
Figure 7-2 | Outcome of Zn3As2 nanowire growth under various combinations of 
zinc partial pressure and temperature. The percentage decomposition of the 
precursors DEZn in H2 and AsH3 with TMGa is further plotted as a function of 
temperature on the right-hand axis.
1, 3
 Also plotted is temperature dependence of zinc 
partial pressure in equilibrium with Zn3As2 as calculated by the CALPHAD method 
using the thermodynamic data of Ghasemi and Johansson
13
 and measured 
experimentally by Schoonmaker and Lemmerman
31
 and Greenberg et al.
39
. The 
expected growth window for the current experimental setup is ~250-500 °C. 
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zinc therefore expected to be the limiting reactant. The partial pressure of zinc is 
furthermore equated with the partial pressure of DEZn as complete decomposition can 
be expected for the majority of the temperatures considered.
1112
  
Across Figure 7-2, the smaller green circles indicate growth parameters which led to 
Zn3As2 deposition whereas the larger red circles indicate parameters which did not lead 
to any deposition. As discussed previously, the zinc partial pressure required for 
deposition is seen to increase with temperature, doubling around every 25 °C. Close 
correlation is evident between the partial pressure of zinc required for growth and that in 
equilibrium with powdered Zn3As2 as reported by Schoonmaker and Lemmerman
31
. 
That the threshold for growth found by the current experiments is at zinc partial 
pressures slightly lower than those reported for equilibrium may be related to the Gibbs-
Thomson effect
993
 or difference between the measured susceptor temperature and actual 
wafer temperature.  
The relationship between the zinc partial pressure in equilibrium with Zn3As2 and 
temperature is further extended by the experimental results of Greenberg et al.
39
 
represented by the orange squares and theoretical calculations indicated by the dash-
dotted line. The theoretical calculations here were performed using the CALPHAD 
method with the data for solid Zn3As2 being taken from an assessment of the Zn-As 
system by Ghasemi and Johansson
13
 and that for the relevant gaseous species from 
Ansara et al
26
. Together these various results define a stability region for Zn3As2, with 
temperature-pressure combinations appearing above the dash-dotted line being suitable 
for deposition. The intersection between this curve with the maximum partial pressure 
that may be obtained by the current experimental setup further defines the maximum 
attainable growth temperature. In the current case, the maximum achievable partial 
pressure of around 3.4 Pa is seen to limit growth to temperatures of approximately 500 
°C or less. 
Also plotted on Figure 7-2 are heterogeneous decomposition curves for the precursors 
DEZn and AsH3 as a function of temperature.
1, 3
 As material deposition requires some 
degree of precursor decomposition, these curves define the minimum growth 
temperature for Zn3As2 using the current precursors. In the current case, AsH3 
decomposition is limiting with very little decomposition occurring at less than 300 °C 
and virtually no decomposition occurring at less than 250 °C. 
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The minimum growth temperature together with the maximum obtainable zinc partial 
pressure and Zn3As2 decomposition curve form a triangular-like region which serves to 
define the Zn3As2 growth parameter space accessible in the current experiments. This 
parameter space covers a temperature range from approximately 250-500 °C and zinc 
partial pressures from around 0.01-3.6 Pa or equivalently, 0.5-136 sccm. 
7.3.1.2 Growth Temperature 
The effect of reactor temperature on the growth and morphology of Au seeded Zn3As2 
nanostructures is documented in Figure 7-3. At the lowest of the growth temperatures 
investigated (350 °C), Zn3As2 nanocrystallites formed with an areal density proportional 
to that of the Au nanoparticle pre-treatment [Figure 7-3(a)]. Growth here was not by the 
VLS mechanism and the Au nanoparticles could not be located post-growth using 
standard SEM imaging and analysis techniques. Zinc has previously been shown to 
disrupt the VLS growth of Au-seeded III-V nanowires leading to kinking, ‘seed 
 
 
a) T = 350 °C 
 V/II= 1000 
 PDEZn= 0.05 Pa 
b) T = 375 °C 
 V/II= 1000 
 PDEZn= 0.05 Pa 
 
c) T = 400 °C 
 V/II= 1000 
 PDEZn= 0.05 Pa 
 
d) T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa  
 
e) T = 500 °C 
 V/II= 62 
 PDEZn= 1.9 Pa  
 
f) T = 525 °C 
 V/II= 31 
 PDEZn= 3.6 Pa 
 
 
 
 
 
    
 
Figure 7-3 | Effect of growth temperature on the morphology of Zn3As2 
nanostructures. a) 350 °C; b) 375 °C; c) 400 °C; d) 475 °C; e) 500 °C; f) 525 °C. All 
micrographs show the sample substrate tilted 45 ° to normal. 
Section 7.3 - Zinc Arsenide 
 
 
147 
splitting’ and eventually, a failure to grow.237, 243, 246, 539, 540, 578, 1113 (See Section ) 
Suggested causes include a change in supersaturation,
540
 III/V ratio,
246
 seed 
composition
243, 246
 and phase
243, 540
 and surface energies
35, 243
. The effective partial 
pressure of zinc is furthermore greater at lower temperature as evaporation is reduced.  
Increasing temperature was found to promote VLS growth. At a temperature of 375 °C, 
around 15 % of structures grew out of the substrate while the other structures retained a 
crystallite morphology [Figure 7-3(b)]. At 400 °C the proportion of structures growing 
out of the substrate increased to approximately 20 % with the remainder being planar 
VLS nanowires [Figure 7-3(c)]. Among those structures growing away from the 
substrate at 400 °C, around 70 % were nanowires and 30 % were nanoplatelets. The 
areal density of VLS structures here of approximately 0.27 nanostructures per square 
micron was over one order of magnitude less than that observed for GaAs nanowire 
growth with a similar Au seed pre-treatment (see Section 3.1.1 ).  
At higher temperatures, relatively high DEZn partial pressures were required for growth 
(see Section 7.3.1.1) and the V/II ratio was limited by the maximum AsH3 flow of the 
current experimental setup [Figure 7-3(d-f)]. A significant increase in growth rate was 
obtained as control over the DEZn partial pressure was necessarily coarser leading to a 
greater absolute difference between the supplied DEZn partial pressure and the 
decomposition pressure of Zn3As2. As is observed in Figure 7-3(d,e), growth at 
temperatures around 500 °C produced structures of at least tens of microns in length.  
 
a) T = 400 °C 
 V/II= 10 
 PDEZn= 0.05 Pa 
 
b) T = 400 °C 
 V/II= 280 
 PDEZn= 0.05 Pa 
 
c) T = 400 °C 
 V/II= 1000 
 PDEZn= 0.05 Pa 
 
Figure 7-4 | Effect of V/II ratio on the morphology of Zn3As2 nanostructures grown 
at 400 °C. At the lowest V/II ratios investigated. The growth time in all cases was 20 
minutes. a) V/II=10; b) V/II=280; c) V/II=1000. All micrographs show the sample 
substrate tilted 45 ° to normal. 
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Despite this high growth rate, radial growth was not significant with the diameter of the 
nanowires and thickness of the nanoplatelets remained between 50 and 100 nm. The 
areal density of nucleation did however remain low with a large proportion of the VLS 
growth occurring as planar nanowires. Planar growth was difficult to quantify in this 
case as many of the planar nanowires coalesced. Growth of Zn3As2 was not observed 
above a temperature of 500 °C using the current experimental setup Figure 7-3(f).  
7.3.1.3 V/II ratio 
At a growth temperature of 400 °C, a relatively low V/II (<30) was observed to result in 
poor nucleation, non-uniform faceting and an absence of nanoplatelet structures [Figure 
  
a) Gold  
 T = 400 °C 
 V/II= 1000 
 PDEZn= 0.05 Pa 
  
b) Silver  
 T = 400 °C 
 V/II= 280 
 PDEZn= 0.05 Pa 
  
c) Nickel  
 T = 400 °C 
 V/II= 1000 
 PDEZn= 0.05 Pa 
  
d) Platinum 
 T = 400 °C 
 V/II= 52 
 PDEZn= 0.8 Pa 
 
 
 
 
 
    
 
Figure 7-5 | Zn3As2 nanostructure growth at 400 °C as seeded by various different 
metals. a) Gold (60 nm nanoparticles); b) Silver (60 nm nanoparticles); c) Nickel (0.5 
nm thin film); d) Platinum (0.5 nm thin film). All micrographs show the sample 
substrate tilted 45 ° to normal. 
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7-4(a)]. Here V/II ratio may act to alter relevant surface energies or seed particle phase, 
with a relatively low ratio disrupting VLS growth as described in Section 7.3.1.2. In the 
case of III-V nanowires the V/III ratio has been found to affect both crystal structure
616, 
657, 668, 1035
 and morphology
668, 1035, 1114-1116
. An increasing V/III ratio has been shown to 
increase radial growth rate and tapering,
983, 1116-1119
  while also reducing (increasing) the 
group III
243, 1056
 (V)
1119
 concentration in the alloy droplet. A similar result has been 
reported for the II-VI material, ZnSe, where increasing the VI/II ratio lead to a transition 
from VLS to VSS growth.
1120
 
7.3.1.4 Seed material 
Several different metals were investigated as potential seed materials for the VLS-type 
growth of Zn3As2 nanostructures. The current study focuses particularly on the use of 
gold nanoparticles which were found to deliver the largest and most reproducible 
parameter space as well as the greatest diversity of structure types. The Au-Zn system 
contains a variety of intermetallic compounds and a high degree of solid solubility. The 
lowest liquidus temperature is approximately 420 °C as occurring for pure zinc and it is 
therefore expected that growth with Au seeds followed a VSS-type mechanism.
159, 183
  
As discussed in Section 7.3.1.2, at 400 °C Au seeded growth produced free-standing 
nanowires, nanoplatelets and planar nanowires although the areal density was relatively 
low and many nanostructures showed some degree of kinking [Figure 7-5(a)]. Under 
similar growth conditions, silver nanoparticles also seeded Zn3As2 growth but that 
growth showed significant kinking, poor faceting and a low areal density [Figure 
7-5(b)]. Interestingly, these structures appeared morphologically similar to Au seeded 
growth at low V/II ratios (see Section 7.3.1.3). Silver has previously been investigated 
as a seed material for GaAs,
163
 InSb
164
 and InP
165
 nanowire growth where variance with 
Au-seeded growth was suggestive of a differing parameter space for each metal. 
The successful VLS-type growth of Zn3As2 nanostructures was also realized with thin 
films of both nickel and platinum. In both cases high aspect ratio nanowire structures 
grew over a relatively wide temperature range (400-500 °C). (See Section 7.3.6 for an 
investigation of Ni seeded Zn3As2 nanowires.) Platinum was generally found to produce 
a greater areal density of nanowires which showed greater tapering. Both metals have 
previously been shown to effectively seed III-nitride growth
167, 168
 with nickel also 
being used for GaAs
174, 175
, InAs,
176
 Si
177
 and Ge
177-179
 nanowire growth. 
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Thin films of tin and zinc were not found to seed Zn3As2 growth under any of the 
parameters investigated despite Sn being reported to be an excellent catalyst for both IV 
and III-V nanostructure growth.
171, 172, 518
 While the compound semiconductor Zn-Sn-
As2 is known,
1121, 1122
 it was not found to be formed either through Sn seeding or the 
addition of tetraethyltin (TESn) during growth. 
7.3.1.5 Substrate 
In the current studies, the growth of Zn3As2 was primarily from GaAs substrates. As the 
most common binary arsenide semiconductor, GaAs was chosen in order to minimize 
the potential for substrate decomposition and cross-contamination between substrate 
GaAs (111)B 
T = 400 °C 
V/II=1000 
PDEZn=0.05 Pa 
GaAs (111)A 
T = 400 °C 
V/II=280 
PDEZn=0.05 Pa 
 
GaAs (100) 
T = 400 °C 
V/II=1000 
PDEZn=0.05 Pa 
  
GaAs (110) 
T = 400 °C 
V/II=52 
PDEZn=0.8 Pa 
 
 
Figure 7-6 | Au seeded Zn3As2 nanostructure growth at 400 °C on various GaAs 
substrate orientations. a) (111)B; b) (111)A; c) (100); d) (100). All micrographs 
show the sample substrate tilted 45 ° to normal. 
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and sample. Growth was furthermore investigated on a variety of GaAs substrate 
orientations including (111)B, (111)A, 100 and 110 both with and without pre-growth 
annealing. At a growth temperature of 400 °C and using 50 nm Au seeding, subtle 
differences were evident between substrate orientations, with the greatest amount of 
planar nanowire growth occurring on the (111)A and (111)B oriented substrates (Figure 
7-6). 
The only vertical nanowires were those that grew on the (110) oriented substrate, while 
the nanostructures formed on the (100) substrate showed significant kinking. Pre-
growth annealing did not appear to have a significant effect on yield. In the case of III-
V nanowires, substrate orientation is well known to affect growth direction and 
subsequently, morphology and structure.
180, 1123-1126
 For differing substrate-nanowire 
material combinations, planar nanowire growth has been thought to occur where the 
seed material prefers to wet the substrate rather than nanowire.
1127, 1128
 
Where InP was used as a substrate in place of GaAs, a greater proportion of structures 
were found to nucleate with a nanowire-like morphology (Figure 7-7). An indium 
background has previously been shown to affect the morphology and structure of Au-
 
GaAs (110) 
T = 475 °C 
V/II=124 
PDEZn=1 Pa 
 
InP (110) 
T = 475 °C 
V/II=124 
PDEZn=1 Pa 
 
 
 
 
 
    
 
Figure 7-7 | Au seeded Zn3As2 nanostructure growth at 400 °Con a) a GaAs (110) 
substrate; b) a InP (110) substrate. A greater proportion of the nanostructures which 
nucleated on the InP substrate presented a nanowire morphology. Both micrographs 
show the sample substrate tilted 45 ° to normal. 
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seeded GaAs nanowires
593, 1129
 and it is likely that indium acts here to alter the wetting 
angle between Zn3As2 and the Au alloy seed.
1130, 1131
 Interestingly, In has been shown to 
act as a suitable seed material for the growth of Zn3(P1−xAsx)2 and Zn3P2 by CVD.
63, 336
 
7.3.2 Structural Characterisation 
7.3.2.1 Morphology 
Two distinct Zn3As2 nanostructure geometries were synthesised in the current study, 
nanowires and nanoplatelets. Figure 7-8 presents SEM images showing typical 
examples of both, which were often observed to grow concurrently. The images here 
correspond to the Au-seeded growth of Zn3As2 at 400 °C on GaAs (110) substrates. 
Nanowires grew in a vertical direction on the (110) substrates with occasional kinking 
 aa  
 
 
 
aa  
 
 
Figure 7-8 | SEM images of the two distinct nanostructures that were observed to 
form from the Au-seeded growth of Zn3As2 on GaAs (110) at 400 °C. a) nanowire 
vertical from GaAs (110) substrate; b) nanoplatelet at oblique angle to GaAs(110) 
substrate; c) nanowire with kinking at base; d) platelet showing a thickness of 
approximately 80 nm. 
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closer to the substrate Figure 7-8(a,c). The platelets in contrast, which showed a distinct 
‘kite’ or ‘tie’ morphology Figure 7-8(b,d), always grew at an oblique angle to the 
substrate. 
Bright field TEM images typical of the two distinct free-standing nanostructure 
geometries are presented in Figure 7-9(a,b,d,e,g). Each micrograph excepting Figure 
7-9(d) depicts the same major zone axis, later determined to be <112>. The apparent 
length of the nanostructures was maximised in this zone axis and the nanostructures 
therefore lie in the plane of these images. The nanowire is somewhat longer than the 
nanoplatelet, being approximately 11.5 µm in length and almost taper free, ranging from 
75 to 150 nm in diameter from tip to base. In contrast, the nanoplatelet is approximately 
8.5 µm long and its width increases from 50 nm at the tip to a maximum of 1.3 µm near 
the base to give a necktie-like silhouette. From the SEM images [Figure 7-8(t), Figure 
7-9(b,d)] the thickness of the nanoplatelets is seen to be approximately 50-100 nm. 
Considering the high-resolution images, [Figure 7-9(b) and Figure 7-9(e)] and their 
Fourier transforms, [Figure 7-9(c) and Figure 7-9(f)], this difference in morphology is 
seen to arise from a difference in growth direction. With reference to the expected 
pseudocubic structure of Zn3As2,
9, 22, 263
 as identified below, the nanowire may be said 
to have grown along the equivalent cubic direction <110> and the nanoplatelet: <112>. 
While these directions differ from the usual <111> VLS growth direction, conditions 
favouring non-<111> growth have been widely reported in other material systems.
1124, 
1130, 1132-1134
 Concomitant changes in geometry are also common and may be related to 
changes in the symmetry of the growth axis.
452, 586, 1131
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Figure 7-9 | Structure and morphology of the Zn3As2 nanowires and nanoplatelets: a) 
<221> axis bright field TEM image of a nanowire; b) <221> axis HRTEM image of 
the nanowire / seed particle interface; c) Fourier transform of (b) revealing <110> 
type growth direction; d) <201> axis TEM image of the nanowire tip; no planar 
defects are apparent; e) <221> axis HRTEM image of the nanoplatelet / seed particle 
interface; f) Fourier transform of (e) showing that the growth direction is rotated 60 ° 
relative to (b); g) <221> axis bright field TEM image of the entire nanoplatelet  h) 
<221> axis diffraction pattern i) <201> axis diffraction pattern j) <241> axis 
diffraction pattern k) <111> axis diffraction pattern l) simulation of <221> 
diffraction from α' Zn3As2 m) simulation of <201> diffraction from α' Zn3As2 n) 
simulation of <241> diffraction from α' Zn3As2 o) simulation of <111> diffraction 
from α' Zn3As2 p) atomic model of the Zn3As2 nanowire shown in top view with 
facet directions marked q) top view SEM image of a Zn3As2 nanowire (scale bar 100 
nm) r) atomic model of the Zn3As2 nanowire shown in side view with facet 
directions marked s) Schematic model of α' Zn3As2 as reported by Pietraszko22 t) 
atomic model of the Zn3As2 nanoplatelet shown in top view with facet directions 
marked u) SEM image of a Zn3As2 nanoplatelet (scale bar 500 nm) v) atomic model 
of the Zn3As2 nanowire shown in side view with facet directions marked. 
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7.3.2.2 Crystal Structure 
That both nanostructures presented here are single crystalline and appear free from 
planar defects may be concluded following examination of the images presented in 
Figure 7-9(a-g) along with similar images from a variety of zone axes (Figure 7-10, 
Figure 7-11) and representative selected area electron diffraction patterns (SADP) from 
each of these zones axis [Figure 7-9(h-k), Figure 7-11(b,d,f)]. Interestingly, an absence 
of planar defects has also been widely noted for III-V nanowires propagating along non-
<111>B growth directions.
452, 1134-1136
 
Energy dispersive X-ray spectroscopy (EDXS) (Figure 7-15) analysis of the 
nanostructures identified only zinc and arsenic in an approximate atomic ratio of 3:2 as 
quantified by the standardless k-factor method. Such a ratio is consistent with the 
compound Zn3As2, one of two line compounds in the arsenic-zinc binary system. 
Zn3As2 is known to be tetragonal at room temperature before transforming into a cubic 
a) 
 
 
 
 
<221> Axis 
Tx = 0.6° 
Ty = 6.4° 
 
b) 
 
 
 
 
<111> Axis 
Tx = 1° 
Ty = 25° 
 
c) 
 
 
 
 
<201> Axis 
Tx = -29° 
Ty = 26° 
 
d) 
 
 
 
 
<241> Axis 
Tx = 17.5° 
Ty = 4.5° 
 
 
 
 
 
 
    
 
Figure 7-10 | Additional bright field TEM images of the Zn3As2 nanowire shown in 
Figure 7-9(a) as collected on various zone axes; a) <221> axis; b) <111> axis; c) 
<201> axis; d) <241> axis. Tx and Ty correspond to the specimen tilt. 
Chapter 7 - Zinc as a source: Zn-V nanostructures by MOVPE 
 
 
156 
structure at 651°C.
866
  
The room temperature phase  as investigated by both X-ray diffraction22, 872 and 
neutron diffraction
9
 techniques has been described by a 160 atom unit cell [Figure 
7-12(a)]. This cell consists of a distorted face centred cubic As sublattice 
interpenetrating a 75% filled simple cubic Zn sublattice. In this arrangement each 
arsenic atom is surrounded by six zinc atoms and two zinc vacancies and each zinc atom 
is surrounded by four arsenic atoms. A small alteration in the symmetry of the zinc 
<221> Axis 
Tx = 0° 
Ty = 0° 
a) 
 
b)  
 
<111> Axis 
Tx = 17.6° 
Ty = 8.4° 
c) 
 
d) 
 
<110> Axis 
Tx = -27° 
Ty = -24.2° 
e) 
 
f) 
 
 
 
 
 
 
    
 
Figure 7-11 | Additional bright field TEM images and corresponding SADPs from 
the Zn3As2 nanoplatelet shown in Figure 7-9(g) as collected on various zone axes; a) 
<221> axis; c) <111> axis; e) <110> axis. Tx and Ty correspond to the specimen tilt. 
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vacancies produces the ’ phase at 190°C.22, 866 [Figure 7-12(b)] 
Figure 7-9(h-k) presents four zone axis SADPs obtained from the nanowire structure 
presented in Figure 7-9(a-c, g) which are representative of those obtained from all the 
nanostructures investigated. A clear pseudocubic symmetry is again apparent. Using the 
jems software package (Pierre Stadelman), we simulated the expected zone axis patterns 
of various reported  and ’ Zn3As2 structures.
9, 22
 [Figure 7-13(e-h)] The experimental 
patterns were best replicated by the ’ Zn3As2
22
 phase which is expected to be the most 
stable phase at the growth temperature. Shown in Figure 7-9(l-o) with the same 
orientation and scale as the experimental patterns, the ’ simulations are seen to 
replicate all experimentally observed diffraction spots. In contrast, simulation of the  
Zn3As2 phase
22
 showed a space group absence of h=k, l=4n and a lattice absence of 
h+k+l=2n+1 spots observed in the experimental <221> and <102> axis diffraction 
Zn3As2 ꞌ Zn3As2 
I41cd P42/nbc 
a)  b)  
 
 
 
 
 
    
 
Figure 7-12 | The atomic structures of  and ’ Zn3As2 and corresponding simulated 
electron diffraction patterns for selected zone axes. a) The atomic structure of  
Zn3As2 as described by Pietraszko.
22
 b) The atomic structure of ’ Zn3As2 as 
described by Pietraszko.
22
 In both atomic models zinc vacancies are shown in red. 
Disorder in the atomic placement of zinc is not shown for clarity. 
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patterns. [The corresponding  phase simulations are shown in Figure 7-13(a-d)] 
Under most imaging conditions electron diffraction is known to be strongly dynamical, 
which greatly complicates the analysis of the relative diffracted intensities.
1137
 The 
intensity of the 204 type spot is however observed to be systematically greater than that 
expected from the modelling shown in Figure 7-9(l-o). One explanation for this 
difference could be a variation in zinc ordering. Variation from the expected structure
9, 
22
 has previously been deduced from Raman spectroscopy and is expected to occur with 
relative ease.
803
 An understanding and control of zinc ordering is moreover expected to 
be crucial in realizing the thermoelectric potential of the Zn-V compounds.
19
 
7.3.2.3 Growth direction and faceting 
The Zn3As2 ’ unit cell is shown in Figure 7-9(s) (a simplified representation is also 
shown in Figure 7-12(b)] with atomic models of the nanowire and nanoplatelet 
structures constructed from this basis shown in Figure 7-9(p,r) and (u,v), respectively. 
Figure 7-9(q) and (p) illustrate the diamond shaped cross-section of the nanowire with a 
top view SEM image of a nanowire looking along the <102> growth axis being inset 
α Zn3As2 αꞌ Zn3As2 
a) b) e) f) 
    
<221> <201> <221> <201> 
c) d) g) h) 
    
<111> <421> <111> <421> 
 
Figure 7-13 | Simulation of diffraction from α Zn3As2 and α' Zn3As2. (a-d): 
α Zn3As2; a) <221> axis; b) <201> axis; c) <111>; d) <421> axis; (e-h): α’ Zn3As2; 
a) <221> axis; b) <201> axis; c) <111>; d) <421> axis. In all cases the patterns are 
oriented such that projection of the c* axis points left.  
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into a top view of the atomic model with labelled plane normals. Confirmed by both 
SEM imaging and TEM measurement of apparent diameter at varying tilts, this shape is 
formed by the primary sidewall facets of the nanowire which are {112} type or in 
equivalent cubic terms, {111} type. The vertices of this diamond are blunted by small 
strips of {102} type (equivalent cubic {110}) and to a lesser extent, {100} type sidewall 
facets. A similar pattern of faceting has previously been observed for nanowires grown 
in the cubic <110> direction across a diverse range of materials including oxide assisted 
silicon,
1138
 Au seeded germanium,
1133
 and Pd seeded InAs
1134
. Figure 7-9(s) shows the 
same atomic model in a side profile similar to the orientation of the nanowire in Figure 
7-9(g). 
In contrast to the 1D geometry found for the <112> growth direction in many other 
material systems,
452, 1133, 1139
 Zn3As2 growing along <112> was here found to form 2D-
like nanoplatelets. Figure 7-9(u-w) illustrate this geometry with an atomic model of the 
a) b) c) 
   
 
d) e) f) 
   
 
 
 
 
 
    
 
Figure 7-14 | Bright field TEM images showing the sidewall of a nanoplatelet 
moving from the tip towards the base (a-e) and a low magnification image of the 
entire platelet (f). The nanoplatelet forms with {110} type sidewalls (a) before 
overgrowth produces a complex combination of {122} and {110} type facets (b-e). 
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platelet structure shown from the side [Figure 7-9(v)) and the top (Figure 7-9(u)] with a 
top view SEM image of a platelet inset [Figure 7-9(t)]. Through a combination of SEM 
imaging and TEM tilting studies similar to those undertaken for the nanowire, the major 
facet or face of the nanoplatelet was determined to be {112} type or in equivalent cubic 
terms, {111} type. The shorter sidewalls perpendicular to the <112> viewing direction 
in Figure 7-9(g) were thus identified as {122} type or in equivalent cubic terms {112} 
type. The longer sidewalls meeting at the apex defined by the seed particle are more 
complex and were observed to vary in angle with the length of the nanoplatelet. (High 
resolution images of these sidewalls are shown in Figure 7-14 where it may be observed 
that this longer sidewall is actually a combination of {122} and {110} facets.) 
Interestingly, the geometry found here is somewhat similar to that reported by Kouklin 
et al.
795
 for platelets millimetres in length and microns in thickness grown by thermal 
evaporation. 
7.3.2.4 Composition and crystallography of the seed particle 
Figure 7-15(c,d) shows typical EDXS spectra for a Zn3As2 nanowire and catalyst where 
Zn, As and Au are identified along with C and Cu from the specimen holder. EDXS 
a) b) 
  
c) d) 
  
 
 
 
 
 
    
 
Figure 7-15 | EDXS Studies. a) typical locations for point EDXS point analysis; b) 
typical spectra for a seed particle; c) typical spectra for a nanowire; d) quantitative 
EDXS results for six individual nanowires. 
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results for several nanowires were analysed quantitatively using K-factors calculated 
(thin film approximation applied for TEM samples) for Zn-L, As-L and Au-M lines in 
Analysis Station (JEOL Engineering Co., Ltd). In agreement with the stoichiometry of 
Zn3As2, the nanowires were found to be approximately 60 at.% Zn and 40 at.% As, 
whereas the catalysts were found to contain over 50 at.% Zn with remainder being Au 
[Figure 7-15(b)]. 
Figure 7-16 further presents HRTEM images taken near the tip of a Au seeded platelet 
and nanowire [Figure 7-16(a) and Figure 7-16(d) respectively], selected area fast 
Fourier transforms (FFT) of areas corresponding to the seed particle and Zn3As2 
nanostructures within these images [Figure 7-16(b,e)] and SADPs of the seed particles 
taken at this same orientation [Figure 7-16(c,f)]. From the FFTs of the seed particles 
 
 
 
 
 
    
 
Figure 7-16 | HRTEM, FFT & SADP of Au seed particles. (a) HRTEM of the tip of 
a platelet showing areas chosen for (b) selected area FFTs where blue corresonds to 
the platelet (on <221>) and red the seed particle (on <100>). (c) SADP of the seed 
particle showing a cubic pattern of spacing 3.12 Å. (   is a cubic phase with lattice 
parameter of approximately 0.315 Å.
21
) (d) HRTEM of the tip of a nanowire showing 
areas chosen for (e) selected area FFTs where blue corresponds to the nanowire (on 
<201>) and red the seed particle (on <110>). (f) SADP of the seed particle on the 
same orientation. 
HRTEM FFT SADP of Catalyst 
   
   
 
<100> <100> 
<221> 
<110> 
<201> 
a) b) c) 
<110> <201> 
1/0.31 nm-1 
<110> 
<221> 
<100> 
d) e) f) 
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(shown in red) and more clearly in the SADPs, both seed particles may be indexed to 
Au-Zn alloy    which has the chemical formula AuZn.21 Similar alloying has been 
reported for the Au-assisted nanowire growth of a variety of zinc based compounds 
including ZnO and ZnSe.
1021, 1140, 1141
 
The AuZn phase was found across the Zn3As2 nanostructures studied. Similarly high 
post growth concentrations of reactants in the seed particle have been widely reported 
for III-V nanowires.
536, 678, 1045
 It is furthermore interesting to consider that the steady 
state concentration of Zn in the Au seed particle may have significantly exceeded this 
post growth value of 50 at.%. Also observed from Figure 7-16 is a close orientational 
relationship between AuZn and Zn3As2 phases. For both structures and orientations 
shown the seed particle and Zn3As2 nanostructure are simultaneously on zone. The 
<221> zone axis of the platelet in Figure 7-16(a-b) corresponding to the <100> zone 
axis of the AuZn seed particle and the <201> zone axis of the nanowire in Figure 
7-16(d-e) corresponding to the <110> zone axis of the AuZn seed particle. In Figure 
7-16(b) the <201> direction of the Zn3As2 is furthermore observed to align with the 
<110> direction of the AuZn and in Figure 7-16(b) the <221> direction of the Zn3As2 is 
close to the <110> direction of the AuZn. 
7.3.3 Photoluminescence studies 
Both the Zn3As2 nanowires and nanoplatelets were found to emit a strong 
photoluminescence (PL) signal in the near-infrared. Figure 7-17(a) shows typical 
spectra which in this case were obtained from an ensemble of nanostructures over the 
temperature range of 90 to 330 K. A single peak is observed to narrow and blueshift 
from 1.0 eV at room temperature to 1.1 eV at 80 K. These energies correspond well to 
what has previously been described as the band edge emission of bulk Zn3As2.
49, 308
 The 
integrated intensities of the PL emission are maximum near room temperature (see 
Figure 7-18) decreasing relatively slowly with decreasing temperature (activation 
energy 21.5 meV) and quite quickly (85.3 meV) with increasing temperature. This is in 
contrast to several earlier reports which did not observe this peak below 100 K.
49, 308
 
Botha et al.
308
 for instance, found band-edge emission to become gradually quenched 
before disappearing altogether at a temperature of approximately 110 K. Various lower 
energy peaks (0.7 – 1.0 eV), tentatively identified as transitions between the conduction 
band and acceptor states were instead observed to begin appearing at temperatures as 
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high as 190 K. The line shapes and relative intensities of these lower energy peaks were 
furthermore observed to vary with the V/II ratio used for growth and the growth 
substrate orientation.  
A similar result was also found for samples grown by MBE with the additional point 
that at the lowest of temperatures, 1.85 K, band edge emission was again observed.
49
 In 
both cases the authors attributed the absence of band edge emission at lower 
temperatures to an indirect bandgap as suggested by previous pseudo-potential 
modelling of the band structure.
1142
 The nature of the bandgap in this system is however 
contentious as other experimental results have shown the transition to be direct.
875, 1143
 
We suggest that some of these discrepancies arise from variation in material quality and 
that in our case the VLS growth method may act to reduce impurity incorporation.
515
 
 
 
 
 
 
    
 
Figure 7-17 | Temperature dependant PL of Zn3As2 nanostructures: (a) Temperature 
dependant PL spectra from an ensemble of Zn3As2 nanostructures showing fits 
(dashed lines) to the high energy tails of the spectra. The fitted bandgap and 
broadening are also shown. (b) Fitted bandgap and broadening (error bars) as a 
function of temperature for an ensemble of Zn3As2 nanostructures (squares), a single 
Zn3As2 nanowire (circles) and a single Zn3As2 platelet (triangles). A fit of the 
Varshni equation to the ensemble data is also shown (dashed line). An SEM image of 
the Zn3As2 nanowire investigated is inset. 
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We also recall the planar defect-free nature of our nanostructures. 
In order to quantify both band gap and effective spectral broadening the high energy tail 
of each PL spectrum was fitted with a line shape describing band-to-band emission.
1144
 
The form chosen describes direct band to band transitions as convolved with a Gaussian 
distribution:
1144, 1145
 
                  
     
   
 
 
 
     
     
  
   
       …(7-1) 
where    is the transition energy, T is the electronic temperature,   is the standard 
deviation of the Gaussian convolution,   and   are constants,    is the dummy variable 
used for convolution and    is Boltzmann’s constant. As plotted in Figure 7-17(a), the 
fits, the extracted band gap and the extracted effective broadening (first standard 
deviation of the modelled Gaussian distribution) are seen to reproduce both the data and 
trends discussed. The extracted carrier temperatures [Figure 7-19(b)] are furthermore 
close to the measured lattice temperatures indicating equilibrium between carriers and 
a)
 
b) 
 
 
 
 
 
 
 
    
 
Figure 7-18 | Normalized integrated intensity as a function of temperature for the 
data shown in Figure 7-17(a). a) Linear scale; b) Logarithmic scale vs.     . Note 
maximum intensity occurs around room temperature decreasing with an activation 
energy of 21.5 meV at lower temperatures and an activation energy of 85.3 meV at 
higher temperatures. 
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thermal phonons.  
Interestingly, a step in the extracted carrier temperature is noted around 150K, the same 
point as there is an apparent increase in PL intensity. This temperature equates well with 
the exciton binding energy as calculated using the hydrogenic approximation: 
 
   
   
   
     
 
  
 
…(7-2) 
where   is the dielectric constant of the semiconductor and  
  is the reduced mass; 
a)   b)   
  
c)   c)   
  
  
 
 
 
 
 
 
    
 
Figure 7-19 | Parameters determined for the fit of Equation 7-1 to the data shown in 
Figure 7-17(a). a) Pre-exponential term  ; b) electronic temperature  ; c) standard 
deviation of the Gaussian convolution  ; d) constant  . 
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…(7-3) 
Substituting   
        and   
         
8
 and      9 gives an exciton binding 
energy of 14.4 meV, which equates to    at 167 K. Similar values have been 
determined experimentally for the related semiconductor ZnAs2.
10
 
11, 12
 
In Figure 7-17(b) the fitted bandgap energy and its effective broadening is plotted as a 
function of lattice temperature for a single nanowire (SEM shown inset), a single 
platelet  and the same ensemble of nanostructures studied in Fig. 2(a). Little variation is 
observed between datasets with a fit of the Varshni equation to the ensemble data in the 
 
 
 
 
 
 
    
 
Figure 7-20 | Power dependence of PL emission from a single Zn3As2 nanowire at a) 
80 K and b) 300 K. Note the consistency of the results over the power range 
investigated with a slight redshift occurring at the highest of pump powers. 
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temperature range of 80 to 570 K returning the coefficients; Eg = 1.094 eV, A = 5.087 
x10
-4
 eV/K and B = 170.7 K. This fit and the underlying data is in good agreement with 
the behaviour of bulk Zn3As2.
308, 875
 As discussed later, the fit also anticipates our low 
temperature measurements by both Rayleigh scattering and energy dependant 
photocurrent measurements. 
Given that the band structure of Zn3As2 is poorly understood and previous studies have 
shown a power dependence to PL,
308
  emission was assessed across a broad range of 
excitation intensities. Figure 7-20 presents the power dependence of PL emission from a 
single Zn3As2 nanowire at both 80 K and room temperature. The 830 nm excitation 
source was focused here to a spot size approaching the diffraction-limit giving areal 
power densities between approximately 0.25 and 39 kW/cm
2
. Little variation was 
observed for excitation intensities less than those used in the experiments above 
suggesting artefacts due to band filling were not significant. At powers above several 
100 µW (approximately 8 kW/cm
2
) slight redshift and broadening was observed likely 
due to specimen heating. 
7.3.4 Transient Rayleigh Scattering Spectroscopy 
In order to further understand and quantify the efficiency of emission as observed by 
PL, transient Rayleigh scattering spectroscopy (TRS) experiments were performed on 
single Zn3As2 nanostructures. This technique provides insight into the carrier dynamics 
of a sample by measuring the time dependant photo-modulated polarization response of 
scattered light from a single nanowire following photoexcitation.
1069, 1098
 By modelling 
this response parameters such as the band gap energy, background carrier concentration 
and minority carrier lifetime may be extracted.  
Figure 7-21(a) presents a typical contour plot of the pump-induced variation in the 
photo-modulated polarization response,                        , as a function 
of incident photon energy and time following photoexcitation. A strong response with a 
decay extending beyond 1 ns is immediately apparent in the energy range between 1.05 
and 1.25 eV. As this measurement represents a derivative form at later times, the zero 
crossing point (dashed line, Figure 7-21(a)) of approximately 1.10 eV marks the band 
edge of these nanostructures. 
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Using simple band-to-band transition theory to determine the carrier-dependent 
complex index of refraction, fits to the TRS spectral line shapes were made for given 
times following photoexcitation. 
The fundamental band gap was thus determined to be at 1.108 eV at 10K with an 
effective broadening of 30 meV (FWHM). This energy and effective broadening 
correspond well to the PL results presented in Figure 7-17 and previous low temperature 
investigations of Zn3As2.
49, 875, 1143
 Fits to the TRS lines shape required a free hole 
 
 
Figure 7-21 | Transient Rayleigh scattering spectroscopy of a single Zn3As2 
nanowire: (a) Time dependant photo-modulated polarization response showing fitted 
bandgap. (b) Measured electron hole plasma density and fit extracting non-radiative 
lifetime and radiative recombination rate coefficient. (c) Plot of radiative and non-
radiative recombination rates and the extracted internal quantum efficiency. 
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density of 2x10
17
 cm
-3 
in the valence band, a concentration similar to that previously 
found from optical absorption and Hall measurements of nominally undoped Zn3As2 at 
low temperature.
49, 781, 875
  
Figure 7-21(b) shows the extracted photoexcited carrier concentrations as a function of 
time following photoexcitation and These values are seen to decay from approximately 
4 x10
18
 to 4 x10
17
 cm
-3
 in around 1 ns. Observed on the logarithmic axis, the non-linear 
nature of this decay at earlier times is suggestive of significant radiative recombination. 
Fitting this decay to bimolecular recombination which includes a linear non-radiative 
loss term, we find the lifetime of non-radiative decay to be 730 ps and the bimolecular 
recombination coefficient, B, to be 0.6x10
-9
 cm
3
/s. The corresponding fitted temperature 
a) 30 ps b) 50 ps 
  
c) 100 ps d) 200 ps 
  
e) 500 ps f) 1000 ps 
  
 
 
 
 
 
 
    
 
Figure 7-22 | Polarization response                         at various 
times following excitation (blue lines). a) 30 ps; b) 50 ps; c) 100 ps; d) 200 ps e) 500 
ps f) 1000 ps. The fits to the raw data are shown (red). 
Chapter 7 - Zinc as a source: Zn-V nanostructures by MOVPE 
 
 
170 
decay is presented in supplementary Figure 7-23, where a rapid decay in the initial 100 
ps likely relates to initial energy loss through LO-phonon emission followed by acoustic 
phonon emissions at later times. 
The non-radiative lifetime found here is significantly longer than that measured 
previously for unpassivated GaAs nanowires and approaches values measured for InP 
nanowires.
1146, 1147
 Given the nanowire geometry, such a long non-radiative lifetime is 
indicative of a low surface recombination velocity. The radiative recombination 
coefficient, B, is furthermore similar to that of direct bandgap semiconductors and 
likely incompatible with a phonon assisted transition. Taken together these two factors 
lead to a high IQE and may be considered responsible for the observation of a strong PL 
signal. Figure 7-21(c) plots the instantaneous non-radiative and radiative decay rates 
and their corresponding internal quantum efficiency (IQE) as a function of time 
following photoexcitation. Beginning at around 60%, the IQE is observed to decrease 
towards a background level of 8% as determined by the background carrier 
concentration.  
7.3.5 Optoelectronic Characterization 
In order to realize the optoelectronic potential of our Zn3As2 nanostructures we 
fabricated single nanowire and single nanoplatelet metal-semiconductor-metal (MSM) 
photoconductor devices (Figure 7-24 shows an example). Figure 7-25(a-b) present dark 
 
 
Figure 7-23 | Fitted carrier temperature as a function of time following 
photoexcitation. 
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I-V characteristics of a single platelet device at room temperature and a single nanowire 
device at both room and low temperature respectively. These IV curves show that both 
Ti-Al contacts to the nanowires and nanoplatelets form Schottky barriers.  
To quantify the background carrier concentration of each device we adopted the 
approach of Zhang et al.
1148
 The devices were modelled as a three element equivalent 
circuit consisting of an Ohmic resistance in series with Schottky barriers described by 
thermionic emission under forward bias and thermionic field emission
1149
 under reverse 
bias. The forward-biased Schottky contact was described by an expression for 
thermionic emission: 
 
           
        
   
   
      
   
    
        
    
   
     …(7-4) 
where A is contact area of the nanowire,               is Richardson’s constant 
   the Schottky barrier height,      is the Boltzmann constant, T is the absolute 
temperature, q is the elementary charge and n is the ideality factor of the Schottky 
diode.  The reverse-biased Schottky contact was further described by thermionic field 
emission (TFE)
1149
: 
                           
 
   
 
 
  
   …(7-5) 
with     being the saturation current given by: 
 
 
Figure 7-24 | SEM image of a single platelet MSM device. 
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 …(7-6) 
where   is the difference between the Fermi energy and the top of the valence band, and 
             
    
  
  …(7-7) 
with 
      
 
 
 
  
       
 
   
 …(7-8) 
 
Zn3As2 Properties 
   10
 Ref. 8 
   0.36   Ref. 9 
Table 7-1 | Relevant properties of Zn3As2 
 Nanowire Device Platelet Device 
  3.65  m 3.10  m 
  92 nm 255 nm 
  6.66 x10-15 m-2 1.28 x10-14 m-2 
Table 7-2 | Dimensions of the MSM devices 
 
 
Nanowire Device 
   1.67 x10
18 /cm3 
    5.39 x10
7   
   0.498 eV 
   0.558 eV 
  0.07 eV 
   5.82 
   4.50 
Table 7-3 | Fit parameters for the nanowire 
device 
Platelet Device 
   7.41 x10
18 /cm3 
          3.62 x10
4   
   0.361 eV 
   0.399 eV 
  0.07 eV 
   0.593 
   0.799 
Table 7-4 | Fit parameters for the platelet 
device 
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A self-consistent fit to the experimental IV data was achieved by taking the current 
through each contact and the nanowire to be equal to the source-drain current and the 
sum of the voltage drops across each contact and the nanowire to be equal to the total 
source-drain bias. 
The relative permittivity of Zn3As2 and effective hole mass were taken from the 
literature.
1143
 The spatial dimensions of each device were measured from SEM images 
[nanowire Figure 7-25(d), platelet Figure 7-24]. The contact area was defined as the 
cross sectional area of the Zn3As2 nanostructure.
13 
Table 7-3 and Table 7-4 detail the 
parameters determined from the fits to the I-V characteristics of the nanowire and 
platelet device as presented in Figs. 4(a-b). As discussed by Zhang et al.
1148
, the barrier 
heights found by this method are an effective value dependant upon other defined 
parameters, among which the contact area is particularly significant. 
Fits to the I-V curves using this analysis are shown for the room-temperature plots, with 
 
 
 
Figure 7-25 | Characterisation of single Zn3As2 nanostructure metal-semiconductor-
metal photodetector devices. a) Room temperature dark I-V characteristic and fit of a 
single platelet device. b) Room temperature and low temperature dark I-V 
characteristics of a single nanowire device showing a fit to the room temperature 
data. c) Photocurrent normalized by incident power as a function of excitation energy 
for the single nanowire device imaged by SEM and illustrated schematically in d) 
and e) respectively. 
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the background carrier concentration of the nanowire determined to be 1.67x10
18
 cm
-3
, 
and the platelet 7.41x10
18
 cm
-3
. Although high, these values are consistent with previous 
studies which have found Zn3As2 to possess a significant p-type background
49, 314, 317
 
which has been related to shallow-level
310
 native defects.
263
 Compensation of this p-
type character has been successfully achieved by doping with In.
781
 In the case of the 
related semiconductor material, Zn3P2, a similar p-type background has been related to 
the formation of charged phosphorus interstitial defects.
311
 Despite significant 
background hole concentrations, high room temperature hole mobilities of between 200-
300 cm
2
/Vs have previously been determined for Zn3As2.
317, 325
 
All the Zn3As2 MSM devices investigated were found to be photosensitive giving useful 
photodetection down to approximately 1.0 eV. Figure 7-26 contrasts the light and dark 
I-V curves of a nanowire device under 550 nm illumination at room temperature where 
a clear photoresponse is shown across the voltage sweep. 
As shown in Figure 7-25(c), the photocurrent versus excitation energy at low 
temperature displays a clear onset at approximately 1.13 eV. This energy is consistent 
with the band gap found by transient Rayleigh scattering spectroscopy and extrapolation 
of the Varshni fit to the PL data. It also accords well with previous measurements of the 
absorption edge at low temperature which were assigned to a direct bandgap 
 
 
Figure 7-26 | Light and dark I-V characteristics of a nanowire MSM device at room 
temperature under 550 nm illumination. 
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transition.
1143, 1150, 1151
 
7.3.6 Nickel-seeded growth of Zn3As2 Nanostructures. 
Nickel thin films were found to seed the growth of Zn3As2 nanostructures across a 
similar parameter space to that found for Au nanoparticles. As described for Au in 
Section 7.3.1.2, at relatively low growth temperatures (below 400 °C) Ni seeding 
produced Zn3As2 nanocrystallites of several hundred nanometres in size [Figure 
7-27(a)]. Above 400 °C, 0.5 nm thick Ni films typical gave a relatively low areal 
density of nanowires [Figure 7-27(b)]. Interestingly, Ni seeding was effective both with 
T = 350 °C 
V/II= 1000 
PDEZn= 0.05 Pa 
  
 T = 400 °C 
 V/II= 1000 
 PDEZn= 0.05 Pa 
  
 T = 500 °C 
 V/II= 34 
 PDEZn= 3.6 Pa 
Centre of substrate 
  
 T = 500 °C 
 V/II= 34 
 PDEZn= 3.6 Pa 
Edge of substrate 
 
 
Figure 7-27 | Nickel-seeded Zn3As2 nanostructure growth at various reactor 
temperatures. a) 350 °C; b) 400 °C; c) 500 °C away from the edge of the growth 
substrate showing growth in a <110> pseudocubic equivalent direction; d) 500 °C 
close to the edge of the growth substrate showing growth in a <112> pseudocubic 
equivalent direction. All micrographs show the sample substrate tilted 45 ° to 
normal. 
   
 
<110> 
<112> 
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and without pre-annealing which was normally conducted at 600 °C under AsH3 for ten 
minutes. Nickel seeded nanowires were significantly longer than Au seeded nanowires 
grown under the same conditions [contrast Figure 7-27(b) with Figure 7-3(c)] and 
showed little tapering. Both <440>/<408> and <114>/<421> growth directions 
(pseudocubic equivalents <110> and <112>) were observed from measurements of 
elevation angle by SEM. Significant variation was often visible across a single growth 
substrate as demonstrated by Figure 7-27(c,d). In this case, a low density of <110> type 
nanowires was observed away from the edges of the substrate and a high density of 
<112> type nanowires close to the edges. Similar ‘edge-effects’ reported for III-V 
nanowire growth have been related to local variations in effective V/III ratio.
1116, 1152
 As 
the limiting reactant, zinc may well be in greater supply at the edge of the growth 
substrate. Relationships between growth conditions and growth direction have 
previously been established for a number of nanowire systems.
1126, 1130, 1131, 1153, 1154
 
Like Au-assisted Zn3As2 growth, a VSS style mechanism
159, 183
 is expected here as Ni 
has a relatively high melting point (1455 °C)
15
 and does not form a low temperature 
eutectic with either Zn or As. Nickel does however form a variety of binary compounds 
ith each of these elements.
15, 1155
 Previous investigations of Ni assisted growth have 
reported the formation of NiGa and NiGex seed particles for GaAs and Ge nanowire 
growth respectively.
174, 175
 In all cases here, post-growth TEM examination of Ni-
assisted Zn3As2 nanowires revealed the seed particles to be NiAs. NiAs is a P63/mmc 
prototype binary compound with a solid solubility range of 50.0-51.3 at.% As and a 
 
 
 
Figure 7-28 | TEM analysis of a Ni-seeded Zn3As2 nanowire. (a) HRTEM of the tip 
of the nanowire showing the areas chosen for (b) selected area FFTs where blue 
corresponds to the nanowire (on <111>/<421>) and red the seed particle (on <11-
20>). (c) SADP of the seed particle giving spacings of 1/0.52 and 1/0.32 nm
-1
 which 
correlate well with the expected values for to NiAs
15
. 
a) HRTEM b) FFT c) SADP of Catalyst 
a  b  c  
 
<11-20> <111>/<421> 
1/0.52 nm-1 <0003> 
<440>/ 
    <408> 
<11-20> 
1/0.32 nm-1 
{11-23} 
{0001} 
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melting point of 970 °C.
15
  
Figure 7-28(a) presents a HRTEM image of the tip of a Ni-seeded Zn3As2 nanowire 
showing the NiAs seed particle aligned to a major zone axis. The presence of both Ni 
and As were confirmed through EDXS analysis and the SADP shown in Figure 7-28(c) 
can be indexed to the         axis. The NiAs particle itself shows faceting 
corresponding to         and        planes (Miller indices {111} and {001}) which 
was common across all the NiAs imaged [see for example: Figure 7-29(a)]. Nanowire 
growth is along a <440>/<408> axis (the orientation of the c-axis was not be determined 
here. The cubic equivilant is direction <110>) and no stacking faults were observed 
 
 
 
Figure 7-29 | TEM analysis of a Ni seeded Zn3As2 nanowire with a lamellar-type 
twin. (a-c) HRTEM images of the tip of the nanowire on various zone axes showing 
the areas chosen for selected area FFT. d) Composite of selected area FFTs taken 
from (a) where blue corresonds to the seed particle on <11-20>, red the twin to the 
right on <111>/<421> and green the twin to the left also on <111>/<421>. e) 
Compoisite of selected area FFTs taken from (b) where blue corresonds to the twin 
to the right on <221> and red the twin to the left which is not on a major zone axis. f) 
Composite of selected area FFTs taken from (c) where blue corresonds to the twin to 
the right which is not on a major zone axis and red the twin to the left which is on 
<221>. 
a) b) c) 
a  b  c  
d) e) f) 
d  e  f  
 
<440>/<408> 
 
{11-23} 
{0001} 
<440>/ 
    <408> 
<111>/<421> 
 
<11-20> 
<0002> 
<112> 
 
<11-20> 
<221> 
Not on axis 
 
<440>/ 
    <408> 
<221> 
Not on axis 
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along the length of the nanowire in any of the imaged zone axes. The NiAs seed and 
nanowire are simultaneously aligned on         and <111>/<421> respectively with 
their <0001> and <440>/<408> directions close to alignment. A similar alignment was 
observed for all the Ni-assisted Zn3As2 nanowires analysed [see Figure 7-29(b) where 
the alignment between <0001> and <440>/<408> is even closer]. 
Unlike Au-assisted growth, some Ni-assisted Zn3As2 nanowires showed lamellar 
twinning. Figure 7-29 presents bright field TEM images showing three different 
orientations of the same nanowire along with FFTs of selected areas within those 
images. In each image a line running through the centre of the nanowire parallel to the 
growth direction may be identified as a lamellar twin. Lamellar twins have been 
reported for both group IV and III-V nanowires growing in the <112>
608, 1156-1160
 and 
<110>
1161
 directions and have been shown to be responsible for both a particular growth 
mode
1139
 and several unique geometries.
1162-1164
 Taking FFTs each side of the twin 
plane in Figure 7-29(a) reveals that both crystal orientations are on the <111>/<421> 
axis (the orientation of the c-axis was not determined. The cubic equivalent is direction 
<112>). Rotating approximately 19.5 degrees around the <110> growth axis gives 
Figure 7-29(b) where the region to the right of the plane is one the <221>  axis (cubic 
equivalent <111>) and the region to the left is not on a major zone axis. This result is 
reversed for a rotation 19.5 degrees in the opposite direction Figure 7-29(c). Taken 
together, these findings are compatible with a rotational twin on the <221> axis (cubic 
equivalent <111>). 
7.4 Zinc Phosphide 
7.4.1  Growth parameters 
7.4.1.1 Absolute diethylzinc flow rate 
As was described for Zn3As2 in Section 7.3.1.1, Zn3P2 growth required DEZn partial 
pressures greater than a temperature dependant threshold level. Figure 7-30 presents the 
results of three Zn3P2 growth runs at a temperature of 475 °C and PH3 molar fraction of 
0.012. At a DEZn partial pressure of 0.47 Pa, no growth is observed and the Au seeds 
remain as nanoparticles on the InP (110) substrate [Figure 7-30(a)]. With a doubling of 
the DEZn partial pressure the threshold for growth is exceeded and a range of Zn3P2 
nanostructures including nanowires are observed [Figure 7-30(b)]. A further doubling 
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leads to excessive planar growth with the nanostructures being somewhat buried [Figure 
7-30(c)]. That this shift to planar growth is a direct result of the increase in DEZn partial 
pressure and not the changing V/II ratio is further discussed in Section 7.4.1.3. 
The outcome of growth at various combinations of DEZn partial pressure and reactor 
temperature is indicated in Figure 7-31. As was discussed for the corresponding plot of 
Zn3As2 experiments (Figure 7-2), the ordinate here is plotted as the partial pressure of 
elemental Zn as DEZn is expected to fully decompose across the majority of the 
temperatures considered
1112
 and zinc is further expected to be the limiting vapour phase 
reagent. Contrasting the parameters that produced Zn3P2 growth (green circles) with 
those that did not (red circles), the partial pressure of zinc required for growth is seen to 
increase rapidly with temperature. Relative to Zn3As2 (Figure 7-2), this threshold is 
slightly higher but its increase can again be approximated as a doubling every 25 °C. 
Close correlation is also again observed between the threshold for nanostructure growth 
found here and the partial pressure of zinc in equilibrium with bulk Zn3P2 (purple 
squares) reported in the literature. Unlike the Zn-As system, current thermodynamic 
assessments of the Zn-P system
16, 30
 do not predict the vapour pressure of Zn3P2 with 
any accuracy and CALPHAD modelling of the zinc vapour pressure in equilibrium with 
Zn3P2 is not shown. The stability region for Zn3P2 is instead taken as the area above the 
experimentally determined vapour pressure curves of Schoonmaker and Lemmerman
10
 
 
a) T = 475 °C 
 V/II= 256 
 PDEZn= 0.47 Pa 
 
c) T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa 
 
b) T = 475 °C 
 V/II= 35 
 PDEZn= 1.90 Pa 
 
 
Figure 7-30 | Sensitivity of Zn3P2 growth to the DEZn flow rate. a) Insufficient 
DEZn flow for growth. The Au seeds remain as nanoparticles on the substrate. b) A 
doubling of the DEZn flow rate produces Zn3P2 nanowire growth. c) A further 
doubling leads to excessive planar growth. All micrographs show the sample 
substrate tilted 45 ° to normal except (c) which is at 30 °. 
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and Greenberg et al.
28
. The intersection of this data with the maximum partial pressure 
of zinc obtainable in the current experimental setup defines a maximum growth 
temperature of approximately 525 °C. 
Also plotted on Figure 7-31 are heterogeneous decomposition curves for the precursors 
DEZn and PH3 as a function of temperature.
1, 2
 As material deposition requires some 
degree of precursor decomposition, these curves define the minimum growth 
temperature for Zn3P2 using the current precursors. In contrast to Zn3As2, DEZn is 
expected to be limiting with virtually no decomposition below 250 °C. Together with 
the maximum DEZn flow rate and the vapour pressure of Zn3P2, a growth parameter 
space is thus defined for Zn3P2 growth using the current experimental setup. This 
 
 
Figure 7-31 | Outcome of Zn3P2 nanowire growth for various zinc partial pressures 
and temperatures. The percentage decomposition of the precursors DEZn in H2 and 
PH3 with TMIn is further plotted as a function of temperature on the right-hand 
axis.
1, 2
 Also plotted is the temperature dependence of zinc partial pressure in 
equilibrium with Zn3P2 as measured experimentally by Schoonmaker and 
Lemmerman
10
 and Greenberg et al.
28
.  For Zn3P2 growth to occur precursor 
decomposition is required and the partial pressure of zinc must exceed that in 
equilibrium with Zn3P2(s). The expected growth window for the current experimental 
setup is ~ 250-525 °C. 
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parameter space covers a temperature range from approximately 250-525 °C and zinc 
partial pressures from around 0.01-3.6 Pa or equivalently, 0.5-136 sccm. 
7.4.1.2 Growth Temperature 
Figure 7-32 documents the morphology of Au-seeded Zn3P2 growth as a function of 
reactor temperature. In a similar manner to Au-seeded Zn3As2 growth (Section 7.3.1.2), 
relatively low reactor temperatures (<475 °C) are seen to promote the formation of 
nanocrystallites [Figure 7-32(a-c)]. As was discussed for Zn3As2, at lower temperatures 
zinc may act to disrupt VLS growth.
237, 243, 246, 539, 540, 578, 1113
 Zn3P2 nanowire growth was 
first obtained at a temperature of 475 °C [Figure 7-32(d)]. From measurements of the 
elevation and azimuthal angles relative to the (110) substrate, both <110> and <112> 
type growth directions were identified. In addition to these geometrically straight 
nanowires, a large number of kinked nanowires, planar nanowires and other Zn3P2 
 
a) T = 400 °C 
 V/II= 1000 
 PDEZn= 0.05 Pa 
 
b) T = 425 °C 
 V/II= 1000 
 PDEZn= 0.1 Pa 
 
c) T = 450 °C 
 V/II= 1000 
 PDEZn= 0.23 Pa 
 
d) T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa 
 
e) T = 500 °C 
 V/II= 62 
 PDEZn= 1.9 Pa 
 
f) T = 550 °C 
 V/II= 31 
 PDEZn= 3.6 Pa 
 
 
Figure 7-32 | Effect of growth temperature on the morphology of Zn3P2 
nanostructures. At the lowest temperatures investigated growth was not by the VLS 
mechanism. At the highest, no growth was obtained. The growth time in all cases 
was 20-30 minutes. a) 400 °C; b) 425 °C; c) 450 °C; d) 475 °C; e) 500 °C; f) 550 °C. 
All micrographs show the sample substrate tilted 45 ° to normal. 
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nanostructures were also formed [Figure 7-32(d)]. Unlike Zn3As2 growth however, no 
nanoplatelet structures were observed. Interestingly, the areal density of geometrically 
straight nanowires found here, 0.19 nanowires per square micron is similar to that found 
for Zn3As2 growth (see Section 7.3.1.2). At 500 °C Au-seeded Zn3P2 nanowires were 
observed to form with a similar areal density but vastly different morphology Figure 
7-32(e). The diameter of these nanowires was larger with variable overgrowth and an 
often textured surface. The tips of these structures were particularly unusual with the 
seed apparently splitting to form a depression surrounded by sharp points. Unlike 
Zn3As2, a higher nanowire growth rate was not obtained at higher temperatures 
potentially due to the apparently reduced thermal stability of Zn3P2 (see Figure 
7-33).Beyond 525 °C Zn3P2 growth was not obtained and substrates showed pitting 
relating to decomposition [Figure 7-32(f)]. Previous reports of Zn3P2 nanowire growth 
have employed thermal deposition and CVD techniques and the higher zinc partial 
pressures available through these techniques has enabled growth at temperatures of 600 
°C  and higher.
63, 329, 341, 1165
 
In the experiments here, Zn3P2 showed reduced thermal stability relative to Zn3As2. 
Annealing at 500 °C for ten minutes under a phosphine molar fraction of 0.006 lead to 
total decomposition of Zn3P2 nanostructures and a return the substrate to a feature-less 
mirror-like appearance. Figure 7-33(a,b) contrasts Zn3P2 nanostructures cooled from 
 
a) T = 475 °C 
Both precursors supplied 
during cooling to 250 °C 
 
b) T = 475 °C 
Only phosphine supplied 
during cooling to 250 °C 
 
c) T = 500 °C 
 Pulsed growth:  
30s PDEZn= 1.9 Pa 
30s PDEZn= 1.65 Pa 
 
 
Figure 7-33 | Thermal stability of Zn3P2 nanostructures. a) Zn3P2 growth cooled 
under both DEZn and PH3. b) Zn3P2 growth cooled under PH3 only. c) Zn3P2 growth 
where the DEZn flow was alternatively varied to a value above and then below the 
threshold flow rate for growth. All micrographs show the sample substrate tilted 45 ° 
to normal. 
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their growth temperature of 475 °C under both PH3 and DEZn [Figure 7-33(a)] with 
those cooled under PH3 only [Figure 7-33(b)]. It is immediately apparent that the 
nanowires cooled under both precursors have a larger diameter and a greater amount of 
deposition is apparent. While some growth is expected when cooling under both 
precursors, the cooling window here is relatively short (around 15 minutes with 5 
minutes below 300 °C) and deposition is not expected to be extensive. 
Further evidence for the reduced thermal stability of Zn3P2 is provided by Figure 
7-33(c). The nanowires in this figure were grown using a pulsing technique whereby the 
partial pressure of DEZn was cyclically increased to above the threshold for growth (1.9 
Pa) and held for 30 seconds before being reduced to below the threshold (1.65 Pa) for 
the next 30 seconds. Cooling was under PH3 only and the growth is otherwise 
comparable to that in Figure 7-32(e). The nanowires grown using this pulsing technique 
show clear evidence of decomposition with segments missing from along their length. 
Pulsed growth where the DEZn flow was totally suspended for 30 second intervals 
produced no Zn3P2 material. 
7.4.1.3 V/II ratio 
Growth was assessed at V/II ratios of between 34 and 1000. Figure 7-34 presents results 
for V/II ratios of 34, 124 and 434 at a temperature of 475 °C. Subtle effects are evident 
with the increasing V/II ratio appearing to favour planar growth and altering the 
geometry of the seed particle. Whereas the seed particle remains compact with a well-
a)            T = 475 °C 
V/II= 34 
PDEZn= 1 Pa 
 
b)            T = 475 °C 
V/II= 124 
PDEZn= 0.47 Pa 
 
c)             T = 475 °C 
V/II= 434 
PDEZn= 1 Pa 
   
 
 
Figure 7-34 | Effect of V/II on the morphology of Zn3P2 nanostructures grown at 
475 °C. a) V/II=34; b) V/II=124; c) V/II=434. All micrographs show the sample 
substrate tilted 45 ° to normal. 
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defined interface at low V/II ratios [Figure 7-34(a)], increased phosphine supply appears 
to favour dewetting and complex faceting [Figure 7-34(c)]. Previous reports of Zn3P2 
thin film growth by MBE have employed a Zn3P2 source and have therefore not been 
able to assess the effect of V/II ratio on growth.
320, 321
 
7.4.1.4 Seed material 
In addition to Au, a range of alternative seed materials were also investigated for the 
growth of Zn3P2 nanostructures. Limited success was achieved using Ag nanoparticles 
with the resultant structures being poorly faceted nanocrystallites [Figure 7-35(b)]. Thin 
  
a) Gold  
 T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa 
  
b) Silver  
 T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa 
  
c) Nickel  
 T = 475 °C 
 V/II= 124 
 PDEZn= 1.9 Pa 
  
d) Platinum 
 T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa, 1min TMIn pre-flow 
 
 
Figure 7-35 | Zn3P2 nanostructure growth at 475 °C as seeded by various different 
metals. a) Gold (60 nm nanoparticles); b) Silver (60 nm nanoparticles); c) Nickel (0.5 
nm thin film. Image here shows the edge of the film); d) Platinum (0.5 nm thin film. 
with a 1 minute TMIn pre-flow). All micrographs show the sample substrate tilted 45 
° to normal except (c) which is at 30 °. 
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films of Ni (0.5 nm) produced better results with a relatively low areal density of well 
facetted nanowire structures observed. Figure 7-35(c) presents an image of growth near 
the edge of the Ni thin film where the area towards the bottom left of the micrograph 
corresponds to the area which was covered by the Ni thin film. In addition to nanowire 
structures, a high areal density of nanotube structures is also observed. Growth was also 
achieved using a 0.5 nm thin film of Pt [Figure 7-35(d)]. In this case growth on InP and 
a short (1 minute) In pre-flow appeared to aid in nanowire growth. The Pt-assisted 
nanowires were characterized by relatively large diameters of around 200 nm and well 
defined facets. Some terracing was, however, observed by SEM especially towards the 
base of these structures. 
Thin films of tin and zinc were not found to seed Zn3P2 growth under any of the 
parameters investigated despite Sn being reported to be an excellent catalyst for both IV 
and III-V nanostructure growth.
171, 172, 518
 While the compound semiconductor Zn-Sn-P2 
is known, 1166, 1167 addition of tetraethyltin (TESn) was found to inhibit Zn3P2 nanowire 
growth and produce layer growth instead. Several previous publications have reported 
In seeded Zn3P2 nanowire growth by CVD methods,
63, 336, 1165
 but attempts to induce In 
seeding through the decomposition of InP, TMIn pre-flow and even the continuous 
supply of TMIn throughout growth ultimately proved unsuccessful using the current 
MOVPE setup. 
 
 
 
Figure 7-36 | Composite secondary electron (contrast) and backscattered electron 
(colour) image of Zn3P2 nanostructures demonstrating limited Au-seeded nucleation 
at 500 °C under a DEZn partial pressure of 1.9 Pa. 
Chapter 7 - Zinc as a source: Zn-V nanostructures by MOVPE 
 
 
186 
Although Au-seeding was found to be most successful approach to Zn3P2 nanostructure 
growth investigated here, the areal density of growth remained relatively low as is 
quantified in Section 7.4.1.2 and similarly for Au-assisted Zn3As2 nanostructures, in 
Section 7.3.1.2. Figure 7-36 is a composite secondary/backscatter SEM image of a 
typical Zn3P2 nanostructure growth where the Au particles can be readily identified. 
While many of the particles have clearly seeded VLS growth some remain as isolated 
nanoparticles. Statistical study of this image and similar revealed no difference in size 
between the Au nanoparticles that seeded growth and those that did not. It is likely in 
this situation that the nucleation of Zn3P2 nanostructures was determined by a stochastic 
process with relatively low probability. 
  
a) InP (110) 
 T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa 
 
 
GaAs (110) 
 T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa 
 
Si (100) 
T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa 
  
Fused Quartz 
 T = 475 °C 
 V/II= 124 
 PDEZn= 1 Pa 
 
 
Figure 7-37 | Au seeded Zn3P2 nanostructure growth at 475 °C on various substrates. 
a) InP(110); b) GaAs(110); c) Si(100); d) Fused quartz. All micrographs show the 
sample substrate tilted 45 ° to normal.  
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7.4.1.5 Substrate 
The studies here primarily employed InP(110) substrates. Indium phosphide was chosen 
as the most common binary phosphide wafer available and the (110) orientation was 
chosen as Zn3As2 nanowires had previously been found to take a <110> growth 
direction (see Section 7.3.2.3). In contrast to Zn3P2 growth on InP substrates [Figure 
7-37(a)], growth on GaAs(110) produced nanowires of larger diameter and reduced 
height [Figure 7-37(b)]. While some terracing was still apparent by SEM, facets 
generally appeared smoother and better defined on the GaAs substrate and there 
appeared to be less kinking. As no AsH3 was supplied during growth it is likely that 
substrate decomposition produced ternary Zn3P(2-x)As(x) material with As acting to 
improve faceting.
63
 Alloying of the Au seed with In on the InP substrate likely also 
aided nanowire growth in a similar manner to that observed for Zn3P2 in Section 7.3.1.5. 
Growth on Si substrates produced nanocrystallites [Figure 7-37(c)] similar to those 
formed on InP substrates at lower reactor temperatures [Figure 7-32(a-c)]. Without Au-
seeding a highly porous layer formed on the Si. Despite the absence of nanowires on Si 
substrates, a moderate areal density of nanostructures was observed on the fused quartz 
substrates [Figure 7-37(d)]. It is however likely that an impurity in the quartz facilitated 
growth here as both the Au-treated and untreated quartz substrates presented structures 
with similar morphologies and areal densities. 
7.4.2 Structural Characterization 
The Zn3P2 nanowires synthesised in this study were found to exhibit a variety of unique 
morphological features. Of chief significance was the unusual appearance of many Au 
seed particles. In a large proportion of cases, the seed particles appeared with a flattened 
cylindrical morphology; their top facet being normal to the direction of growth in 
contrast to the usual rounded shape [Figure 7-38(a), Figure 7-40(a-c,f,g)]. Additional 
Zn3P2 growth tapering to a relatively sharp tip often accompanied this presentation. In 
other cases the Au seeds presented a more usual truncated spheroid geometry but with 
the growth interface oriented at an oblique angle to the growth direction [Figure 
7-38(b)]. Non-perpendicular arrangements between growth interface and growth 
direction have been observed post-growth for a variety of VLS experiments, most 
commonly a (111) interface associated with non-<111> growth, and have been related 
to surface energy considerations or planar defects.
1124, 1134, 1139, 1163, 1168-1170
 In a further 
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variation, some seed particles showed apparently poor wetting with the nanowire 
diameter at the growth interface being up to five times smaller than the diameter of the 
seed particle [Figure 7-38(c,f)]. For VLS-type growth, the wetting angle has been 
observed to vary with seed composition
243, 1126
 affecting nanowire nucleation, diameter 
and phase.
243, 1120, 1126, 1130, 1171-1174
  
In the current study it is likely that the natural size distribution of Au seed particles 
coupled with various stochastic processes worked to produce a variety of Au-Zn alloys 
assisting growth. The coexistence of differing seed particle compositions and phases 
and consequent variation in nanowire morphology has been reported by several 
 
a) T = 500 °C 
 V/II= 35, PDEZn= 1.9 Pa 
b) T = 475 °C 
 V/II= 35, PDEZn= 1 Pa 
 
c) T = 475 °C 
 V/II= 124, PDEZn= 1 Pa 
d) T = 475 °C 
 V/II= 124, PDEZn= 1 Pa 
 Cooled under both precursors 
e) T = 475 °C 
 V/II= 124, PDEZn= 1 Pa 
Cooled under both precursors 
f,g) T = 525 °C 
 V/II= 31, PDEZn= 3.6 Pa 
GaAs Substrate 
 
 
Figure 7-38 | SEM micrographs showing various morphological features of selected 
Zn3P2 nanowires. a) Growth tapering to a relatively sharp tip. b) Au seed with a post-
growth interface which is not normal to the growth direction. The facet to the top of 
the nanowire shows significant roughness. c) Apparent dewetting of a Au seed. d) 
Nanowire tip showing re-entrant faceting e) Base of a nanowire showing a high 
density of growth steps. The diameter of the nanowire is observed to be non-uniform 
f) Likely decomposition in a nanowire grown at relatively high temperature. All 
micrographs show the sample substrate tilted 45 ° to normal. 
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authors.
1169, 1174-1176
 In the case of Cu-seeded InP nanowires, Hillerich et al.
1176
 proposed 
a dynamic interplay between VLS and VSS growth whereby VLS growth required but 
also consumed a greater In flux. A similar scenario is unlikely here as the lowest 
liquidus temperature in the Au-Zn system occurs for pure zinc at approximately 
420 °C
21
 and growth is therefore likely to have occurred by the VSS process.  
Previous authors have associated some VSS growth modes with heavy kinking or a 
‘wormlike’ geometry similar to that observed for many of the Zn3P2 nanowires reported 
here [see for example Figure 7-32(d,e),Figure 7-33(a,b),Figure 7-34(a-c)].
958, 1170, 1177-
1179
 Thombare et al.
1170
 further suggested that the initial orientation of a solid seed and 
the consequent growth interface is critical in determining final nanowire morphology. 
As observed in Figure 7-38(d), Zn3P2 nanowires generally exhibited an irregularly 
shaped cross-section. Most interestingly, re-entrant angles, most often associated with 
twin planes,
247, 616, 1043, 1139, 1180
 were frequently visible. The presence of these features is 
consistent with lamellar twining which as discussed in Section 7.3.6, has been 
commonly observed for the <112> and to a lesser extent, <110> type growth directions. 
That the re-entrant geometry continued to the base of some nanowires [Figure 7-38(e)], 
is perhaps indicative of a low overgrowth rate, as a single re-entrant twin feature may be 
expected to outgrow itself.
1181
 Poor overgrowth was also evident in the form of surface 
roughness as observed by SEM [Figure 7-38(e)] and in most cases could be linked to 
cooling under both DEZn and PH3 to minimize decomposition (see Section 7.4.1.2.) 
Roughness at increased length scales was often observed for growth at relatively high 
temperatures (> 475 °C) and was related to the partial decomposition of the Zn3P2 
nanostructures [Figure 7-38(e,g)]. Unlike previous observations for III-V nanowires 
where metallic droplets were taken as evidence of thermal decomposition,
1182
 both zinc 
and phosphorus are expected to vaporise here. A phase transition from Zn3P2 to ZnP2 
may also be possible under PH3.
40
 Interestingly, variation in facet stability was apparent 
with examples of preferential decomposition as observed in Figure 7-38(g) being 
common. 
Figure 7-39(a) presents a low magnification, bright field TEM image of a Zn3P2 
nanowire grown at 475 °C under a DEZn partial pressure of 1 Pa and a V/II ratio of 124. 
The nanowire is approximately 6.5 m long with a diameter of 360 nm at the base and 
140 nm near the Au seed. Some tapering is evident closer to the tip of the nanowire. 
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Zn3P2 nanowires were found to be relatively beam sensitive and the nanowire here 
shows regions of beam damage on its lower right hand side and base. 
Instead of a more usual truncated circular geometry, the Au seed presents as a relatively 
 
 
Figure 7-39 | TEM investigation of a Zn3P2 nanowire. a) Low magnification bright 
field image of the entire nanowire. Beam damage is visible at the base and two 
locations along the right-hand sidewall. b) A bright field image of the tip of the 
nanowire showing tapering growth above the Au nanoparticle. c) A high resolution 
bright field image of the tip of the nanowire showing Zn-P material with Au 
inclusions. Note the interference contrast apparent from the Au inclusion near the 
bottom left of the image. d) A bright field image taken close to the tip of the 
nanowire showing one sidewall to be relatively smooth and the other rough. e) A 
high resolution bright field image of the rough sidewall. f) A high resolution bright 
field image around the main Au nanoparticle. g) A composite of FFT from the two 
regions of (f) marked in red and blue. The zone axis and growth direction of the 
nanowire can be indexed to <100>/<010>. (Pseudocubic equivalent <110>) The zone 
axis of the material above the seed is tentatively identified as <101>. 
a)  
b)  c)  
d)  e)  
f)  g)  
 
[040] 
<100> 
<101> 
[040] 
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thin dark band towards the tip of the nanowire with further tapered growth located 
above it. The border of the Au seed is highly irregular and no distinct orientational 
relationship was found between it and the nanowire. [As may be observed from (f), 
while the nanowire is on a low-index zone axis in the images presented, the Au seed is 
not.] Alloying with Zn was identified through EDXS analysis. The material above the 
seed was further identified through EDXS to be zinc phosphide with Au rich inclusions 
which appear as regions of darker contrast. 
In Figure 7-39(c) lattice mismatch is evident between these two materials with clear 
translational-type Moiré fringes appearing for the larger inclusion towards to bottom 
right of the image. On the imaged zone axis the left hand facet of the nanowire appears 
relatively smooth while that on the right hand side presents significant roughness 
reminiscent of overgrowth on heavily twinned structures [Figure 7-39(d,e)].
247, 600, 670
 
No corresponding twin planes were however observed and FFT of Figure 7-39 (e) 
revealed no structural shifts across the width of the nanowire. It is therefore likely that 
the roughness observed at the right hand edge of the nanowire is the result of a complex 
faceting process with the preferred facet directions being geometrically frustrated. 
Partial decomposition coupled with poor surface diffusion during cooling may serve to 
accentuate this morphology. Figure 7-39 (f) presents a high resolution image of the 
interface between seed particle and nanowire. As discussed above, the seed particle is 
not on axis but FFTs of both the nanowire and the growth region above the seed 
produce cubic-like patterns [Figure 7-39(f)]. Considering first the blue pattern 
corresponding to the nanowire, the ratio between the two orthogonal directions is 1.43 
which is indicative of a <110> type direction. Assuming the nanowire is lying in the 
plane of the images, its growth direction may also be indexed to <110>. A <110> 
growth direction has previously been reported for both Au-assisted
63, 331
 and 
unassisted
326, 340
 Zn3P2 nanowires grown by CVD methods. In the case of the red pattern 
which corresponds to the growth above the seed particle the ratio between the two 
orthogonal directions is 1.22 which is indicative of a <112> type direction. 
Figure 7-40(a-c) presents diffraction patterns taken from three different zone axes of the 
nanowire imaged in Figure 7-39. In each case the pattern is aligned such that the growth 
direction of the nanowire as projected in the image plane points up. Cubic-like 
symmetry is evident in each of the patterns and the growth direction may be 
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unambiguously identified as <110> type. A further diffraction pattern from another 
nanowire [Figure 7-40(d)] presents a forth axis where the growth direction is again 
<110>. In Figure 7-40(e-h) simulated diffraction patterns for the room temperature  
phase of Zn3P2 are presented as a match to the experimental patterns. While the relative 
intensities of the diffraction spots in Figure 7-40(b,d) display good agreement with the 
simulated pattern, those in Figure 7-40(a-c) do not. Relative intensity is expected to 
vary with a number of experimental factors including sample thickness but in this case 
it is likely that the experimental patterns are the result of diffraction by the lamellar 
twins noted in many of the Zn3P2 nanowires.  
Despite being able to identify the nanowires as  Zn3P2, the growth above the seed 
Growth Direction <010> (Pseudocubic equivalent <110>) 
 
a)
 
b)
 
c)
 
d)
 
e)
 
f)
 
g)
 
h)
 
<100> <021> <011> <001> 
 
 
Figure 7-40 | Representative electron diffraction patterns taken from various 
crystallographic axes. (a-c) Electron diffraction patterns taken from the nanowire 
shown in Figure 7-39. d) Electron diffraction pattern taken from the nanowire shown 
in Figure 7-42(b,c). All patterns are oriented such that the nanowire growth direction 
is vertical in the page. The patterns may be indexed as (a) <100> axis (pseudocubic 
equivalent <110>), (b) <001> axis (pseudocubic equivalent <001>), (c) <021> axis 
(pseudocubic equivalent <111>) (d) <011> axis (pseudocubic equivalent <112>). (e-
h) corresponding simulated electron diffraction patterns for  Zn3P2. In all cases the 
growth direction can be indexed to <010>/<111> or in the pseudocubic equivalent 
system: <110>. 
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observed in Figure 7-39 could not be positively identified. The lattice parameters as 
measured from the red FFT pattern shown in Figure 7-39(g) were not found to match 
any phase of Zn3P2, ZnP2 or the Au-Zn alloys. These parameters were further found to 
vary within the region above the seed. Considering the high-Au inclusions and clear 
Moiré fringing it is likely that this material is variably strained. If the red FFT pattern is 
taken as the <011> axis of Zn3P2 (pseudocubic equivalent <112>) then a 7% 
compressive strain can be ascribed to both the <201> and <100> directions 
(pseudocubic equivalents <111> and <110> respectively). Interestingly, the <010> 
growth direction (pseudocubic equivalent <110>) appears perpendicular to the edge of 
the Au seed particle. 
The room temperature  phase of Zn3P2 is tetragonal and belongs to the P42 /nmc space 
group with a=b=8.09 Å and c=11.45 Å.
12, 23
 As was described for Zn3As2 in Section 
7.3.2.2, the Zn3P2 lattice can be considered as a slightly distorted defective antifluorite 
structure consisting of a distorted face centred cubic anion lattice interpenetrated by a 
75% filled simple cubic cation lattice. In this arrangement each zinc atom is surrounded 
by four phosphorus atoms, and each phosphorus atom by six zinc atoms and two 
a) b) 
  
 
 
Figure 7-41 | Crystal structure of  Zn3P2. a) Tetragonal unit cell as described by 
Zanin
23
. Zinc atoms are shown in orange and phosphorus in green. Atoms slightly 
outside the unit cell are shown for clarity. b) Relationship between the tetragonal unit 
cell (red) and pseudocubic unit cell (blue) with selected high symmetry directions 
labelled. (In the manner of Zdanowicz et al.
33
) Equivalent cubic directions are listed 
below tetragonal directions. 
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vacancies. As for Zn3As2, the arrangement of the zinc vacancies is critical in defining 
the overall symmetry of the cell. Figure 7-41(a) depicts the Zn3P2 cell as was described 
most recently by Zanin et al.
12, 23
 from XRD analysis. The cell itself contains 40 atoms 
with Figure 7-41(a) further depicting atoms immediately outside the cell to better 
illustrate the overall structure. As the axial ratio (c/a) ratio of the tetragonal cell is 1.415 
the structure may also be described by a pseudocubic cell as is illustrated in Figure 
7-41(b). The transformation from the tetragonal to pseudocubic lattice has the following 
form: 
  
   
   
   
   …(7-9) 
The high symmetry directions <010>, <001>, <110>, <021>, <011> correspond to the 
cubic directions <110>, <001>, <100>, <111>, <112> respectively. Figure 7-41(b) 
labels these high symmetry directions with indices corresponding to both the tetragonal 
and pseudocubic cells. Both indices are used throughout this work to aid comparison 
with the results for Zn3As2 in Section 7.3.2 and reports of zincblende nanostructures in 
the literature. Reconsidering Figure 7-40(a-d) these axes can be labelled with the 
tetragonal indices <100>, <021>, <011>, <001> respectively. As the projected 
 
 
 
 
Figure 7-42 | Lamellar type defects in Zn3P2 nanowires. a) A bright field TEM 
micrograph of the nanowire featured in Figure 7-39 showing two lamellar defects. 
The nanowire is on the <011> zone axis (pseudocubic equivalent <112>). b) A bright 
field TEM micrograph of another Zn3P2 nanowire where FFTs have been taken from 
the two areas defined by blue and red boxes. c) Composite of the two FFT patterns 
obtained from (b). The blue pattern corresponds to the twin on the left and is on the 
<100> axis (pseudocubic equivalent <110>). The red pattern corresponds to the twin 
on the right and is on the <021> axis (pseudocubic equivalent <111>). 
a) b) c) 
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nanowire length was the same for Figure 7-40(a-c) the orientation of the c-axis can 
further be deduced and the zone axis and growth direction in Figure 7-39 be identified 
as [100] and [010] respectively (pseudocubic equivalent [110]). Figure 7-42(a) presents 
a high magnification bright field TEM image of the nanowire shown in Figure 7-39 
aligned to the <101> zone axis (pseudocubic equivalent <112>). Unlike the bright field 
images shown in Figure 7-39, two lamellar defects are clearly visible. Their visibility on 
this zone axis is compatible with twinning on the <02-1> plane (pseudocubic equivalent 
<111>). Similar lamellar defects have been reported for <100> and <011> Zn3P2 
nanowires grown by CVD,
63, 335
 and are considered potential sources of charge 
trapping.
63
 In this study, lamellar defects were often associated with disruptions to the 
shape of seed particle. Figure 7-42(b) presents a bright field TEM image of another 
Zn3P2 nanowire where the Au seed particle presents as a chevron-like shape. The tip of 
this chevron is met by a lamellar defect that bisects the nanowire. FFT transforms of 
regions to the left and right of the lamellar can be indexed to the <100>/<111> and 
<021> directions respectively (pseudocubic equivalents <110> and <111>. The 
orientation of the c-axis was not determined.)  
7.4.3 Photoluminescence 
The Zn3P2 nanowires grown in the current study were found to emit a strong PL signal 
in the near-infrared. Figure 7-43 presents representative spectra collected from a single 
nanowire. At room temperature under a pump fluence of 33 J /cm2 /pulse emission is 
seen to peak at 1.52 eV with a FWHM of 70 meV [Figure 7-43(b)]. A relatively weak 
shoulder peak is also visible around 1.42 eV. With increasing pump fluence the relative 
intensity of this shoulder decreases and the high energy tail of the main peak is seen to 
widen likely due to both band filling and thermal effects.  
At a pump fluence of 323 J /cm2 /pulse emission of the main peak is slightly redshifted 
to 1.51 eV and the FWHM widened to 180 meV [Figure 7-43(b)]. As temperature is 
reduced the relative intensities of the main and shoulder peaks reverse such that by 
150 K the only peak visible for a pump fluence of 65 J /cm2 /pulse is the lower energy 
peak at 1.40 eV with a FWHM of 90 meV. This peak continues to redshift with 
decreasing temperature until at 6 K emission it is located at 1.38 eV with a FWHM of 
40 meV. Interestingly, emission at low temperature is highly power sensitive 
blueshifting from 1.38 eV to 1.50 eV with an increase in pump fluence from 65 to 
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452 J /cm2 /pulse. Similar temperature and power dependant PL results have been 
reported by Kimball et al.
45
 for Zn3P2 thin films grown by CVD. The authors of that 
work assigned the peak at 1.50 eV to a direct transition and that at 1.38 eV to an indirect 
fundamental bandgap. This assignment follows considerable confusion in the literature 
regarding the band structure of Zn3P2.  
a) 
 
b) 300 K 
 
 
c) 6 K 
 
 
 
 
Figure 7-43 | Temperature and power dependant PL spectra collected from a single 
Zn3P2 nanowire. a) Temperature dependant measurements showing a redshift in peak 
emission from 1.38 to 1.53 eV with an increase in temperature from 6 to 300 K 
(fluence of 65 J /cm2 /pulse.). b) Power dependant measurements at 300 K showing 
slight redshift as the pump power is increased from 22 to 215 W. (Intensity is 
plotted on a logarithmic scale.) c) Power dependant measurements at 6 K showing a 
blueshift from 1.38 to 1.50 eV as the pump power is increased from 43 to 301 W. 
Section 7.4 - Zinc Phosphide 
 
 
197 
While the presence of a direct transition around 1.50 eV has been well established,
893
 
optical absorption between the energies of 1.30 to 1.50 eV has been variously ascribed 
to a direct transition,
783
 indirect transition
305, 306
 or defect states
307, 777
. Similar confusion 
has been generated from theoretical studies with different approaches variously finding 
direct
1183-1185
 and indirect
1185, 1186
 structures. 
The dynamics of photoexcited carrier recombination were investigated by time 
correlated single photon counting (TCSPC). Figure 7-44 plots time resolved PL for a 
single Zn3P2 nanowire at various temperatures and pump fluences. In all cases these 
measurements were taken at the peak emission energy: 1.50 eV for room temperature 
and 1.38 eV for low temperature (6.5 K). While carrier decay could not be resolved at 
room temperature, monoexponential decay with a lifetime of approximately 200 ps was 
observed at low temperatures and pump fluence (65 W J /cm2 /pulse). With increased 
pump fluence (323 W J /cm2 /pulse) at low temperature, the system response again 
dominated.  
Assuming that surface recombination dominates at low temperature Equation 6-3 gives 
a recombination velocity of 2.5 x10
4
 cm/s for a 200 nm diameter nanowire at low pump 
fluences. As the system response of the TCSPC system can be estimated as 40 ps a 
 
 
Figure 7-44 | Time resolved PL emission intensity of a single Zn3P2 nanowire. At 
low temperature and excitation powers a lifetime of up to 200 ps was measured. At 
room temperature the decay could not be deconvoluted from the system response 
suggesting a lifetime of less than 40 ps. 
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lower limit of 1.25 x10
5
 cm/s can further be estimated for the surface recombination 
velocity of Zn3P2 nanowires at room temperature. Previous work has reported oxidation 
to passivate the surface of Zn3P2 substrates giving surface recombination velocities of 
1.8±0.1 x10
3
 cm/s and surface trap densities of 2 x10
12
 /cm
2
.
847
 Polishing and etching 
were both shown to increase the surface recombination velocity by at least an order of 
magnitude. 
7.5 Zinc Antimonide 
7.5.1 Growth parameters 
As was discussed for Zn3As2 in Section 7.3.1.1 and Zn3P2 in Section 7.4.1.1, the growth 
of zinc antimonide by MOVPE also demands balance between precursor and product 
 
 
Figure 7-45 | Outcome of ZnxSby nanowire growth under various combinations of 
zinc partial pressure and temperature. (Cooling under both precursors is indicated by 
dashed blue lines.) The percentage decomposition of the precursors DEZn and TMSb 
in H2 is further plotted as a function of temperature on the right-hand axis.
1, 4
 Also 
plotted is temperature dependence of zinc partial pressure in equilibrium with ZnSb 
and Zn4Sb3 as calculated by the CALPHAD method using the thermodynamic data 
of Liu et al.
20
 and measured experimentally by Hirayama
32
.  For ZnxSby growth to 
occur, some precursor decomposition is required and the partial pressure of zinc must 
exceed that in equilibrium with ZnxSby(s). The expected growth window for the 
current experimental setup is therefore approximately 350-440 °C. 
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decomposition. The thermal stability of the zinc antimonides is, however, even lower 
than that of the other II-V compounds investigated here
11, 32, 806, 849, 1187
 and their growth 
window correspondingly smaller. There is furthermore evidence that the Zn-Sb phase 
diagram varies at the nanoscale with Schlecht et al. reporting the unexpected 
decomposition of Zn4Sb3 nanocrystals into Zn and ZnSb above 196 °C.
806
 
Figure 7-45 plots the partial pressure of zinc in equilibrium with bulk ZnSb as measured 
by Hirayama
32
 along with curves calculated for both bulk ZnSb and Zn4Sb3 using the 
CALPHAD method. (The calculations here employed the thermodynamic data of Liu et 
al.
20
) As was discussed for Zn3As2 and Zn3P2, growth will only occur where there is 
both precursor decomposition and product stability. In the case of Zn4Sb3, the growth 
window for the current experimental apparatus is seen to extend from 350 °C to 395 °C. 
The window for ZnSb is slightly larger, ranging to a maximum temperature of 
approximately 440 °C. A similarly small range of DEZn partial pressures are viable, 
0.75 to 3.6 Pa for Zn4Sb3 and 0.065 to 3.6 Pa for ZnSb.  
The minimal growth window here is a product of both the relatively low thermal 
stability of the zinc antimonides as well as the relatively high temperature of TMSb 
decomposition. While TMSb decomposition will vary with both liner condition and 
carrier gas,
1, 4
 an Sb source with a lower decomposition temperature
1188-1190
 has the 
potential to greatly extend the MOVPE growth window. 
Further plotted in Figure 7-45 are the experimentally investigated parameters; red dots 
where growth was not obtained and green where it was. Unlike the other materials 
reported in this chapter, no steady state growth conditions were identified for zinc 
antimonide. Growth was instead obtained by cooling under both precursors to a 
temperature of 250 °C. This approach is represented in Figure 7-45 by dashed blue lines 
and was adopted in order to efficiently explore the available parameter space. Having 
demonstrated that the current experimental apparatus is capable of synthesising zinc 
antimonide it is expected that further study would reveal appropriate steady state growth 
conditions. 
7.5.2 Structure and morphology 
Figure 7-46 presents SEM micrographs of zinc antimonide grown from both substrate 
[Figure 7-46(a-d)] and GaAs stems [Figure 7-46(e,f)]. Where growth was on substrate, 
planar nanowires of up to several microns in length were generally observed to grow in 
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a <110> direction. [Figure 7-46(c,d)]. An excess of Sb was required for growth with 
V/II ratios of less than one producing only nanoparticles [Figure 7-46(b)]. Difficulty in 
obtaining vertical growth from substrate has previously been reported for III-antimonide 
nanowires and was related to a surfactant effect of Sb in decreasing the contact angle of 
the seed particle.
134, 1191-1193
 The V/III ratio has further been shown to critically affect 
nucleation, growth rate and morphology.
193, 974, 1119, 1191
 In the current work both Au and, 
to a lesser extent, Ag were found to seed zinc antimonide growth. Both metals have 
been previously reported to seed III-antimonide nanowire growth, albeit with significant 
group III alloying (greater than 50 at.%).
134, 164, 974, 1194-1196
 
Due to both nucleation difficulties and the expense of native substrates, Au-seeded III-
 
a) T = 420 °C 
V/II= 2, PDEZn= 3.4 Pa 
GaAs(110) substrate, Ag 
colloid 
Both precursors supplied 
during  cooling to 250 °C 
 
b) T = 440 °C 
V/II= 0.5, PDEZn= 3.4 Pa 
GaAs substrate(110), Ag 
colloid 
Both precursors supplied 
during  cooling to 250 °C 
 
c) T = 440 °C 
V/II= 4, PDEZn= 3.4 Pa 
GaAs substrate(110), Ag 
colloid 
Both precursors supplied 
during  cooling to 250 °C 
 
d) T = 420 °C 
V/II= 2, PDEZn= 3.4 Pa 
GaAs(110) substrate, Au 
colloid 
Both precursors supplied 
during  cooling to 250 °C 
 
e) T = 420 °C 
V/II= 2, PDEZn= 3.4 Pa 
GaAs(110) substrate, Au 
colloid 
GaAs stem 
Both precursors supplied 
during  cooling to 250 °C 
f) T = 420 °C 
V/II= 2, PDEZn= 3.4 Pa 
GaAs(110) substrate, Au 
colloid 
GaAs stem 
Both precursors supplied 
during  cooling to 250 °C 
 
 
Figure 7-46 | SEM micrographs of selected ZnxSby nanostructures. a-d) Variations 
of planar growth; e,f) Growth following GaAs stem. All micrographs show the 
sample substrate tilted 45 ° to normal. 
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antimonide nanowires are often grown as axial heterostructures from III-V stems.
1191
 In 
the current work, GaAs stems were found to deliver freestanding nanostructures [Figure 
7-46(e,f)]. Like Zn3As2 and Zn3P2 growth however (see Sections 7.3.1.2 and 7.4.1.4 
respectively), a variety of different morphologies were produced suggesting sensitivity 
to local conditions or perhaps a significant stochastic component to growth.  
Examining Figure 7-46(e), a vertical stem is observed to support a larger diameter non-
vertical nanowire. Neither structure shows clear faceting. A similarly abrupt increase in 
diameter has been observed moving from III-arsenide stems to III-antimonide growth 
and related in those cases to group III accumulation in the seed particle.
134, 974
 Here, in 
addition to this nanowire-like growth, 2D structures were also formed. Figure 7-46(f) 
 
 
 
Figure 7-47 | TEM micrographs of ZnxSby nanostructures grown from GaAs stems. 
a,b) Bright field TEM images of a ZnxSby nanoplatelet with ZnxAsy nanowire 
structures emerging from either side. Dashed red lines enclose the regions 
corresponding to the SADPs shown in (d) and (e); c) Magnified view of the interface 
between nanoparticle and nanowire in (b). d,e) Diffraction patterns taken from the 
ZnxSby nanoplatelet in (a) and (b). The rotation between these axes was 
approximately 30°. f) ZnxSby showing beam damage at its top right end. Redeposited 
Zn and Sb is visible above the nanowire. 
a) b) c) 
    
d) e) f) 
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shows a triangular platelet with nanowires emerging from each of its three vertices. The 
formation of InSb platelets has been recently reported and linked to twinning coupled 
with VS growth.
1164, 1197
 In this case however, the presence of VLS-like growth from 
each of the platelet’s vertices is suggestive of seed-splitting. 
Figure 7-47(a-e) presents bright field TEM images and corresponding SADPs of a zinc 
antimonide nanoplatelet similar to that shown in Figure 7-46(f). Here, the images and 
diffraction patterns were collected from two different zone axes separated by a rotation 
of approximately 30°. The bright field image taken on the first axis [Figure 7-47(a)] 
shows a central region of darker contrast corresponding to the nanoplatelet with 
nanowire-like growths of lighter contrast emerging from either end. Considering EDXS 
spectra [Figure 7-48(c) – red spectrum] taken from a similar structure as shown in 
[Figure 7-48(a)], the nanoplatelet can be said to consist of zinc antimonide with a small 
amount of As contamination (the Cu signal derives from the sample holder). Arsenic 
contamination has previously been reported for III-antimonide nanowires grown from 
arsenide-based stems and related to the evaporation of arsenides during antimonide 
growth.
134, 1196, 1198
 In contrast to the nanoplatelet, the nanowire structures are seen to 
consist of zinc arsenide with a small amount of Sb contamination [Figure 7-48(c) – 
green spectrum]. Despite GaAs stem growth, no Ga was detected in any of the 
 
 
Figure 7-48 | HAADF STEM and corresponding EDXS of ZnxSby grown from GaAs 
stems. a) HAADF STEM image of a structure similar to that shown in Figure 7-47. 
b) HAADF STEM image of a stem found in the same growth as (a). c) EDXS spectra 
collected from the locations indicated by coloured squares in (a) and (b).  
 
 
 
a) 
b) 
c) 
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structures analysed by EDXS. 
Many of the zinc arsenide nanowires seen here were terminated by a Au-Zn alloy 
nanoparticle in a manner consistent with VLS growth (see Figure 7-48(b) and the blue 
spectrum of Figure 7-48(c)]. Arsenic was likely supplied through the evaporation of the 
GaAs substrate and nanowire stems. While only a low rate of evaporation is expected 
for bulk GaAs at the growth temperature of 420 °C, 
1199-1201
 an increased evaporation 
rate can be expected for nanowires due to the Gibbs-Thomson effect.
1202, 1203
 Below 
approximately 650 °C, GaAs evaporation is furthermore stoichiometric and Ga droplets 
are not expected.
1200, 1201, 1204
 Despite Ga not be detected by EDXS, the complete 
evaporation of the GaAs stems is however unlikely as stems of InAs, a material known 
to evaporate at a significantly higher rate than GaAs,
1205
 have been reported to survive 
for at least half an hour under similar conditions.
134, 1119
 One further possibility for the 
lack of a EDXS Ga signal may be a vapour-solid cation exchange reaction with Zn 
replacing Ga in the nanowires.
1206
 Vapour-solid cation and anion exchange reactions 
have been reported for nanowire systems including Cd(1-x)ZnxS, CdSxSe(1-x) and 
ZnO/ZnSe.
1207-1209
 
Inspecting the first of the SADPs taken from the zinc antimonide platelet [Figure 
7-47(d)], a pair of orthogonal planes can be identified with interplanar spacings of 13.15 
and 7.79 Å respectively. A similar orthogonal arrangement is observed for the second 
zone axis [Figure 7-47(e)] with interplanar spacings of 7.46 and 7.90 Å. On this axis the 
direction corresponding to the longer interplanar spacing corresponds with the initial 
Table 7-5 | Reported structures of selected ZnxSby phases.
ZnSb 
11
 
Pbca 
-Zn8Sb7 
27
 
Pmn21 
-Zn4Sb3 
14
 
1P 
==90° 
=98.77(3)° 
-Zn4Sb3 
19
 
c3R  
-Zn3-xSb2 
51
 
Pnna(0)0s0 
q=(,0,0), 
a≈0.385
a 
6.20393(8) 
Å 
a 15.029(1) Å a 
32.536(5) 
Å 
a 
12.2282(3) 
Å, 
a 7.283(3) Å 
b 
7.7408(1) 
Å 
b 7.7310(5) Å b 
12.237(2) 
Å 
c 
12.4067(4) 
Å 
b 15.398(5) Å 
c 
8.0977(1) 
Å 
c 
12.7431(9) 
Å 
c 
10.862(2) 
Å 
 c 25.06(1) Å 
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growth direction of the nanoplatelet [Figure 7-47(c)] and the other with the initial 
sidewall facets. Comparing the measured spacings with the various reported 
polymorphs of zinc antimonide (summarised in Table 7-5 and depicted in Figure 7-49) 
does not give a complete match despite the majority of phases have low-index spacings 
of similar lengths.  The structure that most closely approaches a match is the quasi-
crystal -Zn3-xSb2,
51
 where the planes 1)1(0 , (020)  and (021)  have spacings of 13.11, 
7.699 and 7.360 Å respectively. These planes are not however mutually orthogonal as is 
observed for the experimental patterns. The measured spacings of 7.79 Å and 7.90 Å are 
furthermore similar to the b-axes of ZnSb
11
 and -Zn8Sb7
27
 (7.7408(1) Å and 7.7310(5) 
Å), the (111) direction of -Zn4Sb3
14
 (7.624 Å), and the (101) direction of -Zn4Sb3
19
 
(8.055 Å).  
While the current structure cannot be identified it is worth noting that zinc antimonide is 
known to crystallise in a variety of complex crystal structures, and that many of these 
structures have only recently been solved.
14, 19, 27
 The large unit cell (one axis of at least 
13.15 Å in length) and high degree of symmetry found in the current experiment are 
suggestive of a complex, relatively high temperature phase. Further study is required for 
a more full understanding of this phase. 
  
 Zn4Sb3 -Zn4Sb3 




 
 
Figure 7-49 | Visual representation of the reported structures of Zn4Sb3. a) Unit cell 
of -Zn4Sb3 as reported by Nylén;
14
 b) Unit cell of -Zn4Sb3 as reported by Snyder.
19
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7.6 Summary 
Relatively unexplored, the II−V family of semiconductors holds appeal for a diverse 
range of applications. Examples include Zn3As2 for earth abundant IR, Zn3P2 for PV, 
Zn4Sb3 for thermoelectrics and Cd3As2 for topological physics. In addition to these 
unique binary compounds, the II-V family further offers scope for alloying to give 
band-gap and lattice parameter tuning. Integration with well-known III-V and silicon 
based materials is also possible. 
The current chapter has explored the synthesis of Zn-V nanostructures by MOVPE 
using a reactor compatible with commercial III-V semiconductor production. With the 
aid of various thermodynamic analyses, a growth window has been established for the 
compounds zinc arsenide, zinc phosphide and zinc antimonide. Each of these 
compounds has furthermore been synthesised in various morphologies including 
nanowires and nanoplatelets. Detailed structural and optoelectronic characterization has 
revealed that the newly synthesised nanomaterials are of high quality and hold 
significant potential for both future research studies and commercial applications. 
In using MOVPE, the current study both brings the highest levels of control and 
reproducibility to II-V material growth and introduces this novel semiconductor family 
to an existing community of researchers. Beyond the binary compounds investigated 
here, the door is now open for the MOVPE/MBE synthesis of nanostructured II−V 
semiconductor materials, II−V alloys, and novel II−V/III−V heterostructures for 
applications encompassing optoelectronics, thermoelectrics, high speed nanoelectronics, 
and topological physics. 
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8                                                                 
Conclusion and Future Research Directions 
An ongoing emphasis on device scaling has led to significant interest in ‘bottom-up’ 
fabrication methods. Among the various alternatives, VLS growth offers a convenient 
platform for realising complex geometries and heterostructures. The VLS mechanism is 
further well paired with MOVPE growth methods which combine a high degree of 
control with a wide variety of sources. This dissertation has considered various 
applications of the element Zn to VLS growth by MOVPE. 
Chapter 4 considered the use of Zn in its conventional role as a III-V dopant. Higher 
DEZn flows were observed to affect the morphology of Au-seeded GaAs nanowires. 
Effects included an increase in planar defect density, and, both nanowire kinking and 
seed-splitting. Through a series of growth studies, the threshold for these morphological 
effects was established as a function of both nanowire diameter and growth temperature. 
These threshold values establish the maximum DEZn flows suitable for doping GaAs 
nanowires.  
Having determined the range of DEZn flow rates useful for doping, dopant 
incorporation was assessed by APT. In a novel approach to APT, nanowires were 
synthesised at relatively low areal densities and then analysed on the growth substrate in 
the ‘as-grown’ condition. Detection of zinc in concentrations of up to 5.51 x1020 Zn/cm3 
provided evidence for successful incorporation. The measured dopant distributions 
were, however, inhomogeneous with a significantly higher concentration of Zn found in 
VS shell growth relative to VLS core growth. This difference was related to solute 
partitioning in the Au seed. Dopant activity corresponding to the chemical concentration 
observed by APT was later shown through electrical characterisation. 
While effective doping was achieved using DEZn, attempts to synthesise n-type 
material using SiH4 were unsuccessful. Given the importance of p-n junctions to 
semiconductor devices, this failure provides an impetus for the current laboratory to 
investigate alternatives such as TESn. There is also significant scope for further 
nanowire doping studies by APT. The quantification of variations in dopant 
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concentration with variables such as temperature and V/III ratio has the potential to both 
deliver fundamental insights into the VLS process and provide a solid foundation for 
nanowire device design. Such an undertaking would, however, need to overcome 
significant difficulties relating to sample preparation. While the current approach was 
suitable for establishing dopant incorporation, a pick and place method would likely be 
required in order to analyse normal areal densities. Finally, it is noted that the observed 
morphological effects of Zn doping including twinning and kinking provide significant 
opportunities for tailoring nanowire structure and geometry. Study of the origin of these 
effects would further provide fundamental insight into the VLS growth process itself. 
Chapter 5 focused on the synthesis of nanowire TSL structures using Zn as a 
morphological agent. Growth conditions leading to periodic twinning in GaAs 
nanowires of various different diameters were identified. The morphology and 
overgrowth of these nanowires was then studied. Nanowires were observed to form with 
{111} type facets which transformed to {110} with overgrowth. Initial overgrowth was 
faster on the {111}B relative to {111}A facets. Unlike previously reported examples of 
periodic twinning in III-V nanowires, twin spacing in the GaAs nanowires grown here 
was found to be a linear function of nanowire diameter. From an analysis within the 
context of classical nucleation theory, this result was related to the relatively higher twin 
plane and solid-liquid interface energies relevant to the GaAs nanowires. The analysis 
further enabled the extraction of values for the wetting angle and supersaturation 
operational during growth. 
The development here of GaAs TSL nanowires opens the door to variety of future work. 
One concept of particular interest would be overgrowth on the serrated sidewalls of 
these nanowires to give unusual shell geometries. Reduction in the period between twin 
planes into the few nanometre regime could further generate detectable miniband 
structure. Such a reduction may be achieved by altering supersaturation and contact 
angle through the use of a different seed material such as Ga. Finally, the period 
between twin planes could be used as a metric to estimate variation in these parameters 
with growth conditions. In this way post-growth analysis of twin spacing could provide 
valuable insights into the fundamentals of the VLS growth process. 
In chapter 6, Zn was used to massively increase the radiative efficiency of GaAs 
nanowires. Unlike more conventional passivation routes, doping here acted to reduce 
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the radiative lifetime rather than increase the non-radiative lifetime. In this way, strong 
luminescence was coupled with a picosecond lifetime. These performance gains were 
quantified using a calibrated PL setup to measure the absolute efficiency of individual 
nanowires. While the efficiency of undoped nanowires was observed to be an increasing 
function of pump power, that of the doped wires remained relatively constant. As such, 
the efficiency of the doped nanowires was found to be greater than that of the passivated 
nanowires for lower pump powers. Numerical modelling of these results enabled the 
extraction of values for carrier concentration that were similar to those found by APT 
and electrical measurements. Most importantly, the increase in radiative efficiency 
afforded through Zn doping enabled lasing from unpassivated GaAs nanowires at room 
temperature. The performance of these doped nano-lasers, including the non-linear 
transition into the lasing regime, was fully characterised with the lasing mode being 
identified from FDTD simulations as the TM01 mode. In addition to increasing 
radiative efficiency, p-type doping with Zn further acted to increase differential gain 
while also reducing the transparency carrier density. In this way, rate equation 
modelling showed the threshold pump power of a Zn doped nanowire to be less than 
that of an AlGaAs nanowire of similar dimensions. 
The use of doping to increase the radiative efficiency of nanostructures here represents 
somewhat of a paradigm shift from more conventional passivation methods. Whereas 
passivation is aimed at achieving longer carrier lifetimes which are usually more 
characteristic of bulk devices, doping enables the relatively short lifetimes of 
nanostructures to be combined with greater radiative efficiency. These two approaches 
are not, however, mutually exclusive as each acts by a different mechanism. There is 
therefore scope for their combination in order to engineer both lifetime and IQE. Such a 
combination may be particularly relevant to future nanolaser devices which could take 
advantage of p-type doping in regards to differential gain and transparency carrier 
density. Doping is furthermore likely key to the development of electrically injected 
nanolasers. 
Chapter 7 explored the use of DEZn as a source with the synthesis of the II-V 
nanostructures ZnAs, ZnP and ZnSb. These materials were grown on a variety of 
substrates such as GaAs, InP, Si and SiO2. Several different seed metals including Au, 
Pt and Ni were explored. ZnAs was synthesised with two differing morphologies, 
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nanowire and nanoplate, corresponding to two different growth directions. Extensive 
TEM characterisation identified the phase of these nanomaterials to be ’ Zn3As2. A 
strong room-temperature PL signal was obtained at around 1.0 eV with the radiative 
recombination coefficient calculated to be similar to that of a direct bandgap material. 
Electrical measurements found a high background carrier concentration. A variety of 
different growth morphologies were also identified for ZnP. Strong room temperature 
emission was observed from single nanowires at approximately 1.5 eV. Emission at low 
temperatures was found to be sensitive to pump power varying between 1.4 and 1.5 eV 
with a lifetime of less than 200 ps. ZnSb was grown from a GaAs stem and showed 
poor faceting which was possibly related to the small wetting angle of the seed particle. 
The growth of II-V nanostructures by a standard MOVPE process unlocks this little 
known family of materials for the broader research community. Unlike In-based III-V 
semiconductors, the II-V nanostructures grown here may be considered earth abundant. 
This is of particular relevance for large scale applications such as photovoltaics. With 
strong emission at 1.0 and 1.5 eV respectively, ZnAs and ZnP hold significant potential 
for such applications. ZnSb is furthermore known to be one of the highest performing 
thermoelectric materials. Together these nanomaterials thus offer a range of properties 
having relevance to clean and efficient energy production. Alloying to engineer bandgap 
or lattice parameter will further extend these opportunities. Other possibilities include 
the combination of II-V nanostructures with III-V materials and Si to form complex 
heterostructures. Given that the II-V family is little explored, fundamental studies into 
the physical properties of these materials, particularly in regards to bandstructure, will 
be required to operate in tandem. 
In conclusion, this dissertation has explored several applications of Zn to the growth of 
nanostructures by MOVPE. The framing of this work around a dopant rather than 
material or characterisation technique has provided the flexibility to visit a range of 
topics relating to the nanostructure growth. The varied contributions made here 
underline the vast possibilities offered by nanoscience, and more specifically, MOVPE 
growth. 
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