Source and receiver responses must be equalized when their behavior or coupling changes with location within a given survey. Existing surface-consistent deconvolution techniques that account for these effects assume that common-midpoint (CMP) gathering is valid -the seismic trace is decomposed into a source function, a receiver response, a normal-incidence reflectivity term, and an offsetrelated component that is laterally shift invariant. As a result, the performance of existing surface-consistent deconvolution techniques is best when applied to primary reflection data only, since the offset dependency of ground roll and multiples varies laterally in media with lateral variations.
INTRODUCTION
The variability of recordings obtained in land seismic settings cannot be explained fully using linear wave propagation models because it partially depends on changes in source and receiver behavior within a given survey. For example, the source strength and signature mainly are determined by the material properties of the near-source region. As a consequence, the changing near-surface conditions deteriorate the so-called repeatability of the source (Karrenbach, 1994; Aritman, 2001 only a few meters apart (Berni and Roever, 1989; Blacquière and Ongkiehong, 2000) . Some of the causes of these perturbations are imperfect geophone coupling, localized variations of the soil, shallow elastic property variations in consolidated rock, and variations of the ambient or recording equipment noise.
Detection and compensation for these perturbations are necessary in the early stages of processing, since the performance of multichannel filter operations rapidly deteriorates in the presence of amplitude or phase perturbations. This was recognized decades ago by Newman and Mahoney (1973) , who demonstrate that the performance of the source and receiver arrays is sensitive to source and receiver perturbations. These arrays, or more generally multichannel or frequency-wavenumber filters, are commonly used for ground roll and multiple attenuation. As indicated by Kelamis and Verschuur (2000) , successful multiple elimination requires careful preprocessing of data.
Ideally, individual recordings are compensated for source and receiver perturbations before group forming. Therefore, storing recordings from individual receivers is recommended (Ongkiehong, 1988; Ongkiehong and Askin, 1988) , which in principle allows the compensation for each individual geophone prior to digital group forming. Moreover, digital group forming is a reversible process, maintaining flexibility during the processing stages.
Source and receiver perturbations also could bias amplitude trends, such as amplitude versus offset (AVO); thus, successful compensation is essential for amplitude analysis (Castagna and Backus, 1993) .
Even though compensation for acquisition effects should be done in the early stages of processing, existing surfaceconsistent deconvolution techniques assume that commonmidpoint (CMP) gathering is valid (Taner and Koehler, 1981; Yu, 1985; Levin, 1989; Cambois and Stoffa, 1992; Cary and Lorentz, 1993) and therefore provides best results when applied to primary reflection data only.
In contrast, we use an alternative approach to compensate for source and receiver perturbations, which is essentially a preprocessing step. In principle, it can be applied directly to the recorded wavefield because it uses the complete seismic trace. Furthermore, it does not require midpoint binning, and no assumptions are imposed on the subsurface. The approach uses reciprocity of the medium response for evaluating lateral source and receiver amplitude variations. Assuming that conditions for applicability of reciprocity are met, differences between normal and reciprocal traces can be attributed to differences in source strength and receiver coupling. Karrenbach (1994) and Luo and Li (1998) apply this technique to determine the seismic source wavelet, assuming that the receiver perturbations can be neglected. Van Vossen (2005) demonstrates that the latter constraint is unrealistic and can be relaxed, adapting the procedure so that both source and receiver amplitude perturbations can be resolved.
Application of reciprocity requires symmetric data acquisition (Vermeer, 1991) . This includes coincident source and receiver positions and shot/receiver patterns as well as identical source and receiver directivity. A field study performed by Fenati and Rocca (1984) indicates that, in practice, these reciprocal conditions need not be met exactly. They observe that the fit between normal and reciprocal traces is not influenced by the choice of a vibratory or explosive source, except at short offsets.
In this paper, we first review the source and receiver equalization procedure proposed and tested synthetically by van Vossen (2005) . The main part of this paper is devoted to a field data application of the method. Data were acquired on a site in Manistee County, Michigan, which is characterized by changing near-surface conditions. Therefore, these data provide an excellent test case for the method. We discuss the characteristics of the source and receiver corrections obtained, and we show that these are correlated to the near-surface conditions. Furthermore, we show the influence of amplitude corrections on both prestack and poststack data and compare the results to those obtained with existing surface-consistent deconvolution techniques.
SOURCE AND RECEIVER DECONVOLUTION PROCEDURE
In this section, we briefly review existing surface-consistent deconvolution techniques and discuss the theoretical framework of the newly developed method.
Existing techniques and reciprocity
In the following, we consider single-component data and denote the vertical component of the recorded particle velocity by v(t, x s , x r ), with x s and x r the source and receiver positions, respectively. Considering the earth as a linear system for the propagation of seismic waves, the recorded traces satisfy the convolutional model
where R(t, x r ) is the receiver response, for the vertical component recordings at surface location x r ; S(t, x s ) is the source signature at surface position x s , and G(t, x s , x r ) is the corresponding medium response. The asterisk ( * ) denotes convolution in the time domain; R(t, x r ) and S(t, x s ) are surface consistent. This means that effects associated with a particular source or receiver remain constant throughout the recording time and affect all wave types similarly, regardless of the direction of propagation. The values R(t, x r ) and S(t, x s ) account for nonlinearity effects at the source and receiver. Thus, the source term also comprises the nonlinear response in the near-source field, which is referred to as the source coupling. For far-field recordings, it is realistic to assume that wave propagation is linear; hence, the convolutional model can be used.
The goal of surface-consistent deconvolution is to decompose the recorded data into their individual components, given by the convolutional model (equation 1). Since equation 1 exhibits more unknowns [S(t, x s ), R(t, x r ), and G(t, x s , x r )] than data [V (t, x s , x r )], assumptions are required to determine unique source and receiver responses. Existing techniques reduce the number of unknowns in equation 1 by decomposing the medium response into a normal-incidence reflectivity Y (t, x m ) and an offset component D(t, x k ):
where the midpoint coordinate x m = (x s + x r )/2, and the offset coordinate x k = x s − x r . This decomposition assumes CMP gathering to be valid (Cambois and Stoffa, 1992) . Therefore, optimum results are obtained when the data contain primary reflections only; in media with lateral variations, the offset response for multiples and ground roll vary for each midpoint location.
The newly developed deconvolution technique requires data acquisition in a geometry that allows the use of apparently redundant recordings of reciprocal traces. Such a geometry requires symmetric wavefield sampling -that is, data acquisition using identical source and receiver samplings. This geometry is recommended by Vermeer (1991) to avoid processing artifacts as a result of asymmetric source and receiver sampling. In the current application, the reciprocity theorem states that the medium response (or Green's function) is invariant when the source and receiver positions are interchanged (Knopoff and Gangi, 1959) . Reciprocity of the medium response is expressed as
This identity requires that the source directivity response (radiation pattern) is similar to the receiver response for the vertical particle-velocity geophone. We outline the practical limitations of the use of reciprocity later in the Discussion.
Instead of using the decomposition of the medium response into normal-incidence reflectivity and an offset-related component, reciprocity of the medium response is used in the newly developed technique to decompose the recorded data. An important difference with existing methods is that this approach uses the full description of the wavefield.
Large differences between normal and reciprocal traces are commonly observed in the field (Fenati and Rocca, 1984; Karrenbach, 1994) . Karrenbach (1994) and Luo and Li (1998) explain these differences by lateral variations in source behavior only, assuming that differences in receiver behavior are small. We demonstrate that the latter constraint should be relaxed, and we develop a procedure for compensating the recordings for lateral multicomponent source and receiver amplitude variations (van Vossen, 2005) . In the following section we review the inverse procedure for estimating these corrections.
Formulation of the inverse problem
Let us consider an acquisition geometry with N coinciding source/receiver positions. The convolutional model and reciprocity result in a system of equations that constrains the individual terms in the convolutional model. Similar to surfaceconsistent deconvolution, we can formulate a linear inverse problem in the log/Fourier domain (Taner and Koehler, 1981; Cambois and Stoffa, 1992) , where log denotes the natural logarithm. The log/Fourier transformX(ω) of a time function X(t) is defined as
with the inverse transform
Since convolution in the time domain is equivalent to summation in the log/Fourier domain, the convolutional model becomes in the log/Fourier domaiñ
The real part of equation 6 describes the decomposition of the natural logarithm of the Fourier amplitude spectra into the source, receiver, and medium-response terms, whereas, the imaginary part of equation 6 gives the decomposition of the phase. In the following, we consider only the amplitude component of the problem. When analyzing the system of equations, it is convenient to recast equation 6 in a matrix-vector form:
where A is the coefficient matrix, m(ω) contains the unknown parameters in the log/Fourier domain, and the data vector d(ω) contains the measurements of the wavefieldṼ (ω, x s , x r ) for all source and receiver positions. The model vector m(ω) is partitioned into the individual components:
where m G (ω) contains the medium-response terms, m R (ω) the receiver terms, m S (ω) the source wavelets, and where T is the transpose operator. The coefficient matrix A is frequency independent, containing only ones and zeros. We give expressions for the structure of d(ω), m(ω), and A in Appendix A.
In this optimization procedure, we treat reciprocity of the medium response as an exact relationship. Instead of inserting the reciprocal equations 3 in the coefficient matrix A, we directly reduce the number of unknown parameters in m G (ω) by explicitly substituting the reciprocal medium-response terms using equation 3. Since the number of unknowns is reduced, this approach is computationally favorable.
Furthermore, we can only solve for relative source and receiver differences. Consequently, we can impose a zero-mean constraint on the source and receiver terms without loss of generality.
Regularization criteria
Additional information is required to obtain a unique solution to the inverse problem. We use a criterion that minimizes variation in common-offset sections of the medium response (van Vossen, 2005) . Prior information (or the reference model), denoted by m 0 , is included in the inverse problem defining a cost function:
where C d is the data covariance matrix, which is a matrix with only nonzero diagonal elements, and C m is the prior model covariance matrix. Its inverse, C −1 m , is a block-diagonal matrix and can be written in partitioned form:
where C m G , C m R , and C m S are the covariance matrices describing prior information on the medium response, receiver, and source terms, respectively, and θ is the overall damping parameter. The smaller the value of θ, the more the model parameters are allowed to vary and the better the data can be explained.
The least-squares solution of equation 9 is found by setting the derivatives with respect to the model parameters equal to zero, given by (e.g., Tarantola, 1987) 
Prior information on the medium response can be obtained by minimizing variation in common-offset sections of the medium response. It follows from the convolutional model that insufficient corrections for the source and receiver variations result in perturbations of the medium response. This causes larger variations in common-offset sections of the medium response. Thus, if we correctly retrieve these lateral source and receiver variations, the amplitude variations in the common-offset sections of the medium response are reduced to the minimum required by the data. We give the corresponding expressions for m
To obtain a unique solution to the inverse problem, it is not necessary to provide prior information on the source and receiver terms, so we use
Alternative to the minimum variation criterion, we could have used energy criteria, minimizing energy differences between two adjacent common-source and common-receiver gathers, to regularize the inverse problem. These criteria are explained in detail by van Vossen (2005) . Our choice for the minimum-variation criterion was based on synthetic tests. On synthetic data, best results were obtained using minimum variation as a regularization criterion.
APPLICATION TO MICHIGAN FIELD DATA
In this section we discuss a field data application of the method. First, we describe the characteristics of the data and outline the preliminary processing. Then, we describe the source and receiver terms received. Finally, we show the results of applying these corrections to prestack and poststack data. 
Data description
We illustrate the method on 2D, single-sensor data acquired in Manistee County, Michigan. The site is characterized by changing near-surface conditions along the acquisition line. As indicated in Figure 1 , near-surface conditions change from moist-to-wet sediments between 0 and 600 m to dry sands beyond that point (noted at time of acquisition). The location of the dry sands coincides with the more elevated sections along the acquisition line. Both source and receiver spacing is 10 m. The wavefield is emitted by an array of explosive sources located at approximately 1.5 m depth. The receivers are 10-Hz geophones. Furthermore, an important aspect of the acquisition is that each geophone is deployed at only one surface location, i.e.; the location of a geophone is fixed during the whole survey. The data set comprises recordings of 100 shots by 100 receivers.
The conditions for applying the deconvolution method are not exactly met. Small differences exist between source and receiver locations (on the order of a few meters), and the radiation pattern of the source array differs from the sensitivity kernel of the vertical component recordings. We assume that we can still treat reciprocity as an exact relationship for determining the source and receiver corrections. However, instead of directly using the inversion results for the medium-response terms m G , we use the lateral source and receiver terms to compensate the recorded data for these effects. By using only the source and the receiver terms, we do not force the data to be exactly reciprocal. We further assume that the source and receiver terms are minimum phase.
Thus, the equalization procedure consists of the following steps: First, we estimate the filters that compensate for lateral source and receiver variations in the log/Fourier domain for each frequency. Then, we apply the inverse log/Fourier transform and construct minimum phase filters. Finally, we compensate the recorded data for lateral source and receiver variations using spiking deconvolution (Yilmaz, 2001) .
In principle, the deconvolution procedure can be applied directly to recorded data. We only perform trace editing to remove void records and to mute acausal noise generated by a pumping station in a few traces.
Characteristics of source and receiver corrections
As indicated by the synthetic experiments performed by van Vossen (2005) , best results are obtained when the source and receiver terms are computed using a weak regularization term -that is, the minimum amount of regularization which yields a stable solution. The examples shown here are obtained using θ = 1 (equation 10). Figure 2 shows the correction terms for lateral source and receiver variations for the frequencies 20, 40, and 60 Hz. The receiver terms vary rapidly from point to point along the spread, whereas the source terms closely follow the changes in nearsurface conditions (see Figure 1) . Values larger than one correspond to corrections that increase the relative source strength, whereas values smaller than one indicate a relative energy decrease. Thus, a source located in the dry sand is strongly attenuated compared to a source in moist-to-wet sediments. This can be explained by high-energy absorption rates and nonlinear deformation in the near-source region for a source located in the dry sand (Aritman, 2001) . When sediments are water saturated, the compressibility dramatically changes, resulting in low-energy absorption rates close to the source. Figure 3 shows the frequency dependence of the source corrections. For frequencies below 20 Hz, ground roll is dominant in the recordings. At these frequencies, the source corrections reflect not only the source coupling but also the success or failure of the source arrays to suppress ground roll. The smallest source corrections are obtained at f = 20 Hz. For higher frequencies, the behavior of the sources in the dry sand (for x > 600 m) clearly differs from the sources in the moist-towet sediments. The source is strongly attenuated in the dry sand, and this pattern is found for all frequencies higher than 25 Hz. Note that we solve only for relative source corrections, requiring that the average source correction is zero in the log/Fourier domain. Consequently, the shape of the average response curve in the dry sand resembles the negated average response curve for the sources in the moist-to-wet sediments. Figure 4a shows four examples of the frequency dependence of the receiver corrections obtained in the inversion stage. The receiver corrections are smaller than the source corrections. Furthermore, the receiver corrections vary rapidly not only with offset but also with frequency. Limiting the impulse response in the time domain corresponds to a smoothing operation in the frequency domain. Figure 4b shows the effect of limiting the impulse response to 0.04 s. The shape of the correction filters above 125 Hz is the result of cosine tapers applied to avoid artifacts in the inverse log/Fourier transform. Because we obtain only relative receiver corrections, we cannot compare these receiver corrections directly with the damped harmonic oscillator description, which is commonly used to describe geophone-ground coupling (Hoover and O'Brien, 1980; Krohn, 1984 ; see also Appendix C). However, we can compare ratios of the obtained corrections (differences in the log/Fourier domain) to ratios between two damped harmonic oscillators with different damping factors and resonant frequencies. Examples of differences of the retrieved receiver corrections are shown in Figure 4c , and the corresponding receiver locations are given in Table 1 . Figure 4d shows differences between synthetic damped harmonic oscillator curves in the log/Fourier domain. The resonant frequencies and damping parameters are listed in Table 2 . The spring of a geophone has typical resonance frequencies below 20 Hz (in this experiment, 10-Hz geophones were deployed), whereas the ground coupling for a vertical geophone is thought to resonate above 100 Hz (Hoover and O'Brien, 1980; Krohn, 1984) .
The curves in Figure 4d are dominated by ground coupling with one bounded minimum and maximum value at high frequencies. The retrieved receiver corrections (Figure 4c) show different characteristics. Curves three and four have two distinct minima or maxima, while curves one and two have one bounded minimum and maximum, which qualitatively agrees with the damped-harmonic oscillator model. However, to explain curve two with this model, a 60-Hz resonant frequency is required, and this is much lower than the resonant frequencies reported for a vertical geophone (Hoover and O'Brien, 1980; Krohn, 1984) . As a consequence, the damped-harmonic oscillator model only predicts significant perturbations in the high-frequency range, whereas the retrieved receiver corrections are large at lower frequencies as well. Thus, the retrieved receiver corrections cannot be explained with the damped-harmonic oscillator model using only one resonant frequency.
Results on prestack data
The effect of the equalization procedure on prestack data is illustrated in Figures 5 and 6 , which show traces collected in Table 1 . (d) Differences between synthetic damped-harmonic oscillatoramplitude response curves. The resonant frequencies and damping factors corresponding to these curves are listed in Table 2 . a common-shot and a common-receiver gather with the common shot and common receiver located at x = 100 m. For visu- Parameters corresponding to the ratios of synthetic damped-harmonic oscillator geophone response curves given in Figure 4d alization purposes, we apply offset scaling with the following function:
with x o the offset coordinate, η = 0.10/ x, and x the source spacing (10 m).
The traces in the common-shot and common-receiver gathers have identical, uniform scaling. The differences between the traces in the gathers are evident. In the raw commonreceiver gather (Figure 6a ) the traces beyond x = 600 m generated by sources positioned in the dry sand (see Figure 1) are strongly attenuated. The corresponding reciprocal traces in the raw common-shot gather (Figure 5a) do not show such a signature of changing near-surface conditions. Another difference between the traces in the gathers is that correlated events are more pronounced in the near-offset section of the common-receiver domain.
Figures 5b and 6b show the data after correcting for the source and receiver perturbations. The common-receiver gather shows that reflectivity is measured beyond x = 600 m, indicating that we successfully correct for the source attenuation effect. Furthermore, in both common-receiver and common-shot corrected gathers, the correlated events are enhanced relative to the other energy.
The frequency-wavenumber (f-k) spectra corresponding to these data are shown in Figures 7 and 8 . We compute these Figure 6 . Effect of source-and receiver-amplitude correction on a common receiver gather for a receiver located at position x = 100 m: (a) input data; (b) filtered data. The plots are scaled similarly to the common-shot gather in Figure 5 . spectra using traces between 100 and 1000 m and then apply tapering at the edges of the domain to reduce artifacts. By selecting these traces, we can interpret energy corresponding to negative wavenumbers as noise. For the common-shot gather, the source corrections operate only along the frequency axis, whereas the receiver corrections operate along both the frequency and wavenumber axes. To assess the consequences of both source-and receiveramplitude corrections, we first apply the receiver corrections (Figure 7b ) and then the source corrections. The final results are shown on similar absolute (Figure 7c ) and relative (Figure 7d ) scaling to the original spectrum. These spectra suggest that we have more correlated energy after the source and receiver corrections relative to other energy, and we observe that the signal bandwidth and resolution increase in the common-receiver domain, e.g., compare the relative signal strength below 50 Hz between Figures 8a and 8d .
Figures 5b and 6b show that significant differences remain between normal and reciprocal traces. The spectra in Figures 7d and 8d indicate that source and receiver phase corrections could further improve the fit between normal and reciprocal traces, especially in the common-shot domain. Figure 2 shows that the receiver amplitude corrections vary erratically along the spread. Figure 7d suggests that the receiver phase perturbations also follow this pattern; this could explain the backscattered noise in this spectrum.
Results on poststack data
We finally evaluate the consequences of the applied source and receiver corrections on poststack data. The basic stacking sequence includes the following steps: (1) trace editing; (2) mute ground roll, air blast, and refractions (performed in the common receiver domain); (3) spherical divergence correction; (4) NMO correction; and finally (5) CDP stack. The poststack data are shown in Figure 9a , and the data which are compensated for lateral source and receiver differences between steps 1 and 2 are shown in Figures 9b, c . Shown are results obtained with data corrected for source perturbations only and with data corrected for both source and receiver perturbations. These stacks have similar scaling with respect to their maximum amplitudes. The right part of the sections is dominated by low-frequency events which are images of guided waves.
A comparison between the poststack data shows that the spurious dipping structures have been attenuated. These structures are associated with near-surface complexities, including source and receiver perturbations and statics. Because we did not apply static corrections before stacking the data, these spurious dipping structures have not been completely removed in Figure 9c . We also observe that reflectors are more continuous and can be more Figure 7 . The f-k spectra of data shown in Figure 5 on a decibel scale (common-shot gather): (a) input data, (b) filtered data using only the receiver corrections, (c) filtered data using both source and receiver corrections. Figure 6 on a decibel scale (common-receiver gather): (a) input data, (b) filtered data using only the source corrections, (c) filtered data using both source and receiver corrections. (d) Data displayed in (c) scaled with respect to its maximum value, whereas (a), (b), and (c) have identical scaling. easily identified. Thus, the new deconvolution procedure clearly improves the S/N ratio, and it demonstrates that both source and receiver perturbations must be taken into account. Figure 9d shows poststack results after conventional surface-consistent deconvolution without using our new method. This has been applied to the data between steps 4 and 5. Clearly, there remains a signature of the source perturbations in these data; we attribute this problem to the damping of the source and receiver terms, which is applied in surfaceconsistent deconvolution to solve the nonuniqueness of the decomposition (e.g., Cambois and Stoffa, 1992) . The source and receiver terms are assumed to be small. Therefore, we also apply surface-consistent deconvolution after increasing the source strength in all traces in common-shot gathers with sources located in the dry sand. These poststack results are shown in Figure 9e .
The poststack results in Figure 9 give a good first impression on the performance of the different deconvolution methods. We can make a few observations when comparing Figures 9c-9e . First, the reflectors in the central part of the section are better imaged in Figure 9c . Compare, for example, the image of the reflector at 0.8 s. Second, the signature of coherent noise, such as guided waves in the right part of the section, is Figure 9 . The effect of source and receiver equalization on CDP stacked data. (a) Uncorrected data, (b) data corrected for source perturbations only, (c) data corrected for both source and receiver corrections, (d) results obtained with existing surface-consistent deconvolution techniques, and (e) results obtained with existing techniques after increasing the source strength for sources located in the dry sands. less evident in Figure 9e . However, we cannot base a judgment on this last observation, since we expect that techniques which aim to suppress effects of coherent noise in the prestack domain also will benefit from the corrections obtained with the newly developed technique. Furthermore, we expect also that the conventional surface-consistent deconvolution techniques will benefit from removing coherent noise prior to the application. Thus, to assess the influence of coherent noise on CDP stacked data, the effectiveness of the suppression of different types of coherent noise needs to be investigated. This would require a comparison of fully processed data.
DISCUSSION
A critical assumption in our method is that we assume the conditions for applicability of reciprocity can be met. However, there are limitations in practical situations. First, the seismic source is strong enough to excite nonlinear wavepropagation effects in the near-field. Hence, in this region the convolutional model and reciprocity cannot be used to decompose the seismic trace into its individual components. Nevertheless, it is realistic to assume that wave propagation is linear in the far-field, implying that we can use the convolutional model and reciprocity. Second, in practice it is impossible to acquire data with exactly similar source and receiver locations. The influence of these positional differences can be minimized using parallel source and receiver lines at a close distance. In the data considered in this paper, the difference between source and receiver positions is smaller than 2.0 m. Furthermore, the source directivity or radiation pattern usually deviates from the sensitivity kernel of the receiver component considered -in this case, the vertical component. For example, if the ground is undulating, then it might be difficult to satisfy reciprocity when the truly vertical geophone at x r is planted in a gently dipping hillside while on a neighboring steep hill the vibroseis truck has a plate parallel to the slanted ground. However, in vertically inhomogeneous media, i.e., in media that do not vary laterally, variations between the source radiation pattern and receiver response will not influence the performance of the method. Strongly related to the radiation pattern of the source is the assumption that the source and receiver corrections are stationary for the whole seismic trace. This implies that the same corrections apply both to ground roll and reflection data, whereas these wave types originate from entirely different parts of the radiation pattern. Therefore, we expect that the optimum corrections for ground roll and reflection data will differ. This problem can be circumvented easily using the following approach. First, corrections can be computed using the whole seismic trace. It is realistic to assume that ground roll is dominant in the lower frequency range, so the lowfrequency source and receiver terms apply primarily to ground roll. Then we can apply these corrections to the data and suppress the effects of ground roll. Next, we can use the deconvolution method to recompute the corrections for the reflection data only.
Note that we use reciprocity as an optimization criterion to determine source and receiver amplitude perturbations. By compensating the recorded data for the source and receiver perturbations, we actually minimize differences between normal and reciprocal traces while still fitting the data. Since we do not use the inversion results for the medium response, we do not force the medium response to be exactly reciprocal, which in practical situations is unfeasible.
We assess the improvement of fit between normal and reciprocal traces comparing the amplitude of the envelope (Taner et al., 1979) before and after the deconvolution procedure. We quantify the relative differences using a relative L 2 norm as a measure:
where A n (t) is the amplitude of the envelope of a normal trace, A r (t) denotes this for the corresponding reciprocal trace. We compute ξ for all reciprocal trace combinations in the survey and take the average value for each offset. Killed traces are not taken into account. Figure 10 shows ξ as a function of offset before and after the application of the equalization method. The fit between the envelope of normal and reciprocal traces significantly improves, except for short offsets. This is expected because wave propagation is nonlinear in this region.
We illustrate the application of this method on a relatively small data volume. For larger volumes, processing can be done in subsets -for example, groups of 100 identical source and receiver positions. Two adjacent groups can be best arranged such that these have a few sources and receivers in common. Then, the differences between the relative source corrections at these positions can be used to compute a transfer function between groups. This transfer function allows scaling of the relative source correction terms of the different subsets with respect to the same absolute reference value. The relative receiver terms can be scaled in a similar fashion. As a consequence, the equalization procedure is not restricted to a small Figure 10 . Envelope amplitude misfit as a function of offset before and after amplitude corrections. The misfit is computed using the first 3 s of the recorded signal. 2D acquisition geometry. Also, 3D applications are possible, but this still requires an approximation to identical source and receiver sampling.
For a regular recording geometry, the equalization procedure can be performed in real time in the field. This is a result of the characteristic that the coefficient matrix A (equation 7) is independent of the recorded data and, hence, so is its generalized inverse (
. Consequently, this generalized inverse matrix can be computed prior to acquisition; the equalization procedure in the field then requires only the computation of a matrix-vector multiplication (equation 11). This is an important difference with respect to surface-consistent deconvolution methods (Taner and Koehler, 1981; Levin, 1989; Cambois and Stoffa, 1992; Cary and Lorentz, 1993) . The proposed deconvolution procedure is essentially a preprocessing step that can be applied in real time and to the complete seismogram.
Since the newly developed method is applicable to the complete seismic trace, this method is also suitable for multicomponent data. Application to multicomponent data is especially interesting because the quality of shear data recorded on the horizontal components is often more severely affected by receiver coupling effects than vertical component data (Krohn, 1984; Garotta, 2000) . Besides, compensating multicomponent data for acquisition-related perturbations is important because these distort the characteristics of the vector wavefield; coupling has a different effect on horizontal and vertical receiver components (Krohn, 1984) . This coupling can bias the observed polarization (Li and MacBeth, 1997; Michaud and Snieder, 2004) . For example, determining the polarization direction of the leading split shear wave involves simultaneous rotation of the horizontal source and receiver coordinates to conform with the principal axes of an azimuthally anisotropic medium (Alford, 1986) . In principle, application of reciprocity to multicomponent recordings also requires repeated experiments with horizontal and vertical vibrators (van Vossen, 2005 ) -thus, 3C × 3C recordings. However, the results on our field data indicate that small deviations from reciprocal conditions are allowed. In the field experiment, a pattern of explosive sources was used, and we consider the vertical component of the recorded wavefield. Therefore, it is worthwhile to investigate if we can also compensate multicomponent recordings generated by a single-component source.
Finally, we expect that further improvements are still possible when source and especially receiver phase perturbations can be accounted for. We do not correct for phase changes because nonuniqueness problems related to cycle skips in phase decomposition are yet to be resolved.
CONCLUSION
We successfully applied a newly developed preprocessing technique based on reciprocity to compensate for source and receiver perturbations on field data acquired in Manistee County, Michigan. Both prestack and poststack data show a significant improvement in S/N ratio after deconvolution. The poststack data show that subsurface structures can be observed after the deconvolution procedure, whereas they cannot be identified without compensating for the source and receiver amplitude perturbations.
The new procedure is based on reciprocity of the medium response. The source and receiver corrections are determined optimizing the fit between normal and reciprocal traces. Thus, this deconvolution technique requires data acquisition in a geometry that allows the use of apparently redundant recordings of reciprocal traces to constrain the source and receiver perturbations. Such a geometry requires symmetric wavefield sampling, i.e., data acquisition using coincident source and receiver positions.
A fundamental difference with existing surface-consistent deconvolution methods is that those methods assume CMP gathering is valid and therefore performs best when ground roll and multiples are suppressed prior to the application. However, the performance of multichannel filter operations, which are commonly used to suppress ground roll and multiples, deteriorates in the presence of amplitude and phase perturbations. Therefore, these corrections should be applied in the early stages of the processing, preferably to single-sensor data prior to group forming. Our new deconvolution procedure satisfies these criteria since it is essentially a preprocessing technique and can be applied directly to the recorded data; it is applicable to the whole seismic trace. The poststack results obtained using the newly developed deconvolution procedure compare favorably to the results of conventional surface-consistent deconvolution methods, since these require initial data scaling to obtain acceptable results.
The source corrections are sensitive to changes in nearsurface conditions, especially to the water-saturation level, whereas a correlation between near-surface conditions and receiver perturbations is not observed. The receiver corrections vary rapidly along the spread. This indicates that both source and receiver perturbations must be taken into account to compensate for acquisition effects properly. The observed receiver response variation with frequency cannot be explained with the classical damped-harmonic oscillator model using only one resonant frequency. For frequencies below 100 Hz, the retrieved corrections are much larger than predicted by this model. In addition, ratios between theoretical dampedharmonic oscillator curves have one bounded minimum and maximum value, whereas we obtain ratios with two distinct minima or maxima.
with N (x o ) the number of traces with offset x o . The matrix A l (x o ) is the coefficient matrix and is defined such that
We define the minimum variation cost function L by combining all common-offset sections, using the number of traces in each common-offset section as weights, i.e., this criterion provides more reliable information using common-offset sections with many traces since the mean and variation with respect to this mean can be determined more accurately. The cost function L is given by L = The choice of the prior medium response does not influence the inversion results when these are set to a constant value. This criterion minimizes differences with respect to the average value in common-offset panels.
