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要旨：本論文ではサポートベクターマシンにおける最適解の性質と解の非一意性について考察す
る．最適な分離超平面を挟む２つの超平面上に学習データがあっても，それが必ずしもサポート
ベクターになるとは限らないことが知られている．このような状況がどのような形で現れるのか
を，あるデータの配置を通して理論的に検証する．また，これにより最適解の非一意性について
触れ，数式処理ソフトウェアによる解析を行う．
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１ は じ め に
Vapnik（1998）によって提唱されたサポートベクターマシンは文字・音声認識などのパターン認識問題に対
して優れた識別能力を発揮し，自然科学・社会科学における様々な分野で応用研究がなされ，新たな非線形識
別・判別問題への適用が試みられつつある．統計的学習理論として知られる階層型ニューラルネットワークで
は，パラメータ推定の際，初期値によって，局所最適解へ収束するという数値計算上の問題が生じた．一方，
サポートベクターマシン（SVM）の学習理論においては凸２次計画問題として定式化され，目的関数の最適解
が唯一決まるという利点があり，数値計算における１つの難点を克服した有効な手法といえる．目的関数の最
適解において，Abe（2002）は，最適な分離超平面を挟む２つの超平面上のデータが，必ずしもサポートベクター
になるとは限らないことを示し，さらに非一意な解の存在を指摘した．凸２次計画問題の目的関数の値は一意
に求められるため，実質的には問題とならないが，非一意解の存在は数値計算上，留意すべき点であるといえ
る．
本論文では，Abe（2002），阿部（2011）に基づき，サポートベクターマシンにおける目的関数の最適解の性
質について考察する．特に，サポートベクターにならない２つの超平面上のデータがどのような形で現れるの
かを，あるデータの配置を通して理論的に調べるとともに，最適解の非一意性について検討する．さらに，数
式処理ソフトウェアによる解析を試みる．
２節では，サポートベクターマシンの基礎理論を小西（2010）に基づき，線形分離可能な場合と線形分離可
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能でない場合に分けて述べる．３節では，サポートベクターマシンにおける最適解の性質について，ある特殊
なデータの配置を通して理論的に検証し，解の非一意性について考察する．４節では，３節で取り上げた非一
意な解が存在するデータについて，数式処理ソフトウェアによる解析を試みる．
２ サポートベクターマシンの基礎理論
個体を特徴づける?個の変数?＝???,??,…,????に関して観測された?個の学習データを???,??,???,??,
…,???,???とする．ただし，????＝1,2,…,??は２つの群??,??の所属を表すために導入されたラベル変数で
??＝
1 ???∈??
－1 ???∈??
?
?
?
とする．
サポートベクターマシンの目的は，学習データに基づいて２群を最もよく分離するような超平面???＋?＝0
を構成することにある．ここで，?＝???,??,…,????は重みベクトル，?は切片である．
2.1 線形分離可能な場合
２群の学習データが超平面によって完全に分離されている，すなわち線形分離可能な場合には，??∈??⇔
????＋?＞0と??∈??⇔????＋?＜0が成り立っているとすると，すべてのデータに対して??????＋??＞0
??＝1,2,…,??が成立している．この線形分離可能な学習データに対して，最適な分離超平面を構成するための
基準として用いられるのが，データと超平面との距離である．一般に，?次元データ??と超平面???＋?＝0の
距離は????＋??/???で与えられる．ただし，???は重みベクトルのノルムを表す．
線形分離可能な場合は２群を分離する１つの超平面?と，それを中間に挟む形で２つの超平面??と??が
存在する．ここで，両端の超平面上には少なくとも１つのデータが存在し，その間にはデータは存在しないと
する．この超平面??上のデータ??あるいは??上のデータ??と超平面?の距離
?＝ ??????＋????? ＝
??????＋??
?????????? ???????
をマージンとよび，２群を最もよく分離する問題を，このマージンを最大とする分離超平面を求める問題へと
帰着させる．すなわち，
max
?,?
?,
制約条件 ??????＋????? ??, ?＝1,2,…,?
?
??
??
??????
と定式化できる．一般に，超平面???＋?＝0の両辺に，任意の実数?＞0を掛けても超平面は不変であるから，
マージン最大化の制約条件を
??????＋???1, ?＝1,2,…,?
と表すことができる．特に，２つの超平面??,??上にあるデータに対しては等号が成立し，??????＋??＝1と
なるから，マージンは?＝1/???である．したがって，マージン最大化問題は次のように定式化される．
min
?
1
2????,
制約条件 ??????＋???1, ?＝1,2,…,?.
?
??
??
?
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サポートベクターマシンでは，上式を主問題としてラグランジュ関数
???,?,α?,α?,…,α??＝12????－∑
??
?
α???????＋??－1? (1)?
を導入して，双対問題とよばれる最適化問題に帰着させて解く．ラグランジュ関数(1)式を重みベクトル?と切
片?で偏微分して0とおくと，
?＝∑
??
?
α???, ∑
??
?
α??＝0 (2)
を得る．(2)式を(1)式へ代入した目的関数は
???α?,α?,…,α??＝∑
??
?
α?－12∑
??
?
∑
??
?
α?α???????
となるので，双対問題は次のように定式化される．
max
α?,…,α?
???α?,…,α??＝ max
α?,…,α?∑
??
?
α?－12∑
??
?
∑
??
?
α?α??????,
制約条件 α? 0??＝1,2,…,??, ∑
??
?
α??＝0.
?
?
??
?
??
?
?
?
?
?
?
この双対問題の解をα??,α??,…,α??とすると，重みベクトルの最適解は
?＝∑
??
?
α????
で与えられる．また，分離超平面???＋?＝0を挟む２つの超平面??,??上のデータに対して，
??：????＋?＝1, ??：????＋?＝－1
が成り立つことから，切片?の最適解は
?＝－12?????＋??????
で与えられる．
したがって，最適な分離超平面を判別関数とする２群??,??の判別法は
???＋?＝∑
??
?
α?????＋?
?0⇒?∈??
＜0⇒?∈??
?
?
?
で与えられる．
ところで，双対問題の最適解は最適化問題の制約条件として知られるKarush-Kuhn-Tucker条件（KKT条
件）より
α???????＋??－1?＝0, ?＝1,2,…,?
が成り立つ．
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データが最適な分離超平面を挟む２つの超平面??,??上にない場合，??????＋??＞1であるから，α?＝0と
なる．一方，データが超平面??,??上にある場合，??????＋??＝1が成立し，α? 0となることがわかる．α?＞0
となる実質的に判別関数を構成するデータ??をサポートベクターとよぶ．
2.2 線形分離可能でない場合
線形分離可能な場合には，すべてのデータ??に対して，不等式??????＋???1が満たされる．これに対し
て，線形分離可能でない場合には，この不等式を満たさないデータが存在する．このような場合には，スラッ
ク変数とよばれる実数ξ? 0を導入して，
??????＋???1－ξ? (3)
とする．スラック変数は，データ??に対して次のように定義される．
ξ?＝max 0,?－
??????＋??
??? .
?
? ???????
?
?
スラック変数を導入したときのマージンをソフトマージンという．
線形分離可能でない学習データに基づく超平面を求める問題は，(3)式の制約条件の下で，マージン1/???を
できるだけ大きく，すなわち，????をできるだけ小さくとる超平面を求める問題に帰着される．しかしながら，
マージンを小さくしようとすると，スラック変数の総和∑???ξ?は大きくなるため，調整パラメータλ＞0を用
いて，次の最適化問題へと帰着できる．
min
?,?
1
2????＋λ∑
??
?
ξ?,
制約条件 ??????＋???1－ξ?, ξ? 0, ?＝1,2,…,?.
(4)
?
?
?
?
?
?
?
?
?
?
?
線形分離可能な場合と同様に，上式を主問題としてラグランジュ関数
???,?,?,?,??＝12????＋λ∑
??
?
ξ?－∑
??
?
α???????＋??－1＋ξ?－∑
??
?
β?ξ? (5)?
を用いて，双対問題へと置き換える．ただし，?＝?ξ?,ξ?,…,ξ???，?＝?α?,α?,…,α???，?＝?β?,β?,…,β???であ
る．ラグランジュ関数(5)式を?,?,?で偏微分して0とおくと，
?＝∑
??
?
α???, ∑
??
?
α??＝0, λ＝α?＋β?, ?＝1,2,…,? (6)
を得る．(6)式を(5)式へ代入すると，線形分離可能な場合と同様に，目的関数は
?????＝∑
??
?
α?－12∑
??
?
∑
??
?
α?α???????
となる．β?＝λ－α? 0およびα? 0より，制約条件は0?α? λとなるので，双対問題は次のように定式化され
る．
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 max
?
?????＝max
? ∑
??
?
α?－12∑
??
?
∑
??
?
α?α??????,
制約条件 ∑
??
?
α??＝0, 0?α? λ, ?＝1,2,…,?.
(7)
?
?
??
?
??
?
?
?
?
?
?
この双対問題の解をα??,α??,…,α??とすると，重みベクトルの最適解は
?＝∑
??
?
α????
で与えられる．また，切片?の最適解は分離超平面???＋?＝0を挟む２つの超平面??,??上のデータを用い
て，
?＝－12?????＋??????
で与えられる．
したがって，最適な分離超平面を判別関数とする２群??,??の判別法は，線形分離可能な場合と同様に
???＋?＝∑
??
?
α?????＋?
?0⇒?∈??
＜0⇒?∈??
?
?
?
で与えられる．
KKT条件より，線形分離可能でない場合は次の２つの式が成り立つ．
α?－??????＋??－ξ?＋1?＝0, β?－ξ?＝0, ?＝1,2,…,?.
２つの超平面??,??上およびその間の領域にない線形分離可能なデータに対しては，??????＋??＞1とな
り，－??????＋??－ξ?＋1＜0であるから，α?＝0となる．
超平面??,??の間の領域にあるデータおよび他の群の領域へ入り込んだ線形分離可能でないデータに対し
ては，??????＋??＜1となり，?＝－??????＋??＋1とおくと，α??－ξ?＝0であるから，α?＝0またはξ?＝
?＞0となる．ここで，α?＝0は不適である．なぜならば，条件より?－ξ? 0であり，?＞0であるから，ξ?＞0
となる．このとき，β?＝0となるので，(6)式よりα?＝λ＞0が成立する．
超平面??,??上にあるデータに対しては，??????＋??＝1が成立し，α?ξ?＝0であるから，α?＝0または
ξ?＝0となる．ξ?＝0のときβ? 0より，0?α? λとなる．
以上をまとめると，次のようになる．
??????＋??＞1⇒α?＝0,
??????＋??＜1⇒α?＝λ,
??????＋??＝1⇒ 0?α? λ.
したがって，データが２つの超平面??,??上にある場合，α?＝0となるデータ??が存在する可能性があるこ
とがわかる．このことは，そのようなデータ??がサポートベクターにならないことを意味する．
次節では，２つの超平面??,??上のデータが必ずしもサポートベクターになるとは限らないことを，ある
データの配置を通して検証する．
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３ 最適解の性質と解の非一意性
Abe（2002）は２次計画問題の目的関数に対する最適解の性質について調べ，L1ソフトマージンサポートベ
クターマシン（L1 SVM）に対して，??????＋??＝1を満たすデータが，必ずしもサポートベクターになると
は限らない，すなわちα?＝0となるデータ??が存在することを３つのデータが??における長方形の頂点に配
置している場合に示した．さらに，特殊なデータ配置について，最適解の非一意性を指摘した（Abe，2002；阿
部，2011）．ここで，L1ソフトマージンサポートベクターマシンとはソフトマージンに基づく主問題において，
調整パラメータλを?/?，ξ?をξ?と表したときの?＝1の場合をいう．
本節では，４つのデータが??における長方形の各頂点に配置している場合と，平行四辺形の各頂点に配置し
ている場合に，??????＋??＝1を満たすデータが，必ずしもサポートベクターになるとは限らないことを理論
的に示す．また，この場合にα?＝0となるデータがどのような形で現れるかを調べ，最適解の非一意性について
考察する．
定理１．４つの?次元データ??,??,??,??が??における長方形の各頂点に配置しているものとし，
??,??∈?????,??＝1?, ??,??∈?????,??＝－1?
とする．ただし，??－??＝??－??とし，???＝1,…,4?はラベル変数とする．このとき，双対問題の最適解α?
??＝1,…,4?は
α?＝ 2???－???－β, α?＝β, α?＝
2
???－???－β, α?＝β????? ?????
で与えられる．ただし，βはλをソフトマージンの調整パラメータとして，0?α? λを満たすような実数をと
るものとする．
証明．(7)より，双対問題は以下のようになる．
max
?
?????＝max
? ∑
??
?
α?－12?α??＋α??－α??－α????α??＋α??－α??－α??
制約条件 α?＋α?－α?－α?＝0, 0?α? λ, ?＝1,…,4.
?
??
??
?
?
?
?
?
?
?
図１：４つのデータが長方形の各頂点に配置
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?＝?α??＋α??－α??－α????α??＋α??－α??－α??
とおくと，制約条件より，
?＝?α???－??－α???－??－α???－?????α???－??－α???－??－α???－???
＝α????－???＋α????－???＋α????－???
－2α?α???－??????－??－2α?α???－??????－??＋2α?α???－??????－??
と変形できる．ここで，??－??＝???－??＋???－??と表し，??－??＝??－??と???－??????－??＝0を用いる
と，
?＝?α?－α????－???＋?α?＋α????－???
となる．ゆえに，目的関数は
?????＝2?α?＋α?－12??α?－α????－???＋?α?＋α????－???
＝－?2?α?－α??－
?
2?α?＋α??＋2?α?＋α?
?
? ?
と表される．ここで，???－???＝?，???－???＝?とおいた．
?????をα?についての２次関数とみなすと，?＞0より?????はα?＝α?のとき最大値をとる．このとき，α?
＋α?＝?とおき，?????を?についての２次関数とみなすと，
?????＝－?2??＋2?＝－
?
2 ?－
2
?
?＋2?? ?
?
? ?
?
? ?
と表されるから，?????は?＝2/?のとき最大値をとる．
以上より，α?＝α?＝βとおくと，
α?＝?－α?＝2?－α?＝
2
???－???－β? ?????
となる．また制約条件より，
α?＝－α?＋α?＋α?＝α?＝ 2???－???－β?????
を得る． ■
定理１より，長方形配置のデータに対して最適解の非一意性が示された．また，４つのデータについて，??,
??は超平面??上に，??,??は超平面??上にあるが，λ?2/???－???のとき，β＝0とすると，α?＝α?＝
2/???－???，α?＝α?＝0となり，??と??はサポートベクターにはならないことがわかる．
定理１において，βのとりうる値の範囲は，0?α? λ??＝1,…,4?より，0?β?λかつ2/???－???－λ?β?
2/???－???を満たすから，λ?2/???－???のとき0?β?2/???－???，1/???－??? λ?2/???－???のとき
2/???－???－λ?β?λとなる．
例１．??＝?1,0??，??＝?0,1??，??＝?0,－1??，??＝?－1,0??とし，??,??∈??，??,??∈??とする（Abe,2002;
p.94,Example 1）．定理１の結果を用いると，???－??＝ 2より，???
α?＝1－β, α?＝β, α?＝1－β, α?＝β
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となる．ただし，βのとりうる値の範囲は，λ?1のとき0?β?1，1/2?λ?1のとき1－λ?β?λである．特に，
λ＝1/2のときβ＝1/2となるので，α?＝α?＝α?＝α?＝1/2となる．
定理２．４つの?次元データ??,??,??,??が??における平行四辺形の各頂点に配置しているとき，定理１と
同様の条件の下で，双対問題の最適解α??＝1,…,4?は
α?＝ 2????－???－???－??????－??????－?????－???－????－??????－????－β,
α?＝ 2???－??????－?????－?????－???－????－??????－????＋β,
α?＝ 2???－??????－?????－???－????－??????－????－β,
α?＝β
????????????????????
????????????????????
????????????????????
で与えられる．ただし，βはλをソフトマージンの調整パラメータとして，0?α? λを満たす実数とする．
証明．双対問題
max
?
?????＝max
? ∑
??
?
α?－12?α??＋α??－α??－α????α??＋α??－α??－α??
制約条件 α?＋α?－α?－α?＝0, 0?α? λ, ?＝1,…,4
?
?
?
?
?
?
?
?
?
?
?
?
において，
?＝?α??＋α??－α??－α????α??＋α??－α??－α??
とおくと，制約条件および??－??＝??－??より，
?＝?α???－??－α???－??－α???－?????α???－??－α???－??－α???－???
＝?α?－α????－???＋?α?＋α????－???－2?α?－α??α?＋α????－??????－??
となる．ゆえに，
図２：４つのデータが平行四辺形の各頂点に配置
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?????＝2?α?＋α?－12??α?－α????－???＋?α?＋α????－???－2?α?－α??α?＋α????－??????－???
＝－?2 α?－
1
???α?＋??α?＋α??
?＋??－??2? ?α?＋α??＋2?α?＋α?
?
???? ?
?
? ?????
と表される．ここで，???－???＝?，???－???＝?，???－??????－??＝?とおいた．
?????をα?についての２次関数とみなすと，?＞0より，?????は
α?＝ 1???α?＋??α?＋α???
のとき最大値をとる．このとき，α?＋α?＝?とおくと，
?????＝ ??－??2? ??＋2?
＝ ??－??2? ?＋
2?
??－??
?－ 2???－??
?????
??????? ?????
?
? ?????
と表される．ここで，?????を?についての２次関数とみなすと，Cauchy-Schwarzの不等式より，
??－??＝????－??????－????－???－?????－???＜0
となるから，?????は
?＝－ 2???－???????
のとき最大値をとる．
以上より，α?＝βとおくと，
α?＝?－α?＝ 2???－??－β
＝ 2???－??????－?????－???－????－??????－????－β,
α?＝ 1???α?＋??α?＋α??＝
?
? ?＋α?
＝ 2???－??????－?????－?????－???－????－??????－????＋β,
α?＝－α?＋α?＋α?＝?－α?
＝ 2????－???－???－??????－??????－?????－???－????－??????－????－β
?????
????????????????????
? ??
????????????????????
????????????????????
を得る． ■
定理２より，平行四辺形配置のデータに対して最適解の非一意性が示された．また，λの値のとり方によって
は，β＝0とすることができ，このとき，??はサポートベクターにはならないことがわかる．
例２．??＝?2,0??，??＝?0,1??，??＝?0,－1??，??＝?－2,0??とし，??,??∈??，??,??∈??とする．定理２の結
果を用いると，???－??＝???－??＝ 5，???－??????－??＝3より，??
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α?＝14－β, α?＝
3
8＋β, α?＝
5
8－β, α?＝β? ? ?
となる．ただし，βのとりうる値の範囲は，λ?5/8のとき0?β?1/4，1/2?λ?5/8のとき5/8－λ?β?
λ－3/8である．例２のデータ配置ではλ?5/8のとき，β＝1/4あるいはβ＝0とすると，α?＝0あるいはα?＝0
となるが，0?β?1/4の範囲でβの値をどのようにとっても，α?＝0，α?＝0とはなりえないことがわかる．
４ Mapleによる解析
前節で述べた例１，例２について，数式処理ソフトウェアMapleによる解析を試みる．
例１の解析
学習データを??＝?1,0??，??＝?0,1??，??＝?0,－1??，??＝?－1,0??とし，??,??∈??，??,??∈??とする．こ
のとき，目的関数?????を最大とする解?＝?を導出するためのMapleのコードは図３の通りである．
Mapleにおける最適化パッケージは であり， コマンドにより，２次計画問題を
解くことができる．初期値は コマンドの オプションで設定できる．また，ソフト
マージンの調整パラメータλは により設定する．ここではλ＝1とした．
双対問題において非一意な最適解?α??,…,α???が存在するため，Mapleでは結果を表示するコマンド
の実行後，警告メッセージ
が表示される．
図３：目的関数の最適解を求めるMapleのコード
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初期値を変更すると，反復計算によって得られる最適解は以下のように収束した．このときの?????の値は
不変であり，その最大値???α??は－1である．得られた解はいずれも例１の結果を満たしている．
例２の解析
学習データを??＝?2,0??，??＝?0,1??，??＝?0,－1??，??＝?－2,0??とし，??,??∈??，??,??∈??とする．こ
のとき，?????を最大とする?＝?は上記コードで，
として実行することにより導出できる．この場合も，例１と同様の警告メッセージが表示される．初期値を変
更し，解の収束状況を調べた結果，以下のようになった．得られた解はいずれも例２の結果を満たしている．
５ お わ り に
本論文では，サポートベクターマシンの最適解について，４つのデータが??における長方形の各頂点に配置
している場合と，平行四辺形の各頂点に配置している場合に，??????＋??＝1を満たすデータが，必ずしもサ
ポートベクターになるとは限らないことを理論的に示し，α?＝0となるデータがどのような形で現れるかを検討
した．また，これらの場合に，最適解の非一意性について考察した．さらに，非一意な解が存在するデータに
ついて，数式処理ソフトウェアによる解析を試みた．この結果，初期値の設定により，解が異なる値に収束す
ることがわかった．今後の課題として，最適解の非一意性とソフトマージンの調整パラメータλの関係を調べる
ことが挙げられる．
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初期値 ?0,0,0,0? ?1,1,1,1? ?0.3,0.6,0.4,0.3?
最適解? ?1,0,1,0? ?0,1,0,1? ?0.5,0.5,0.5,0.5?
L???? －1
初期値 ?0,0,0,0? ?1,1,1,1? ?0.3,0.6,0.4,0.3?
最適解? ?0.25,0.375,0.625,0? ?0,0.625,0.375,0.25? ?0.03125,0.59375,0.40625,0.21875?
L???? －0.625
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