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Einfu¨hrung und U¨bersicht
Aus der Motivation und dem Stand der Forschung ergibt sich die Aufgabenstellung, welche zu
einem Ergebnis gefu¨hrt hat.
Motivation
Es soll die Rechenzeit fu¨r die Simulation von Elastoplastizita¨t verku¨rzt werden. Dazu wird eine
Hierarchie von Modellen eingesetzt, wobei der Rechenaufwand vom einfachsten Modell, dem Basis-
modell, bis hin zum komplexesten Modell, dem Referenzmodell, zunimmt. Wenn nun nicht u¨berall
das Referenzmodell verwendet wird, so verringert sich der Aufwand, wobei jedoch ein Fehler ent-
steht, der sogenannte Modellfehler. Es wird nach der Methode gesucht, welche die Modelle optimal
verteilt, so dass die maximale Ersparnis an Rechenzeit mit dem minimalen Modellfehler erkauft
wird.
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
03
5
9
12
19
32
50
80
100
100 88 82 75 70 39 22 10 5 0
Fe
hl
er
 [%
]
relative Zeit
Ersparnis [%]
10.5
0.4
0.30.2
0.1
0.075
0.05
0.025
0
relativer Fehler (100%)
eB,2: 1.0e+00
eB,1: 1.0e+00
eu,2: 5.6e-03
eu,1: 3.0e-03
Abbildung I: Links ist ein verformtes Reckeck zu sehen. Das Verha¨ltnis ξ der Anzahl der Zellen
mit ho¨heren Modellen zu der Anzahl der Zellen mit dem Basismodell (blau) ist festgelegt (hier:
ξ = 0.3). Die Anzahl der Zellen mit ho¨heren Modellen ist in gleiche Teile geteilt, so dass also
das Referenzmodell (rot) auf 10% der Zellen gewa¨hlt ist. Als Fehlerindikator dient die isotrope
Verfestigung. Die Modellverteilung a¨ndert sich mit der Zeit. Es wird nun zu einem gewa¨hlten
Verha¨ltnis ξ der Modellfehler u¨ber der Zeit der Assemblierung der Steifigkeitsmatrix aufgetragen.
Fu¨r ξ = 1 verschwindet der Modellfehler, fu¨r ξ = 0 ist er maximal. Gleichzeitig wird fu¨r ξ = 0 die
maximal mo¨gliche Ersparnis an Rechenzeit erreicht. Fu¨r den Modellfehler in der Verschiebung (rot
gefu¨llte Kreise) ergibt sich fu¨r ξ = 0.1 das optimale Verha¨ltnis von der Ersparnis zum Modellfehler.
Die schwarzen Quadrate markieren den Modellfehler in der Scha¨digung.
Je na¨her die Kurven dem Ursprung (0, 0) kommen, desto wirksamer ist die Modelladaptivita¨t.
v
Einfu¨hrung und U¨bersicht
Stand der Forschung
Die in dieser Arbeit verwendeten Modelle der Elastoplastizita¨t sind bereits bekannt. Ein mo¨glicher-
weise neuer Aspekt ko¨nnte jedoch in der systematischen Formulierung liegen. Fu¨r einen U¨berblick
u¨ber die Elastoplastizita¨t wird auf Menzel [40] verwiesen. Weil es hier darum geht, nach Hierarchi-
en innerhalb der bekannten Modelle zu suchen, wird stattdessen ein U¨berblick u¨ber die bisherigen
Arbeiten zur Modelladaptivita¨t gegeben. Zuvor werden die wesentlichen verwendeten Quellen zur
Elastoplastizita¨t genannt.
Verwendete Quellen zur Elastoplastizita¨t
Die Grundlagen und die Thermoelastoplastizita¨t sind bei Simo´ [60] zu finden. Die Modellierung der
Solid-Shell und einzelne Modelle der Elastoplastizita¨t stammen von Apel [3]. Die Entwicklung des
numerisches Schemas beruht auf Armero & Zambrana-Rojas [5]. Das Scha¨digungsmodell stu¨tzt
sich auf Menzel & Steinmann [41] und Lemaitre [34]. Die Enhanced-Gradient-Formulierung ist
Waffenschmidt et al. [71] entnommen. Die kinematische Verfestigung bezieht sich auf Mosler
[45] und die anisotrope Fließfunktion auf Schro¨der et al. [59]. Der Frage nach der Urheberschaft
der einzelnen Ideen wird an dieser Stelle nicht nachgegangen.
Modelladaptivita¨t
Es wird ein U¨berblick u¨ber die Modellhierarchien in der Literatur gegeben.
In der Fluidmechanik entstehen Modellhierarchien, indem die Anzahl von Summanden vera¨ndert
wird, so wie sich das Problem von Stokes durch Streichung von Termen aus den Navier-Stokes-
Gleichungen ergibt (van Opstal et al. [50]). Als Zwischenstufe bieten sich die Oseen-Gleichungen
an (Oden & Prudhomme [47]). In diese
”
additive“ Gruppe von Hierarchien lassen sich die
Reaktions-Diffusions-Gleichungen (Braack & Ern [16]) und Transport- und Diffusionsgleichungen
(Chamoin & Desvillettes [36]) einordnen.
In der Elastizita¨t entsteht eine Modellhierarchie aus einem nichtlinearen Modell und seiner Linea-
risierung, wie z. B. bei der nichtlinearen und linearen Membran (Braack & Ern [15]). Allgemein
handelt es sich um Modelle fu¨r kleine und fu¨r große Verformungen (Oden et al. [48]).
Bei Platten- und Schalenmodellen treten eigensta¨ndige Modelle auf, die sich nach der Anzahl der
kinematischen Freiheiten ordnen lassen: Kirchhoff-Platte (Normale steht senkrecht auf Mittelebe-
ne), Mindlin-Reissner-Platte (Normale ist unabha¨ngig), dicke Platte (M.-R.-Platte und zusa¨tzlich
variable Plattendicke). In der Modellierung entsteht also eine Hierarchie. Die einzelnen Modelle er-
fordern jedoch spezielle Diskretisierungen, die nicht auseinander hervorgehen, was ihre Vereinigung
in einer Hierarchie erschwert (Bohinc [14]). Verwandt hiermit ist die Dimensionsadaptivita¨t, bei
der eine Hierarchie aus dem 3D-Kontinuum und dem Bernoulli- und Timoshenko-Balken (Heintz
[27]), der Kirchhoff-Platte (Repin et al. [56]) oder der Mindlin-Reissner-Platte (Aubry et al.
[7], Stein et al. [65]) gebildet wird.
Die Schalenformulierung der Solid-Shell bildet eine Hierarchie mit dem 3D-Kontinuum, welche sich
durch adaptive Verfeinerung des Netzes in Dickenrichtung erweitern la¨sst (Johansen [30]). Bei
der Solid-Shell handelt es sich nicht um ein kinematisches Modell, sondern um eine spezielle Dis-
kretisierung, so dass im strengen Sinn nicht von einer Modellhierarchie gesprochen werden kann.
Dies trifft auch auf die Polynomgrad-Adaptivita¨t zu, bei der Platten und Schalen in Quer- und
Dickenrichtung mit Ansatzpolynomen verschiedenen Grades diskretisiert werden. Die Modelle un-
terscheiden sich einzig in den Polynomgraden (Billade & Vemaganti [12], Zboinski [74], Rank
et al. [54], Du¨ster et al. [20]). Hier handelt es also um p-, pq- oder hpq-Adaptivita¨t, wobei q
den Polynomgrad in Querrichtung bezeichnet.
Das Mono- und Bidomain-Modell der Elektrokardiologie liefert eine Hierarchie von Modellen, die
unterschiedlich viele ra¨umlich stetige Variablen verwenden. So werden im Bidomain-Modell zwei
skalare Felder berechnet, wa¨hrend in seiner Reduktion zum Monodomain-Modell die Differenz aus
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beiden Feldern die einzige Unbekannte darstellt (Mirabella [43]).
In der Multi-Skalen-Modellierung ergibt sich die Modellhierarchie aus den unterschiedlichen Ska-
len. Dabei bietet die Modellreduktion der Mikro-Skala auf ein repra¨sentatives Volumenelement
eine weitere Mo¨glichkeit hierarchischer Abstufungen (Fish et al. [24], Vernerey & Kabiri
[70], Prudhomme et al. [51], Kerfriden et al. [31], Herna´ndez et al. [28], Oden [49],
Larsson [33]).
Ha¨ufig wird neben der Modell- auch gleichzeitig Netzadaptivita¨t verwendet. Als entfernt verwand-
ter Bereich ist die Adaptivita¨t von Finiten Elementen und anderen Methoden zu nennen. So ko¨nnen
Finite Elemente fu¨r kleine und die Material-Point-Methode fu¨r extrem große Verformungen kom-
biniert werden (Lian et al. [35]), oder auch FEM und BEM (Elleithy [23]).
Die Systematik und Kombinierbarkeit von Modellen im Allgemeinen untersuchen Delalondre
et al. [19].
Die Modellwahl erfolgt stets auf der Basis von Fehlerscha¨tzern. Dabei mu¨ssen die Kosten fu¨r
die Fehlerscha¨tzung klein sein gegenu¨ber der Alternative, gleich das Referenzmodell zu verwenden.
Nach der ersten Strategie wird dazu lokal auf jeder Zelle oder auf Patches von Zellen ein Neumann-
Problem gelo¨st. Die Lo¨sung ist der approximierte Fehler auf der Zelle. Die Methode der Equilibrated
Fluxes (Ainsworth [1]) beruht auf der Galerkin-Orthogonalita¨t, welche nur fu¨r den Diskretisie-
rungsfehler gilt (Bohinc [14], Ru¨ter [57]). Nach der zweiten Strategie werden globale Residuen
ausgewertet. Die Beitra¨ge in den Knoten werden auf die Zellen verteilt, womit sich Fehlerindikato-
ren ergeben (Braack & Ern [15]). In der Erweiterung zur zielorientierten Fehlerscha¨tzung gibt
es die Methode der dual-gewichteten Residuen (DWR) (Becker [10]). Fu¨r zeitabha¨ngige Proble-
me erfordert diese Methode mehrere Durchla¨ufe der Simulation mit jeweils verfeinerten Netzen
(Meidner & Vexler [37]).
Aufgabenstellung
Der erste Teil der Aufgabe besteht darin, nach Modellen in der Elastoplastizita¨t zu suchen, fu¨r
die eine hierarchische Verwendung sinnvoll ist. Der zweite Teil umfasst die Methode, nach der die
Modellwahl getroffen wird. Ein Fehlerscha¨tzer muß besser sein als ein heuristischer Fehlerindikator,
wie ihn die isotrope Verfestigung liefert.
Ergebnis
Die Gleichungen der Elastoplastizita¨t werden aus zwei Funktionen hergeleitet, welche die Freie
Energie und die Fließfunktion sind. Je nach Modellierung enthalten diese Funktionen eine unter-
schiedliche Anzahl an Termen mit einem entsprechenden Satz an ra¨umlich unstetigen (inneren)
und ra¨umlich stetigen (globalen) Variablen. Es ergibt sich also eine Modellherarchie, indem die
Anzahl der inneren Variablen vera¨ndert und auch global stetige Felder zellweise hinzugeschaltet
werden. Ersteres betrifft die Modelleigenschaften der kinematische Verfestigung und Scha¨digung,
letzteres die Enhanced-Gradient-Formulierung und die Thermoelastoplastizita¨t.
In diesem Zusammenhang sind Aufgabenstellungen besonders interessant, bei denen sich die Lo¨sung
in kleinen Bereichen lokalisiert, indem z. B. nur ra¨umlich begrenzt eine starke Scha¨digung auftritt,
sich dieser Bereich jedoch vera¨ndert und damit nicht im Vornherein bekannt ist. Ein mo¨gliche
Modellhierarchie ist in der Tabelle unten angegeben.
Innerhalb des bisherigen Rahmens gibt es eine weitere Hierarchie, und zwar die von Isotropie und
Anisotropie: So kann eine anfa¨ngliche Isotropie verloren gehen, wenn tensorwertige innere Varia-
blen Anisotropie induzieren. Ebenso ko¨nnen anisotrope Funktionen in der Modellierung verwendet
werden. Hierzu gibt es eine Hierarchie aus der speziellen Diskretisierung in der Hauptachsenbasis
fu¨r isotrope Modelle, einem Modell fu¨r schwach ausgepra¨gte Anisotropie und dem allgemeinen Mo-
dell. Es la¨sst sich also sagen, dass mit einer Hierarchie von Diskretisierungen auf eine mechanische
Hierarchie reagiert wird.
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Einfu¨hrung und U¨bersicht
Modell Eigenschaften
7 IY + KH + T + TD + EGplt + EGgrad
6 IY + KH + T + TD + EGplt
5 IY + KH + T + TD
4 IY + KH + T + SD
3 IY + KH + T
2 IY + KH
1 IY
Tabelle I: Die Modellhierarchie setzt sich aus den Modelleigenschaften einer isotropen Fließfunktion
(IY ), der kinematischen Verfestigung (KH), der Temperaturabha¨ngigkeit (T ), der skalar- und ten-
sorwertigen Scha¨digung (SD/TD) und der Verwendung eines Penalty- und Gradienten-Potentials
(EGplt/EGgrad) in der Enhanced-Gradient-Formulierung zusammen. Modell 1 ist das Basis- und
Modell 7 das Referenzmodell. Die Reihenfolge der Modelleigenschaften richtet sich nach dem Grad
der Lokalisierung. Die Eigenschaften KH und T ko¨nnen auch vertauscht werden.
Innerhalb der Thermoelastoplastizita¨t gibt es die Mo¨glichkeit, durch den U¨bergang zum adiabaten
Modell die ra¨umlich stetige Temperatur in eine ra¨umlich unstetige Variable zu verwandeln.
Dieses Modell kollidiert jedoch mit der Gemischten Formulierung, welche zu den Methoden zur
Vermeidung von Locking geho¨rt. Diese Methoden sind spezielle Diskretisierungen, welche sich in
Hierarchien kombinieren lassen. Dabei erho¨hen sie lokal auf jeder Zelle den Rechenaufwand, ohne
die Dimension der Unbekannten zu vera¨ndern. Weil beim Locking große Teile des Rechengebiets
zusammenwirken und sich die Ursache nicht auf kleinen Gebieten lokalisiert, liegt die Bedeutung
dieser Thematik nicht so sehr in der Modelladaptivita¨t sondern vielmehr in der Notwendigkeit, die
anderen Modelle mit der Gemischten Formulierung und der Solid Shell kombinieren zu ko¨nnen.
Ein weiteres Ergebnis stellt die entwickelte Systematik in der Modellierung und der Linearisierung
dar, welche die Voraussetzung fu¨r die Modelladaptivita¨t ist.
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1 Elastizita¨t
In diesem Kapitel werden die Grundlagen fu¨r die Gemischte Formulierung und die Solid-Shell
bereitgestellt, und es wird das Gesamtproblem in den Rahmen des reibungsfreien Kontaktproblems
gestellt. Dafu¨r ist die Elastizita¨t ausreichend. Bei der Einfu¨hrung der algorithmisch konsistenten
Tangente wird bereits die Elastoplastizita¨t verwendet, wobei die Elastizita¨t der Spezialfall ist. Es
wird nach einer Modellhierarchie innerhalb der Elastizita¨t gesucht. Eine Hierarchie aus Modellen
kleiner und großer Verformungen verletzt den Grundsatz, dass auch allein mit dem Basismodell der
Deformationsprozess, welcher in dieser Arbeit große Rotationen entha¨lt, gerechnet werden ko¨nnen
muss. Die gesamte Arbeit beschra¨nkt sich auf Modelle großer Verformungen. Eine Modellhierarchie
wird fu¨r die elastische Energie gefunden, welche sich im Fall von Isotropie vereinfacht.
1.1 Finite Elemente
Die Rechnung erfolgt auf dem unverformten Gebiet Ω in der Referenzkonfiguration, s. Abschn. C.2.
Die Komponenten der globalen Variable x, die z. B. x = (u,Θ, B¯) lauten kann, ergeben sich aus
dem gewa¨hlten Modell. Deshalb wird die Dimension n = dim(x) eingefu¨hrt. Auf dem Rand ΓkD des
Gebiets Ω sind fu¨r die skalarwertige Komponente xk inhomogene Dirichlet-Randbedingungen x¯k ge-
geben und auf dem Rand ΓkD,0 homogene. Auf dem Rand Γ
k
N ko¨nnen Neumann-Randbedingungen
gegeben sein. Die Aufteilung des Rands Γ = ΓkD ∪ ΓkD,0 ∪ ΓkN kann also fu¨r jede skalarwertige
Komponente xk verschieden sein. Die Funktionenra¨ume lauten mit dem Sobolev-Raum H
1 und
den gegebenen, im Allgemeinen zeitabha¨ngigen Randwerten x¯
H1ΓD := {x ∈ H1(Ω)n |xk(X) = x¯k(X) fu¨r X ∈ ΓkD, k = 1, . . . n},
H1ΓD,0 := {x ∈ H1(Ω)n |xk(X) = 0 fu¨r X ∈ ΓkD,0, k = 1, . . . n}.
(1.1)
Es werden die Bezeichnungen abgeku¨rzt:
V0 := H1ΓD,0 und V := H1ΓD . (1.2)
Das Gebiet Ω wird mit Vierecken (2D) oder Quadern (3D) vernetzt. Die Triangulierung mit m
Zellen Ki lautet
Th = {K1, . . . ,Km}, Ω =
m⋃
i=1
Ki. (1.3)
Fu¨r Dreiecke oder Tetraeder muss die Solid-Shell-Formulierung (Abschnitt 2.2) neu formuliert wer-
den. Alle Komponenten von x werden zellweise mit bilinearen Ansatzfunktionen diskretisiert:
V0,h := {xh ∈ V0 |xh|K ∈ Q1(K)n,∀K ∈ Th},
Vh := {xh ∈ V |xh|K ∈ Q1(K)n,∀K ∈ Th}.
(1.4)
Die Solid-Shell-Formulierung ist gerade fu¨r bilineare Ansa¨tze geschaffen. Die Gemischte Formulie-
rung fu¨r ho¨here Ansa¨tze steht in Abschnitt 2.1.5.
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1.2 Impulsbilanz
Die Impulsbilanz (C.85) in ihrer Formulierung fu¨r große Verformungen,
ρ0
∫
Ω
∂tv · η dV + 1
2
∫
Ω
S(C(u)) : C˙(u)[η] dV = Gext(η), ∀η ∈ V0, (1.5)
bildet den Rahmen, der fu¨r alle elastischen und elastoplastischen Modelle gleich ist. Die Funk-
tionenra¨ume sind in Abschnitt 1.1 definiert. Das jeweilige Modell liefert die Spannung S und die
algorithmisch konsistente Tangente dCS, welche fu¨r die Linearisierung,∫
Ω
1
2
C˙ [η] : dCS : C˙ [∆u] dV +
∫
Ω
1
2
S : C¨ [η,∆u] dV = Gext(η)−
∫
Ω
1
2
S : C˙[η] dV,
a′(u)(η,∆u) = L(η)− a(u)(η), ∀η ∈ V0,
Ah∆uh = fh,
(1.6)
gebraucht wird. Bei (1.6) handelt es sich um die quasi-statische Formulierung. Die Schreibweise
mit der Semi-Bilinearform a und dem Funktional L dient dem besseren Versta¨ndnis. Das Glei-
chungssystem (1.6)3 wird fu¨r das Kontaktproblem verwendet.
Um zu Formulierungen zur Vermeidung von Locking zu gelangen, muß zuerst die Impulsbilanz (1.5)
in ein Extremalproblem umgewandelt werden. Es wird die a¨ußere Arbeit Wext(u) = Gext(u) −∫
Ω
ρ0∂tv · u dV und die innere Arbeit
Wint(u) =
∫
Ω
Ψ dV, (1.7)
eingefu¨hrt. Die freie Energie Ψ steht neben der Fließfunktion (C.137) im Zentrum der Material-
modellierung und hat je nach Modell eine verschiedene Liste an Argumenten, s. (3.1), (4.1) und
(5.10). Deshalb wird sie bei allgemeiner Verwendung ohne Argumente geschrieben. Im einfachsten
Fall der Elastizita¨t lautet sie Ψ = Ψ(Ce(C(u))) = W¯ (Ce). Mit der Einschra¨nkung (C.56), dass
die inneren Variablen keine Funktionen von C sind, folgt mit S = 2dCΨ (C.57)
duWint(u) · η =
∫
Ω
dCΨ : C˙[η] dV =
∫
Ω
1
2
S : C˙[η] dV. (1.8)
Damit ist die Impulsbilanz a¨quivalent zur Stationarita¨t der Differenz
Wint(u)−Wext(u)→ stat. (1.9)
Mit der Einschra¨nkung (C.56) wird bereits an dieser Stelle die Entscheidung zur Diskretisierung
getroffen, die Impulsbilanz in ein globales Problem der Verschiebung und in lokale Probleme zu
staffeln. Die Formulierung als Extremalproblem ist die Voraussetzung fu¨r die Gemischte Formulie-
rung, die Enhanced-Strain- und die Enhanced-Gradient-Formulierung.
1.3 Kontaktproblem
Die Lo¨sung des Kontaktproblems ist unabha¨ngig vom numerischen Schema und den verwendeten
mechanischen Modellen. Es verlangt keine weitere Iterationsschleife. Das mechanische Kontaktmo-
dell ist der reibungsfreie Kontakt. Das Konzept erlaubt eine Erweiterung auf reibungsbehaftete
Kontaktmodelle.
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1.3 Kontaktproblem
1.3.1 Aktivieren und Freilassen von Knoten
Das reibungsfreie Kontaktproblem wird durch die Bedingungen
dn ≤ 0, fn ≤ 0, dnfn = 0, ft = 0 (1.10)
beschrieben, welche zusa¨tzlich zur Impulsbilanz (1.5) zu erfu¨llen sind, s. Abb. 1.1. Die Kontaktkraft
Ω
Γu
dn > 0
n
Ω
Γ
n
fn < 0
Abbildung 1.1: Der Knoten (i) auf dem Rand des Gebiets Ω wird aktiviert, wenn er durch das
Hindernis Γ hindurch verschoben wird. In diesem Fall ist der Abstand zum Hindernis dn > 0. Der
Knoten wird normal auf das Hindernis projiziert, so dass dn = 0. Der Knoten bleibt aktiv, solange
die Kontaktkraft anpressend ist, also fn = f
(i) · n < 0. Im reibungsfreien Kontakt verschwindet
die Tangentialkomponente ft der Kontaktkraft. Ein aktiver Knoten kann in der Tangentialebene
gleiten. Mit der Tangentialverschiebung a¨ndert sich auch die Tangentialebene.
f (i) im Knoten (i) wird durch die entsprechenden Komponenten der rechten Seite des Gleichungs-
systems Ah∆uh = fh (1.6)3 geliefert.
Die Lo¨sung von (1.10) ist mit der Elastoplastizita¨t verschra¨nkt und wird in Abschnitt 8.3 in einem
Algorithmus berechnet, der als Operatorzerlegung verstanden werden kann: Zuerst wird mit einge-
frorener Elastoplastizita¨t das Kontaktproblem gelo¨st und anschließend mit eingefrorenem Kontakt
das Problem der Elastoplastizita¨t. Wa¨hrend des zweiten Teils ko¨nnen die aktiven Knoten in ihrer
Tangentialebene gleiten.
1.3.2 Projektion der Lo¨sung in den Tangentialraum
Die aktiven Komponenten des Verschiebungsinkrements ∆uh werden nun in der lokalen Basis dar-
gestellt, welche von den Tangenten und der Normale des Hindernisses gebildet wird (s. Abb 1.2),
∆u(i) = ∆˜u
(i)
1 g1 + ∆˜u
(i)
2 g2 + ∆˜u
(i)
3 g3 = P i∆˜u
(i)
. (1.11)
Die Normalkomponente in einem aktiven Knoten kann damit als Randbedingung zu Null gesetzt
werden, womit der Knoten die Tangentialebene nicht verlassen kann, jedoch in den Tangential-
verschiebungen frei bleibt. Die lokalen Projektionen P i werden zur globalen Projektionsmatrix P
g
g1∆u
3
g2
Abbildung 1.2: Darstellung des Verschiebungsinkrements ∆u in der lokalen Basis der Tangential-
ebene des Hindernisses.
zusammengesetzt,
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P =
P 1
. . . 0
P i
0
. . .
P n
(1.12)
wobei fu¨r aktive Knoten die Projektion P i = (g1, g2, g3) (1.11) und fu¨r inaktive Knoten die Iden-
tita¨t P i = 1 eingesetzt wird. Einsetzen von (1.12) in das Gleichungssystem Ah∆uh = fh (1.6)3
ergibt AhP∆˜uh = fh. Es muß ebenso die Testfunktion ηh = Pη˜h projiziert werden, P
TAhP∆˜uh =
PT fh, womit anstelle von Ah∆uh = fh das System
A˜h∆˜uh = f˜h (1.13)
mit A˜h = P
TAhP und f˜h = P
T fh zu lo¨sen ist. Anschließend wird mit ∆uh = P∆˜uh die Lo¨sung in
den kartesischen Raum zuru¨ckprojiziert.
1.3.3 Lokale und globale Projektion
Bei (1.13) handelt es sich um die globale Projektion. Dank der speziellen Struktur von P kann die
Multiplikation der schwachbesetzten Matrizen PTAhP vor der Berechnung der Lo¨sung ausgefu¨hrt
werden. Die globale Projektion ist dennoch teuer und speicherintensiv.
Alternativ kann die Projektion (1.12) auch auf die lokalen Steifigkeitsmatrizen angewendet wer-
den. Dies geschieht in Abschnitt 6.4.2. Bei der MPI-Parallelisierung ergibt sich hier jedoch eine
Einschra¨nkung an das Netz, weil die lokale Projektion in diesem Fall nicht auf ha¨ngende Kno-
ten angewendet werden kann. Die Zellen in einem Kontaktbereich mu¨ssen also jeweils die gleiche
Verfeinerungsstufe haben.
1.4 Volumetrisch-deviatorisch entkoppelte elastische Energie
Metalle plastizieren volumenerhaltend (C.104), es gilt also Jp = 1 (C.33). Somit ist die Volu-
mena¨nderung elastisch, J = Je. Deshalb ist es richtig, die volumetrisch-deviatorisch entkoppelte
elastische Energie
W¯ (Ce) = U(Je) + W˜ (C˜
e
) (1.14)
zu verwenden, in der die volumetrische Energie U nur von der Determinanten Je abha¨ngt, wa¨hrend
die volumenerhaltende Deformation C˜
e
= Je
− 2
ndim Ce (C.109) allein in die deviatorische Energie
W˜ eingeht. Diese Entkopplung ist die Voraussetzung dafu¨r, dass die Gemischte Formulierung aus
Abschnitt 2.1 angewendet werden kann. Unter Verwendung von (C.113) und (C.103) ergibt sich
∂CeW¯ (C
e) = ∂CeU(J) + ∂CeW˜ (C˜
e)
= U ′(Je)∂CeJe + ∂C˜eW˜ (C˜
e
) : ∂CeC˜
e
=
1
2
JeU ′(Je)Ce
−1
+ Je
− 2
ndim DEV
Ce
−1 [∂C˜eW˜ (C˜
e
)].
(1.15)
Aufgrund der Eindeutigkeit der volumetrisch-deviatorischen Zerlegung (C.70) folgt
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DEV
Ce
−1 [∂CeW¯ (C
e)] = Je
− 2
ndim DEV
Ce
−1 [∂
C˜e
W˜ (C˜
e
)],
VOL
Ce
−1 [∂CeW¯ (C
e)] =
1
2
p(Je)Ce
−1
,
(1.16)
wobei p(Je) = JeU ′(Je) der Druck ist. Die Fließfunktion (C.131) muß so gewa¨hlt werden, dass sie
das plastische Volumen Jp = 1 (C.104) erha¨lt. Damit gilt J = Je.
Der in dieser Arbeit verwendete volumetrische Anteil der Energie ist bei Simo´ [60] zu finden,
U(J) = 12κ
(
1
2J
2 − 1− log J) , (1.17)
mit U ′(J) = 12κ (J − 1/J), p(J) = JU ′(J) = 12κ
(
J2 − 1) und U ′′(J) = 12κ (1 + 1/J2). κ ist das
Kompressionsmodul.
Um die Ableitung dCS von S = 2dCΨ = 2∂CΨ + F
p−1S¯F p
−T
(C.57) vorzubereiten, werden drei
Fa¨lle unterschieden.
1.4.1 Spezialfall I
Es gelte ∂CΨ = 0 und ∂CeΨ = ∂CeW¯ (C.56). Es gilt also S¯ = 2∂CeΨ = 2∂CeW¯ . Dieser einfachste
Fall kommt bei der Elastizita¨t oder der Elastoplastizita¨t ohne Enhanced-Gradient-Erweiterungen
vor. Aufgrund von C−1 = F p
−1
Ce
−1
F p
−T
(C.31) ha¨ngt der volumetrische Anteil von S allein von
der gegebenen Deformation C ab:
S = 2dCΨ(C) = F
p−1S¯F p
−T
= F p
−1 (
VOL
Ce
−1 [S¯ ] + DEV
Ce
−1 [S¯ ]
)
F p
−T
= F p
−1 (
p(J)Ce
−1
+ DEV
Ce
−1 [S¯ ]
)
F p
−T
= p(J)C−1 + F p
−1
DEV
Ce
−1 [S¯ ]F p
−T
= VOLC−1 [S ] + DEVC−1 [S ]
(1.18)
mit
VOLC−1 [S ] = p(J)C
−1,
DEVC−1 [S ] = F
p−1DEV
Ce
−1 [S¯ ]F p
−T
.
(1.19)
(1.19)2 folgt aus (1.18) aufgrund der Eindeutigkeit der volumetrisch-deviatorischen Zerlegung
(C.70). (1.19)2 kann auch direkt gezeigt werden, siehe (C.73).
1.4.2 Spezialfall II
Es gelte ∂CΨ 6= 0 und ∂CeΨ = ∂CeW¯ (C.56). Es gilt also S¯ = 2∂CeΨ = 2∂CeW¯ . Dieser zweite
Spezialfall umfasst die Enhanced-Gradient-Formulierung fu¨r die Scha¨digung (4.1). Weil der Term
2∂CΨ(C) hinzutritt,
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S = 2dCΨ(C) = 2∂CΨ(C) + F
p−1S¯F p
−T
= 2∂CΨ(C) + F
p−1
(
VOL
Ce
−1 [S¯ ] + DEV
Ce
−1 [S¯ ]
)
F p
−T
= 2∂CΨ(C) + F
p−1
(
p(J)Ce
−1
+ DEV
Ce
−1 [S¯ ]
)
F p
−T
= 2∂CΨ(C) + p(J)C
−1 + F p
−1
DEV
Ce
−1 [S¯ ]F p
−T
,
(1.20)
gilt die Zerlegung (1.19) nicht mehr.
1.4.3 Allgemeiner Fall
Es gelte ∂CΨ 6= 0 und ∂CeΨ 6= ∂CeW¯ (C.56). Es gilt also S¯ = 2∂CeΨ 6= 2∂CeW¯ . Dieser allgemeine
Fall umfasst auch die Enhanced-Gradient-Formulierung fu¨r Ce. Um die volumetrisch-deviatorische
Zerlegung nur auf die elastische Energie W¯ anwenden zu ko¨nnen, wird sie von der freien Energie
abgespalten,
Ψ2 = Ψ− W¯ . (1.21)
Die Spannung im allgemeinen Fall lautet also
S = 2dCΨ(C) = 2∂CΨ(C) + F
p−1S¯F p
−T
= 2∂CΨ(C) + F
p−1
(
VOL
Ce
−1 [2∂CeW¯ ] + DEVCe
−1 [2∂CeW¯ ] + 2∂CeΨ2
)
F p
−T
= 2∂CΨ(C) + F
p−1
(
p(J)Ce
−1
+ DEV
Ce
−1 [2∂CeW¯ ] + 2∂CeΨ2
)
F p
−T
= 2∂CΨ(C) + p(J)C
−1 + F p
−1 (
DEV
Ce
−1 [2∂CeW¯ ] + 2∂CeΨ2
)
F p
−T
.
(1.22)
1.5 Algorithmisch konsistente Tangente
Es wird die auf die Fließfla¨che projizierte Spannung S nach der gegebenen Deformation C ab-
geleitet. Dazu wird die Einschra¨nkung (C.56) aufgehoben. Damit u¨berschreitet die algorithmisch
konsistente Tangente dCS die global-lokale Staffelung des Gesamtproblems, vgl. Abschnitt 1.2. Es
treten nun auch die Ableitungen dCω der inneren Variablen nach C auf, welche aufbauend auf
der elastoplastischen Ru¨ckprojektion in Abschnitt 3.5 berechnet werden. Die Ableitung dCS wird
in der Linearisierung der Impulsbilanz (1.6) verwendet. Die Herleitung wird in Abschnitt 6.2 fu¨r
weitere global stetige Variablen systematisiert. Fu¨r eine entkoppelte Energie (1.14) zerlegt sich
C = 2dCS (1.23)
in einen volumetrischen Anteil Cvol und einen deviatorischen Anteil C˜:
C = Cvol + C˜,
Cvol = 2∂C
[
p(J)C−1
]
,
C˜ = C − Cvol.
(1.24)
Nur im Spezialfall (1.18) u¨bertra¨gt sich die Zerlegung (1.19),
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Cvol = 2∂CVOLC−1 [S ],
C˜ = 2∂CDEVC−1 [S ].
(1.25)
Zuerst wird die algorithmische Tangente fu¨r eine allgemeine elastische Energie in Abschnitt 1.5.1
hergeleitet. Die A¨nderungen, welche sich aus der volumetrisch-deviatorisch entkoppelten Energie
(1.14) ergeben, werden in Abschnitt 1.5.2 beschrieben. Cvol ha¨ngt allein von der gegebenen Defor-
mation C ab und wird deshalb unabha¨ngig von der Elastoplastizita¨t in Abschnitt 1.5.3 behandelt.
1.5.1 Unzerlegte Tangente
Die vollsta¨ndige Ableitung von S = 2∂CΨ + F
p−1S¯F p
−T
(C.57) lautet
dCS : C˙ = 2∂
2
CCΨ : C˙
+
[
dCF
p−1 : C˙
]
S¯F p
−T
+ F p
−1
S¯
[
dCF
p−T : C˙
]
+ F p
−1 [
dCS¯ : C˙
]
F p
−T
.
(1.26)
Es werden der zweite und dritte Term mit G (A.8) zusammengefasst,
F p
−1 [
G : dCF p : C˙
]
F p
−T
=
[
dCF
p−1 : C˙
]
S¯F p
−T
+ F p
−1
S¯
[
dCF
p−T : C˙
]
. (1.27)
Die vollsta¨ndige Ableitung im letzten Term in (1.26),
dCS¯ = ∂CS¯ + ∂ωS¯ ◦ dCω, (1.28)
unterscheidet sich, je nachdem ob Ce oder F p als innere Variable (3.22) verwendet wird. Beide
Fa¨lle werden unten ausgefu¨hrt. Die vollsta¨ndige Ableitung (1.26) lautet also
dCS : C˙ =
1
2
C˜ : C˙ = 2∂2CCΨ : C˙ + F
p−1
[(
∂CS¯ + ∂ωS¯ ◦ dCω +G : dCF p
)
: C˙
]
F p
−T
. (1.29)
Es wird (1.29) ohne C˙ geschrieben,
1
2
C = 2∂2CCΨ + F
p−1 ◦ F p−1 ◦ (∂CS¯ + ∂ωS¯ ◦ dCω +G : dCF p) ,
1
2
Cijkm = 2(∂2CCΨ)ijkm + F
p−1
ia F
p−1
jb
(
∂CS¯ + ∂ωS¯ ◦ dCω +G : dCF p
)
abkm
,
(1.30)
wobei sich die Verku¨pfung ◦ in der ersten Zeile aus der indizierten Darstellung erkla¨rt.
F p als innere Variable
Mit der Wahl ω = (F p,B) (3.22) lautet (1.28)
dCS¯ = ∂CS¯ + ∂ωS¯ ◦ dCω,
∂CS¯ = ∂CeS¯ : ∂CC
e,
∂ωS¯ =
(
∂CeS¯ : ∂FpC
e
∂BS¯
)
,
(1.31)
wobei ∂CC
e (C.39) und ∂FpC
e (C.119) gegeben sind. dCω wird in Abschnitt 3.5 berechnet. Im
elastischen Fall verschwindet dCω. Es bleibt in der runden Klammer in (1.30) also nur ∂CS¯ stehen.
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Ce als innere Variable
Mit der Wahl ω = (Ce,B) (3.22) verschwindet ∂CS¯. (1.28) lautet
dCS¯ = ∂ωS¯ ◦ dCω = ∂CeS¯ : dCCe + ∂BS¯ : dCB. (1.32)
dCω wird in Abschnitt 3.5 berechnet. Die vollsta¨ndige Ableitung dCF
p in (1.30) muss fu¨r das
Residuum (3.16) aus F p = exp (∆γdΣφ)F
p
n bestimmt werden, was ebenfalls in Abschnitt 3.5
geschieht. Fu¨r das Residuum (3.21) ist F p konstant und damit dCF
p = 0. Im elastischen Fall
verschwinden dCω und dCF
p. In diesem Fall wird die innere Variable Ce mit der Konstanten F p
in der FormCe = F p
−T
CF p
−1
(C.32) geschrieben. Wie in (1.31)2 gilt dCS¯ = ∂CS¯ = ∂CeS¯ : ∂CC
e.
1.5.2 Deviatorische Tangente
Die deviatorische Tangente C˜ (1.24)3 unterscheidet sich von der unzerlegten Tangente C (1.30)
durch eine Ersetzung von S¯ im gesamten Abschnitt 1.5.1 entsprechend den Fa¨llen in den Ab-
schnitten 1.4.1, 1.4.2 und 1.4.3.
So muß in den Spezialfa¨llen (1.18) und (1.20) S¯ = 2∂CeΨ durch DEVCe
−1 [S¯] ersetzt werden. Im all-
gemeinen Fall (1.22) muß S¯ durch DEV
Ce
−1 [2∂CeW¯ ]+2∂CeΨ2 ersetzt werden, wobei Ψ2 = Ψ−W¯ .
Nur im einfachen Spezialfall (1.18) folgt aus der Ersetzung, dass S zu DEVC−1 [S] wird.
1.5.3 Volumetrische Tangente
Durch die Ersetzung ist in (1.18), (1.20) und (1.22) jeweils der Term p(J)C−1 u¨brig geblieben.
Dieser Term ha¨ngt allein von der gegebenen Deformation C ab und ist somit im elastischen und
im plastischen Fall gleich. Nur im Spezialfall (1.18) gilt VOLC−1 [S ] = p(J)C
−1. Die volumetrische
Tangente Cvol kann mit ∂CC−1 = −IC−1 (C.118) angegeben werden,
Cvol = 2∂C
(
p(J)C−1
)
= 2p′(J)C−1dCJ − 2p(J)IC−1 , (1.33)
wobei p′(J) = J2U ′′(J) + JU ′(J). Es wird Cvol zerlegt,
Cvol = Cvol(1) + Cvol(2),
Cvol(1) = 2p′(J)C−1dCJ = p′(J)JC−1 ⊗C−1,
Cvol(2) = −2p(J)IC−1 .
(1.34)
Diese Zerlegung bereitet die Gemischte Formulierung in Abschnitt 2.1.4 vor, bei der statt J eine
Mittelung J¯ verwendet wird, womit dC J¯ 6= dCJ = 12JC−1 (C.103).
1.6 Eine Hierarchie der entkoppelten elastischen Energie
In dieser Arbeit wird eine deviatorische elastische Energie W˜ (1.14) verwendet, welche quadratisch
in C˜
e
(C.109) ist. Es wird der zweite Term der isotropen Energie (C.64) gewa¨hlt, um zu einer
mo¨glichst einfachen und plausiblen Form zu gelangen:
W˜ (C˜
e
) = µE˜
e
: E˜
e
= µI2(E˜
e
). (1.35)
Fu¨r eine anisotrope Energie kann W˜ (C˜
e
) = ψ¯(E˜
e
) (C.49) genommen werden. Fu¨r eine hierar-
chische Modellierung kann im Fall der isotropen Elastizita¨t die Darstellung in der Hauptachsenbasis
8
1.6 Eine Hierarchie der entkoppelten elastischen Energie
erfolgen, s. Abschnitt 1.6.1. Fu¨r die anisotrope Elastizita¨t bleibt die allgemeine Darstellung in
Abschnitt 1.6.2.
1.6.1 Bemerkung. Gibt es eine Hierarchiestufe zwischen diesen Modellen? Es bietet sich die
St.-Venant-Kirchhoff-Energie W˜ quad(Ce) = I2(dev [E
e]) (C.67)2 an, bzw. die anisotrope Form
W˜ quad(Ce) = ψ¯(Ee) (C.49). Statt DEV[S¯] = 2∂CeW˜ (C˜
e
) lautet der Deviator der Spannung nun
dev [S¯] = 2∂CeW˜
quad(Ce).
Fu¨r den Unterschied zwischen großen und kleinen Verformungen ist die Wahl von U(J) (1.17)
oder Uˇ(tr [Ee]) (C.67)1 entscheidend. Es wird deshalb an U(J) festgehalten. Die Kombination von
U(J) mit W˜ quad(Ce) bedeutet jedoch eine inkonsistente Modellreduktion, weil die volumetrisch-
deviatorische Zerlegung nicht mehr korrekt ist. Dieses Modell dient als Negativ-Beispiel: Es sollen
keine Modelle verwendet werden, die zwar eine Vereinfachung enthalten, sich jedoch nicht mehr
sauber herleiten lassen.
1.6.1 Isotrope Elastizita¨t
Wenn die elastische Energie W¯ isotrop ist, so kann das lokale Problem in der Basis der Hauptachsen
formuliert werden. Details zur Formulierung in den Hauptachsen sind bei Simo´ [60] zu finden. Zu
Ce werden die Eigenwerte λ2A und die Eigenvektoren NA (C.18) bestimmt,
C˜
e
= J
− 2ndimCe hat die gleichen Eigenvektoren wie Ce. Es gilt also λ˜2A = λ
2
AJ
− 2ndim . Aufgrund
der Isotropie ist W˜ eine Funktion der Eigenwerte von C˜e, also W˜ (C˜e) = W˜ (λ˜2A). Bei der Ableitung
der Energie bleiben die Eigenvektoren unvera¨ndert,
2∂CeW˜ (C˜
e
) = 2
3∑
A=1
3∑
B=1
dW˜
dλ2A
NA ⊗NA =
3∑
A=1
S¯ANA ⊗NA, (1.36)
S¯A(λ˜
2
B) bezeichnet hier die Eigenwerte von DEV[S¯]. Fu¨r die Tangente ergibt sich gema¨ß (C.20)
2∂2CeCeW˜ (C˜
e
) =
3∑
A=1
3∑
B=1
dS¯A
dλ2B
NA ⊗NA ⊗NB ⊗NB +
+
3∑
A=1
3∑
B=1
B 6=A
1
2
S¯A − S¯B
λ2A − λ2B
NA ⊗NB ⊗ (NA ⊗NB +NB ⊗NA) .
(1.37)
Beispiel
Es wird die Energie (1.35) verwendet, welche mit E˜
e
= 12 (C˜
e − 1) und C˜e = J− 2ndimCe ausmulti-
pliziert wird,
W˜ (C˜
e
) = µE˜
e
: E˜
e
= µ
{
1
4
J
− 4ndim tr
[
Ce
2
]
− 1
2
J
− 2ndim tr [Ce] +
ndim
4
}
, (1.38)
und weiter mit tr
[
Ce
2
]
= J21 (C
e) − 2J2(Ce) (C.16)2, J1(Ce) = tr [Ce] und J2 = J3(Ce) in den
Hauptinvarianten (C.16) und (C.17) von Ce dargestellt wird:
W˜ (C˜
e
) = W˜ (λ2A) = µ
{
1
4
J
− 2ndim
3
[
J21 − 2J2
]− 1
2
J
− 1ndim
3 J1 +
ndim
4
}
. (1.39)
Die Eigenwerte von DEV[S¯] lauten S¯A = 2∂λ2AW˜ (λ
2
B).
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1.6.2 Anisotrope Elastizita¨t
Es wird nun der Fall betrachtet, dass die Hauptachsen nicht mehr wie in Abschnitt 1.6.1 kommutie-
ren. Die Ursache kann eine anisotrope elastische Energie (C.49) sein. Im Vorgriff auf die Scha¨digung
in Abschnitt 3.6 kann auch ein Scha¨digungstensor B Anisotropie induzieren, W˜ = W˜ (C˜
e
,B). Zur
Kombination beider Fa¨lle siehe Abschnitt 3.7. Im Vorgriff auf die Elastoplastizita¨t sei bemerkt,
dass auch eine anisotrope Fließfunktion (C.131) bei isotroper elastischer Energie dazu fu¨hrt, dass
die Hauptachsen nicht kommutieren. Fu¨r alle diese Fa¨lle muß der Deviator der Spannung (1.36)
und die Tangente (1.37) in allgemeiner Form bestimmt werden,
1
2
Ce = 2∂2CeCeW¯ (C
e,B),
1
2
Cd = 2∂2BCeW¯ (C
e,B),
(1.40)
und im Spezialfall des deviatorischen Anteil der Energie W˜ (C˜
e
,B) (1.14):
1
2
C˜e = 2∂2CeCeW˜ (C˜
e
,B),
1
2
C˜d = 2∂2BCeW˜ (C˜
e
,B).
(1.41)
Die erste Ableitung von W˜ (1.14), siehe (C.113), wird erneut hingeschrieben, wobei nun und u¨ber-
all in diesem Abschnitt zur besseren U¨bersicht C = Ce geschrieben wird:
∂CW˜ (C˜) = ∂C˜W˜ (C˜) : dCC˜ = J
− 2ndim
(
I − 1
ndim
C−1 ⊗C
)
: ∂C˜W˜ (C˜). (1.42)
Die zweite Ableitung (1.41)2 wird in die Terme
1
4 C˜
e
1 und
1
4 C˜
e
2 verlegt:
∂2CCW˜ (C˜) =
1
4
C˜e = ∂C
[
J
− 2ndim
(
I − 1
ndim
C−1 ⊗C
)]
: ∂C˜W˜ (C˜)
+J
− 2ndim
(
I − 1
ndim
C−1 ⊗C
)
: ∂2
C˜C˜
W˜ (C˜) : ∂CC˜
=
1
4
C˜e1 +
1
4
C˜e2.
(1.43)
Einsetzen von ∂CC˜ (C.113) ergibt fu¨r den zweiten Teil
C˜e2 = 4J
− 4ndim
(
I − 1
ndim
C−1 ⊗C
)
: ∂2
C˜C˜
W˜ (C˜) :
(
I − 1
ndim
C ⊗C−1
)
(1.44)
Dabei ist H in (C.113) mit den letzten beiden Indizes von ∂2
C˜C˜
W˜ gegeben. Entsprechend folgt die
Reihenfolge C ⊗ C−1 in der zweiten Klammer. Es ist nicht sinnvoll, (1.44) auszumultiplizieren.
Mit ∂CC
−1 = IC−1 (C.118), K = DEV[dCW˜ ] und H = ∂C˜W˜ (C˜) folgt fu¨r C˜
e
1:
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C˜e1 = 4∂C
[(
I − 1
ndim
C−1 ⊗C
)
: ∂C˜W˜ (C˜)J
− 2ndim
]
= −4J
− 2ndim
ndim
(
H − 1
ndim
C−1(C : H)
)
⊗C−1 − 4J
− 2ndim
ndim
∂C
(
C−1 ⊗C) : H
= − 2
ndim
K ⊗C−1 + 4J
− 2ndim
ndim
(
IC−1(H : C)−C−1 ⊗H
)
.
(1.45)
Unter Verwendung von (C.70):
C˜e1 = −
2
ndim
K ⊗C−1
+J
− 2ndim 4
ndim
(
IC−1(H : C)−C−1 ⊗DEV[H]−C−1 ⊗
1
ndim
(H : C)C−1
)
= − 2
ndim
K ⊗C−1 − 2
ndim
C−1 ⊗K
+
4
ndim
J
− 2ndim (H : C)
(
IC−1 −
1
ndim
C−1 ⊗C−1
)
.
(1.46)
Damit ist die deviatorische elastische Tangente C˜e = C˜e2+C˜e1 (1.41)2 im allgemeinen Fall bekannt.
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2 Vermeidung von Locking
In der primalen Formulierung der Impulsbilanz sind die Ansatzra¨ume fu¨r den volumetrischen und
den deviatorischen Anteil der Deformation nicht korrekt gewa¨hlt. Deshalb kommt es zu einer un-
physikalischen, numerisch bedingten Versteifung des Materials, dem Locking. Dieses zeigt sich auch
in der Bildung von netzabha¨ngigen Mustern in der Spannung.
Zur Vermeidung von Locking muss der Ansatzraum des volumetrischen Anteils verkleinert und
der des deviatorischen Anteils entsprechend vergro¨ßert werden. Es werden drei verschiedene Me-
thoden beschrieben: die Gemischte Formulierung, die Enhanced-Strain- und die Assumed-Strain-
Formulierung. Die beiden letzten bilden zusammen die Solid-Shell-Formulierung.
Bei der Gemischten Formulierung wird der volumetrische Anteil des Ansatzraums durch eine Mitte-
lung verkleinert. Bei der Enhanced-Strain-Formulierung wird der deviatorische Anteil des Ansatz-
raums vergro¨ßert, indem zusa¨tzliche Moden eingefu¨gt werden. Die Assumed-Strain-Formulierung
filtert ungewu¨nschte Moden heraus und gla¨ttet so die Deformation.
Die drei Methoden lassen sich untereinander kombinieren. Insofern laden sie dazu ein, Modell-
hierarchien zu bilden. Es ist jedoch keine Lokalisierung wie bei der Scha¨digung zu beobachten.
Stattdessen geht das Locking von großen Teilen des Gebiets aus, so dass eine adaptive Modellwahl
wenig sinnvoll erscheint.
2.1 Gemischte Formulierung
Die Gemischte Formulierung reduziert das Volumen-Locking. Simo [60] formuliert diese Methode
in der Momentankonfiguration. Hier wird sie in der Referenzkonfiguration geschrieben.
In der Gemischten Formulierung wird der Ansatzraum des volumetrische Anteils der Deformation
verkleinert, wodurch sich der Ansatzraum des deviatorischen Anteils entsprechend vergro¨ßert. U¨bli-
che Paarungen der Ansatzra¨ume sind P0−Q1 (konstant-bilinear) oder P1−Q2 (linear-biquadratisch).
Eine gemischte Formulierung mit der Paarung Q1−Q2 fu¨hrt zu keiner Verbesserung. Die Paarung
P0 − Q1 erfu¨llt zwar nicht die inf-sup-Bedingung, ist jedoch die einzig mo¨gliche Wahl, wenn kein
quadratischer Ansatz verwendet werden soll. Die folgende Diskretisierung fu¨hrt auf eine primale
Formulierung, in der die lokalen Steifigkeitsmatrizen angereichert werden. Es ist also kein Sattel-
punktproblem zu lo¨sen.
In Abschnitt 2.1.1 wird ein Lagrange-Funktional eingefu¨hrt, um u¨ber die Nebenbedingung den An-
satzraum der volumetrischen Deformation vera¨ndern zu ko¨nnen. Aus den Euler-Lagrange-Gleich-
ungen in Abschnitt 2.1.3 folgt als wesentliches Resultat, dass die Gemischte Formulierung nur
den volumetrischen Teil der Spannung vera¨ndert. Dieser wird in Abschnitt 2.1.4 fu¨r die Paarung
P0 − Q1 diskretisiert. Der Abschnitt 2.1.5 dient dazu, die Allgemeinheit der Methode fu¨r ho¨here
Ansa¨tze zu zeigen.
2.1.1 Lagrange-Funktional
Die Deformation C wird in der Form C = J
2
ndim C˜ zerlegt, wobei C˜ unimodular (C.109) ist. Die
volumetrische Deformation ist also in J enthalten, wa¨hrend C˜ die volumenerhaltende, also devia-
torische Deformation beschreibt. Um nun J vera¨ndern zu ko¨nnen, wird zuerst eine Formulierung
gesucht, in der sich J durch ein beliebiges J¯ ersetzen la¨ßt. Dazu wird der Tensor
C¯ = J¯
2
ndim C˜ =
(
J/J¯
)− 2ndim C (2.1)
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eingefu¨hrt, welcher die Eigenschaft det(C¯ ) = J¯2 besitzt. Aus der Bedingung J¯ = J folgt wieder
C¯ = C. Es soll nun J¯ eine zellweise Mittelung von J sein. Dies wird u¨ber eine Nebenbedingung
in schwacher Form erreicht. Die spezielle Form der Mittelung wird durch die Wahl der Funktio-
nenra¨ume in der schwachen Formulierung festgelegt.
Mit (1.9) ist bekannt, dass die gesuchte Lo¨sung u aus einem Extremalprinzip folgt, also aus der
Stationarita¨t der Differenz aus innerer und a¨ußerer Arbeit,
Wint(u)−Wext(u)→ stat. (2.2)
Damit kann der Lagrange-Formalismus angewendet werden, um die Nebenbedingung einzubinden.
J¯ wird in der Form J¯ = exp(θ) mit θ ∈ R parametrisiert, damit stets J¯ > 0 gilt. Mit der Neben-
bedingung log(J) = θ wird (2.2) zum Lagrange-Funktional
LG(u, θ, p¯) =
∫
Ω
W¯ (C¯
e
(u, θ)) + Ψ2 dV +
∫
Ω
p¯(log(J(u))− θ) dV −Wext(u)→ stat. (2.3)
erweitert, wobei C¯
e
= Ce(C¯ ,F p) (C.32). Es erha¨lt nur der Teil der freien Energie das Argument
C¯
e
anstelle vonCe, welcher auch volumetrisch-deviatorisch zerlegt ist. Weil dies nur W¯ ist, wird die
Zerlegung Ψ = W¯ + Ψ2 (1.21) verwendet. Aus der Stationarita¨t folgt J¯ = J und damit C¯
e
= Ce.
(2.3) ist also a¨quivalent zu (2.2). In den Abschnitten 2.1.4 und 2.1.5 wird der Raum fu¨r J¯ und p¯
eingeschra¨nkt, wodurch diese A¨quivalenz nicht mehr gilt.
2.1.2 Vorbereitung der Euler-Lagrange-Gleichungen
In diesem Abschnitt wird die Ableitung von C¯
e
nach u so umgeformt, dass sie weder C¯
e
noch J¯
entha¨lt. Dazu wird C¯
e
wird mit J¯ = exp(θ) in der Form
C¯
e
(u, θ) = (exp(θ))
2
ndim C˜
e
=
(
J
exp(θ)
)− 2ndim
Ce (2.4)
geschrieben. Die Ableitung nach u,
∂uC¯
e
(u, θ) · η = (exp(θ)) 2ndim ∂CeC˜
e
: C˙
e
[η], (2.5)
wird gema¨ß (C.113) von links mit dem symmetrischen Tensor H verju¨ngt, woraus sich
H : ∂uC¯
e
(u, θ) · η =
(
J
exp(θ)
)− 2ndim
DEV
Ce
−1 [H] : C˙
e
[η] (2.6)
ergibt. C¯
e
(u, θ) (2.4) abgeleitet nach θ ergibt
∂θC¯
e
(u, θ) =
2
ndim
(
J
exp(θ)
)− 2ndim
Ce =
2
ndim
C¯
e
(u, θ). (2.7)
Die elastische Energie (1.14) zerlegt sich in der Form
W¯ (C¯
e
) = U(J¯) + W˜ (C˜
e
). (2.8)
Es ist in diesem Abschnitt mit dem Deviator DEV stets der Deviator DEV
Ce
−1 gemeint, und nie
der Deviator DEV
C
−1 , siehe hierzu die Invarianz (C.71). In Analogie zu (1.15) ergibt sich fu¨r C¯
e
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∂C¯eW¯ (C¯
e
) =
1
2
J¯U ′(J¯)C¯e
−1
+ J¯
− 2ndim DEV[∂C˜eW˜ (C˜
e
)],
DEV[∂C¯eW¯ (C¯
e
)] = J¯
− 2ndim DEV[∂C˜eW˜ (C˜
e
)].
(2.9)
Es wird nun (2.6) mit H = ∂C¯eW¯ (C¯
e
) verwendet und dann (2.9)2 eingesetzt:
∂C¯eW¯ (C¯
e
) : ∂uC¯
e
(u, θ) · η =
(
J
J¯
)− 2ndim
DEV
Ce
−1 [∂C¯eW¯ (C¯
e
)] : C˙
e
[η]
= J
− 2ndim DEV[∂C˜eW˜ (C˜
e
)] : C˙
e
[η]
= J
− 2ndim F p
−1
DEV[∂C˜eW˜ (C˜
e
)]F p
−T
: C˙ [η].
(2.10)
Diese Gleichung wird im na¨chsten Abschnitt verwendet.
2.1.3 Euler-Lagrange-Gleichungen
Es werden nun die Euler-Lagrange-Gleichungen zu (2.3) bestimmt, welche sich durch Ableiten
nach u, θ und p¯ ergeben. Unter Verwendung von (C.103) folgt aus (2.3) die erste Euler-Lagrange-
Gleichung (∂uL(u, θ, p¯),η) mit der Testfunktion η ∈ V, wobei (2.10) eingesetzt wird,
(∂uL,η) =
∫
Ω
∂C¯eW¯ (C¯
e
(u, θ)) : ˙¯Ce[η] + dCΨ2 : C˙ [η] +
1
2
p¯C
−1
: C˙ [η] dV −Gext(η)
=
∫
Ω
1
2
{
2dCΨ2 + J
− 2ndim F p
−1
DEV
[
2∂C˜eW˜ (C˜
e
)
]
F p
−T
+ p¯C
−1}
: C˙ [η] dV
−Gext(η),
(2.11)
mit Gext(η) =
∫
Ω
duVext · η dV . Die zweite Gleichung lautet mit (2.7) und (1.16)2
(∂θL(u, θ, p¯), q) =
∫
Ω
[
1
ndim
2∂C¯eW¯ (C¯
e
(u, θ)) : C¯
e
(u, θ)− p¯
]
q dV
=
∫
Ω
[
p(J¯)− p¯] q dV = 0, ∀q ∈ L2(Ω). (2.12)
Der Lagrange-Multiplikator p¯ ist ist also im Integralmittel gleich dem Druck p(J¯) = J¯U ′(J¯). Die
dritte Euler-Lagrange-Gleichung ist die schwache Formulierung der Nebenbedingung J¯ = J :
(∂p¯L(u, θ, p¯), ψ) =
∫
Ω
[log(J(u))− θ]ψ dV = 0, ∀ψ ∈ L2(Ω). (2.13)
Die geschweifte Klammer in (2.11),
S = p¯C−1 + 2dCΨ2 + J
− 2ndim F p
−1
DEV
[
2∂C˜eW˜ (C˜
e
)
]
F p
−T
, (2.14)
unterscheidet sich von S (1.22) allein im Druck p¯, welcher p(J) ersetzt. Dieses ergibt sich aus
2dCΨ2 = 2∂CΨ + F
p−12∂CeΨ2F
p−T (C.57) und (1.16)1. Damit ist (2.11) die Impulsbilanz (1.5)
in der Gemischten Formulierung. Die Gemischte Formulierung vera¨ndert also allein den Teil der
Spannung, welcher aus dem volumetrischen Anteil U(J¯) der elastischen Energie stammt, wa¨hrend
der Rest der Spannung unvera¨ndert bleibt.
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2.1.4 Diskretisierung des volumetrischen Terms
Wie bereits in Abschnitt 2.1.1 angeku¨ndigt, wird nun in (2.13) der Raum fu¨r θ und die Testfunktion
ψ verkleinert. Dies geschieht, indem die zellweise konstante Mittelung fu¨r K ∈ Th (1.3),
θ =
1
|K|
∫
K
log(J) dV (2.15)
verwendet wird. Fu¨r den Lagrange-Multiplikator p¯ und die Testfunktion q erfolgt in (2.12) keine
Einschra¨nkung. Damit ist p¯ = p(J¯) mit J¯ = exp(θ) bekannt. Diese Mittelung entspricht der
Paarung der Ansatzra¨ume P0 − Q1 (konstant-bilinear). Dies wird im Abschnitt 2.1.5 fu¨r ho¨here
Ansa¨tze deutlich werden.
Fu¨r die Ableitung von J¯ ergibt sich unter Verwendung von (C.103) und (C.106)
˙¯J = duJ¯ · η = dC J¯ : C˙[η] = J¯ ′(θ)dCθ : C˙[η]
=
J¯
|K|
∫
K
1
J
1
2JC
−1 : C˙[η] dV =
J¯
|K|
∫
K
div [η] dV = J¯ div [η]
(2.16)
mit
div [η] :=
1
|K|
∫
K
div [η] dV. (2.17)
Es wird die Zerlegung (1.34) angewendet, und statt fu¨r C = 2dCS wird in der Linearisierung der
Impulsbilanz (1.6) das erste Integral
∫
Ω
1
2C˙ [η] : dCS : C˙ [∆u] dV nur fu¨r C
vol(1) = 2p¯′(J¯)C−1∂C J¯
ausgefu¨hrt, wobei (2.16) verwendet wird:∫
Ω
1
2
C˙ [η] :
1
2
Cvol(1) : C˙ [∆u] dV =
∑
K∈Th
∫
K
1
2
C˙ [η] : C−1p¯′(J¯)∂C J¯ : C˙ [∆u] dV
=
∑
K∈Th
∫
K
1
2
C˙[η] : C−1p¯′(J¯)J¯ div [∆u] dV
=
∑
K∈Th
|K|p¯′(J¯)J¯ div [η] div [∆u].
(2.18)
Der zweite Teil von Cvol lautet Cvol(2) = −2p¯(J¯)IC−1 .
2.1.5 Diskretisierung des volumetrischen Terms fu¨r ho¨here FE-Ansa¨tze
In Abschnitt 2.1.4 wurde der Spezialfall P0 −Q1 behandelt, bei dem J¯ zellweise konstant ist. Nun
wird der allgemeine Fall von Paarungen Pk − Qk+1 mit k > 0 hergeleitet. Erst mit der Paarung
P1 −Q2 wird die inf-sup-Bedingung erfu¨llt. Auch wenn es aus mathematischer Sicht die korrekte
Lo¨sung ist, ho¨here Ansa¨tze zu verwenden, so spricht doch der numerische Aufwand dafu¨r, Methoden
mit bilinearem Ansatz zu bevorzugen. In diesem Abschnitt wird also eine Vergleichsmethode fu¨r
andere Verfahren bereitgestellt. Außerdem wird gezeigt, dass der Spezialfall aus Abschnitt 2.1.4
im allgemeinen Fall enthalten ist.
Es werden die Bezeichnungen an einem Spezialfall erkla¨rt: Fu¨r die Paarung P1 − Q2 lautet der
Vektor der Ansatzfunktionen Γ = (φ1(Θ), φ2(Θ), φ3(Θ), φ4(Θ)), Θ = (θ1, θ2, θ3), mit φ1(Θ) = 1−
θ1−θ2−θ3, φ2(Θ) = θ1, φ3(Θ) = θ2 und φ4(Θ) = θ3 auf der Einheitspyramide mit den Eckpunkten
Θ1 = (0, 0, 0), Θ2 = (1, 0, 0), Θ3 = (0, 1, 0), Θ4 = (0, 0, 1). Der Punkt auf der Einheitspyramide Θ
wird auf den PunktX(Θ) = X1+(X2−X1)θ1+(X3−X1)θ2 = X1+TΘ der geometrischen Zelle
transformiert. Die Projektion zuru¨ck auf die Einheitspyramide lautet Θ(X) = T−1(X−X1). Eine
Veranschaulichung liefert Abb. 2.1. Fu¨r den allgemeinen Fall Pk −Qk+1 erho¨ht sich entsprechend
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Abbildung 2.1: Im zweidimensionalen Raum wird der Fall P1−Q2 beschrieben: Fu¨r den biquadra-
tischen Ansatz (Q2) wird die quadratische Einheitszelle auf die physikalische Zelle abgebildet. Fu¨r
den bilinearen Ansatz (P1) wird das Einheitsdreieck Θ1 −Θ2 −Θ3 mit Θ1 = (0, 0), Θ2 = (1, 0),
Θ2 = (0, 1) auf das Dreieck X1 −X2 −X3 abgebildet. Die Koordinaten der Einheitszelle sind
Θ = (θ1, θ2), die der physikalischen Zelle sind die kartesischen Koordinaten X = (X1, X2). Die
Abbildung des Einheitsdreiecks lautet X(Θ) = X1 + (X2 −X1)θ1 + (X3 −X1)θ2 = X1 + TΘ.
X(Θ) bildet also das Einheitsquadrat auf ein Parallelogramm ab. Um die Ansatzfunktionen
Γ = (φ1(Θ), φ2(Θ), φ3(Θ)) = (1 − θ1 − θ2, θ1, θ2) auswerten zu ko¨nnen, muß der (Quadratur-)
Punkt X auf der geometrischen Zelle zuvor mit der Umkehrabbildung Θ(X) = T−1(X−X1) auf
das Einheitsdreieck transformiert werden. Θ(X) kann auch außerhalb des Einheitsquadrats liegen.
die Anzahl der Ansatzfunktionen. Mit dem Vektor der Unbekannten α der gleichen Dimension wie
Γ kann nun eine Funktion ϑ¯ ∈ Pk auf der geometrischen Zelle beschrieben werden:
ϑ¯(X) = ΓT (Θ(X))α = ΓTα.
(2.19)
Es wird nun die Funktion ϑ ∈ L2(K) lokal auf die Funktion ϑ¯ ∈ Pk(K) projiziert. Multiplikation
von (2.19) mit Γ von links und Integration u¨ber die Zelle K,∫
K
ΓΓTα dV =
{∫
K
ΓΓT dV
}
α = Hα =
∫
K
Γϑ dV, (2.20)
und Auflo¨sen nach α,
α = H−1
∫
K
Γϑ dV, (2.21)
liefert die Projektion ϑ¯ der Funktion ϑ
ϑ¯ = ΓTα = ΓTH−1
∫
K
Γϑ dV. (2.22)
Fu¨r die Paarung P0 −Q1 ist ϑ¯ das Integralmittel (2.15):
ϑ¯ = α =
1
|K|
∫
K
ϑ dV. (2.23)
Fu¨r J (2.15) ergibt sich die Projektion
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J¯ = exp
[
ΓTH−1
∫
K
Γ log(J(u)) dV
]
. (2.24)
Der Druck p(J¯) wird ebenso projiziert:
p¯ = ΓTH−1
∫
K
Γp(J¯) dV. (2.25)
Fu¨r die Paarung P0 −Q1 ergibt sich mit Γ = 1 die Gleichung p¯ = p(J¯). p¯ soll ein Element aus Pk
sein. Die Projektion (2.25) ist erforderlich, weil p im allgemeinen keine lineare Funktion ist. Fu¨r
die Ableitung von (2.24) nach u ergibt sich mit dCJ (C.103) und der Divergenz (C.106), vgl. fu¨r
den speziellen Fall (2.16),
duJ¯ · η = J¯
[
ΓTH−1
∫
K
Γ
1
J
1
2JC
−1 : C˙[η] dV
]
= J¯
[
ΓTH−1
∫
K
Γdiv [η] dV
]
= J¯ div [η]
(2.26)
mit der projizierten Divergenz
div [η] = ΓTH−1
∫
K
Γdiv [η] dV. (2.27)
Die Ableitung von p = p(J¯) lautet mit (2.26)
p˙(J¯) = dup(J¯) ·∆u = p′(J¯)duJ¯ ·∆u = p′(J¯)J¯ div [∆u]. (2.28)
Es soll gezeigt werden, dass fu¨r die Projektion (2.22) folgende Symmetrie gilt:∫
K
ϑ¯div [η] dV =
∫
K
ϑdiv [η] dV. (2.29)
Es folgt der Beweis:∫
K
ϑ¯div [η] dV =
∫
K
[
ΓTH−1
∫
K
Γϑ dV
]
div [η] dV
=
∫
K
ϑΓT dV
∫
K
H−1Γdiv [η] dV
=
∫
K
ϑ
[
ΓT
∫
K
H−1Γdiv [η] dV
]
dV
=
∫
K
ϑ
[
ΓTH−1
∫
K
Γdiv [η] dV
]
dV =
∫
K
ϑ div [η] dV.
(2.30)
Im Schritt von der ersten zur zweiten Zeile wird das innere Integral vor das a¨ußere gezogen, und
ΓTH−1Γ wird entsprechend transponiert: ΓTH−1(Γp) = (ΓT p)H−1Γ. 2
Es gilt ebenso wegen ˙¯ϑ =
¯˙
ϑ∫
K
˙¯ϑdiv [η] dV =
∫
K
ϑ˙div [η] dV. (2.31)
Es wird von (2.18),
18
2.2 Solid-Shell-Formulierung
C˙[η] : ∂C
[
p¯(J¯)C−1
]
: C˙[∆u] = C˙[η] : C−1p¯′(J¯)J¯ div [∆u] + C˙[η] : p¯∂CC−1 : C˙[∆u], (2.32)
ausgegangen, wobei jedoch
C˙[η] : ∂C
[
p¯(J¯)C−1
]
: C˙[∆u] = 2div [η] ˙¯p+ C˙[η] : p¯∂CC
−1 : C˙[∆u]. (2.33)
geschrieben wird, vgl. (2.28). Der erste Term der rechten Seite wird integriert: Es gilt nach (2.31)
mit (2.28)
2
∫
K
˙¯pdiv [η] dV = 2
∫
K
p˙div [η] dV = 2
∫
K
p′(J¯)J¯ div [η]div [∆u] dV (2.34)
Fu¨r den einfachen Spezialfall mit p(J¯) = p¯ und Konstanten unter dem Integral ist dies wieder
genau (2.18).
2.2 Solid-Shell-Formulierung
Wenn die Enhanced-Strain- und die Assumed-Strain-Formulierung beide fu¨r die Geometrie einer
Schale modelliert werden, so bilden beide zusammen die Solid-Shell-Formulierung.
In einer Modellhierarchie sorgt die Enhanced-Strain-Formulierung fu¨r besonders große Unterschiede
im numerischen Aufwand, weil sie bei einem bilinearen Ansatz fu¨r die Verschiebung zwingend eine
quadratische Quadraturformel verlangt. Es ist also in 3ndim statt in 2ndim Quadraturpunkten das
lokale Problem zu lo¨sen (ndim = 2 oder 3). Die Assumed-Strain-Formulierung hingegen funktioniert
auch bei einer linearen Quadratur.
2.2.1 Enhanced-Strain-Formulierung
Bei der gemischten Formulierung in Abschnitt 2.1 wurde der Ansatzraum fu¨r die volumetrische
Deformation verkleinert, um dem Volumen-Locking entgegenzuwirken. Bei der Enhanced-Strain-
Formulierung hingegen wird der Ansatzraum der deviatorischen Deformation vergro¨ßert. Dies ge-
schieht, indem zellweise zusa¨tzliche lokale Freiheitsgrade eingefu¨hrt werden, welche bei der Assem-
blierung eliminiert werden, so dass die Dimension der globalen Steifigkeitsmatrix nicht vera¨ndert
wird. Diese Methode geht auf Simo´ & Rifai [61] zuru¨ck. Eine Darstellung findet sich bei Apel
[3].
Es wird C(u) additiv um den symmetrischen Tensor zweiter Stufe CE = Bes[a] erga¨nzt, welcher
linear von einem Vektor zellweise konstanter Parameter a ∈ Rnint , hier: nint = 5, abha¨ngt:
C(u) → C(u) + Bes[a]. (2.35)
Wenn alle Nint = m × nint Parameter auf den m Zellen des Netzes Th gemeint sind, so wird
a ∈ RNint geschrieben. Bes entha¨lt die Abbildung J der Einheitszelle auf die jeweilige Zelle im
FE-Netz, vgl. Abb. 2.2,
Bes[a] :=
J0
J
(JTJ−T0 )C
?
E [a](J
−1
0 J), (2.36)
wobei J0 den Zellmittelpunkt abbildet und J die Quadraturpunkte. J und J0 sind die Determi-
nanten. Bes wird in jedem Quadraturpunkt gebildet. Die Modellierung von C?E ,
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C?E [a] =
 θ1a1 θ1a4 + θ2a5 0θ1a4 + θ2a5 θ2a2 0
0 0 θ3a3
 , a = [a1, a2, a3, a4, a5]T , (2.37)
ist durch die Bedingung
∫
Ωe
C?E [a] dV = 0 eingeschra¨nkt. θ sind die Koordinaten der Einheitszelle.
In (2.37) sind zusa¨tzliche Schermoden nur in der Schalenebene eingefu¨gt. CE la¨ßt sich in der Form
(CE)km =
∑nint
i=1 Beskmiai darstellen.
Mit dem Lagrange-Formalismus wird nun eine Formulierung gewonnen, bei der das Inkrement des
Parameter-Vektors a zellweise eliminiert wird, so dass weiterhin allein die Verschiebung u die Un-
bekannte des globalen Problems bleibt. Ausgangspunkt ist die Stationarita¨t der Energie (1.9),
Wint(u)−Wext(u)→ stat., (2.38)
in der C erga¨nzt wird, und die Nebenbedingung CE = Bes[a] hinzugefu¨gt wird,
L =
∫
Ω
Ψ + S : (Bes[a]−CE) dV −Wext(u)→ stat., (2.39)
wobei S als Lagange-Multiplikator dient. Die freie Energie Ψ (1.7) ist nun eine Funktion von
C(u) +CE statt von C(u). Die Euler-Lagrange-Gleichungen lauten
(
∂CEL, C¯E
)
=
∫
Ω
(
dCΨ− 12S
)
: C¯E dV = 0, ∀C¯E ∈ Rndim×ndim ,(
∂SL, Sˆ
)
=
∫
Ω
(Bes[a]−CE) : Sˆ dV = 0, ∀Sˆ ∈ Rndim×ndim ,
(∂aL, a¯) =
∑
K∈Th
∫
K
S : Bes[a¯] dV = 0, ∀a¯ ∈ RNint ,
(∂uL,η) =
∑
K∈Th
∫
K
dCΨ : C˙(u)[η] dV −Gext,K(η) = 0, ∀η ∈ V0.
(2.40)
Aus der ersten Gleichung folgt S = 2dCΨ (C.57), aus der zweiten die Nebenbedingung. Die vierte
ist die Impulsbilanz. Die dritte Gleichung sagt, dass die Spannung auf dem Weg der zusa¨tzlichen
Deformation fu¨r beliebige Parameter a¯ keine Arbeit leisten darf.
2.2.1 Bemerkung. Bei Apel [3] wird diese Bedingung erfu¨llt, indem B˜es symmetrisch konstru-
iert wird und S zellweise konstant ist. Letzteres kann bei bilinearen Ansa¨tzen und nichtlinearen
Spannungs-Dehnungs-Beziehungen nur na¨herungsweise erfu¨llt werden. Hier kommt also eine Un-
gewissheit ins Spiel. Im Gegensatz dazu ist diese Bedingung bei dieser Formulierung hier Teil des
Gleichungssystems.
(2.40)3 und (2.40)4 werden nun linearisiert. Dabei wird in Vorbereitung der Assumed-Strain-
Methode C˙(u,a)[η] = B[η] (C.37) geschrieben. Aus Symmetriegru¨nden wird der Faktor 12 ein-
gefu¨gt:
gK(u,a; a¯) =
1
2
∫
K
S(Bes[a] +C(u)) : Bes[a¯] dV = a¯TRa, ∀a¯ ∈ Rnint ,
∆gK(u,a; a¯,∆u,∆a) = (∂agK ,∆a) + (∂ugK ,∆u)
=
1
2
∫
K
Bes[a¯] :
dS
dC
: (Bes[∆a] + B[∆u]) dV
= a¯TKaa∆a+ a¯
TKad∆uh,
(2.41)
und
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f(u,a;η) =
∫
K
1
2
S(Bes[a] +C(u)) : B[η] dV −Gext,K(η) = ηThRd,
∆f(u,a;η,∆u,∆a) = (∂af,∆a) + (∂uf,∆u)
=
∫
K
1
2
B[η] :
dS
dC
: (Bes[∆a] + B[∆u]) +
1
2
S : C¨ [η,∆u] dV
= ηThKda∆a+ η
T
hKdd∆uh.
(2.42)
(2.41) und (2.42) liefern das auf der Zelle K lokale System
Ra + Kaa∆a+ Kad∆uh = 0,
Rd + Kda∆a+ Kdd∆uh = 0,
(2.43)
aus dem ∆a = −K−1aa Ra−K−1aaKad∆uh eliminiert werden kann, so dass sich das lokale Gleichungs-
system (
Kdd − KdaK−1aaKad
)
∆uh = −Rd + KdaK−1aa Ra (2.44)
ergibt, welches zum globalen Gleichungssystem Ah∆uh = fh assembliert wird. Die Matrizen K
−1
aa
und Kad und der Vektor Ra mu¨ssen fu¨r jede Zelle gespeichert werden, um ∆a aus der Lo¨sung des
globalen Gleichungssystems ∆uh zu berechnen.
Im na¨chsten Abschnitt wird zusa¨tzlich B durch Bas (2.56) ersetzt.
2.2.2 Assumed-Strain-Formulierung
Die Assumed-Strain-Formulierung geht auf Dvorkin & Barthe [21] und Bathe & Dvorkin [8]
zuru¨ck. Die hier aufgefu¨hrte Methode wurde von Betsch & Stein [11] entwickelt. Weitere Dar-
stellungen befinden sich bei Ulz [69] und Apel [3]. Hier geht es darum, die Methode besonders
u¨bersichtlich und systematisch darzustellen, so dass sie sich in den Kontext dieser Arbeit einfu¨gt.
Dazu erfolgt die Beschra¨nkung auf kartesische Koordinaten.
Bei der Assumed-Strain-Formulierung werden parasita¨re Deformationen unterdru¨ckt, indem ein-
zelne Komponenten von C auf der Einheitszelle durch Mittelwerte ersetzt werden. Dazu wird die
X
F
J
j
x
C, C
ass
C, C
ass
Abbildung 2.2: J bildet die Einheitszelle auf das FE-Netz ab. Aus dieser unverformten Lage,
der Referenzkonfiguration X, bildet F in die Momentankonfiguration x ab. j = FJ bildet die
Einheitszelle auf die verformte Lage ab.
Deformation C aus der Referenzkonfiguration auf die Einheitszelle zuru¨ckgezogen, s. Abb. 2.2. Auf
der Einheitszelle fallen die Komponenten von C¯ mit den Normal- und Tangentialrichtungen der
Schale zusammen. Auf der Einheitszelle werden einzelne Komponenten von C¯ = jT j = JTCJ
durch Mittelwerte aus der Schalenmittelebene ersetzt. Die so erhaltene Deformation C¯
as
(C¯) wird
zuru¨ck in die Referenzkonfiguration transformiert, Cas(C) = J−T C¯asJ−1. Die Abbildung Cas(C)
ist linear in C. Die Komponenten 33, 13, 31, 23 und 32 von C¯
as
in den Quadraturpunkten des
Volumens qk (hohle Kreise in Abb. 2.3) werden mit ein- und zweidimensionalen Ansatzfunktionen
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Abbildung 2.3: Dargestellt ist die Mittelebene der Einheitszelle. Die Daten C und J werden in
den Quadraturpunkten des Volumens (projiziert auf hohle Kreise) und in den Eck- und Seiten-
mittelpunkten der Mittelebene bestimmt. Die 33-Komponenten werden aus den vier Eckpunkten
mit zweidimensionalen bilinearen Ansatzfunktionen in den Projektionen der Volumenquadratur-
punkte (hohle Kreise) interpoliert und diesen zugeordnet. Die 13- und 23-Komponenten werden
entsprechend mit eindimensionalen Ansatzfunktionen aus den Seitenmittelpunkten ermittelt, siehe
(2.45).
N2DI und N
3D
I aus den entsprechenden Komponenten von C¯ in den Punkten I = 1, . . . , 8 (gefu¨llte
Kreise und Quadrate) bestimmt. P3qk projiziert den Punkt qk auf die 12−Mittelebene, P1P3qk ist
die weitere Projektion auf die 2-Achse. Die Komponenten 11, 12, 21 und 22 in der Schalenebene
bleiben unvera¨ndert:
C¯
as
33(qk) =
4∑
I=1
C¯
I
33N
2D
I (P3qk),
C¯
as
13(qk) =
6∑
I=5
C¯
I
13N
1D
I (P1P3qk),
C¯
as
23(qk) =
8∑
I=7
C¯
I
23N
1D
I (P2P3qk),
C¯
as
ab(qk) = C¯ab(qk), a < 3, b < 3,
(2.45)
wobei C¯
as
31 = C¯
as
13 und C¯
as
32 = C¯
as
23. Diese Abbildung la¨ßt sich in der Form
C¯
as
(qk) =
nq+8∑
m=1
Paskm : C¯(qm), k = 1, 2, . . . , nq (2.46)
zusammenfassen, wobei nq die Anzahl der Quadraturpunkte im Volumen einer Zelle ist. Im Fall
der Modellierung (2.45) gilt Paskm = 0 fu¨r m 6= k und m ≤ nq. Die Darstellung (2.46) zeigt durch
ihre allgemeine Form den vorhandenen Spielraum zur Modellierung auf. Dabei werden alle Kollo-
kationspunkte, also die Quadraturpunkte und die Punkte auf der Mittelebene, durchnummeriert.
Die Abbildungen zwischen den Konfigurationen lassen sich mit Tensoren vierter Stufe darstellen:
C¯ = JTCJ = IJ : C,
Cas = J−T C¯asJ−1 = IJ−1 : C¯
as
.
(2.47)
Zusammen mit (2.46) lautet die Abbildung der Assumed-Strain-Methode
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Cas(qk) = IJ−1(qk) :
nq+8∑
m=1
Paskm : IJ(qm) : C(qm), k = 1, 2, . . . , nq, (2.48)
deren Schreibweise nun zusammengefasst wird:
Cˇ
as(q)
=
nq+8∑
p=1
Aqp : C(p), q = 1, 2, . . . , nq. (2.49)
p und q sind die Indizes der Kollokationspunkte. A ha¨ngt allein von der Geometrie der Zelle und
der Interpolation (2.45) ab. Die modifizierte Deformation Cˇ
as(q)
im Quadraturpunkt q ist also eine
lineare Funktion der Deformation C(p) in allen Kollokationspunkten p der Zelle. Diese Abbildung
wird der Einfachheit halber in der Form Cˇ
as
(C) geschrieben. Im unverformten Zustand gilt im
Allgemeinen Cˇ
as
(1) 6= 0. Deshalb lautet die gesuchte Abbildung Cas(C) = Cˇass(C)+1− Cˇas(1),
welche Cas(1) = 0 erfu¨llt. Es braucht die Konstante
Cˇ
as
(1) (2.50)
also nur einmal fu¨r jeden Quadraturpunkt berechnet werden. In der Linearisierung f + ∆f := 0
der Impulsbilanz (1.6) wird C durch Cas(C) ersetzt,
f(u;η) =
∫
Ω
1
2
S(Cas) : C˙
as
[η] dV −Gext(η),
∆f(u;η,∆u) =
∫
Ω
1
2
C˙
as
[η] :
dS(Cas)
dCas
: C˙
as
[∆u] dV +
∫
Ω
1
2
S(Cas) : C¨
as
[η,∆u] dV.
(2.51)
Es mu¨ssen also die ersten beiden Ableitungen von
Cas = Cas(C) (2.52)
nach der Verschiebung u bestimmt werden. Dazu werden zuvor die entsprechenden Ableitungen
von C (C.37) im Kollokationspunkt p angegeben,
C˙
(p)
km[∆u] =
ndofs∑
i=1
Bpkmi∆ui = B[∆u],
C¨
(p)
km[∆u,η] =
ndofs∑
i=1
ndofs∑
j=1
Gpkmij∆uiηj = G[∆u,η],
(2.53)
wobei ndofs die Anzahl der Freiheitsgrade auf der Zelle bedeutet. Einsetzen in (2.49) liefert die
gewu¨nschten Ableitungen
C˙
as (q)
[∆u] =
nq+8∑
p=1
Aqp : C˙
(p)
[∆u], q = 1, . . . , nq,
C˙
as (q)
abi ∆ui =
nq+8∑
p=1
AqpabkmB
p
kmi∆ui, q = 1, . . . , nq; i = 1, . . . , ndofs
(2.54)
und
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C¨
as (q)
[∆u] =
nq+8∑
p=1
Aqp : C¨
(p)
[∆u], q = 1, . . . , nq,
C¨
as (q)
abij ∆uiηj =
nq+8∑
p=1
AqpabkmG
p
kmij∆uiηj , q = 1, . . . , nq; i = 1, . . . , ndofs; j = 1, . . . , ndofs.
(2.55)
Die vorhandenen Symmetrien wurden in der Darstellung nicht beru¨cksichtigt. Es mu¨ssen also die
Deformation C und ihre Ableitungen (2.53) in den Quadraturpunkten und den 8 zusa¨tzlichen
Punkten aus Abb. 2.3 gebildet werden. Aus diesen setzen sich dann die modifizierte Deformation
Cas und ihre Ableitungen in den Quadraturpunkten zusammen. Wenn in (2.54) und (2.55) die
Summationen ausgefu¨hrt werden, so ergibt sich
C˙
as (q)
km [∆u] =
ndofs∑
i=1
Bas (q)kmi ∆ui = B
as[∆u],
C¨
as (q)
km [∆u,η] =
ndofs∑
i=1
ndofs∑
j=1
Gas (q)kmij ∆uiηj = G
as[∆u,η]
(2.56)
Die Anwendung der Assumed-Strain-Formulierung bedeutet also, dass (2.53) durch (2.56) ersetzt
wird.
2.3 Gemischte und Enhanced-Strain-Formulierung
Es werden die Gemischte und die Enhanced-Strain-Formulierung vereinigt. Die gegenseitige Durch-
dringung und Verflechtung der beiden Formulierungen entsteht aus der Fortfu¨hrung der den For-
mulierungen innewohnenden Methoden.
2.3.1 Lagrange-Funktional
Es werden das Lagrange-Funktional fu¨r die Enhanced-Strain-Formulierung (2.39),
L =
∫
Ω
Ψ + S : (Bes[a]−CE) dV −Wext(u)→ stat., (2.57)
und das Lagrange-Funktional fu¨r die Gemischte Formulierung (2.3),
L(u, θ, p¯) =
∫
Ω
W¯ (C¯
e
(u, θ)) + Ψ2 dV +
∫
Ω
p¯(log(J(u))− θ) dV −Wext(u)→ stat. (2.58)
vereint. Es werden also beide Nebenbedingungen hinzugefu¨gt und C durch C+CE ersetzt. Dabei
wird C¯
e
= Ce(C¯ ,F p) (C.32) verwendet:
L(CE ,S,a,u, θ, p¯) =
∫
Ω
W¯
(
Ce(C¯(C +CE , θ),F
p
)
+ Ψ2 dV
+
∫
Ω
S : (Bes[a]−CE) dV
+
∫
Ω
p¯(log(J(C +CE))− θ) dV −Wext(u)→ stat.,
(2.59)
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2.3.2 Euler-Lagrange-Gleichungen
Die Euler-Lagrange-Gleichungen fu¨r die Enhanced-Strain-Formulierung (2.40) und die fu¨r die Ge-
mischte Formulierung in Abschnitt 2.1.3 ergeben folgendes Resultat: Die Spannung aus der Ge-
mischte Formulierung (2.14),
S = p¯C−1 + 2dCΨ2 + J
− 2ndim F p
−1
DEV
[
2∂C˜eW˜ (C˜
e
)
]
F p
−T
, (2.60)
ist mit C durch C + Bes[a] ersetzt in den Gleichungen (2.41) und (2.42) einzusetzen.
2.3.3 Diskretisierung des volumetrischen Terms
Es wird nun die Ableitung ˙¯J (2.16) fu¨r die Abha¨ngigkeit J(u,a) = J(C(u) + Bes[a]) ausgefu¨hrt.
Es wird analog zu (2.16) verfahren. Die Ableitung von J¯ = exp(θ) mit θ = 1|K|
∫
K
log(J(u,a)) dV
(2.15) lautet
˙¯J = duJ¯ · η + daJ¯ · a¯ = dC J¯ :
(
C˙[η] + Bes[a¯]
)
= J¯ ′(θ)dCθ :
(
C˙[η] + Bes[a¯]
)
=
J¯
|K|
∫
K
1
J
1
2J [C + B
es[a]]
−1
:
(
C˙[η] + Bes[a¯]
)
dV = J¯
(
div [η] + divB [a¯]
)
.
(2.61)
mit
div [η] :=
1
|K|
∫
K
1
2
(C + Bes[a])−1 : C˙[η] dV,
divB [a¯] :=
1
|K|
∫
K
1
2
(C + Bes[a])−1 : Bes[a¯] dV
(2.62)
Wie schon in (2.18) wird die Zerlegung der volumetrischen Tangente (1.34) angewendet, und statt
fu¨r C = 2dCS werden (2.41) und (2.42) nur fu¨r Cvol(1) = 2p¯′(J¯) (C + Bes[a])−1 ∂C J¯ ausgefu¨hrt.
Dabei wird (2.61) verwendet:
1
2
∫
Ω
C˙[η] :
1
2
Cvol(1) :
(
C˙[∆u] + Bes[∆a]
)
dV
=
1
2
∑
K∈Th
∫
K
C˙[η] : (C + Bes[a])−1 p¯′(J¯)J¯
(
div [η] + divB [a¯]
)
dV
=
∑
K∈Th
|K|p¯′(J¯)J¯ div [η]⊗ (div [η] + divB [a¯])
(2.63)
und
1
2
∫
Ω
Bes[a¯] :
1
2
Cvol(1) :
(
C˙[∆u] + Bes[∆a]
)
dV
=
1
2
∑
K∈Th
∫
K
Bes[a¯] : (C + Bes[a])−1 p¯′(J¯)J¯
(
div [η] + divB [a¯]
)
dV
=
∑
K∈Th
|K|p¯′(J¯)J¯ divB [a¯]⊗
(
div [η] + divB [a¯]
)
.
(2.64)
Durch die Gemischte Formulierung lauten die Beitra¨ge von Cvol(1) zum Gleichungssystem (2.43)
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ηThK
vol(1)
dd ∆uh = |K| p¯′(J¯)J¯ div [η]⊗ div [∆u],
ηThK
vol(1)
da ∆a = |K| p¯′(J¯)J¯ div [η]⊗ divB [∆a],
a¯TK
vol(1)
ad ∆uh = |K| p¯′(J¯)J¯ divB [a¯]⊗ div [∆u],
a¯TKvol(1)aa ∆a = |K| p¯′(J¯)J¯ divB [a¯]⊗ divB [∆a].
(2.65)
Die erste Gleichung (2.65)1 ist wieder (2.18). Die Beitra¨ge von Cvol(2) = −2p¯(J¯)IC−1 (1.34) zum
Gleichungssystem (2.43) lauten mit IC−1 (C.118)
ηThK
vol(2)
dd ∆uh = −
1
2
∫
K
p¯(J¯)B[η] : IC−1 : B[∆u] dV,
ηThK
vol(2)
da ∆a = −
1
2
∫
K
p¯(J¯)B[η] : IC−1 : Bes[∆a] dV,
a¯TK
vol(2)
ad ∆uh = −
1
2
∫
K
p¯(J¯)Bes[a¯] : IC−1 : B[∆u] dV,
a¯TKvol(2)aa ∆a = −
1
2
∫
K
p¯(J¯)Bes[a¯] : IC−1 : Bes[∆a] dV.
(2.66)
Die restlichen Beitra¨ge zum Gleichungssystem werden entsprechend von der deviatorischen Tan-
gente C˜ (1.24) geliefert.
2.4 Numerischer Vergleich der Formulierungen
Es werden die primale, die gemischte und die Enhanced-Strain-Formulierung (Abschnitt 2.2.1) bei
der Berechnung einer Schale miteinander verglichen, wobei alle Methoden auch mit der Assumed-
Strain-Formulierung aus Abschnitt 2.2.2 kombiniert werden.
Als erstes zeigt sich, dass es bei allen drei Formulierungen zur Bildung netzabha¨ngiger Muster
in der Lo¨sung kommt, welche durch die Kombination mit der Assumed-Strain-Formulierung fast
vollsta¨ndig verschwinden.
Neben der Musterbildung ist Locking der zweite große Aspekt: Die gemischte Formulierung oder die
Enhanced-Strain-Formulierung verringern die Steifigkeit der Schale auf in etwa ein Drittel, wobei
die Assumed-Strain-Formulierung fu¨r eine weitere Reduzierung sorgt (Abb. 2.9 und Tab. 2.1).
26
2.4 Numerischer Vergleich der Formulierungen
Abbildung 2.4: Eine Schale in Form einer Halbkugel ist in ihrer Schnittebene unverschieblich gela-
gert. Von oben wird ein Hindernis in Form eines Torus abgesenkt. Die Schale mit Radius r = 1 hat
die Wandsta¨rke 0.025r. Um Verzweigungsprobleme (Durchschlagen, Beulen) zu umgehen, erha¨lt
die Schale in der unverformten Lage glatte Ausbuchtungen der Tiefe 0.05r, die links im Schnitt
mit einer Kugel erkennbar sind. Aufgrund der Symmetrie wird nur ein Viertel der Halbkugel be-
rechnet. Auf den Schnittfla¨chen sind Symmetrierandbedingungen gegeben. Die Schale ist u¨ber die
Wandsta¨rke mit nur einer FE-Zelle vernetzt. Der Torus wird so weit abgesenkt, bis sein Mittel-
punkt gleich dem Mittelpunkt der Kugel ist. Anschließend wird der Torus wieder angehoben. Diese
Schritte sind rechts zu sehen.
Abbildung 2.5: Dargestellt ist die Verformung nach Entlastung fu¨r die primale Formulierung ohne
(links) und mit (rechts) der Assumed-Strain-Formulierung. Die von-Mises-Vergleichsspannung zeigt
links stark ausgepra¨gte netzabha¨ngige Muster, die rechts kaum noch vorhanden sind. Auf dem Rand
jeder Zelle sind mit vier Vierecken jeweils gleicher Farbe die Werte in den 8 Quadraturpunkten der
Zelle dargestellt. Diese Darstellung hebt die Musterbildung besonders hervor.
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Abbildung 2.6: Dargestellt ist die Verformung nach Entlastung fu¨r die gemischte Formulierung
ohne (links) und mit (rechts) der Assumed-Strain-Formulierung. Das Ergebnis unterscheidet sich
stark von dem in Abb. 2.5. Die Assumed-Strain-Formulierung verhindert auch hier die Bildung von
netzabha¨ngigen Mustern.
Abbildung 2.7: Dargestellt ist die Verformung nach Entlastung fu¨r die Enhanced-Strain-
Formulierung ohne (links) und mit (rechts) der Assumed-Strain-Formulierung. Die Enhanced-
Strain-Formulierung erfordert eine Quadraturformel dritter statt zweiter Ordnung. Auf jeder Zelle
gibt es also 27 statt 8 Quadraturpunkte. Entsprechend feinteiliger ist das Muster links, welches
rechts nahezu vollsta¨ndig unterbunden wird.
Abbildung 2.8: Es werden die Lo¨sungen der gemischten Formulierung (links) aus Abb. 2.6 und der
Enhanced-Strain-Formulierung (rechts) aus Abb. 2.7, beide in der Assumed-Strain-Formulierung,
verglichen. Beide Lo¨sungen werden in der gleichen Farbskala dargestellt. Deshalb sind die Farb-
kontraste links gegenu¨ber denen in Abb. 2.6 schwa¨cher. Das Netz aus dem rechten Bild ist links
magentafarben dargestellt.
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Abbildung 2.9: Es werden fu¨r alle Formulierungen die Kra¨fte berechnet, welche das Hindernis auf
die Schale ausu¨bt, und u¨ber der Zeit aufgetragen. Die gemischte Formulierung und die Enhanced-
Strain-Formulierung bewirken, dass die Presskraft stark reduziert wird. Es liegt nahe, dass hier das
Pha¨nomen des Lockings zu beobachten ist. Es zeigt sich, dass die Presskraft durch die Assumed-
Strain-Formulierung weiter verkleinert wird.
Methode Mittlere Presskraft Zeit des Lo¨sens Zeit der Assemblierung
Primal 3.00 0.85 0.08
Primal und A. S. 2.82 0.97 0.29
Gemischt 1.18 0.88 0.07
Gemischt und A. S. 0.76 1.11 0.27
Enhanced Strain 1.30 0.78 0.44
Enhanced Strain und A. S. 1.00 1.00 1.00
Tabelle 2.1: Es wird links die u¨ber die Zeit gemittelte Presskraft aus Abb. 2.9 dargestellt, wobei die-
se auf die letzte Zeile bezogen wird. Ebenso werden die relativen Zeiten dargestellt, welche fu¨r das
Assemblieren und Lo¨sen der Gleichungssysteme gebraucht werden. Die Gleichungssysteme haben
fu¨r alle hier betrachteten Formulierungen die gleiche Dimension. Es fa¨llt auf, dass die Assumed-
Strain-Formulierung eine Verschlechterung des Lo¨sungsverhaltens bewirkt. Bei der primalen und
der gemischten Formulierung vervierfacht die Assumed-Strain-Formulierung die Zeitdauer der As-
semblierung. Der hohe Aufwand fu¨r die Enhanced-Strain-Formulierung liegt darin begru¨ndet, dass
nun in 27 statt 8 Quadraturpunkten je Zelle das lokale Problem zu lo¨sen ist.
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Die Modellierung in der Elastoplastizita¨t erfolgt u¨ber die Erweiterung der freien Energie und
einer entsprechenden Fließfunktion. Nach einem einheitlichen Verfahren ergibt sich ein Satz an
Evolutionsgleichungen, welche auf ebenso systematische Weise gelo¨st werden. Fu¨r die hierarchische
Modellierung ergeben sich drei verschiedene Typen:
• Die freie Energie und die Fließfunktion werden um weitere unabha¨ngige Variablen erga¨nzt,
die jeweils zu einer zusa¨tzlichen Evolutionsgleichung fu¨hren.
• Die einzelnen Bestandteile der freie Energie und der Fließfunktion werden in ihrer Qualita¨t
hierarchisch modelliert. So kann die Fließfunktion isotrop oder anisotrop sein. Das Scha¨di-
gungspotential kann linear oder quadratisch sein.
• Die inneren Variablen werden in ihrer Dimension reduziert. So wird der Scha¨digungstensor
zweiter Stufe B durch einen Skalar ersetzt. Statt des unsymmetrischen plastischen Deforma-
tionsgradienten F p wird der symmetrische Tensor Ce als innere Variable verwendet.
Die ra¨umlich unstetigen inneren Variablen neigen zur netzabha¨ngigen Instabilita¨t, weshalb erst
durch zusa¨tzliche nicht-lokale Methoden ein brauchbares Ergebnis erzielt wird.
3.1 Hierarchie aus Modelleigenschaften
Die freie Energie Ψ (1.7) und die Fließfunktion φ (C.137) ko¨nnen von weiteren inneren Variablen
abha¨ngen. Naheliegend bieten sich hier die kinematische Verfestigung αk und die Scha¨digung B
an. Auf diese Weise entsteht eine Hierarchie von Modellen, wobei jedes Modell durch eine be-
stimmte Kombination von Eigenschaften gekennzeichnet ist. Diese grundsa¨tzlich offene Hierarchie
von Modellen wird systematisch formuliert. Innerhalb dieses Konzepts sind alle inneren Variablen
unstetig im Raum.
Es wird die freie Energie um das isotrope Verfestigungspotential H (C.140) und das kinematische
Verfestigungspotential I (C.143) erga¨nzt. Die elastische Energie W¯ (1.14) erha¨lt als weiteres Ar-
gument die Scha¨digung B:
Ψ(Ce,B, α,αk) = W¯ (Ce,B) +H(α) + I(αk). (3.1)
Aus der Ungleichung der Dissipation Dint = 12S : C˙ − Ψ˙ folgen die konjugierten Variablen
S¯ = 2∂CeW¯ ,
∆ = −∂BW¯ ,
Qk = −∂αkI,
q = −dαH(α),
Dint = Σ : Lp + qα˙+Qk : α˙k + ∆ : B˙ ≥ 0.
(3.2)
Die Fließfunktion (C.137),
φ = I2
(
dev
[
Σ−Qk
])
+ βAF I2(Q
k)− n2φy2(Θ, α) + ϕ(∆,B) ≤ 0, (3.3)
erlaubt ebenfalls eine weitere Modellierung. Der zweite Term bewirkt die nach Armstrong-Frederick
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benannte sa¨ttigende kinematische Verfestigung. ϕ(∆,B) ist das Scha¨digungspotential. φˆ kann wei-
terhin isotrop oder anisotrop sein. Aus der Minimierung des Lagrange-Funktionals L = −Dint+γφ
ergeben sich die Evolutionsgleichungen
Lp = γ∂Σφ, α˙ = γ∂qφ, B˙ = γ∂∆φ, α˙
k = γ∂Qkφ. (3.4)
Die Kuhn-Tucker-Bedingungen treten hinzu:
φ ≤ 0, γ ≥ 0, φγ = 0. (3.5)
3.2 Hierarchie aus Isotropie und Anisotropie
Ist sowohl die elastische Energie W¯ (1.14) als auch die Fließfunktion φ (C.137) isotrop, so kommu-
tieren Σ undCe (C.9). In diesem Spezialfall der isotropen Elastoplastizita¨t kann die Diskretisierung
in der Basis der Hauptachsen (C.18) erfolgen. Diese Formulierung wird in Abschnitt B ausgefu¨hrt.
Die Kommutation bewirkt, dass der plastische Spin W p (C.42)2 verschwindet. Daraus folgt D
p =
sym [CeLp ] = CeLp (C.42)1. Einsetzen von D
p und der Evolutionsgleichung Lp = γ∂Σφ (3.4)1 in
C˙ = F p
T
[
C˙
e
+ 2Dp
]
F p (C.43) und Umstellen nach C˙
e
fu¨hrt auf die Evolutionsgleichung
C˙
e
= F p
−T
(Ce)C˙F p
−1
(Ce)− 2Ceγ∂Σφ. (3.6)
Als innere Variable wird nun Ce verwendet. Es werden nun zwei Modellreduktionen durchgefu¨hrt:
In der ersten Reduktion wird die Abha¨ngigkeit F p(Ce) abgeschwa¨cht, indem F p als Konstante
betrachtet wird,
C˙
e
= F p
−T
C˙F p
−1 − 2Ceγ∂Σφ, (3.7)
die am Ende eines Zeitschritts aktualisiert wird. Dadurch vera¨ndert sich der Charakter des numeri-
schen Schemas hin zu einer Fixpunktiteration. In der zweiten Modellreduktion wird zur anisotropen
Elastoplastizita¨t zuru¨ckgekehrt. Damit gilt W p 6= 0. Es wird nun jedoch als entscheidender Mo-
dellierungsschritt W p vernachla¨ssigt. Die Symmetrie muss wieder eingefu¨gt werden:
C˙
e
= F p
−T
C˙F p
−1 − 2sym [Ceγ∂Σφ] . (3.8)
Damit ist das Modell fu¨r eine schwach ausgepra¨gte Anisotropie gerechtfertigt. Die Vorteile des
Modells liegen in der Symmetrie der inneren Variablen und im vereinfachten Schema.
3.3 Diskretisierung der Evolutionsgleichungen
Die Evolutionsgleichungen (3.4) werden in der Zeit diskretisiert und als Residuum Rω = 0 ge-
schrieben. Neben der Modellreduktion (3.8) wird die Evolutionsgleichung Lp = γ∂Σφ (3.4)1 in drei
weiteren Varianten diskretisiert. Alle Varianten enthalten eine lineare Diskretisierung in der Zeit.
Eine Hierarchie ergibt sich nicht trotz unterschiedlicher Ansa¨tze und unterschiedlichem numeri-
schen Aufwand.
Die Evolutionsgleichung B˙ = γ∂∆φ (3.4)3 wird mit einer linearen Approximation der Zeitableitung
B˙ ≈ (Bn+1 −Bn)/∆t als Residuum geschrieben,
RB = Bn+1 −Bn −∆γ∂∆φ = 0. (3.9)
Ebenso wird die Evolutionsgleichung α˙k = γ∂Qkφ diskretisiert.
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Die Evolutionsgleichung α˙ = γ∂qφ (3.4)2 hat eine Ausnahmestellung und wird deshalb sofort dis-
kretisiert, αn+1 − αn = γ∆t ∂qφ. Fu¨r die spezielle Fließfunktion (C.136) lautet ∂qφ = nφ, fu¨r die
allgemeine Fließfunktion (C.137) hingegen
∂qφ(α) = 2n
2
φ(σY − q) = 2n2φy(Θ, α). (3.10)
In beiden Fa¨llen ist das Inkrement des plastischen Multiplikators
∆γ = γ∆t =
αn+1 − αn
∂qφ(α∗) (3.11)
mit der isotropen Verfestigung (und der Temperatur) gegeben.
Wenn das Scha¨digungspotential ϕ oder der Sa¨ttigungsterm in (C.137) unter das Quadrat geschrie-
ben wu¨rden, so hinge ∂qφ von weiteren Variablen als Θ und α ab. Damit wa¨re die Staffelung (s.
Abschnitt 3.4) des lokalen Problems nicht mehr mo¨glich.
3.3.1 Evolutionsgleichung direkt
Anstatt die Lo¨sungsfunktion der Differentialgleichung F˙
p
= γ∂ΣφF
p (3.13) zu bestimmen und
diese dann zu diskretisieren, kann die Differentialgleichung direkt diskretisiert werden:
RFp = F
p
n+1 − F pn −∆γ∂ΣφF p∗ = 0. (3.12)
3.3.2 Mit Exponentialfunktion und F p als innerer Variable
Die Evolutionsgleichung Lp = γ∂Σφ (3.4)1 mit L
p (C.41) wird in der Form
F˙
p
= γ∂ΣφF
p (3.13)
geschrieben. Die Lo¨sung (C.93) dieser Evolutionsgleichung lautet
F p(tn+ϑ) = exp
(∫ tn+ϑ
tn
γ(τ)∂Σφ(τ) dτ
)
F p(tn). (3.14)
α(τ) = ταn+1 + (1− τ)αn ist gegeben. Die Diskretisierung des Integrals erfolgt, indem die Fließ-
funktion zum Zeitpunkt tn+ϑ ausgewertet wird. Das diskrete Residuum lautet also
RFp = F
p
∗ − exp (∆γ∗∂Σφ)F pn = 0, (3.15)
wobei ∆γ∗ = (α∗ − αn)/∂qφ(α∗).
3.3.3 Mit Exponentialfunktion und Ce als innerer Variable
Zu (3.15) gibt es eine gleichwertige Alternative, in der statt F p die innere Variable Ce ist. Dazu
wird zuerst (3.15) in der Form F p∗ = eF
p
n geschrieben. Mit (C.29) folgt F ∗ = F
e
∗F
p
∗ = F
e
∗eF
p
n und
weiter F ∗F p
−1
n = F
e
∗e. F
e? := F ∗F p
−1
n entha¨lt gegebene Gro¨ßen. Umstellen liefert F
e
∗ = F
e?e−1.
Daraus ergibt sich die Gleichung Ce∗ = e
−TF e?
T
F e?e−1 = e−TCe?e−1 mit Ce? := F e?
T
F e? =
F p
−T
n C∗F
p−1
n . Das Residuum lautet also
RCe = C
e
∗ − e−TCe?e−1 = 0. (3.16)
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Diese Gleichung entha¨lt keine Modellreduktion in Bezug auf (3.15). Im Gegensatz zur Modellierung
(3.6), bei der die Abha¨ngigkeit F p(Ce) unbekannt bleibt, ist F p(Ce) = e(Ce)F pn hier gegeben.
3.3.4 Abspaltung des plastischen Spins
Es wird die Gleichung C˙ = F p
T
[
C˙
e
+ 2Dp
]
F p (C.43) nach Dp := sym [CeLp ] (C.42) umgestellt
und auch W p := skew[CeLp ] als weitere Gleichung hinzugefu¨gt:
sym [CeLp] =
1
2
(
F p
−T
C˙F p
−1 − C˙e
)
= γ sym [Ce∂Σφ] ,
asym
[
CeF˙
p
F p
−1]
= γ asym [Ce∂Σφ] .
(3.17)
Es wird nun nicht Ce als innere Variable verwendet wie in Abschnitt 3.2, sondern stattdessen F p.
Damit gibt es keine Modellreduktion in Bezug auf die Rotationen. Das Residuum lautet
RFp =
(
Rflow
Rspin
)
=
(
F p
−T
∗ (Cn+1 −Cn)F p
−1
∗ − (Cen+1 −Cen)− 2∆γNφS¯
axial
[
Ce∗(F
p
n+1 − F pn)F p
−1
∗ −∆γM̂Wp
] ) = 0, (3.18)
wobei NφS¯ = sym [C
e∂Σφ] und M̂Wp = asym [C
e∂Σφ].
3.3.5 Vernachla¨ssigung des plastischen Spins
Es wird die Evolutionsgleichung (3.8) diskretisiert:
C˙
e
= F p
−T
C˙F p
−1 − 2γ sym [Ce∂Σφ] . (3.19)
Als innere Variable wird nun Ce verwendet. F p wird als Konstante modelliert. Die lineare Diskre-
tisierung an der Stelle n+ ϑ mit C˙
e
= Ce∗ −Cen und C˙ = C∗ −Cn lautet
Ce∗ = C
e? − 2∆γ∗ sym [Ce∗∂Σφ] (3.20)
mit der Konstanten Ce? = F p
−T
(C∗ − Cn)F p
−1
+ Cen und mit ∆γ∗ = (α∗ − αn)/∂qφ(α∗). Das
Residuum lautet
RCe = C
e
∗ + 2∆γ∗ sym [C
e
∗∂Σφ]−Ce? = 0. (3.21)
3.4 Systematische Lo¨sung der lokalen Probleme
Es wurde gezeigt, dass sich je nach Modellierung und Diskretisierung eine Anzahl von Residuen
ergibt, wobei neben RFp oder RCe fu¨r jede weitere innere Variable B, α
k. . . ein weiteres Residuum
RB , Rαk . . . (3.9) hinzutritt. Zusammen mit φ = 0 (3.5) ist nun das lokale Problem gegeben. Im
elastischen Fall vereinfacht sich die Rechnung (1.29). Deshalb ist mit dem lokalen Problem immer
der plastische Fall gemeint.
Es wird nun gezeigt, dass sich das lokale Problem auf einheitliche Weise in einem zweistufig
gestaffelten Newton-Verfahren lo¨sen la¨sst. In Abschnitt 6.2.1 befindet sich weitere Darstellung
in Matrix-Vektor-Schreibweise. In Abschnitt 6.2.3 wird eine Alternative mit einem einstufigen
Newton-Verfahren beschrieben. Es werden die inneren Variablen in der Form
ω = (F p,B,αk, . . . ) bzw. ω = (Ce,B,αk, . . . ) (3.22)
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zusammengefasst. Die Residuen werden in einen Vektor geschrieben,
Rω =
 RFp oder RCeRB
Rαk
 = 0. (3.23)
Als zweites Residuum tritt die Fließfunktion
Rφ(α) = φ = 0 (3.24)
hinzu. Fu¨r jeden Newton-Schritt auf der oberen Stufe zur Lo¨sung von (3.24) ist zuvor (3.23) mit
gegebenem ∆γ (3.11) zu lo¨sen, wobei in diesem Newton-Verfahren auf der unteren Stufe zur Be-
rechnung eines jeden Inkrements δω = − (∂ωRω)−1◦Rω ein Gleichungssystem zu lo¨sen ist, welches
fu¨r ω = (F p,B,αk) ausgeschrieben δF pδB
δαk
 = −
 ∂FpRFp ∂BRFp ∂αkRFp∂FpRB ∂BRB ∂αkRB
∂FpRαk ∂BRαk ∂αkRαk
−1 ◦
 RFpRB
Rαk
 (3.25)
lautet. Mit der Lo¨sung ω, welche (3.23) erfu¨llt, wird nun das Inkrement δα = −(dαRφ)−1Rφ be-
rechnet, wobei die Linearisierung
dαRφ = ∂αRφ + ∂ωRφ ◦ dαω (3.26)
lautet. Zur Berechnung von dαω ist ein weiteres Gleichungssystem mit der Matrix aus (3.25) zu
lo¨sen,
dαω = − (∂ωRω)−1 ◦ ∂αRω, (3.27)
wozu die vollsta¨ndige Ableitung (C.128) verwendet wird. Diese darf angewendet werden, weil die
Voraussetzung Rω(ω) = 0 erfu¨llt ist.
3.5 Algorithmisch konsistente Tangente
Die algorithmisch konsistente Tangente wurde in Abschnitt 1.5 eingefu¨hrt. In der Schreibweise
(1.30) lautet sie
1
2
C = 2∂2CCΨ + F
p−1 ◦ F p−1 ◦ (∂CS¯ + ∂ωS¯ ◦ dCω +G : dCF p) . (3.28)
Es wurden bereits die Fa¨lle ω = (F p,B,αk, . . . ) und ω = (Ce,B,αk, . . . ) unterschieden. Es wer-
den nun die vollsta¨ndigen Ableitungen dCω fu¨r beide Fa¨lle gemeinsam berechnet. Anschließend
werden die Unterschiede erla¨utert, welche sich aus der Verwendung von F p oder Ce als innerer
Variable ergeben. Die folgende Herleitung findet sich in Abschnitt 6.2.2 in gro¨ßerer Allgemein-
heit. Dort erfolgen alle Operationen, die hier nur symbolisch dargestellt sind, als Matrix-Vektor-
Operationen. dCF
p bzw. dCC
e und dCB in (3.28) sind die ersten beiden Zeilen der vollsta¨ndigen
Ableitung
dCω = ∂Cω
∣∣∣
α=konst.
+ dαω
∣∣∣
C=konst.
⊗ dCα
∣∣∣
ω=konst.
. (3.29)
Die einzelnen Terme werden u¨ber die vollsta¨ndige Ableitung (C.128), dxy = − [dyf ]−1 ◦ ∂xf , er-
halten. Voraussetzung dafu¨r ist, dass die Residuen verschwinden, also Rω = 0 (3.23) und Rφ = 0
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(3.24). Damit ist festgelegt, dass ω und α die Lo¨sung des lokalen Problems sein mu¨ssen. So ergibt
sich die folgende erste Zeile mit den Entsprechungen C → x, Rω → f und ω → y aus (C.128):
∂Cω
∣∣∣
α=konst.
= − [∂ωRω]−1 ◦ ∂CRω Analogie: C → x, Rω → f , ω → y,
dαω
∣∣∣
C=konst.
= − [∂ωRω]−1 ◦ ∂αRω α→ x, Rω → f , ω → y,
dCα
∣∣∣
ω=konst.
= − [dαRφ]−1 dCRφ C → x, Rφ → f , α→ y.
(3.30)
In der ersten Zeile muß eine Folge von Gleichungssystemen gelo¨st werden, aus deren Lo¨sungen sich
∂Cω zusammensetzt. In der zweiten Zeile ist dαω bereits als Lo¨sung des Gleichungssystems (3.27)
gegeben. In der dritten Zeile ist dαRφ (3.26) bekannt.
3.5.1 F p als innere Variable
Wenn F p als innere Variable verwendet wird, so gilt in (3.30)3
dCRφ = dCeRφ : [∂CC
e + ∂FpC
e : ∂CF
p] + ∂BRφ : ∂CB + ∂αkRφ : ∂Cα
k
= dCeRφ : ∂CC
e + ∂ωRφ ◦ ∂Cω
= ∂C
∣∣∣
ω=konst.
Rφ + ∂ωRφ ◦ ∂Cω,
(3.31)
wobei ∂Cω (3.30)1 bekannt ist. ∂CC
e (C.39) und ∂FpC
e (C.119) sind gegeben. dCF
p in (3.28) ist
die erste Zeile von dCω.
3.5.2 Ce als innere Variable
Wenn Ce als innere Variable verwendet wird, so gilt ∂CRφ = 0 und damit in (3.30)3
dCRφ = ∂ωRφ ◦ ∂Cω. (3.32)
Die vollsta¨ndige Ableitung dCF
p in (3.28) muss fu¨r das Residuum (3.16) aus F p = exp[∆γdΣφ]F
p
n
bestimmt werden,
dCF
p = ∂ωF
p ◦ dCω + ∂αF p ⊗ dCα. (3.33)
Fu¨r das Residuum (3.21) ist F p eine Konstante und damit dCF
p = 0.
3.6 Scha¨digung
Die Scha¨digung ist in mehrfacher Hinsicht fu¨r eine hierarchische Modellierung interessant:
• Bei der Reduktion der tensor- zur skalarwertigen Scha¨digung wird der Scha¨digungstensor
zweiter Stufe aufgespalten, so dass ein konstanter Tensor und ein Skalar als neue innere
Variable entsteht.
• Die elastische Energie und das Scha¨digungspotential ko¨nnen in linearer, quadratischer oder
ho¨herer Potenz von der Scha¨digungsvariable abha¨ngen. Dies ist ein Beispiel dafu¨r, wie ein-
zelne Terme der freien Energie und der Fließfunktion in unterschiedlicher Qualita¨t modelliert
werden ko¨nnen und dadurch eine Hierarchie von Modellen bilden.
• Das Material wird nur in kleinen, im Voraus unbekannten Bereichen stark gescha¨digt. Eine
solche Lokalisierung eignet sich besonders fu¨r eine adaptive Modellwahl.
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• Die Scha¨digung verlangt nach weiteren Modellen bei Materialerweichung (s. Abschnitt 4)
und Materialversagen. Das macht sie zu einem aussichtsreichen Anwendungsgebiet.
3.6.1 Tensorwertige Scha¨digung
Die elastische Energie W¯ (Ce) (1.14) erha¨lt als weiteres Argument den symmetrischen Scha¨digungs-
tensor zweiter Stufe B. Aus der elastischen Energie W¯ (Ce,B) ergibt sich die konjugierte Scha¨di-
gungsvariable ∆ = −∂BW¯ (Ce,B) (3.2)2. Wird stattdessen die skalarwertige Scha¨digungsvariable
b verwendet, so lautet die elastische Energie W¯ (Ce, b) und die konjugierte Scha¨digungsvariable
δ = −∂bW¯ (Ce, b). Dazu geho¨ren die Scha¨digungspotentiale ϕ(∆,B) und ϕ(δ, b).
Die quadratische elastische Energie W¯ (Ce) (C.64) ist eine Funktion der ersten beiden Basisinvari-
anten Ik(E
e) (C.14). Die isotrope deviatorische Energie W˜ (C˜
e
) (1.35) ist eine Funktion der zweiten
Basisinvarianten I2(E˜
e
). Die elastische Energie W¯ (Ce,B) ist eine Funktion der Basisinvarianten
Ik(E
e,B) (Tab. 3.1), welche aus den ersten drei Basisinvarianten Ii(E
e) durch eine Erweiterung
hervorgehen. Mit B = 1 ergeben sich wieder die ersten drei Basisinvarianten. Es ist eine Frage der
W (A) = W (I1, I2, I3) W (A,P ) = W (I1, . . . , I15)
Ersetzung von I1, I2, I3
linear quadratisch kubisch
I1 = 1 : A I7 = P : A I9 = [PA] : P I13 = [PAP ] : P
I2 = 1 : A
2 I8 = [AP ] : A I10 = [APA] : P I14 = [APAP ] : P
I3 = 1 : A
3 I11 = [APA] : A I12 = [PAPA] : A I15 = [PAPAP ] : A
Tabelle 3.1: Der Einheitstensor 1 in I1, I2 und I3 kann durch P in beliebiger Potenz ersetzt werden.
Dieses ist bis zur dritten Potenz in der Tabelle oben dargestellt. Fu¨r P = 1 ergibt sich wieder die
linke Spalte. Der spha¨rische Tensor P = p1 bewirkt, dass die ersten drei Basisinvarianten in
der linken Spalte entsprechend dem Polynomgrad der Ersetzung rechts skaliert werden, also z. B.
I10(A, p1) = p
2I2(A).
Modellierung, ob B in linearer, quadratischer oder kubischer Potenz auftritt. Der ungescha¨digte
Zustand liegt mit B = 1 vor, wa¨hrend det(B) = 0 die Zersto¨rung bedeutet. Dieser Fall muß nu-
merisch ausgeschlossen werden, weil sonst die Elliptizita¨t verloren geht. Ein Ansatz hierzu ist die
Parametrisierung, s. Abschnitt 3.6.4.
3.6.2 U¨bergang von tensor- zu skalarwertiger Scha¨digung
Es soll nun von der tensor- zur skalarwertigen Scha¨digung gewechselt werden, ohne dass dabei die
bisher berechnete Scha¨digung verloren geht. Dazu wird B wird in einen konstanten unimodularen
Tensor B˜ mit der Eigenschaft det B˜ = 1 und die skalarwertige Scha¨digungsvariable b aufgespalten,
B = bB˜, B˜ = konst., b = (detB)
1
ndim . (3.34)
Bei dem Wechsel von B zu b bleibt die tensorwertige Scha¨digung in der Konstanten B˜ gespeichert,
und es a¨ndert sich fortan nur noch der skalarwertige Anteil b. Bei einem Wechsel zuru¨ck wird
B wieder zusammengesetzt. Fu¨r die elastische Energie mit tensorwertiger Scha¨digung wird die
Bezeichnung WB = W¯ (C
e,B) eingefu¨hrt. Die elastische Energie nach dem Abstieg heißt ab jetzt
Wb = W¯ (C
e, B˜, b). δ = −∂bWb kann aus WB berechnet werden, wenn B˜ konstant ist,
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δ = −∂BWB : ∂bB = ∆ : B˜. (3.35)
Die Probe zeigt, dass sich ∆ in der Form
∆ =
1
ndim
δB˜
−1
(3.36)
zerlegt. Es werden nun ∆ undB in ihrer Zerlegung in das Scha¨digungspotential ϕ(∆,B) eingesetzt,
welches gleich dem Potential fu¨r die skalarwertige Scha¨digung ϕSD(δ, b, B˜) ist. Als erstes werden
Scha¨digungspotentiale betrachtet, welche symmetrisch in ∆ und B sind. Dabei neutralisiert sich
B˜, und es gilt ϕSD(δ, b) = ϕSD(δ, b, B˜):
ϕ(∆,B) = I15(∆,B) = [∆B∆B∆] : B =
δ3b3
n3dim
[
B˜
−1
B˜B˜
−1
B˜B˜
−1]
: B˜ =
δ3b3
n2dim
= ϕSD(δ, b),
ϕ(∆,B) = I10(∆,B) = [∆B∆] : B =
δ2b2
n2dim
[
B˜
−1
B˜B˜
−1]
: B˜ =
δ2b2
ndim
= ϕSD(δ, b),
ϕ(∆,B) = I7(∆,B) = ∆ : B =
δb
ndim
B˜
−1
: B˜ = δb = ϕSD(δ, b).
(3.37)
Fu¨r unsymmetrische Scha¨digungspotentiale hebt sich B˜ nicht heraus,
ϕ(∆,B) = I8(∆,B) = [∆B] : ∆ =
δ2b
n2dim
[
B˜
−1
B˜
]
: B˜
−1
=
δ2b
n2dim
tr
[
B˜
−1]
=
δ2b
n2dim
I1
(
B˜
−1)
= ϕSD(δ, b, B˜),
ϕ(∆,B) = I8(∆,B
−1) = [∆B−1] : ∆ =
δ2
bn2dim
[
B˜
−1
B˜
−1]
: B˜
−1
=
δ2
bn2dim
tr
[
B˜
−3]
=
δ2
bn2dim
I3
(
B˜
−1)
= ϕSD(δ, b, B˜).
(3.38)
3.6.3 Skalarwertige Scha¨digung
Im Fall der reinen skalarwertigen Scha¨digung gilt B˜ = 1 und damit B = b1. Im symmetrischen
Fall (3.37) a¨ndert sich nichts, im unsymetrischen Fall (3.38) lauten die Potentiale nun
ϕ(∆,B) = I8(∆,B) =
δ2b
ndim
= ϕSD(δ, b),
ϕ(∆,B) = I8(∆,B
−1) =
δ2
bndim
= ϕSD(δ, b).
(3.39)
3.6.1 Bemerkung. Das Scha¨digungspotential (3.39)2 kann bei Lemaitre & Desmorat [34],
(1.126) gefunden werden. In der originalen Schreibweise lautet es
FD =
S
(s+ 1)(1−D)
(
Y
S
)s+1
, (3.40)
wobei hier δ = Y , b = 1−D und der Parameter s = 1 gewa¨hlt wurde:
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ϕ(δ, b) =
S
(s+ 1)b
(
δ
S
)s+1
=
S−s
(s+ 1)
δs+1
b
=
ndim
2S
δ2
ndimb
. (3.41)
3.6.4 Parametrisierung
Mit einer Parametrisierung der Scha¨digung soll dem Zustand des vollsta¨ndigen Materialversagens
beliebig nahegekommen werden, ohne ihn tatsa¨chlich zu erreichen. Die numerischen Probleme, die
so vermieden werden sollen, treten jedoch an anderer Stelle auf. So wird die Ableitung nach dem
Parameter numerisch zu klein. Die bessere Lo¨sung besteht darin, ein Modell zu verwenden, das ein
zersto¨rtes Material beschreiben kann.
Parametrisierung der skalarwertigen Scha¨digung
Der Fall b ≤ 0 darf aus numerischen Gru¨nden nicht eintreten. Deshalb wird b so parametrisiert, dass
b(ξ) > 0 fu¨r ξ ∈ R, also z. B. b(ξ) = exp(−aξ) mit dem konstanten Parameter a > 0. Der Fall b > 1
fu¨r ξ < 0 ist zwar unphysikalisch, jedoch numerisch unproblematisch. Mit dem Gleichungssystem
(3.25) soll das Inkrement δb berechnet werden. Mit ξ = − log(b)/a folgt die Ersetzung
δb = b′(ξ)δξ. (3.42)
Mit der Lo¨sung δξ wird ξ aktualisiert und damit auch b(ξ).
Parametrisierung der tensorwertigen Scha¨digung
Fu¨r die tensorwertige Scha¨digung ko¨nnte analog mit der Exponentialabbildung (C.90) in der Form
B(Ξ) = exp(−aΞ) parametrisiert werden, was jedoch teuer ist. Stattdessen wird die Zerlegung
B = bB˜ verwendet:
Der symmetrische Tensor B˜ hat sechs Komponenten, aufgrund der Bedingung det(B˜) = 1 jedoch
nur fu¨nf Freiheitsgrade. Als sechster Freiheitsgrad wird Ξ6 = ξ hinzugefu¨gt:
B(Ξ) = b(Ξ6)B˜(Ξ1,Ξ2, . . . ,Ξ5) (3.43)
Damit kann B analog zu (3.42) mit dem symmetrischen Tensor Ξ parametrisiert werden,
δB =
dB(Ξ)
dΞ
: δΞ. (3.44)
3.7 Anisotrope Funktionen
Jede isotrope skalarwertige Funktion in der freien Energie (3.1) und in der Fließfunktion (C.137)
kann durch eine anisotrope Funktion ψ¯ (C.49) ersetzt werden. Es geht also um die elastische
Energie W¯ , das kinematische Verfestigungspotential I, die beiden zweiten Basisinvarianten in der
Fließfunktion (C.137) und das Scha¨digungspotential ϕ.
Ein besonderer Fall sind dabei die Funktionen, die bereits zwei Argumente haben, na¨mlich W¯ und
ϕ. Es wird nun das Produkt der beiden Argumente den ersten drei Basisinvarianten u¨bergeben.
Am Beispiel der isotropen elastischen Energie zeigt sich,
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I1(E
eB) = tr [EeB] = I7(E
e,B),
I2(E
eB) = tr
[
(EeB)2
]
= tr [EeBEeB] = I10(E
e,B),
I3(E
eB) = tr
[
(EeB)3
]
= tr [EeBEeBEeB] = I15(E
e,B),
(3.45)
dass dies nach Tabelle 3.1 eine Einschra¨nkung auf die Basisinvarianten I7, I10 und I15 bedeutet. Mit
dieser Einschra¨nkung kann nun die anisotrope Funktion W¯ (Ce,B) = ψ¯(EeB) (C.49) verwendet
werden. Gleiches gilt fu¨r ϕ(∆,B) = ψ¯(∆B). Zu beachten ist der Verlust der Symmetrie (C.9).
3.7.1 Bemerkung. Am Beispiel des Produkts X = EB wird gezeigt, wie sich die ersten und
zweiten Ableitungen ergeben: Aus
(dEX)ijpq =
1
2
(δipBqj + δiqBpj) , (dBX)ijpq =
1
2
(Eipδjq + Eiqδjp) (3.46)
folgen die ersten Ableitungen,
dEψ¯(X) = dX ψ¯ : dEX, dBψ¯(X) = dX ψ¯ : dBX, (3.47)
und die zweiten:
d2BBψ¯(X) = (d
2
XX ψ¯ : dBX) : dBX,
d2EEψ¯(X) = (d
2
XX ψ¯ : dEX) : dEX,
d2EBψ¯(X) = (d
2
XX ψ¯ : dBX) : dEX.
(3.48)
Anisotrope Funktionen ermo¨glichen eine Hierarchie in den Daten. So kann z. B. ein Material mit
kubischer Symmetrie lokal durch ein isotropes Material approximiert werden. Der Unterschied im
numerischen Aufwand ist jedoch vergleichsweise gering.
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In der Enhanced-Gradient-Formulierung ko¨nnen auf jeder einzelnen Zelle des FE-Netzes die Frei-
heitsgrade zusa¨tzlicher Felder hinzugefu¨gt und wieder entfernt werden. Jedes dieser Felder ent-
spricht einer inneren Variablen. Je nach Anzahl der aktivierten Felder ergeben sich die Modelle
einer Hierarchie. Dabei gibt es auch fu¨r ein einzelnes Feld eine zweistufige Hierarchie von Modellen:
Das Basismodell erho¨ht die Stetigkeit der zugeordneten inneren Variablen. Es handelt sich also nur
um eine verbesserte Diskretisierung. Das Referenzmodell hingegen gla¨ttet aufgrund von Diffusion
die Lo¨sung und hat damit eine zusa¨tzliche mechanische Eigenschaft.
Das Konzept der ra¨umlichen Unstetigkeit der inneren Variablen wird in extremen Situationen un-
genu¨gend. So kommt es zu netzabha¨ngigen Lo¨sungen bei Materialerweichung infolge Scha¨digung
oder bei Scherbandbildung. Die Ursache liegt im Verlust von Elliptizita¨t. Das Problem ließe sich
mit ra¨umlich stetigen inneren Variablen lo¨sen. Nun hat die ra¨umliche Unstetigkeit jedoch auch
Vorteile:
• Die inneren Variablen werden aus dem Gradienten der Verschiebung u berechnet, welche
gewo¨hnlich nur einmal schwach differenzierbar ist, womit bereits der Gradient ra¨umlich un-
stetig ist. Es ist also richtig, die inneren Variablen als unstetig aufzufassen.
• Die ra¨umliche Unstetigkeit erlaubt es, die lokalen Probleme in jedem Quadraturpunkt einzeln
und punktweise zu lo¨sen. Es sind also keine schwachen Formulierungen innerhalb der lokalen
Probleme erforderlich.
• Die Zerlegung des Gebietes in voneinander unabha¨ngige elastische und plastische Bereiche
ist mo¨glich.
• Gerade bei aufwendigen Modellen bedeutet die Zerlegung in lokale Probleme auch die Zerle-
gung des numerischen Aufwands. Ein zu großes Gleichungssystem wird so vermieden.
Es sollen nun alle diese Vorteile erhalten bleiben, und trotzdem soll die ra¨umliche Stetigkeit der
inneren Variablen erho¨ht werden. Dazu kann zu jeder inneren Variablen Ce,B, . . . eine ra¨umlich
stetige (nicht-lokale) Variable C¯
e
, B¯, . . . hinzugefu¨gt werden. Ob dies auch fu¨r die innere Variable
F p gilt, wird in Abschnitt 4.4 diskutiert. Im Rahmen der Enhanced-Gradient-Formulierung wird
die freie Energie Ψ (4.1) um zwei Potentiale erweitert. Die folgende Formulierung beruht auf der
Forderung nach Stationarita¨t Wint(u)−Wext(u)→ stat. (1.9).
4.1 Nicht-lokale Potentiale
Das nicht-lokale Penalty-Potential Ψnlocplt bewirkt die U¨bereinstimmung beider paarweiser Variablen
im Rahmen einer Penalty-Formulierung. Das nicht-lokale Gradienten-Potential Ψnlocgrad beeinflusst
die Sta¨rke der Gla¨ttung. Beide Potentiale erga¨nzen die freie Energie (1.7), (3.1),
Ψ(C, α,Ce,B,αk, C¯
e
, B¯) = W¯ (Ce,B) + I(αk) +H(α)
+Ψnlocgrad(C¯
e
,C) + Ψnlocplt (C
e, C¯
e
)
+Ψnlocgrad(B¯,C) + Ψ
nloc
plt (B, B¯).
(4.1)
Grundsa¨tzlich kann zu jeder inneren Variablen eine nichtlokale Variable hinzugefu¨gt werden. Dank
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homogener Neumann-Randbedingungen ∂nB¯ = 0 kann die nichtlokale Variable zellweise hinzuge-
schaltet werden, wodurch eine hierarchische, adaptive Modellierung ermo¨glicht wird.
Das nichtlokale Gradienten-Potential
Ψnlocgrad(B¯,C) =
c1
2
∇B¯ · ∇B¯ = c1
2
GRAD [B¯] ·C−1 ·GRAD [B¯],
=
c1
2
dB¯ij
dxk
dB¯ij
dxk
=
c1
2
dB¯ij
dXa
dXa
dxk
dB¯ij
dXb
dXb
dxk
=
c1
2
dB¯ij
dXa
F−1ak F
−T
kb
dB¯ij
dXb
(4.2)
entha¨lt den Gradienten in der Momentankonfiguration ∇B = dxB = dXB ·dxX, weil die Gla¨ttung
in Bezug auf das verformte Gebiet erfolgen muß. In der Formulierung in Bezug auf die Referenz-
konfiguration, welche in dieser gesamten Arbeit verwendet wird, entsteht so die Abha¨ngigkeit von
C. Die Gla¨ttung wirkt wie beim Laplace-Operator. Sie wird durch den Parameter c1 gewichtet.
Das nichtlokale Penalty-Potential
Ψnlocplt (B, B¯) =
c2
2
|B − B¯|2 (4.3)
beeinflusst u¨ber den Penalty-Parameter c2 den Grad der U¨bereinstimmung beider Variablen.
4.2 Globale Gleichungen
Mit der Energie Ψ (4.1) wird die innere Arbeit (1.7) in der Form Wint(u, B¯, C¯
e
, α,ω) =
∫
Ω
Ψ dV
geschrieben. Wie schon in (1.8) wird nun nach den globalen stetigen Variablen u, B¯ und C¯
e
abgeleitet, wobei die inneren Variablen (α,ω) konstant bleiben. Auch hier ist also die Staffelung in
ein globales Problem und lokale Probleme grundlegend. Die Ableitung der inneren Arbeit lautet
duWint · η + dF¯pWint : ζ + dB¯Wint : ξ
=
∫
Ω
[
F p
−1
∂CeW¯ (C
e)F p
−T
+ dCΨ
nloc
grad(C¯
e
,C) + dCΨ
nloc
grad(B¯,C)
]
: C˙[η] dV
+
∫
Ω
[
dC¯eΨ
nloc
grad(C¯
e
,C) + dC¯eΨ
nloc
plt (C
e, C¯
e
)
]
: ζ dV
+
∫
Ω
[
dB¯Ψ
nloc
grad(B¯,C) + dB¯Ψ
nloc
plt (B, B¯)
]
: ξ dV.
(4.4)
Aus der Forderung nach Stationarita¨t (1.9) folgt
W˙int(u, B¯, C¯
e
, α,ω)[η, ξ, ζ]− W˙ext(u)[η] = 0 (4.5)
und damit aus (4.4) die Impulsbilanz (1.5) mit
S = 2dCΨ = F
p−12∂CeW¯ (C
e)F p
−T
+ 2dCΨ
nloc
grad(C¯
e
,C) + 2dCΨ
nloc
grad(B¯,C), (4.6)
vgl. (C.57), und die beiden Gleichungen
dC¯eΨ
nloc
grad(C¯
e
,C) + dC¯eΨ
nloc
plt (C
e, C¯
e
) = 0,
dB¯Ψ
nloc
grad(B¯,C) + dB¯Ψ
nloc
plt (B, B¯) = 0.
(4.7)
Deren schwache Formulierung lautet mit (4.2) und (4.3)
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∫
Ω
cC
e
1 GRAD [C¯
e
] ·C−1 ·GRAD [ζ] dV =
∫
Ω
cC
e
2 (C
e − C¯e) : ζ dV,∫
Ω
cB1 GRAD [B¯] ·C−1 ·GRAD [ξ] dV =
∫
Ω
cB2 (B − B¯) : ξ dV.
(4.8)
Fu¨r C = 1 wu¨rde also fu¨r jede Komponente von B¯ eine Laplace-Gleichung vorliegen.
4.3 Erga¨nzung der konjugierten Variablen
Auf der lokalen Ebene sind nun C, C¯
e
und B¯ konstant. Mit der Energie Ψ (4.1) wird das Verfahren
aus Abschnitt 3.1 durchlaufen, welches ausfu¨hrlich in Abschnitt 5.2.3 erkla¨rt wird. Die Erweiterung
von Ψ bewirkt, dass die konjugierten inneren Variablen, S¯ fu¨r F p und ∆ fu¨r B, um jeweils einen
Term erga¨nzt werden. Die freie Energie (4.1) wird erneut hingeschrieben,
Ψ(C, α,Ce,B,αk, C¯
e
, B¯) = W¯ (Ce,B) + I(αk) +H(α)
+Ψnlocgrad(B¯,C) + Ψ
nloc
plt (B, B¯)
+Ψnlocgrad(C¯
e
,C) + Ψnlocplt (C
e, C¯
e
).
(4.9)
Die innere Dissipation Dint = 12S : C˙ − Ψ˙ kann nun gebildet werden, indem Ψ nach unabha¨ngigen
Variablen abgeleitet wird,
Dint = 1
2
S : C˙ − ∂CeΨ : C˙e − ∂BΨ : B˙ − dαHα˙− dαkI : α˙k ≥ 0. (4.10)
Mit S : C˙ = 2∂CΨ : C˙ + S¯ : C˙
e
+ 2Σ : Lp (C.62) ergibt sich
Dint =
[
1
2
S¯ − ∂CeΨ
]
: C˙
e
+ Σ : Lp − ∂BΨ : B˙ − dαHα˙− dαkI : α˙k ≥ 0, (4.11)
wobei ∂CΨ verschwindet, weil C konstant ist. Die Ungleichung muß fu¨r jeden beliebigen Prozess
(C˙
e
,Lp, B˙, α˙, α˙k) erfu¨llbar sein. Deshalb muß die eckige Klammer verschwinden. Es folgt
S¯ = 2∂CeΨ = 2∂CeW¯ − 2∂CeΨnlocplt ,
∆ = −∂BΨ = −∂BW¯ − ∂BΨnlocplt (B, B¯),
q = −dαH(α),
Qk = −dαkI(αk),
Dint = Σ : Lp + ∆ : B˙ + qα˙+Qk : α˙k ≥ 0.
(4.12)
Gegenu¨ber (3.2) sind S¯ und die konjugierte Scha¨digungsvariable ∆ um einen weiteren Term erga¨nzt
worden. Aus der Minimierung des Lagrange-Funktionals L = −Dint + λφ folgt
Lp = γ∂Σφ, B˙ = γ∂∆φ, α˙
k = γ∂Qkφ, α˙ = γ∂qφ. (4.13)
4.4 Diskussion der Alternative
Es geht nun um die Frage, ob es auch eine der inneren Variablen F p zugeordnete Enhanced-
Gradient-Variable F¯
p
gibt. Die freie Energie lautet in diesem Fall
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Ψ(C,Ce,F p, F¯
p
,B, B¯, α,αk) = W¯ (Ce,B) + I(αk) +H(α)
+Ψnlocgrad(B¯,C) + Ψ
nloc
plt (B, B¯)
+Ψnlocgrad(F¯
p
,C) + Ψnlocplt (F
p, F¯
p
).
(4.14)
Um die innere Dissipation Dint = 12S : C˙ − Ψ˙ bilden zu ko¨nnen, muß zuvor die Ableitung
dFpΨ
nloc
plt (F
p, F¯
p
) mit (C.123) in eine Ableitung nach Ce u¨berfu¨hrt werden,
dCeΨ
nloc
plt = −
1
2
Ce
−1
dFpΨ
nloc
plt F
pT . (4.15)
Dieses muß geschehen, weil C konstant ist und deshalb F p und Ce voneinander abha¨ngig sind. Die
innere Dissipation (4.10) wird gebildet, indem Ψ nach unabha¨ngigen Variablen abgeleitet wird. Um
zu (4.11) zu gelangen, wird die Identita¨t S : C˙ = 2∂CΨ : C˙ + S¯ : C˙
e
+ 2Σ : Lp (C.62) verwendet,
welche die Symmetrie von S¯ voraussetzt. Unter der Annahme, dass S¯ symmetrisch ist, folgt aus
(4.11)
S¯ = 2∂CeΨ = 2∂CeW¯ −Ce
−1
∂FpΨ
nloc
plt F
p. (4.16)
Offensichtlich ist S¯ jedoch nicht symmetrisch. Eine Enhanced-Gradient-Formulierung mit F¯
p
verla¨sst
also an dieser Stelle die u¨bliche Herleitung. Bereits die fehlende Symmetrie von S¯ bedeutet einen
Nachteil. Es zeigt sich, dass die Formulierung (3.16) als einzige an dieser Stelle brauchbar ist.
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Es wird die Thermoelastoplastizita¨t hierarchisch modelliert. Eine U¨bersicht der Modelle befindet
sich in Abschnitt 5.5. Aufgrund der Materialerweichung und der damit verbundenen Lokalisierung
ist die Temperaturabha¨ngigkeit besonders interessant fu¨r die Modelladaptivita¨t. Die Thermoelast-
oplastizita¨t fu¨gt sich in die Systematik von Abschnitt 6.2 ein und untermauert damit die Allge-
meinheit der Methode zur Linearisierung. Eine mo¨gliche Reduktion zu einem adiabaten Modell
bereichert die Vielfalt der Modellhierarchien. Dieses Modell kollidiert jedoch mit der Gemisch-
ten Formulierung. Außerdem liefert die Thermoelastoplastizita¨t die exakte Begru¨ndung fu¨r die
isotherme Modellierung.
5.1 Dissipation
Die Dissipation bildet den Ausgangspunkt der Modellierung.
5.1.1 Von der Leistungsbilanz zur Bilanz der inneren Energie
Der erste Hauptsatz wird als Bilanz der Leistung formuliert: Die zeitliche A¨nderung der kinetischen
und der inneren Energie ist gleich der Leistung der a¨ußeren Kra¨fte (C.81), der inneren Wa¨rmezufuhr
R und der Wa¨rmezufuhr −Q · n u¨ber die Oberfla¨che ∂Ω,
∂t
∫
Ω
1
2
ρ0|v|2 dV +
∫
Ω
∂tE dV =
∫
Ω
fV · v dV +
∫
∂Ω
T · v dA+
∫
Ω
RdV −
∫
∂Ω
Q · n dA. (5.1)
Mit (C.80) ergibt sich die lokale Leistungsbilanz
ρ0v · ∂tv + ∂tE = fV · v + DIV [v · P ] +R−DIV [Q]. (5.2)
In die lokale Leistungsbilanz wird die Identita¨t (C.83) eingesetzt,
ρ0v · ∂tv + ∂tE = fV · v + GRAD [v] : P + v ·DIV [P ] +R−DIV [Q]. (5.3)
Mit der lokalen Impulsbilanz ρ0∂tv = fV + DIV [P ] (C.81)2 vereinfacht sich die Gleichung:
∂tE = GRAD [v] : P +R−DIV [Q]. (5.4)
5.1.2 Clausius-Planck-Ungleichung
Aus dem zweiten Hauptsatz ergibt sich mit der Temperatur Θ, der Entropie H und der Entropie-
produktion Ξ die Ungleichung (C.89),
ΘΞ = Θ∂tH −R+ DIV [Q]−Q ·GRAD [Θ]/Θ. (5.5)
Es kann wieder frei entschieden werden, ob es sich bei der zeitliche A¨nderung in Ξ, Q und ∂tH um
die A¨nderung der physikalischen Zeit oder eine Rate handelt. Es wird die A¨nderung der inneren
Energie (5.4) eingesetzt,
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ΘΞ = Θ∂tH + P : GRAD [v]− ∂tE −Q ·GRAD [Θ]/Θ = Dint +Dconv ≥ 0, (5.6)
wobei die Zerlegung in die innere Dissipation Dint und die konvektive Dissipation Dconv erfolgt,
Dint = Θ∂tH −R+ DIV [Q]
= Θ∂tH + P : GRAD [v]− ∂tE ≥ 0,
Dconv = −Q ·GRAD [Θ]/Θ ≥ 0.
(5.7)
Die Ungleichung (5.7)3 wird allgemein durch das Wa¨rmeleitungsgesetz von Fourier,
Q = −kC−1 ·GRAD [Θ], (5.8)
erfu¨llt. k ist der Wa¨rmeleitungskoeffizient. Der erste Teil (5.7)1 der Clausius-Planck-Ungleichung
bildet die Grundlage fu¨r die Wa¨rmeleitungsgleichung in Abschnitt 5.2.2, und aus dem zweiten Teil
(5.7)2 folgen die Evolutionsgleichungen in Abschnitt 5.2.3.
5.2 Modell mit Wa¨rmeleitung
Das Modell mit Wa¨rmeleitung beruht auf der freien Energie Ψ und verwendet die Temperatur Θ
als ra¨umlich stetige Variable. Zur Impulsbilanz tritt die Wa¨rmeleitungsgleichung hinzu.
5.2.1 Innere und freie Energie
Es wird angenommen, dass sich die Entropie additiv in einen elastischen und einen plastischen An-
teil zerlegt, H = He +Hp. Die innere Energie ist eine Funktion von He und weiteren Argumenten,
jedoch nicht von Θ. Es wird der Teil E2 von E abgespalten, welcher nicht von H
e abha¨ngt,
E(He) = E1(H
e) + E2. (5.9)
Der U¨bergang zur freien Energie Ψ (1.7) erfolgt mit der Legendre-Transformation
Ψ = E −HeΘ = E1(He(Θ))−He(Θ)Θ + E2 = Ψ1(Θ) + E2. (5.10)
Dabei ist Ψ1(Θ) der Teil von Ψ, welcher von Θ abha¨ngt. Aus Ψ = E−HeΘ folgt He(Θ) = −∂ΘΨ.
Damit la¨sst sich He aus der freien Energie eliminieren, welche nur von Θ und weiteren Argumenten
abha¨ngt. Als Beispiel wird die freie Energie (3.1), Ψ(Ce,B, α,αk) = W¯ (Ce,B) +H(α) + I(αk),
um Θ erweitert und entsprechend zerlegt: Ψ1(Θ) = W¯ (C
e,B,Θ) +H(α,Θ) und E2 = I(αk) mit
dem isotropen Verfestigungspotential (C.140). Ebenso la¨sst sich die freie Energie (4.1) zerlegen.
E1 wird in Abschnitt 5.4 aus Ψ1 bestimmt.
Einsetzen von (5.10)1, E = Ψ +H
eΘ, in die Clausius-Planck-Ungleichung (5.7)2 ergibt
Dint = ΘH˙ + P : GRAD [u˙]− E˙
= Θ
(
H˙e + H˙p
)
+ P : GRAD [u˙]− Ψ˙− H˙eΘ−HeΘ˙
= ΘH˙p + P : GRAD [u˙]− Ψ˙−HeΘ˙ ≥ 0.
(5.11)
5.2.2 Wa¨rmeleitungsgleichung
Zur Herleitung der Wa¨rmeleitungsgleichung wird von der freien Energie Ψ ausgegangen, weil die
Variable der Gleichung die Temperatur sein soll. Aus (5.10) folgt fu¨r die elastische Entropie
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He = −∂ΘΨ = −∂ΘΨ̂. (5.12)
Es wird H = He +Hp nach der Zeit abgeleitet und mit Θ multipliziert:
Θ∂tH = Θ∂tH
e + Θ∂tH
p = −Θ∂2ΘΘΨ
dΘ
dt
+ Θ∂tH
p −Θ [∂2CeΘΨ : ∂tCe + ∂2BΘΨ : ∂tB]
= c
dΘ
dt
+ Θ∂tH
p +Heheat
(5.13)
mit der Wa¨rmekapazita¨t
c = −Θ∂2ΘΘΨ (5.14)
und
Heheat = −Θ
[
∂2CeΘΨ : ∂tC
e + ∂2BΘΨ : ∂tB
]
. (5.15)
In der inneren Dissipation (5.7)1 wird (5.13)2 eingesetzt,
Dint = Θ∂tH −R+ DIV [Q] = cdΘ
dt
+ Θ∂tH
p +Heheat −R+ DIV [Q] ≥ 0. (5.16)
Es wird das Gesetz von Fourier (5.8) Q = −kC−1 · GRAD [Θ] eingesetzt, womit die Wa¨rmelei-
tungsgleichung vorliegt:
c
dΘ
dt
−DIV [kC−1 ·GRAD [Θ]]+Heheat = Dmech +R (5.17)
mit Dmech = Dint − Θ∂tHp. Dint wird im na¨chsten Abschnitt bestimmt. Weil Dint den Term
Θ∂tH
p entha¨lt, hebt sich dieser aus Dmech heraus.
Die schwache Formulierung mit der Testfunktion τ lautet
0 =
∫
Ω
cτ
dΘ
dt
+ kGRAD [τ ] ·C−1 ·GRAD [Θ] + τ [Heheat −Dmech −R] dV. (5.18)
5.2.3 Prinzip der maximalen Dissipation
Es wird von der inneren Dissipation (5.11) ausgegangen, welche die freie Energie entha¨lt, hier mit
P : ∂tF =
1
2S : ∂tC (C.53),
Dint = Θ∂tHp + 12S : ∂tC − ∂tΨ(Ce,Θ, α,αk,B)−He∂tΘ ≥ 0. (5.19)
Die Ableitung der freien Energie in (5.19) wird ausgefu¨hrt:
Dint = Θ∂tHp + 12S : ∂tC − ∂ΘΨ∂tΘ− ∂CeΨ : ∂tCe
−∂BΨ : ∂tB − dαH∂tα− dαkI : ∂tαk −He∂tΘ ≥ 0.
(5.20)
Mit S : ∂tC = S¯ : ∂tC
e + 2Σ : Lp (C.62) ergibt sich
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Dint = Θ∂tHp − [He + ∂ΘΨ] ∂tΘ +
[
1
2
S¯ − ∂CeΨ
]
: ∂tC
e + Σ : Lp
−∂BΨ : ∂tB − dαH∂tα− dαkI : ∂tαk ≥ 0.
(5.21)
Hier entha¨lt Lp = ∂tF
pF p
−1
(C.41) die Zeitableitung. Die Ungleichung muß fu¨r jeden beliebigen
Prozess (∂tH
p, ∂tΘ, ∂tC
e, ∂tF
p, ∂tB, ∂tα, ∂tα
k) erfu¨llbar sein. Deshalb mu¨ssen die eckigen Klam-
mern verschwinden. Es folgt
He = −∂ΘΨ, S¯ = 2∂CeΨ, (5.22)
und mit den Benennungen
∆ = −∂BΨ, q = −dαH(α,Θ), Qk = −dαkI(αk), (5.23)
lautet (5.21) nun
Dint = Θ∂tHp + Σ : Lp + ∆ : ∂tB + q∂tα+Qk : ∂tαk ≥ 0. (5.24)
Damit ist die mechanische Dissipation in (5.17) bekannt,
Dmech = Σ : Lp + ∆ : ∂tB + q∂tα+Qk : ∂tαk ≥ 0. (5.25)
Bisher wurde nur sichergestellt, dass die Ungleichung Dint ≥ 0 fu¨r einen beliebigen Prozess erfu¨llt
werden kann. Das Prinzip der maximalen Dissipation erfu¨llt die Forderung der Ungleichung nun
in einer abgeschwa¨chten Form, indem ein Lagrange-Funktional eingefu¨hrt wird, welches die innere
Dissipation (5.24) maximiert und die Fließbedingung φ = 0 (C.137) erfu¨llt:
L = −Dint + γφ,
L → min!
(5.26)
Die Ungleichung wird nur abgeschwa¨cht erfu¨llt, da maximal nicht zwingend gro¨ßer oder gleich Null
bedeutet. Insofern ist das Prinzip der maximalen Dissipation eine abgeschwa¨chte Form des zweiten
Hauptsatzes. Die Minimierung von L ergibt die Evolutionsgleichungen
Lp = γ∂Σφ, ∂tB = γ∂∆φ, ∂tα
k = γ∂Qkφ, ∂tα = γ∂qφ, ∂tH
p = γ∂Θφ. (5.27)
Wenn die physikalische Zeitableitung an dieser Stelle beibehalten wird, so handelt es sich um
(Thermo-)Viskoelastoplastizita¨t. Wenn das Plastizieren unabha¨ngig von der physikalischen Zeit
stattfinden soll, so muss zu Raten u¨bergegangen werden, z. B. ∂tB = B˙/dt. Das Zeitdifferenzial
geht dabei im unbekannten Multiplikator auf, so dass γ dt zu γ wird. Die Evolutionsgleichungen
der (Thermo-)Elastoplastizita¨t lauten also
Lp = γ∂Σφ, B˙ = γ∂∆φ, α˙
k = γ∂Qkφ, α˙ = γ∂qφ, H˙
p = γ∂Θφ. (5.28)
mit Lp = F˙
p
F p
−1
(C.41). Wenn Hp in keiner Funktion als Argument auftaucht, was hier der Fall
ist, so kann die letzte Evolutionsgleichung entfallen.
5.3 Adiabates Modell
Das adiabate Modell ist eine Modellreduktion. Die Annahme, dass die Entropie H verschwindet,
bewirkt wegen ∂tH = 0 (5.13), dass die Wa¨rmeleitungsgleichung entfa¨llt. Die Temperatur ist nicht
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mehr stetig im Raum, sondern eine unstetige Funktion der elastischen Entropie He, welche nun
eine innere Variable ist. Deshalb muss statt der freien Energie Ψ die innere Energie E verwendet
werden. Es wird nun von der inneren Dissipation (5.7)2,
Dint = 1
2
S : ∂tC − ∂tE(Ce, He, α,αk,B) ≥ 0, (5.29)
ausgegangen. Die Ableitung der inneren Energie wird ausgefu¨hrt:
Dint = 1
2
S : ∂tC − (∂HeE)∂tHe − ∂CeE : ∂tCe
−∂BE : ∂tB − dαH∂tα− dαkI : ∂tαk ≥ 0.
(5.30)
Mit S : ∂tC = 2dCΨ + S¯ : ∂tC
e + 2Σ : Lp (C.62) und dCΨ = 0 ergibt sich
Dint = −(∂HeE)∂tHe +
[
1
2
S¯ − ∂CeE
]
: ∂tC
e + Σ : Lp
−∂BE : ∂tB − dαH∂tα− dαkI : ∂tαk ≥ 0.
(5.31)
Die Ungleichung muß fu¨r jeden beliebigen Prozess (∂tH
e, ∂tC
e,Lp, ∂tB, ∂tα, ∂tα
k) erfu¨llbar sein.
Deshalb muss die eckige Klammer verschwinden. Es folgt
S¯ = 2∂CeE. (5.32)
Mit den konjugierten Variablen Θ = −∂HeE, ∆ = −∂BE, q = −dαH(α,Θ) und Qk = −dαkI(αk)
lautet die innere Dissipation
Dint = Θ∂tHe + Σ : Lp + ∆ : ∂tB + q∂tα+Qk : ∂tαk ≥ 0. (5.33)
Der Vergleich mit (5.24) zeigt, dass Θ∂tH
e den Term Θ∂tH
p ersetzt hat. Aus dem Prinzip der
maximalen Dissipation (5.26) folgen die Evolutionsgleichungen
Lp = γ∂Σφ, ∂tB = γ∂∆φ, ∂tα
k = γ∂Qkφ, ∂tα = γ∂qφ, ∂tH
e = γ∂Θφ. (5.34)
Es ha¨ngt die elastische Energie und die Fließfunktion u¨ber Θ(He) von He ab.
5.4 Bestimmung der freien und der inneren Energie
Es wird die Wa¨rmekapazita¨t c (5.14) als konstant angenommen. Aus dieser Annahme folgt, dass
die elastische Energie und auch das isotrope Verfestigungspotential H (C.140) nur linear von der
Temperatur abha¨ngen ko¨nnen, weil sonst c eine Funktion von Ce,B und α wa¨re. Durch zweimalige
Integration der Wa¨rmekapazita¨t ergibt sich Ψ1 (5.10),
c = −Θ∂2ΘΘΨ1,
Ψ1(C
e,B,Θ) = T (Θ)− (Θ−Θ0)M(Ce,B) + W¯ (Ce,B) +H(α,Θ),
T (Θ) = c [(Θ−Θ0)−Θ log(Θ/Θ0)] .
(5.35)
Die Funktion M(Ce,B) wird in den Unterabschnitten spezifiziert. Mit (5.12) folgt
He = −∂ΘΨ1 = c log(Θ/Θ0) +M(Ce,B) + ∂ΘH(α,Θ). (5.36)
Auflo¨sen von (5.36) nach Θ liefert
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Θ = Θˆ(Ce,B, He) = Θ0 exp {[He −M(Ce,B)− ∂ΘH(α,Θ)]/c} . (5.37)
Die Temperatur Θˆ wird nun in (5.10) eingesetzt,
Ê(Ce, He,B) = Ψ̂(Ce, Θ̂,B) +HeΘ̂, (5.38)
womit auch die innere Energie bekannt ist.
Wenn die elastischen Energie zerlegt wird, W¯ (Ce,B) = U(J) + W˜ (C˜
e
,B) (1.14), wie es in der
Metallplastizita¨t geboten ist, so gibt es zwei Mo¨glichkeiten, wie M(Ce,B) in (5.35) gewa¨hlt werden
kann.
5.4.1 Temperatur vera¨ndert Festigkeit
Es kann M unabha¨ngig von der Volumena¨nderung sein in der Form M(C˜
e
,B) = αexW˜ (C˜
e
,B),
wobei αex der Expansionskoeffizient (Tab. D.6) ist. In diesem Fall lautet (5.35)2
Ψ1(C
e,B,Θ) = T (Θ) + U(J) + (1− (Θ−Θ0)αex)W˜ (C˜
e
,B) +H(α,Θ). (5.39)
Mit dieser Modellierung bewirkt eine Temperaturerho¨hung eine Abnahme der Festigkeit. Fu¨r Me-
talle ist dieser Zusammenhang unphysikalisch. Fu¨r das adiabate Modell (Abschnitt 5.3) ergibt sich
jedoch der Vorteil, dass die inneren Variablen, von denen Θ in diesem Fall abha¨ngt (5.37), nicht
im volumetrischen Term auftreten und dieser unabha¨ngig vom lokalen Problem in der Gemischten
Formulierung in Abschnitt 2.1 diskretisiert werden kann.
5.4.2 Temperatur bewirkt Volumena¨nderung
Mit der fu¨r Metalle korrekten Wahl M = M(J) = αexU(J) ergibt sich fu¨r (5.35)2
Ψ1(C
e,B,Θ) = T (Θ) + (1− (Θ−Θ0)αex)U(J) + W˜ (C˜
e
,B) +H(α,Θ). (5.40)
Eine Temperatura¨nderung bewirkt nun eine Volumendehnung. Mit dem adiabaten Modell wird
jedoch die Gemischte Formulierung unmo¨glich gemacht, wie oben erla¨utert. Es wa¨re ein Ausweg,
den Einfluss von (Θ − Θ0)αex) fu¨r das adiabate Modell zu vernachla¨ssigen. Dies versto¨ßt jedoch
gegen den Grundsatz, keine
”
falschen“ Modelle zu verwenden.
Im vollsta¨ndigen Modell lautet Heheat (5.15), weil U(J) nicht von der Scha¨digung abha¨ngt, Heheat =
−Θ∂2CeΘΨ : ∂tCe. Mit (C.103), (1.16), ∂2CeΘΨ = −αexU ′(J) 12JC−1 = −αex 12p(J)C−1, ergibt sich
Heheat = Θαex
1
2
p(J)C−1 : ∂tCe. (5.41)
Die Gemischte Formulierung in Abschnitt 2.1.4 bezieht sich allein auf die Impulsbilanz. Deshalb
lautet die partielle Ableitung nach C mit der volumetrischen Tangente (1.33)
∂CHeheat = Θαex
1
2
∂C
(
p(J)C−1
)
: ∂tC
e = Θαex
1
4
Cvol : ∂tCe. (5.42)
Dies gilt fu¨r das Residuum (3.16), ansonsten ist auch die Abha¨ngigkeit Ce(C) (C.32) zu beachten.
5.5 Modellhierarchie
Es wird die Modellhierarchie aus diesem Kapitel zur U¨bersicht zusammengestellt:
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• Das Referenzmodell besteht aus der Wa¨rmeleitungsgleichung (5.18) mit der mechanischen
Dissipation (5.25),Heheat (5.41), den Evolutionsgleichungen (5.28) und der Impulsbilanz (1.5),
0 =
∫
Ω
cτ
dΘ
dt
+ kGRAD [τ ] ·C−1 ·GRAD [Θ] + τ [Heheat −Dmech −R] dV,
Dmech = Σ : Lp + ∆ : B˙ + qα˙+Qk : α˙k,
Heheat = Θαex
1
2
p(J)C−1 : ∂tCe,
Lp = γ∂Σφ, B˙ = γ∂∆φ, α˙
k = γ∂Qkφ, α˙ = γ∂qφ, H˙
p = γ∂Θφ.
(5.43)
• Das Modell ohne Wa¨rmeleitung ist eine Vereinfachung des Referenzmodells. Mit k = 0
entfa¨llt der Diffusionsterm in der Wa¨rmeleitungsgleichung,
0 =
∫
Ω
cτ
dΘ
dt
+ τ [Heheat −Dint −R] dV. (5.44)
Dieses Modell sorgt fu¨r eine Systematik wie bei der Enhanced-Gradient-Formulierung (Tab.
9.2), bei der es sinnvoll ist, den Diffusionsterm erst in einer weiteren Modellstufe hinzuzu-
schalten, um den U¨bergang zwischen den Modellen zu erleichtern. Praktisch hat sich dieses
Modell jedoch als u¨berflu¨ssig erwiesen.
• Adiabates Modell H = 0. Wegen ∂tH = 0 (5.13) entfa¨llt die Wa¨rmeleitungsgleichung.
He = −Hp wird zur inneren Variable und Θ = −∂HeE zur konjugierten Variablen ohne
ra¨umliche Stetigkeit. Die Evolutionsgleichungen (5.34) lauten
Lp = γ∂Σφ, B˙ = γ∂∆φ, α˙
k = γ∂Qkφ, α˙ = γ∂qφ, H˙
e = γ∂Θφ. (5.45)
In diesem Modell findet die Umwandlung von mechanischer Energie und Wa¨rme statt, ohne
dass Konvektion auftritt. Der Umwandlungsprozess findet so schnell statt, dass jeder Punkt
im Raum gleichsam wa¨rmeisoliert ist. Deshalb ist die Temperatur ra¨umlich unstetig. Dieses
Modell kann fu¨r Kaltumformungen ausreichend sein.
• Das Isotherme Modell mit Θ = Θ0 steht in Abschnitt 3.1.
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Es werden sa¨mtliche Gleichungen auf der oberen Iterationsstufe zusammengestellt. Mit Ausnahme
der Nebenbedingung aus der Enhanced-Strain-Formulierung sind die Variablen der Gleichungen
stetig im Raum und werden mit Finiten Elementen diskretisiert. Die Gleichungen werden in dem
Residuum r¯ = 0 zusammengefasst. Um die Lo¨sung mit dem Newton-Verfahren bestimmen zu
ko¨nnen, werden die Ableitungen von Inneren Variablen und Spannungen nach den globalen stetigen
Variablen gebraucht. Diese werden in systematischer Weise bestimmt, nachdem auf der unteren
(Rω = 0) und der mittleren Iterationsstufe (Rφ = 0) das lokale Problem gelo¨st wurde. Dabei
sind nur wenige einfach zuga¨ngliche partielle Ableitungen bereitzustellen, aus denen die gesuchten
vollsta¨ndigen Ableitungen automatisch berechnet werden. Auf diese Weise wird die A¨nderung oder
Erweiterung der Modellierung erleichtert und weniger fehleranfa¨llig.
Aus der linearisierten und diskretisierten Systemmatrix wird zuerst die Geschwindigkeit eliminiert
und dann die innere Variable der Enhanced-Strain-Formulierung. Dabei wird die Kontaktprojektion
eingefu¨gt.
6.1 Gesamtsystem
Es werden die Gleichungen des Gesamtsystems zusammengetragen. Dieses sind die Diffusionsglei-
chungen der Enhanced-Gradient-Formulierung (4.8), die Wa¨rmeleitungsgleichung (5.18), die Ne-
benbedingung aus der Enhanced-Strain-Formulierung (2.40)3, die schwache Formulierung der Ge-
schwindigkeit v = ∂tu und die Impulsbilanz (1.5). Die Unbekannten sind y = (u,v,Θ, B¯, C¯
e
) ∈ V
(1.2) und a ∈ RNint (2.35) mit den Testfunktionen y¯ = (η2,η1, τ, ξ, ζ) ∈ V0 und a¯ ∈ RNint . Das
System lautet also∫
Ω
cC
e
1 GRAD
[
C¯
e] ·C−1 ·GRAD [ζ] dV = ∫
Ω
cC
e
2 (C
e − C¯e) : ζ dV,∫
Ω
cB1 GRAD [B¯] ·C−1 ·GRAD [ξ] dV =
∫
Ω
cB2 (B − B¯) : ξ dV,∫
Ω
cτ
dΘ
dt
+ κGRAD [τ ] ·C−1 ·GRAD [Θ] dV = −
∫
Ω
τ [Heheat −Dint −R] dV,∫
Ω
S : ∂aC[a¯] dV = 0,∫
Ω
∂tu · η1 dV =
∫
Ω
v · η1 dV,
ρ0
∫
Ω
∂tv · η2 dV +
1
2
∫
Ω
S(C) : ∂uC[η2] dV = Gext(η2).
(6.1)
Die Gleichungen werden als Residuum rˆ zusammengefasst,
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rˆ(y,a)(y¯, a¯) =
∫
Ω
{
cC
e
1 GRAD
[
C¯
e] ·C−1 ·GRAD [ζ]− cCe2 (Ce − C¯e) : ζ
+cB1 GRAD [B¯] ·C−1 ·GRAD [ξ]− cB2 (B − B¯) : ξ
+cτ
dΘ
dt
+ κGRAD [τ ] ·C−1 ·GRAD [Θ] + τ(Heheat −Dint −R)
+S : ∂aC[a¯]
+(∂tu− v) · η1 + ρ0∂tv · η2 + 12S : ∂uC[η2]
}
dV −Gext(η2) = 0.
(6.2)
Die Parameter a werden eliminiert. Es besteht also die Abha¨ngigkeit a = a(y), die sich jedoch
nur inkrementell hinschreiben la¨sst (2.44). Es wird also ein y ∈ V gesucht, so dass
r¯(y)(y¯) = rˆ(y,a(y))(y¯, a¯(y¯)) = 0 ∀y¯ ∈ V0. (6.3)
Es treten hinzu die Kuhn-Tucker-Bedingungen (3.5), φ ≤ 0, γ ≥ 0, φγ = 0, und das Kontakt-
problem (1.10), dn ≤ 0, Fn ≥ 0, dnFn = 0, Ft = 0. Die Lo¨sung der lokalen Probleme und
damit die Projektion der Spannung auf die Fließfla¨che ist zwar bereits in (6.2) enthalten, nicht
jedoch die Unterscheidung zwischen dem elastischen (φ < 0) und dem plastischen (φ = 0, γ > 0)
Zustand. Diese erfolgt in Abschnitt 8.3. Die Kontaktprojektion wird in Abschnitt 6.4.2 auf das dis-
krete System angewendet. Die Unterscheidung von aktiven und inaktiven Knoten findet ebenfalls
in Abschnitt 8.3 statt. Die Lo¨sung von (6.3) erfolgt mit dem Newton-Verfahren, wobei in jeder
Iteration das Inkrement y˙ ∈ V berechnet wird, so dass
r¯(y)(y¯) + r¯′(y)(y¯ , y˙) = 0, ∀y¯ ∈ V0. (6.4)
Es wird die Linearisierung von rˆ (6.3) hingeschrieben, weil sie gebraucht wird, um die Eliminierung
durchzufu¨hren: Gesucht werden y˙ ∈ V und a˙ ∈ RNint , so dass
rˆ(y,a)(y¯, a¯) + rˆ′(y,a)(y¯, a¯, y˙, a˙) = 0, ∀y¯ ∈ V0, ∀a¯ ∈ RNint . (6.5)
Um spa¨ter das duale Problem formulieren zu ko¨nnen, werden in (6.4) alle Terme abgespalten, die
eine Zeitableitung enthalten. Dazu wird die Semi-Trilinearform b¯ verwendet,
r¯(y)(y¯) = b¯(y)(∂ty, y¯) + a¯(y)(y¯) = 0, ∀y¯ ∈ V0. (6.6)
Die Nichtlinearita¨t in b¯ wird durch Heheat (5.41) verursacht. Fu¨r (6.2) ergibt sich
b¯(y)(∂ty, y¯) =
∫
Ω
ρ0η1 · ∂tv + η2 · ∂tu+ cτ∂tΘ + τHeheat(y)[∂tu] dV. (6.7)
In der Ableitung des Residuums,
r¯′(y)(y¯, y˙) = b¯′ + a¯′ = b¯(y)( ˙(∂ty), y¯) + ∂y b¯(y)(∂ty, y¯, y˙) + a¯′(y)(y¯, y˙), (6.8)
bedeutet ∂y b¯ die Ableitung allein nach der Nichtlinearita¨t im ersten Argument.
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6.2 Linearisierung
In der Linearisierung von r¯ (6.2) treten folgende Ableitungen auf:
dCC
e, dΘC
e, dB¯C
e, dC¯eC
e,
dCB, dΘB, dB¯B, dC¯eB,
dC(Heheat −Dint), dΘ(Heheat −Dint), dB¯(Heheat −Dint), dC¯e(Heheat −Dint),
dCS, dΘS, dB¯S, dC¯eS,
dCF
p, dΘF
p, dB¯F
p, dC¯eF
p.
(6.9)
Wenn auf die Enhanced-Gradient-Formulierung fu¨r Ce verzichtet wird, so entfa¨llt die rechte Spalte.
In diesem Fall kann statt Ce als innere Variable F p gewa¨hlt werden, womit auch die erste Zeile
entfa¨llt. Die Voraussetzung zur Berechnung dieser Ableitungen ist die Lo¨sung des lokalen Problems,
also Rα = 0 (3.24) und Rω = 0 (3.23). Deshalb wird die Lo¨sung des lokalen Problems zur Lineari-
sierung geza¨hlt. Die Ableitungen (6.9) werden nach einem einheitlichen Schema berechnet, welches
fu¨r C, B¯, b¯, C¯
e
und Θ gleich ist. Es kommen in dem Schema nur Matrizen und Vektoren vor.
Im Folgenden steht Z entweder fu¨r C, B¯, b¯, C¯
e
oder Θ. Entsprechend a¨ndert sich die Dimension
NZ = dim(Z):
Es werden nur wenige, vergleichsweise einfach zu programmierene partielle Ableitungen (s. Ab-
Z C B¯ b¯ C¯
e
Θ
dim(Z) 3D 6 6 1 6 1
dim(Z) 2D 3 3 1 3 1
Tabelle 6.1: Je nach Raumdimension und Bedeutung a¨ndert sich die Dimension von Z.
schnitt A) gebraucht, welche rechts in der Tabelle (6.2) stehen. Aus diesen berechnet das einheitliche
Verfahren die vollsta¨ndigen Ableitungen in der linken Spalte.
Von grundlegender Bedeutung ist im Folgenden das vollsta¨ndige Differential C.128. Ansonsten
vollsta¨ndige Ableitung zu programmierene partielle Ableitungen
dαRφ ∂ωRω, ∂ωRφ ∂αRω, ∂αRφ
dZS ∂ωS¯ ∂ZRω, ∂ZRφ, ∂ZS¯
dZ(Heheat −Dint) ∂ω(Heheat −Dint) ∂α(Heheat −Dint) ∂Z(Heheat −Dint)
dZω
dZF
p ∂ωF
p ∂αF
p ∂ZF
p
Tabelle 6.2: Die vollsta¨ndigen Ableitungen in der linken Spalte werden nach einem einheitlichen
Verfahren aus den partiellen Ableitungen rechts berechnet.
wird die Kettenregel verwendet. Die Rechnungen finden fast nur mit Matrizen und Vektoren statt.
Zur Lo¨sung des lokalen Problems mu¨ssen Gleichungssysteme gelo¨st werden. Dies geschieht mit der
QR-Zerlegung. Zur Berechnung der Tangenten mu¨ssen Gleichungssysteme mit der aus dem lokalen
Problem gegebenen Matrix ∂ωRω gelo¨st werden. Es muss also nur die gegebene QR-Zerlegung auf
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eine Sequenz von rechten Seiten angewendet werden.
6.2.1 Lo¨sung des lokalen Problems
Es wird nun der Algorithmus aus Abschnitt 3.4 ausfu¨hrlicher dargestellt. Die inneren Variablen
werden in einen Vektor der La¨nge Nω = dim(ω) geschrieben. Es ist Rω = 0 mit dem Newton-
Verfahren zu lo¨sen. Fu¨r jeden Newton-Schritt wird eine QR-Zerlegung von ∂ωRω durchgefu¨hrt,
mit der das Gleichungssystem
Nω∑
j=1
(∂ωRω)ij(δω)j = (Rω)i, i = 1, 2, . . . Nω. (6.10)
gelo¨st wird. Der Lo¨sungsvektor δω wird nach Voigt (C.13) skaliert. ω wird mit δω aktualisiert.
Nach der Konvergenz des Verfahrens auf der unteren Stufe wird ein Newton-Schritt auf der mitt-
leren Stufe zur Lo¨sung von Rφ = 0 ausgefu¨hrt. Dazu ist zuerst ein Gleichungssystem mit der
gegebenen QR-Zerlegung aus letztem Newton-Schritt (6.10) zu lo¨sen,
Nω∑
j=1
(∂ωRω)ij(dαω)j = −(∂αRω)i, i = 1, 2, . . . Nω, (6.11)
wobei der Lo¨sungsvektor dαω nach Voigt (C.13) skaliert wird. In (6.11) wurde (C.128) angewendet.
Damit kann ein Newton-Schritt mit dem Inkrement δα = −(dαRφ)−1Rφ mit
dαRφ =
Nω∑
i=1
(∂ωRφ)i(dαω)i + ∂αRφ (6.12)
ausgefu¨hrt werden. α wird mit δα aktualisiert. Dieses gestaffelte Verfahren wird bis zur Konvergenz
auf der mittleren Stufe fortgesetzt.
6.2.2 Tangenten fu¨r global stetige Variablen
Es wird nun das Verfahren aus Abschnitt 3.5 in eine gro¨ßere Systematik gebracht, um auf einheitli-
che Weise die vollsta¨ndigen Ableitungen aus der linken Spalte der Tabelle (6.2) zu berechnen. Fu¨r
die Lo¨sung des lokalen Problems wurden bereits ∂ωRω und ∂ωRφ programmiert. dαRφ (6.12) und
dαω (6.11) wurden berechnet.
1. Es wird (C.128) angewendet, um ∂Zω zu erhalten. Die Voraussetzung Rω = 0 ist erfu¨llt.
Dazu werden NZ (6.1) Gleichungssysteme mit der aus (6.10) gegebenen QR-Zerlegung gelo¨st.
Die Lo¨sungsvektoren sind die k-te Spalte von ∂Zω:
Nω∑
j=1
(∂ωRω)ij(∂Zω)jk = −(∂ZRω)ik, i = 1, 2, . . . Nω, k = 1, 2, . . . NZ . (6.13)
Die Lo¨sungsvektoren sind nach Voigt (C.13) zu skalieren.
2. Es wird nach der Kettenregel die vollsta¨ndige Ableitung dZRφ gebildet:
(dZRφ)k = (∂ZRφ)k +
Nω∑
j=1
(∂ωRφ)j(∂Zω)jk k = 1, 2, . . . NZ . (6.14)
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3. Es wird (C.128) angewendet, um dZα zu erhalten. Die Voraussetzung Rφ = 0 ist erfu¨llt:
(dZα)k = − (dαRφ)−1 (dZRφ)k. (6.15)
4. Es wird die vollsta¨ndige Ableitung dZω gebildet:
(dZω)jk = (∂Zω)jk + (dαω)j(dZα)k j = 1, 2, . . . Nω, k = 1, 2, . . . NZ . (6.16)
dZω geho¨rt zu den gesuchten vollsta¨ndigen Ableitungen (6.2).
5. Es wird die vollsta¨ndige Ableitung dZF
p zusammengesetzt. Es gilt NFp = dim(F
p):
(dZF
p)mk = (∂ZF
p)mk +
Nω∑
j=1
(∂ωF
p)mj(dZω)jk + (dαF
p)m(dZα)k,
m = 1, . . . NFp , k = 1, . . . NZ .
(6.17)
Dieser Schritt ist an die Verwendung des Residuums (3.16) gebunden. Fu¨r F p als innerer
Variable ist dZF
p bereits die erste Zeile von dZω.
6. Es wird die vollsta¨ndige Ableitung dZS¯ zusammengesetzt. Es gilt NS¯ = dim(S¯):
(dZS¯)mk = (∂ZS¯)mk +
Nω∑
j=1
(∂ωS¯)mj(dZω)jk, m = 1, 2, . . . NS¯ , k = 1, 2, . . . NZ . (6.18)
Es wird dZF
p u¨ber die Matrix (G) (A.8) hinzugefu¨gt, vgl. fu¨r Z = C (1.30):
(d˜ZS¯)mk = (dZS¯)mk +
NFp∑
j=1
(G)mj(dZF p)jk, m = 1, 2, . . . NS¯ , k = 1, 2, . . . NZ . (6.19)
Daraus wird dZS bestimmt, vgl. fu¨r Z = C (1.30), wobei alle Indizes außer k nach Ein-
stein’scher Summationskonvention laufen:
(dZS)sijk = F
p−1
ip (d˜ZS¯)spqkF
p−T
qj , k = 1, 2, . . . NZ . (6.20)
s (C.10) bezeichnet die Abwicklung der Tensorkomponenten. Dies ist die einzige Stelle im
Algorithmus, an der die Matrix-Vektor-Schreibweise verlassen wird.
7. Fu¨r den Quellterm in der Thermoelastoplastizita¨t H = Heheat − Dint mu¨ssen die partiellen
Ableitungen ∂ZH, ∂ωH, ∂αH programmiert werden. Die vollsta¨ndige Ableitung lautet
(dZH)k = (∂ZH)k +
Nω∑
j=1
(∂ωH)j(dZω)jk + (∂αH)(dZα) +
NFp∑
j=1
(∂FpH)j(dZF p)jk,
k = 1, 2, . . . NZ .
(6.21)
wobei dZF
p (6.17). Der letzte Term tritt nur bei Verwendung des Residuums (3.16) auf. Fu¨r
F p als innerer Variable ist dZF
p bereits die erste Zeile von dZω.
6.2.3 Reduzierte, einstufige Alternative
Das Verfahren aus den Abschnitten 6.2.1 und 6.2.2 la¨sst sich so vereinfachen, dass die untere Ite-
rationsstufe wegfa¨llt. Das numerische Verfahren bekommt dadurch Eigenschaften einer Fixpunk-
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titeration. Weil kleinere Zeitschritte notwendig sind, wird die verku¨rzte Rechenzeit jedoch wieder
ausgeglichen.
Die ResiduenRω sind so zu formulieren, dassRω = 0 immer erfu¨llt ist und dass ∂ωRω die Einheits-
matrix ist. Dadurch entfa¨llt (6.10), und es gilt statt (6.11) dαω = −∂αRω. Das Newton-Verfahren
auf der mittleren Stufe (6.12) bleibt unvera¨ndert erhalten.
Bei der Tangente entfa¨llt die Lo¨sung der Gleichungssysteme (6.13). Stattdessen gilt ∂Zω = −∂ZRω.
Das weitere Verfahren bleibt unvera¨ndert. Die geforderte Vereinfachung ist nicht fu¨r die Formulie-
rung des Residuums in Abschnitt 3.3.4 mo¨glich.
Evolutionsgleichung direkt (Abschnitt 3.3.1)
Das Residuum RFp = F
p
n+1 − F pn −∆γ∂ΣφF p∗ (3.12) wird so vereinfacht, dass RFp = 0 immer
erfu¨llt ist und dass ∂FpRFp = I¯ (C.5) gilt. Dazu wird ∂ΣφF p∗ = (∂ΣφF
p
∗)
0
als Konstante aufgefasst
und F pn+1 als Funktion von α geschrieben, F
p
n+1(α) = F
p
n + ∆γ(α) (∂ΣφF
p
∗)
0
(3.11), so dass mit
RFp(α) = F
p
n+1(α)− F pn −∆γ(α) (∂ΣφF p∗)0 = 0 (6.22)
alle Forderungen erfu¨llt sind. Es gilt
∂αRFp(α) = −∆γ′(α) (∂ΣφF p∗)0 ,
∂ZRFp(α) = −∆γ(α)
(
∂2ZΣφF
p
∗
)0
.
(6.23)
Die Konstanten (∂ΣφF
p
∗)
0
und
(
∂2ZΣφF
p
∗
)0
werden zu Beginn der Iteration zur Lo¨sung von Rφ = 0
mit den bekannten Daten berechnet.
Mit Exponentialfunktion und F p als innerer Variable (Abschn. 3.3.2)
Das Residuum RFp = F
p
∗−exp(∆γ∂Σφ)F pn (3.15) wird vereinfacht, indem ∂Σφ = (∂Σφ)0 als Kon-
stante aufgefasst wird und F p∗ als Funktion von α geschrieben wird, F
p
∗(α) = exp(∆γ(α)(∂Σφ)
0)F pn,
so dass mit
RFp(α) = F
p
∗(α)− exp
(
∆γ(α)(∂Σφ)
0
)
F pn (6.24)
alle Forderungen erfu¨llt sind. Es gilt (C.99)
∂αRFp(α) = − exp′
(
∆γ(α)(∂Σφ)
0
) ◦∆γ′(α)(∂Σφ)0 ◦ F pn,
∂ZRFp(α) = − exp′
(
∆γ(α)(∂Σφ)
0
) ◦∆γ(α)(∂2ZΣφ)0 ◦ F pn. (6.25)
Die Konstanten (∂Σφ)
0
und
(
∂2ZΣφ
)0
werden zu Beginn der Iteration zur Lo¨sung von Rφ = 0 mit
den bekannten Daten berechnet.
Mit Exponentialfunktion und Ce als innerer Variable (Abschn. 3.3.3)
Das Residuum RCe = C
e
∗ − e−TCe?e−1 (3.16) mit e = exp(∆γ∂Σφ) wird so vereinfacht, dass
RCe = 0 immer erfu¨llt ist und dass ∂Ce∗RC
e = I (C.5) gilt. Dazu wird ∂Σφ = (∂Σφ)0 als Konstante
aufgefasst und Ce∗ als Funktion von α geschrieben, C
e
∗(α) = e
−T (α)Ce?e−1(α), so dass mit
RCe(α) = C
e
∗(α)− e−T (α)Ce?e−1(α) (6.26)
alle Forderungen erfu¨llt sind. Es gilt (C.99)
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∂αRCe(α) = −(e−T )′ ◦∆γ′(∂Σφ)0 ◦Ce?e−1 − e−TCe?(e−1)′ ◦∆γ′(∂Σφ)0,
∂ZRCe(α) = −(e−T )′ ◦∆γ′(∂2ZΣφ)0 ◦Ce?e−1 − e−TCe?(e−1)′ ◦∆γ′(∂2ZΣφ)0
−e−T∂ZCe? ◦ e−1.
(6.27)
Die Konstanten (∂Σφ)
0
und
(
∂2ZΣφ
)0
werden zu Beginn der Iteration zur Lo¨sung von Rφ = 0 mit
den bekannten Daten berechnet. Der letzte Term ist fu¨r Z = C ungleich Null. ∂CC
e? berechnet
sich aus (C.39) mit F p = F pn.
Vernachla¨ssigung des plastischen Spins (Abschnitt 3.3.5)
Das ResiduumRCe = C
e
∗+2∆γ∗ sym [C
e
∗∂Σφ]−Ce? (3.21) wird vereinfacht, indem sym [Ce∗∂Σφ] =
(sym [Ce∗∂Σφ])
0
als Konstante aufgefasst wird und Ce∗ als Funktion von α geschrieben wird,
Ce∗(α) = −2∆γ∗(α) sym [Ce∗∂Σφ] +Ce?, so dass mit
RCe(α) = C
e
∗(α) + 2∆γ∗(α) (sym [C
e
∗∂Σφ])
0 −Ce? (6.28)
alle Forderungen erfu¨llt sind. Es gilt
∂αRCe(α) = 2∆γ
′
∗(α) (sym [C
e
∗∂Σφ])
0
,
∂ZRCe(α) = 2∆γ∗(α)
(
sym
[
Ce∗∂
2
ZΣφ
])0 − ∂ZCe? (6.29)
Die Konstanten (sym [Ce∗∂Σφ])
0
und
(
sym
[
Ce∗∂
2
ZΣφ
])0
werden zu Beginn der Iteration zur Lo¨sung
von Rφ = 0 mit den bekannten Daten berechnet. Der letzte Term ist fu¨r Z = C ungleich Null.
∂CC
e? berechnet sich aus (C.39) mit F p = F pn.
6.3 Diskretisierung in der Zeit
Die Diskretisierung im Raum steht in Abschn. 1.1.
6.3.1 Zeitschema
Auf dem Zeitschritt ∆tn = [tn, tn+1] sind zum Zeitpunkt tn alle Gro¨ßen un,ωn, . . . gegeben.
Die Gro¨ßen zum Zeitpunkt tn+1 werden in einer Iteration berechnet. In der Iteration (k) sind
die Gro¨ßen u
(k−1)
n+1 ,ω
(k−1)
n+1 , . . . bekannt. Aus ihnen werden die Gro¨ßen zum Zeitpunkt tn+ϑ mit
ϑ ∈ [0, 1] interpoliert, also z. B.
ωn+ϑ = ω∗ = ϑω
(k−1)
n+1 + (1− ϑ)ωn (6.30)
Der Index ∗ bezeichnet die linear interpolierte Zwischenkonfiguration.
Der Parameter ϑ ∈ [0, 1] legt fest, wo innerhalb des Zeitschritts die Diskretisierung in der Zeit
erfolgt. Fu¨r ϑ ≤ 0.5 ist das Schema instabil. Mit der Wahl ϑ = 0.5 bleibt die Energie erhalten. Die-
se Diskretisierung entspricht dem Newmark-Mittelpunktsschema. Die Konsequenz ist jedoch eine
Instabilita¨t, die sich in Oszillationen der Lo¨sung a¨ußert. Um diese zu vermeiden, wird ϑ erho¨ht,
beispielsweise auf ϑ = 0.55. Damit ist eine Da¨mpfung der Energie verbunden. Stabilita¨t und auch
Da¨mpfung sind fu¨r ϑ = 1 am gro¨ßten. Der Fehler, welcher aus der Da¨mpfung entsteht, wird jedoch
erst bei mehreren Lastwechseln relevant. Fu¨r eine energieerhaltende Lo¨sung mu¨ssen spezielle Zwi-
schenkonfikurationen ωn+ϑ = ω(ω∗) 6= ω∗ konstruiert werden, siehe Mohr & Steinmann [44].
Hier liegt ein Feld mo¨glicher Modellhierarchien,
Es wird das Zeitschema auf die Impulsbilanz (1.5) angewendet. Alle gegebenen Gro¨ßen mu¨ssen an
der Stelle n+ϑ eingesetzt werden. Dafu¨r gibt es jedoch mehrere Mo¨glichkeiten. Die Diskretisierung
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von
∫
Ω
1
2C˙ [η] : S(C) dV lautet∫
Ω
1
2
C˙(un+ϑ)[η] : S(C∗) dV. (6.31)
mit C˙(un+ϑ) (C.37) und C∗ = ϑCn+1 + (1− ϑ)Cn wobei Cn+1 = C(un+1) (C.26).
6.3.1 Bemerkung. Richtig wa¨re auch die Wahl
∫
Ω
1
2C˙(un+ϑ)[η] : S(C(un+ϑ)) dV . Sie ist je-
doch unpraktisch. Außerdem macht sie die Assumed-Strain-Formulierung unmo¨glich, bei der Cn 6=
F TnF n. Falsch ist die Wahl
∫
Ω
1
2C˙∗[η] : S(C∗) dV =
∫
Ω
1
2ϑC˙n+1[η] : S(C∗) dV , weil nun C˙ und
S zu verschiedenen Zeitpunkten diskretisiert werden.
In der Linearisierung der Impulsbilanz (1.6) tritt links C˙(un+ϑ)[η] = BL[η] auf und rechts
C˙∗[∆u] = ϑC˙n+1[∆u] = ϑBR[∆u]. Die Ungleichheit BL 6= BR bringt den Nachteil mit sich, dass
B und auch Bas (2.56) stets zweimal erzeugt werden mu¨ssen. (1.6) lautet also∫
Ω
1
2
BL[η] : dCS : BR[∆u] dV +
∫
Ω
1
2
S : G[η,∆u] dV = Gext(η)−
∫
Ω
1
2
S : BL[η] dV. (6.32)
6.3.2 Zeitableitung
Die lineare Approximation der Zeitableitung auf dem Zeitschritt ∆t = tn−1 − tn lautet
du(t)/dt = ∂tu ≈ (un+1 − un)/∆t. (6.33)
Sie la¨ßt sich mit un+1 = (u∗ − (1− ϑ)un)/ϑ auf das Inkrement [tn, tn+ϑ] verku¨rzen,
un+1 − un
∆t
=
(u∗ − (1− ϑ)un)− ϑun
ϑ∆t
=
u∗ − un
ϑ∆t
=
u∗ − un
∆t∗
, (6.34)
wobei ∆t∗ = ϑ∆t. Die Linearisierung der Zeitableitung lautet
˙(∂tu) =
d
dζ
∣∣∣∣
ζ=0
1
∆t
(un+1 + ζ∆u− un) = 1
∆t
∆u. (6.35)
u˙ =
d
dζ
∣∣∣∣
ζ=0
(un+1 + ζ∆u) = ∆u. (6.36)
6.4 Eliminierung
Es wird r¯′(y)(y¯, y˙) (6.8) mit der Zeitableitung (6.33), der Rate (6.36) und dem Zeitschema (6.30)
in der Zeit diskretisiert,
r¯′(y∗)(y¯,∆y) = b¯(y∗)(
1
∆t∆yh, y¯) + ∂y b¯(y∗)(
1
∆t∆y, y¯,∆y) + a¯
′
h(y∗)(y¯,∆y). (6.37)
Der erste Term b¯ (6.7) lautet ausgeschrieben
b¯(y∗)(
1
∆t∆y, y¯) =
1
∆t
∫
Ω
ρ0η1 ·∆v + η2 ·∆u+ cτ∆Θ + τHeheat(y∗)[∆u] dV (6.38)
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und wird ra¨umlich diskretisiert,
b¯h(yh∗)(
1
∆t∆yh, y¯h) =
1
∆t
[
ηt1,hρ0Muv∆vh + η
t
2,hMvu∆uh + τ
t
hcMΘΘ∆Θh + τ
t
hMΘu(yh∗)∆uh
]
.
Die Linearisierung und ra¨umliche Diskretisierung von (6.5) fu¨hrt auf das lokale (zellweise) Glei-
chungssystem
Ru
Rv
Ra
RΘ
RB¯

+

Kuu
ρ0
∆tMuv Kua KuΘ KuB¯
1
∆tMvu −Mvv 0 0 0
Kau 0 Kaa KaΘ KaB¯
KΘu +
1
∆tMΘu 0 KΘa KΘΘ +
c
∆tMΘΘ KΘB¯
KB¯u 0 KB¯a KB¯Θ KB¯B¯


∆uh
∆vh
∆a
∆Θh
∆B¯h

= 0, (6.39)
∂y b¯ und a¯ werden in den Matrizen K diskretisiert. Eine Ausnahme bildet die Massenmatrix Mvv,
welche aus a¯ stammt. Aufgrund dieser Zerlegung kann die Diskretisierung fu¨r das Primale Pro-
blem auch fu¨r das duale Problem (7.7) verwendet werden. Wenn die duale Lo¨sung nicht berechnet
werden soll, so kann auf die Abspaltung von MΘu und MΘΘ verzichtet werden.
Die zusa¨tzlichen ra¨umlich stetigen Variablen werden mit w = (Θ, B¯) zusammengefasst. Es gilt
also y = (u,v,Θ, B¯) = (u,v,w). Entsprechend werden die Massenmatrizen zusammengefasst:
Mwu =
(
MΘu
0
)
, Mww =
(
cMΘΘ 0
0 0
)
. (6.40)
6.4.1 Eliminierung des Inkrements der Geschwindigkeit
In (6.39) kann die Geschwindigkeit eliminiert werden, wenn fu¨r u und v die gleichen Ansatzra¨ume
verwendet werden, und wenn die Dichte ρ0 konstant ist. In diesem Fall gilt M = Muv = Mvu = Mvv.
Das Inkrement der Geschwindigkeit wird eliminiert, indem in (6.39) die zweite Gleichung mit ρ0/∆t
multipliziert und zur ersten Gleichung addiert wird: ρ0∆tRv + RuRa
Rw
+
 Kuu + ρ0(∆t)2M Kua KuwKau Kaa Kaw
Kwu +
1
∆tMwu Kwa Kww +
1
∆tMww
 ∆uh∆a
∆wh
 = 0. (6.41)
Es wird die Impulsbilanz (6.1)6 mit η
T
2 g =
1
2
∫
Ω
S : ∂uC[η2] dV − Gext(η2) zusammengefasst, so
dass das Residuum (6.39)1 Ru =
ρ0
∆tM(vn+1 − vn) + g lautet. Mit der Zeitdiskretisierung (6.30)
und der Zeitableitung (6.33) ergibt sich fu¨r die rechte Seite (6.41)
ρ0
∆t
Rv + Ru =
ρ0
∆t
M
{
1
∆t
(u
(k−1)
n+1 − un)− (ϑv(k−1)n+1 + (1− ϑ)vn) + (v(k−1)n+1 − vn)
}
+ g
=
ρ0
∆t
M
{
1
∆t
(u
(k−1)
n+1 − un) + (1− ϑ)v(k−1)n+1 − ϑvn
}
+ g.
(6.42)
In (6.42) wird g zellweise assembliert. Die u¨brigen Terme werden nach der Assemblierung aus glo-
balen Vektoren und der konstanten Massenmatrix berechnet. Der Block ρ0/(∆t)
2M+Kuu in (6.41)
muss bereits auf der einzelnen Zelle ausgefu¨hrt werden, wenn spa¨ter die lokale Kontaktprojektion
auf die lokale Steifigkeitsmatrix angewendet werden soll.
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6.4.2 Eliminierung der Enhanced-Strain-Variable
Als letztes muß die Variable ∆a aus dem lokalen Gleichungssystem (6.41) eliminiert werden. Dies
erfolgt zuna¨chst ohne lokale Kontaktprojektion, womit die globale Kontaktprojektion (1.13) nicht
ausgeschlossen ist. Anschließend wird die lokale Kontaktprojektion angewendet.
Ohne lokale Kontaktprojektion
Es werden nun in (6.41) alle stetigen Variablen mit xh = (uh,wh) = (uh,Θh, B¯h, C¯
e
h) zusammen-
gefasst,
Ra + Kaa∆ah + Kax∆xh = 0,
Rx + Kxa∆ah + Kxx∆xh = 0.
(6.43)
Es wird ∆a = −K−1aa Ra − K−1aaKax∆xh eliminiert, so dass sich das lokale Gleichungssystem(
Kxx − KxaK−1aaKax
)
∆xh = −Rx + KxaK−1aa Ra (6.44)
ergibt. Dieses lokale Gleichungssystem wird zum globalen Gleichungssystem Ah∆xh = fh assemb-
liert.
Mit lokaler Kontaktprojektion
Die lokale Kontaktprojektion wirkt allein auf die Verschiebung und ihre Testfunktion. Um sie auf
x anwenden zu ko¨nnen, wird sie mit den Identita¨ten 1 in der Form
Px =

Pu 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (6.45)
geschrieben. Es wird Px in (6.43) angewendet,
Ra + Kaa∆ah + KaxPx∆xh = 0,
PtxRx + P
t
xKxa∆ah + P
t
xKxxPx∆xh = 0.
(6.46)
Es wird wie folgt zusammengefasst: K˜ax = KaxPx, K˜xa = P
t
xKxa, K˜xx = P
t
xKxxPx und R˜x =
PtxRx. Aus der ersten Gleichung (6.46)1 folgt ∆a = −K−1aa Ra − K−1aa K˜ax∆xh, welches in die zweite
Gleichung eingesetzt wird,(
K˜xx − K˜xaK−1aa K˜ax
)
∆xh = −R˜x + K˜xaK−1aa Ra. (6.47)
Dieses lokale Gleichungssystem wird zum globalen Gleichungssystem Ah∆xh = fh assembliert.
6.4.3 Rekonstruktion der eliminierten Variablen
Nachdem das Inkrement ∆xh als Lo¨sung des globalen Gleichungssystems (6.47) berechnet worden
ist, mu¨ssen die transformierten und eliminierten Variablen aktualisiert werden.
Kontakt
Die Kontaktprojektion P muss gespeichert werden, um ∆u = P∆˜u (1.11) aus der lokalen Basis in
die globale Basis zuru¨ckzutransformieren.
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Enhanced-Strain-Variable
Es wird ah mit ∆ah aktualisiert. Um ∆a = −K−1aa Ra−K−1aa K˜ax∆xh berechnen zu ko¨nnen, mu¨ssen
auf jeder Zelle die lokalen Matrizen K−1aa und K˜ax und der Vektor Ra gespeichert werden.
Geschwindigkeit
Aus ∂tu = v (6.1)5 folgt
1
∆t (u
(k)
n+1 − un) − ϑv(k)n+1 + (1 − ϑ)vn = 0 und damit die mit u(k)n+1
aktualisierte Geschwindigkeit
v
(k)
n+1 =
1
ϑ∆t
(u
(k)
n+1 − un) +
1− ϑ
ϑ
vn. (6.48)
63
6 Systematische Linearisierung und Diskretisierung
64
7 Fehlerscha¨tzung und automatische Modellwahl
Auf das Gesamtproblem (6.3) la¨sst sich die Theorie der dual-gewichteten residualen Fehlerkontrolle
anwenden. In der Theorie ko¨nnen der Modell- und der Diskretisierungsfehler abgescha¨tzt werden,
wobei ein Zielfunktional u¨ber die duale Lo¨sung fu¨r eine Gewichtung sorgt. Die Modellwahl und
Netzverfeinerung erfolgt dann so, dass unter der Voraussetzung kleiner Fehler Modell- und Diskre-
tisierungsfehler ausbalanciert werden. Dieser theoretische Rahmen wird dargestellt.
In dieser Arbeit wird jedoch auf die adaptive Netzverfeinerung und auf die zielorientierte Feh-
lerscha¨tzung verzichtet. Im Zentrum steht zuerst die grundlegende Frage, fu¨r welche Modellhierar-
chien in der Elastoplastizita¨t eine adaptive Modellwahl u¨berhaupt sinnvoll ist. Die Antwort lautet:
fu¨r Probleme, bei denen Lokalisierungen auftreten. Die Lokalisierungen gehen einher mit der iso-
tropen Verfestigung, welche sich als heuristischer Fehlerindikator verwenden la¨sst.
Bei aller Theorie bleibt die Darstellung des dualen Problems hier letztlich an der technischen und
konstruktiven Oberfla¨che. Ein umfassende mathematische Darstellung ist bei Blum & Suttmeier
[13] und Meidner [38] zu finden.
7.1 Erweiterung der Funktionenra¨ume um die Zeit
Es wird von der Zeit 0 bis zur Zeit T gerechnet. Das Zeitinterval I = (0, T ), 0 < T <∞ wird in M
Zeitsegmente I¯k, I =
⋃M
k=1 I¯k, zerlegt. Es werden Funktionenra¨ume eingefu¨hrt, welche gegenu¨ber
V als weitere Dimension die Zeit haben:
Y := {y ∈ V,y stetig in der Zeit} ,
Y0 := {y ∈ V0,y stetig in der Zeit} ,
Y˜ := {y ∈ V,y konstant auf jedem Zeitsegment} ,
Y˜0 := {y ∈ V0,y konstant auf jedem Zeitsegment} .
(7.1)
Die entsprechenden ra¨umlich diskretisierten Funktionenra¨ume werden mit Vh, V0,h (1.4) als Yh,
Y0,h, Y˜h und Y˜0,h bezeichnet. Es wird das innere Produkt (·, ·) : V × V → R eingefu¨hrt. Dieses
lautet fu¨r y, y¯ ∈ V
(y, y¯) =
∫
Ω
u · η1 + v · η2 + τΘ + B¯ : ξ + C¯e : ζ dV. (7.2)
Mit der Schreibweise fu¨r y ∈ Y, y¯ ∈ Y˜0,
(y, y¯)I =
∫
I
(y, y¯) dt, r(y)(y¯) =
∫
I
r¯(y)(y¯) dt,
b(y)(∂ty, y¯) =
∫
I
b¯(y)(∂ty, y¯) dt, a(y)(y¯) =
∫
I
a¯(y)(y¯) dt,
(7.3)
lautet (6.6): Gesucht wird y ∈ Y, so dass
r(y)(y¯) = b(y)(∂ty, y¯) + a(y)(y¯) = 0, ∀y¯ ∈ Y0. (7.4)
Weil y¯ unstetig in der Zeit ist, zerfa¨llt (7.4) in M Einzelschritte (6.6), die auf jedem Zeitsegment
zu lo¨sen sind.
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7.2 Zielfunktional, primales und duales Problem
Es wird nun ein Zielfunktional J(y) eingefu¨hrt, welches minimiert werden soll. U¨ber das Zielfunktio-
nal kann der Fehler in einem Teilgebiet oder in einem einzelnen Punkt wa¨hrend eines Zeitsegments
oder zu einem Zeitpunkt minimiert werden. Das Zielfunktional und das Residuum (7.4) werden in
einem Lagrange-Funktional vereint:
L(y)(z) = J(y) + r(y)(z)→ min! (7.5)
Hier ist z ∈ Y (7.2)1 der Lagrange-Multiplikator oder die duale Lo¨sung. Die Lo¨sung y ∈ Y ist
mit (7.4) bereits eindeutig festgelegt. Das Zielfunktional soll minimiert werden. Deshalb ist die
Lagrange-Formulierung a¨quivalent zu J → min und r = 0. Die verschwindenden Ableitungen von
L sind die Bedingungen fu¨r die Stationarita¨t: Die Ableitung nach z ergibt wieder das primale
Problem (7.4),
(∂zL(y)(z), y¯)I = r(y)(y¯) = 0, ∀y¯ ∈ Y0, (7.6)
die Ableitung nach y hingegen ergibt das duale Problem
(∂yL(y)(z), y¯)I = (J ′(y), y¯)I + r′(y)(z, y¯) = 0, ∀y¯ ∈ Y0. (7.7)
Um das duale Problem lo¨sen zu ko¨nnen, mu¨ssen alle globalen Steifigkeitsmatrizen aus dem prima-
len Problem gespeichert werden, weil die duale Lo¨sung vom Endzeitpunkt beginnend ru¨ckwa¨rts in
der Zeit berechnet wird.
Die Lo¨sung (y, z) ∈ Y × Y dient allein zur Referenz. Tatsa¨chlich berechnet wird die im Raum
diskretisierte Lo¨sung (ymh, zmh) ∈ Yh × Yh, fu¨r die meist ein gegenu¨ber dem Referenzmodell re-
duziertes Modell verwendet wird. Die Lo¨sung wird also mit dem Residuum rm 6= r berechnet,
rm(ymh)(y¯) = 0, (∂yJ(ymh), y¯)I + r
′
m(ymh)(zmh, y¯) = 0, ∀y¯ ∈ Y0,h. (7.8)
Der Index h steht fu¨r die Diskretisierung der Lo¨sung im Raum und der Index m steht fu¨r die Wahl
eines Modells, welches verschieden vom Referenzmodell ist. Es wird also der Diskretisierungs- und
der Modellfehler beru¨cksichtigt.
7.3 Diskretisierung des dualen Problems
Das duale Problem (7.7) lautet mit (6.8)
(∂yL(y)(z), y¯)I = (J ′(y), y¯)I + b(y)(∂ty¯, z) + ∂yb(y)(∂ty, z, y¯) + a′(y)(z, y¯) = 0, ∀y¯ ∈ Y˜0.
Es wird mit der Zeitableitung (6.33) und dem Zeitschema (6.30) diskretisiert. Es gilt ∆t = I¯k.
Dabei wird aus Platzgru¨nden die Abku¨rzung a˜(y)(∂ty, z, y¯) = ∂y b¯(y)(∂ty, z, y¯) + a¯
′(y)(z, y¯) ver-
wendet. Ausgeschrieben fu¨r alle Zeitinkremente lautet das duale Problem
(J ′(y∗), y¯
1)I¯1 + b¯(y∗)(y¯
1 − y¯0, z1) + a˜(y∗)( 1I¯1 (y1 − y0), z1, y¯1)I¯1
+ . . .
+(J ′(y∗), y¯
k )I¯k + b¯(y∗)(y¯
k − y¯k−1, zk) + a˜(y∗)( 1I¯k (yk − yk−1), zk , y¯k )I¯k
+(J ′(y∗), y¯
k+1)I¯k+1 + b¯(y∗)(y¯
k+1 − y¯k, zk+1) + a˜(y∗)( 1I¯k+1 (yk+1 − yk), zk+1, y¯k+1)I¯k+1
+ . . .
+(J ′(y∗), y¯
M )I¯M + b¯(y∗)(y¯
M − y¯M−1, zM ) + a˜(y∗)( 1I¯M (yM − yM−1), zM , y¯M )I¯M
= 0.
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Es wird nach y¯k geordnet, womit sich ein zeitabha¨ngiges Problem ergibt, welches in der Zeit
ru¨ckwa¨rts la¨uft:
0 = (J ′(y∗), y¯
k)I¯k + b¯(y∗)(z
k − zk+1, y¯k) + ∂y b¯(y∗)(yk − yk−1, zk, y¯k) + a¯′(y∗)(zk, y¯k)I¯k.
Es wird mit gegebenem zk+1 die aktuelle Lo¨sung zk berechnet. Die Komponenten der dualen
Lo¨sung werden mit z = (uz,vz,wz) bezeichnet. Der Vergleich mit (6.39) zeigt, dass der Vektor
der gegebenen Residuen durch RˇuRˇv
Rˇw
 = (J ′)k
h
− 1
∆t
 0 ρ0M 0M 0 0
Mkwu 0 Mww

 u
k+1
z,h
vk+1z,h
wk+1z,h
 (7.9)
zu ersetzen ist, wobei (y¯kh)
t
(
J ′
)k
h
= (J ′(y∗), y¯
k)I¯k. Mit diesen Residuen wird nun wie in (6.41)
das Inkrement der Geschwindigkeit eliminiert: ρ0∆t Rˇv + RˇuRˇa
Rˇw
+
 Kuu + ρ0(∆t)2M Kua KuwKau Kaa Kaw
Kwu +
1
∆tMwu Kwa Kww +
1
∆tMww
 ukz,h∆a
wkz,h
 = 0. (7.10)
Mit den Bezeichnungen xz = (uz,wz) und Rˇx =
(
ρ0/∆tRˇv + Rˇu, Rˇw
)
sowie Rˇa = 0 (7.9) wird nun
wie in (6.44) ∆a eliminiert:(
Kxx − KxaK−1aaKax
)
xkz,h = −Rˇx. (7.11)
Das Gleichungssystem mit lokaler Kontaktprojektion (6.47) lautet(
K˜xx − K˜xaK−1aa K˜ax
)
x˜kz,h = −PtxRˇx. (7.12)
Die duale Lo¨sung u˜kz,h liegt in den lokalen Koordinatensystemen vor und muss mit u
k
z,h = Puu˜
k
z,h
auf globale kartesische Koordinaten transformiert werden. Anschließend ist die duale Geschwin-
digkeit vkz,h wie in (6.48) zu rekonstruieren.
Es ist also beim Lo¨sen des primalen Problems fu¨r jeden Zeitschritt die globale Steifigkeitsmatrix
Ah zu speichern. Diese wird unvera¨ndert gema¨ß (7.12) fu¨r das duale Problem verwendet. Fu¨r die
rechte Seite sind fu¨r jeden Zeitschritt die globalen Vektoren
(
J ′
)k
h
und die Massenmatrizen Mkwu
zu speichern. M und Mww sind konstant und mu¨ssen nur einmal gespeichert werden. Es werden
der globale Vektor ρ0∆t Rˇv + Rˇu =
(
J ′
)k
u,h
+ ρ0∆t
(
J ′
)k
v,h
− ρ0∆tM
[
vk+1z,h +
1
∆tu
k+1
z,h
]
und entsprechend
Rˇw aus den Daten in (7.9) berechnet. Die Kontaktprojektionen P
t
u mu¨ssen fu¨r jeden Zeitschritt
und jeden aktiven Knoten gespeichert werden, um die rechte Seite von (7.12) zu berechnen und
um u˜kz,h zu transformieren.
7.4 Dual-gewichtete Fehlerkontrolle
Fu¨r die exakte Lo¨sung ξ = (y, z) aus (7.6) folgt r(y)(z) = 0. Fu¨r die approximierte Lo¨sung
ξmh = (ymh, zmh) aus (7.8) hingegen verschwindet das Residuum r nicht. Das Lagrange-Funktional
(7.5) fu¨r beide Fa¨lle lautet
L(y)(z) = J(y),
L(ymh)(zmh) = J(ymh) + r(ymh)(zmh).
(7.13)
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Es wird mit (7.13) der Fehler im Zielfunktional gebildet,
J(y)− J(ymh) = L(y)(z)− L(ymh)(zmh) + r(ymh)(zmh). (7.14)
Der Fehler im Zielfunktional soll nun mit der bekannten Lo¨sung ξmh approximiert werden, um ihn
kontrollieren zu ko¨nnen. Dazu werden die Fehler ey = y− ymh, ez = z − zmh und e = ξ− ξmh =
(ey, ez) eingefu¨hrt. Mit L(ξ) = L(y)(z) wird (7.14) umgeformt,
J(y)− J(ymh) = r + L(ξ)− L(ξmh)
= r +
∫ 1
0
∂λL(ξmh + λe) dλ
= r +
1
2
{
∂λ
∣∣∣
λ=1
L(ξmh + λe) + ∂λ
∣∣∣
λ=0
L(ξmh + λe)
}
+R,
= r +
1
2
{L′(ξ)(e) + L′(ξmh)(e)}+R.
(7.15)
Aus der Approximation durch die Trapezregel in der dritten Zeile entsteht das Restglied R.
Die Ableitungen in der letzten Zeile werden nach y und z aufgespalten, L′(ξ)(e) = (∂yL(ξ), ey) +
(∂zL(ξ), ez). Der erste Term ist das duale (7.7), der zweite das primale Problem (7.6),
(∂yL(ξ), eu) = (∂yJ(y), ey) + r′(y)(z, ey) = 0,
(∂zL(ξ), ez) = r(y)(ez) = 0.
(7.16)
Ebenso werden beide Terme aus L′(ξmh)(e) = (∂yL(ξmh), ey)+(∂zL(ξmh), ez) betrachtet. Es wird
nun r durch rm (7.8) approximiert,
(∂yL(ξmh), eu) = (∂yJ(ymh), ey) + r′(ymh)(zmh, ey)
≈ (∂yJ(ymh),y) + r′m(ymh)(zmh,y) = r∗m(ymh)(zmh,y),
(∂zL(ξmh), ez) = r(ymh)(ez) ≈ rm(ymh)(z).
(7.17)
y und z bleiben u¨brig, weil (7.8) von ymh und zmh als Testfunktionen erfu¨llt wird. Wenn der
Modell- und der Diskretisierungsfehler klein sind, so kann das Restglied in (7.15) vernachla¨ssigt
werden und die Na¨herung rm ≈ r in (7.17) verwendet werden. Es lautet dann die Approximation
des Fehlers im Zielfunktional (7.14)
J(y)− J(ymh) ≈ r(ymh)(zmh) +
1
2
{rm(ymh)(z) + r∗m(ymh)(zmh,y)} . (7.18)
Dieses ist die zentrale Gleichung zur dual-gewichteten Fehlerkontrolle. Die Auswertung des ersten
Terms liefert Indikatoren fu¨r den Modellfehler, die letzten beiden Terme liefern Indikatoren fu¨r
den Diskretisierungsfehler. Die Steuerung der Netzverfeinerung und der Modellwahl entsprechend
der Gro¨ße der Indikatoren minimiert den Fehler im Zielfunktional J(y) − J(ymh) auf optimale
Weise. Die berechnete Lo¨sung weicht dann also geringstmo¨glich von der exakten Lo¨sung ab, wobei
jedoch das Zielfunktional bestimmte Eigenschaften der Lo¨sung in der Bewertung herausheben kann.
Außerdem ko¨nnen Modell- und Diskretisierungsfehler ausbalanciert werden.
Soweit die Theorie. Es stellt sich die Frage, ob die Voraussetzung kleiner Fehler in dieser Arbeit
u¨berhaupt erfu¨llt wird.
68
7.5 Indikator fu¨r den Modellfehler
7.5 Indikator fu¨r den Modellfehler
Es wird nun nur der Indikator fu¨r den Modellfehler betrachtet. Es ist das Residuum r(ym)(zm)
(7.18) der aktuellen Lo¨sung zum Referenzmodell im Zeitpunkt t auszuwerten, so dass auf jeder
Zelle Ωe ein Fehlerindikator Ie heranwa¨chst:
rt(ym)(zm) =
∫ t
0
r¯τ (ym)(zm) dτ ≈
N∑
n=1
r¯tn(ym,n)(zm,n) ∆tn
=
N∑
n=1
∑
Ωe∈Ω
∆Ie ≤
∑
Ωe∈Ω
N∑
n=1
|∆Ie| =
∑
Ωe∈Ω
Ie.
(7.19)
Das Residuum r¯ (6.2) wird mit ym = (u,v,a,Θ, B¯, C¯
e
) erneut hingeschrieben:
r¯(y)(y¯) =
∫
Ω
{
cC
e
1 GRAD
[
C¯
e] ·C−1 ·GRAD [ζ]− cCe2 (Ce − C¯e) : ζ
+cB1 GRAD [B¯] ·C−1 ·GRAD [ξ]− cB2 (B − B¯) : ξ
+cτ
dΘ
dt
+ κGRAD [τ ] ·C−1 ·GRAD [Θ] + τ(Heheat −Dmech −R)
+S : ∂aC[a¯] + (∂tu− v) · η1 + ρ0∂tv(u) · η2 + 12S : ∂uC[η2]
}
dV −Gext(η2).
(7.20)
Die Auswertung erfolgt zum Ende der Rechnung auf jedem Zeitschritt, wenn mit Rφ = 0, Rω = 0
und r¯m(ym)(y¯) = 0 das Gleichgewicht erreicht ist. Weil ym wa¨hrend der Auswertung konstant ist,
entfa¨llt in (7.20) der Term (∂tu− v) · η1. Das Residuum r¯m kann so aussehen wie (7.20) und sich
nur in der Anzahl der inneren Variablen, wobei hier nur die kinematische Verfestigung in Frage
kommt, und z. B. in der Fließfunktion unterscheiden. Das Residuum kann im einfachsten Fall auch
einfach nur r¯m(y)(y¯) =
∫
Ω
ρ0∂tv(u) ·η2 + 12S : ∂uC[η2] dV −Gext(η2) lauten. Es muss nun fu¨r das
Residuum r¯ das Gleichgewicht auf den unteren beiden Iterationsstufen hergestellt werden. Indem
Rφ = 0 undRω = 0 erreicht werden, a¨ndern sich die inneren Variablen ω = (C
e,B, . . . ), die rechte
Seite Heheat, Dmech und auch S in (7.20). Im genannten Minimalfall mu¨ssen vor der Auswertung
die Enhanced-Gradient-Variablen B¯ und C¯
e
aus B und Ce mit einer lokalen L2-Projektion und
anschließender Mittelung der Werte in den Knoten berechnet werden.
Zusammenfassend la¨sst sich sagen, dass zum Referenzmodell gewechselt und die rechte Seite des
globalen Gleichungssystems anschließend erneut gebildet wird.
Das Skalarprodukt aus dem Vektor der rechten Seite und dem Vektor der dualen Lo¨sung zm,n
ist das gesuchte Inkrement in (7.19). Um es als Fehlerindikator verwenden zu ko¨nnen, mu¨ssen
die Beitra¨ge zum Skalarprodukt in jedem Knoten auf die angrenzenden Zellen verteilt werden.
Die Betra¨ge der Inkremente des Indikators |∆Ie| auf der Zelle e werden jeweils zum Indikator Ie
addiert. Die zellweisen Indikatoren Ie geben einen Hinweis auf den entstandenen Modellfehler und
dienen als Kriterium fu¨r den Modellwechsel.
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Die Elastoplastizita¨t ist mit dem Kontaktproblem, der Gemischten und Solid-Shell-Formulierung
algorithmisch verwoben. Hinzukommt die dynamische Formulierung. Innerhalb des Algorithmus
wird das Gebiet in elastische und plastische Bereiche zerlegt und der Kontaktrand identifiziert. Dies
geschieht nach einem Verfahren, das sich als Operatorzerlegung bezeichnen la¨sst. Der Algorithmus
bezieht sich auf ein statisches FE-Netz. Die Darstellung beschra¨nkt sich auf die Verschiebung als
einziger globaler Variable. Der Modellwechsel erfolgt wa¨hrend der elastoplastischen Iteration.
8.1 Vorbereitung vor Beginn der Rechnung
Vor dem Beginn der Rechnung, also zum Zeitpunkt t = 0, ko¨nnen Konstanten berechnet werden,
die allein von der Geometrie der unverformten Zelle und der Quadraturordnung abha¨ngen. Diese
mu¨ssen in jedem Quadraturpunkt gespeichert werden.
• Fu¨r die Assumed-Strain-Formulierung sind dies die Abbildung Apq (2.49) und der konstante
Tensor zweiter Stufe Cˇ
as
(1) (2.50).
• Fu¨r die Enhanced-Strain-Formulierung wird Bes (2.36) berechnet.
• Außerdem wird die globale Massenmatrix M fu¨r die dynamische Formulierung beno¨tigt.
8.2 Speicherbedarf wa¨hrend eines Zeitschritts
• In jedem Quadraturpunkt werden F n, F n+1, Cn und Cn+1 gespeichert. Fu¨r die Elastopla-
stizita¨t werden die innere Variablen (αn,ωn) und (αn+1,ωn+1) gespeichert.
• Fu¨r die Enhanced-Strain-Formulierung mu¨ssen auf jeder Zelle die Matrizen Kdd, Kda und Kaa
sowie die Vektoren Rd und Ra gespeichert werden.
• Fu¨r das Kontaktproblem wird in jedem aktiven Knoten die lokale Kontaktprojektion P (1.11)
gespeichert.
8.3 Unterteilung der Iterationen auf dem Zeitschritt
Es wird die Lo¨sung auf dem Zeitschritt ∆t = [tn, tn+1] berechnet. Gegeben sind die Verschiebung
u
(0)
n+1 = un, die Geschwindigkeit v
(0)
n+1 = vn, die Deformation F
(0)
n+1 = F n, C
(0)
n+1 = Cn.
1. Elastische Iterationen
Zuerst wird rein elastisch gerechnet. Es wird das Fließkriterium also nicht abgefragt. Die
inneren Variablen bleiben konstant. Fu¨r das Kontaktproblem werden die Iterationen der
elastischen Rechnung weiter unterschieden:
Nur in der ersten Iteration k = 0 werden Knoten nach dem geometrischen Kriterium aktiviert,
falls im Laufe der Iteration ein Knoten das Hindernis durchdringt, so wird er nicht beachtet.
Stattdessen ko¨nnen in der Iteration k > 0 Knoten deaktiviert werden, deren Kontaktkraft
abhebend ist. Die lokale Projektion P(e) wird in jeder Iteration aktualisiert. Es werden also nur
in der ersten Iteration inhomogene Randbedingungen aus der Verschiebung des Hindernisses
aufgebracht. In folgenden Iterationen treten nur homogene Randbedingungen auf, weil keine
weiteren Knoten aktiviert werden.
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Elastoplastizita¨t Kontakt
Iteration Aktivieren/Deaktivieren Aktivieren/Deaktivieren Tangentialebene
Phase I 1 - nur Aktivieren mo¨glich variabel
2, 3. . . - nur Deaktivieren mo¨glich variabel
Phase II 1 nur Aktivieren mo¨glich - konstant
2, 3. . . - - konstant
Tabelle 8.1: Es werden wechselseitig Freiheiten gesperrt, was sich als Operatorzerlegung auffassen
la¨sst.
2. Aus der elastisch berechneten Deformation C
(k)
n+1 wird die Spannung berechnet, mit der das
Fließkriterium abgefragt wird, und welche auf die Fließfla¨che projiziert wird. Wenn kein Kon-
taktproblem gerechnet wird, sondern dynamische Randbedingungen oder dynamische a¨ußere
Kra¨fte gegeben sind, so reicht eine einzige elastische Iteration aus, um C
(k)
n+1 bereitzustellen.
3. Elastoplastische Iterationen
Von nun an du¨rfen Knoten nicht mehr freigelassen werden. Die lokalen Projektionen P(e) blei-
ben konstant. Die aktiven Knoten ko¨nnen weiterhin in der nun festgelegten Tangentialebene
gleiten. In der ersten Iteration kEP = 0 wird das Fließkriterium abgefragt. Die Quadra-
turpunkte werden in elastische und plastische unterteilt. Im weiteren Verlauf der Iteration
wird diese Unterteilung nicht vera¨ndert. Fu¨r die plastischen Quadraturpunkte wird in jeder
Iteration das lokale Problem gelo¨st und die algorithmisch konsistente Tangente berechnet.
4. Bei Scheitern Halbierung des Zeitschrittes tn+1 = tn +
1
2∆t, ansonsten Aktualisierung tn =
tn+1, tn+1 = tn + ∆t, un = un+1, vn = vn+1, F n = F n+1, Cn = C
mod
n+1.
5. Verschiebung des Hindernisses und/oder Vera¨nderung der a¨ußeren Kra¨fte
8.3.1 Bemerkung. Es mu¨ßte korrekterweise eine weitere Iterationsschleife geschaffen werden:
Elastische Quadraturpunkte, die nach der Iteration das Fließkriterium verletzen, mu¨ssten als pla-
stisch markiert werden. Plastische Quadraturpunkte, in denen nach der Iteration der Multiplikator
∆γ negativ ist, mu¨ssten als elastisch gekennzeichnet werden. Es mu¨sste solange iteriert werden, bis
keine solche Korrektur mehr erforderlich ist. Es bleibt hier eine offene Frage, wie groß der Fehler
durch diese Vereinfachung des numerischen Verfahrens ist.
Das gleiche gilt fu¨r das Kontaktproblem, wo inaktive Knoten erst im Laufe der Iteration das Hinder-
nis durchdringen ko¨nnen, und aktive Knoten erst wa¨hrend der plastischen Rechnung eine abhebende
Kontaktkraft erhalten ko¨nnen.
8.4 Darstellung der Iteration (k)
1. gegeben: Verschiebung un, u
(k)
n+1, Geschwindigkeit vn, v
(k)
n+1, F n, Cn, an
2. Assemblierung: Lauf u¨ber alle Zellen Ωe ⊂ Ω:
a) Aktualisierung der Deformation: F
(k)
n+1 = 1 + GRAD
[
u
(k)
n+1
]
,
Cn+1 = F
T
n+1F n+1
b) Assumed- und Enhanced-Strain: Cmodn+1 = C
ass(Cn+1) + Bes[an+1],
Bas,L, Bas,R, Gas.
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c) Die Initialisierung des lokalen Problems erfolgt mitCn,C
mod
n+1, (αn,ωn) und (αn+1,ω
(k)
n+1).
Das Ergebnis der Lo¨sung des lokalen Problems (s. Abschnitt 3.4) sind die aktualisierten
inneren Variablen (α
(k+1)
n+1 ,ω
(k+1)
n+1 ), die Spannung S und die algorithmisch konsistente
Tangente dCS. Wenn in einem Quadraturpunkt keine Konvergenz vorhanden ist, so
wird der gesamte Zeitschritt abgebrochen.
d) Aufbau der lokalen Steifigkeitsmatrix mit S, dCS, Bes, Bas,L, Bas,R, Gas.
e) Das lokales Gleichungssystem (2.44) wird zur globalen Steifikeitsmatrix addiert:
A(e) =
(
Kdd − KdaK−1aaKad
)
,
f(e) = −Rd + KdaK−1aa Ra
(8.1)
Die Matrizen K(e)aa und K
(e)
ad und der Vektor R
(e)
a werden gespeichert.
f) Lokale Kontaktprojektion (6.47)
g) Addieren von A(e) und f(e) zur globalen Steifigkeitsmatrix A und zur globalen rechten
Seite f
3. Lo¨sen von A∆u = P
[
f− L(u(k)n+1,un,vn)
]
, Aktualisieren von u
(k+1)
n+1 = u
(k)
n+1 + ∆u
4. Aktualisierung der Geschwindigkeit vn+1
5. Aktualisieren von a(e) mit ∆a(e) = −K(e)−1aa R(e)a − K(e)−1aa K(e)ad ∆u(e)
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9 Numerische Beispiele
Es werden Beispiele mit verschiedenen Modellhierarchien gerechnet. Die verwendeten Materialpa-
rameter stehen in Tabelle D.6.
9.1 2D-Beispiel
Es wird ein Umformprozess im ebenen Verzerrungszustand gema¨ß Abb. 9.1 berechnet. Dabei wird
die Modellhierarchie aus Tab. 9.2 eingesetzt. Die Modellwahl wird von einem heuristischen Feh-
lerindikator gesteuert. Dieser wird von der isotropen Verfestigung geliefert, welche dort groß ist,
wo das Material bereits stark plastiziert ist. Die isotrope Verfestigung kann im Gegensatz zu alter-
nativen Gro¨ßen (v.-Mises-Vergleichsspannung, kinematische Verfestigung) nicht wieder abnehmen
und wird selbst im einfachsten Modell berechnet. Deshalb ist sie der bestmo¨gliche Indikator fu¨r
den Modellfehler, welcher kostenlos bereitsteht. An diesem Indikator muss sich ein residualer Feh-
lerscha¨tzer messen lassen.
In Abb. 9.2 sind die Modelle 2-6 auf ξ = 30% der Zellen gewa¨hlt und gleich aufgeteilt, so dass
10
 m
m
15.5 mm
5 
m
m
x
y
Abbildung 9.1: Versuchsaufbau. Ein rechteckiges
Gebiet ist links und rechts in y-Richtung verschieb-
lich und in x-Richtung unverschieblich gelagert. Es
ist also eine Symmetrie-Randbedingung gegeben.
Zwei kreisfo¨rmige Hindernisse mit Radius R =
5mm bewegen sich im Laufe des Umformprozesses
von der Ober- und Unterseite bis in die gestrichelt
eingezeichnete Position, woraufhin sie sich wieder
etwas zuru¨ckbewegen, um vollsta¨ndig abzuheben.
Die Verschiebung in z-Richtung ist gesperrt, so dass
es sich um einen ebenen Verzerrungszustand han-
delt. Der Prozess dauert 180 ms bis zur maximalen
Absenkung.
also jedes der Modelle 2-6 auf 6% der Zellen vorkommt. Dieses Verha¨ltnis bleibt u¨ber den Prozess
konstant. Die Zuordnung der Modelle zu den Zellen a¨ndert sich jedoch entsprechend der Steuerung
durch den Fehlerindikator.
Abku¨rzung Eigenschaft
IY / OY isotrope / orthotrope Fließfunktion (C.131)
KH kinematische Verfestigung 3.1
SD / TD skalar- / tensorwertige Scha¨digung 3.6
T Temperaturabha¨ngigkeit (5.43)
EGplt / EGgrad Penalty- / Gradienten-Potential der Enhanced-Gradient-Form. 4
Tabelle 9.1: Aus diesen Eigenschaften werden die Modelle zusammengesetzt. Die Eigenschaft IY
allein bildet das einfachst mo¨gliche Modell. Das Penalty-Potential verbessert die Stetigkeit der
Scha¨digung. Das Gradienten-Potential bewirkt eine Gla¨ttung der Scha¨digung durch Diffusion.
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Modell Eigenschaften
6 IY + T + TD + EGplt + EGgrad
5 IY + T + TD + EGplt
4 IY + T + TD
3 IY + T + SD
2 IY + T
1 IY
Tabelle 9.2: Dies ist die Modell-Hierarchie in diesem Beispiel. Die Abku¨rzungen stehen in Tab. 9.1.
Die tensorwertige Scha¨digung in Modell 4 ersetzt die skalarwertige Scha¨digung in Modell 3. Modell
5 sorgt fu¨r Stetigkeit der Scha¨digung, Modell 6 gla¨ttet sie zusa¨tzlich. Die Hierarchie entspricht der
Neigung zur Lokalisierung. Modell 6 ist das Referenzmodell und Modell 1 das Basismodell. Die
Modelle 1-5 sind also Vereinfachungen des Referenzmodells.
In Abb. 9.3 wird das Verha¨ltnis ξ variiert. Dazu wird der Modellfehler u¨ber dem numerischen
Aufwand aufgetragen. Der Modellfehler wird fu¨r die Verschiebung u und fu¨r die Scha¨digung B
betrachtet. Die relativen Fehler u¨ber die gesamte Zeit [0, T ] und zum Endzeitpunkt T lauten
erelu,1 =
∫
T
‖u(t)− uref(t)‖2 dt∫
T
‖uref(t)‖2 dt , e
rel
u,2 =
‖u(T )− uref(T )‖2
‖uref(T )‖2 . (9.1)
Gleiches gilt fu¨r B statt u. In Abb. 9.3 wird der relative Fehler auf den maximalen relativen Fehler
bezogen und in Prozent dargestellt.
Zum einen geht es darum, das optimale Verha¨ltnis ξ zu finden. Dieses Ergebnis ha¨ngt jedoch
stark vom Versuchsaufbau ab. Das eigentliche Ziel besteht darin, den Fehlerindikator zu finden,
welcher fu¨r die optimale Modellverteilung sorgt. Die bestmo¨gliche Modellverteilung bedeutet, dass
die vorhandenen Ressourcen optimal eingesetzt werden, so dass mit einem kleinen numerischen
Aufwand ein kleiner Modellfehler erreicht wird.
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Abbildung 9.2: Es werden fu¨r den Prozess entsprechend dem Versuchsaufbau in Abb. 9.1 acht
verschiedene Gro¨ßen beschrieben. Oben links ist die Verteilung der sechs Modelle (Tab. 9.2) zu
sehen. Sie a¨ndert sich wa¨hrend des Prozesses. Die Modellverteilung wird von der isotropen Ver-
festigung (oben rechts) gesteuert, welche als heuristischer Fehlerindikator dient. Die nicht-lokale
Scha¨digung B¯ (oben links der Mitte) wird nur auf den Zellen mit den Modellen 5 und 6 berechnet.
Die lokale Scha¨digung B (oben rechts der Mitte) wird von den Modellen 3-6 berechnet. Zusa¨tzlich
wird sie dort gespeichert, wo sie im Laufe des Prozesses bereits berechnet wurde. Die Scha¨digung
B˜ = B/b (unten rechts der Mitte) ist nur dort entstanden, wo mindestens das Modell 4 gewa¨hlt
war. Die relative Temperatur Θ − Θ0 (unten links der Mitte) wird auf den Zellen berechnet, auf
denen aktuell die Modelle 2-6 vorkommen. Im Gegensatz zur isotropen Verfestigung α zeigt die
v.-Mises-Vergleichsspannung φˆ (unten rechts) dank der Gemischten Formulierung keine Muster.
Alle lokalen Gro¨ßen, die also in jedem Quadraturpunkt berechnet werden, sind auf einem konstant
gefa¨rbten Viertel jeder Zelle dargestellt. Dadurch zeichnet sich das Netz ab. Unten links wird die
Verteilung der Zellen auf die (hier acht) MPI-Prozesse gezeigt. Die aufwendigen Modelle kommen
fast nur im Bereich der Prozesse 4 und 5 vor. Hier wa¨re eine gewichtete Verteilung der Zellen auf
die Prozesse sinnvoll. Links der Mitte sind die Kontaktkra¨fte des reibungsfreien Kontakts zu sehen.
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Abbildung 9.3: Es wird nun der Prozess fu¨r eine Serie von Verha¨ltnissen ξ gerechnet, und zwar
fu¨r die Werte 0.0, 0.025, 0.05, 0.075, 0.1, 0.2, 0.3, 0.4, 0.5 und 1.0. Die Modellverteilung nach den
Farben aus Abb. 9.2 oben links ist fu¨r den Endzustand der Prozesse in der Bildleiste dargestellt.
Die Bildleiste zeigt also den fließenden U¨bergang vom reinen Basismodell links hin zum Referenz-
modell rechts. Im Graphen ist fu¨r jede Fraktion der relative Modellfehler u¨ber der relativen Zeit
der Assemblierung der Steifigkeitsmatrix aufgetragen. Die Kreise bezeichnen den Fehler in der
Verschiebung, die Quadrate den in der lokalen Scha¨digung. Neben dem Fehler u¨ber den gesamten
Prozess (fett) wird der Fehler zum Endzeitpunkt des Prozesses (hohl) dargestellt. Fu¨r das reine
Basismodell (ξ = 0) ist der Fehler maximal (100 %) und auch die maximal mo¨gliche Ersparnis
an Rechenzeit wird erreicht. Fu¨r das reine Referenzmodell (ξ = 1) verschwindet der Fehler und es
wird keine Ersparnis erreicht. Es wa¨re nun wu¨nschenswert, wenn die Kurven als Hyperbeln sich
mo¨glichst nahe dem Ursprung na¨herten.
In der Legende sind fu¨r das reine Basismodell die absoluten Fehler angegeben. Bei der Verschiebung
geht es also um Abweichungen von 3 bis 6 %. Weil es im reinen Basismodell keine Scha¨digung gibt,
lautet der absolute Fehler in der lokalen Scha¨digung 1.
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9.1 2D-Beispiel
9.1.1 Hierarchie aus Scha¨digungsmodellen
Im letzten Beispiel wurde die Fraktion ξ = 1 als Referenz verwendet. Nun wird der Modellfehler auf
das Referenzmodell bezogen, so wie es der
”
reinen Lehre“ entspricht (Abb. 9.5). Der Versuchsaufbau
wird leicht vera¨ndert (Abb. 9.4). Aus der Modellhierarchie wird die Temperatur entfernt (Tab. 9.3).
Das Ergebnis in Abb. 9.6 zeigt die Proportionalita¨t zwischen der Ersparnis an Aufwand und dem
Modellfehler fu¨r den Fehler in der Variable, welche unmittelbar von der Modellwahl betroffen ist,
der Scha¨digung. Der Einfluss der Scha¨digung auf die Verschiebung ist in diesem Beispiel zu schwach
ausgepra¨gt, um hier eine Aussage treffen zu ko¨nnen.
10
 m
m
5 
m
m
x
y
15 mm
Abbildung 9.4: Es wird der Versuchsaufbau aus
Abb. 9.1 etwas vera¨ndert. Die Hindernisse senken
sich nun 7.5 mm statt 10 mm ab. Der Prozess
dauert bis zur maximalen Absenkung 180 ms.
Modell Eigenschaften
5 IY + TD + EGplt + EGgrad
4 IY + TD + EGplt
3 IY + TD
2 IY + SD
1 IY
Tabelle 9.3: Dies ist die Modell-Hierarchie in diesem Beispiel mit den Abku¨rzungen aus Tab. 9.1
Abbildung 9.5: Es wird der Prozess fu¨r eine Serie von Verha¨ltnissen ξ gerechnet, und zwar fu¨r die
Werte 0.0, 0.025, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 1.0 und das Referenzmodell. Oben ist die Verteilung
der fu¨nf Modelle aus Tab. 9.1 am Ende der Simulation dargestellt und unten die lokale Scha¨digung
|B − 1|/√2 mit dem Maximalwert 0.16.
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Abbildung 9.6: Zu den Simulationen aus Abb. 9.2 sind links die Fehler u¨ber der relativen Zeit
der Assemblierung aufgetragen und rechts die Fehler u¨ber der relativen Gesamtzeit. Der relative
Modellfehler in der Scha¨digung (Quadrate) fa¨llt fast linear ab. Der Fehler in der Verschiebung
(Kreise) verla¨uft schlechter als linear. Der absolute Fehler ist mit 0.088 % jedoch so klein, dass er
gar nicht interessant ist. Fu¨r die Erkla¨rung der Darstellung s. Tab. 9.3.
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9.2 3D-Beispiel
Zum Versuchsaufbau aus Abb. 2.4 werden Hierarchien mit der Gemischten Formulierung (G),
der Enhanced-Strain- (ES) und der Assumed-Strain-Formulierung (AS) gebildet. Als heuristischer
Fehlerindikator dient der Gla¨ttungsoperator aus der Assumed-Strain-Formulierung in der Form
|Cas(C)−C| (2.52).
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Abbildung 9.7: Es wird die Hierarchie aus dem Basismodell OY + G und dem Referenzmodell
OY + ES verwendet, wobei die Fließfunktion orthotrop ist (Tab. 9.1). Links wird die Lo¨sung aus
dem Referenzmodell (farbig) mit der aus dem Basismodell (magentafarbenes Netz) verglichen. Der
Graph zeigt den Fehler in der Verschiebung fu¨r eine Reihe von Fraktionen.
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0.04
 0.045
 0.05
 0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
re
la
tiv
er
 M
od
el
lfe
hl
er
relative Zeit
IY+G
8
19
32
38
52
63
IY+ES+AS
Abbildung 9.8: Im Beispiel oben wird nun die Hierarchie aus dem Basismodell IY + G und dem
Referenzmodell IY +ES+AS verwendet. Die Aufsicht zeigt eine symmetrische Modellverteilung.
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A Technische Details
A.1 Partielle Ableitungen
Um die vollsta¨ndigen Ableitungen in der linken Spalte der Tabelle 6.2 berechnen zu ko¨nnen, mu¨ssen
die partiellen Ableitungen in den rechten Spalten programmiert werden. Bei jeder Erweiterung oder
A¨nderung der Modellierung ist diese Arbeit zu leisten. Im Vergleich zu den systematisch berechne-
ten vollsta¨ndigen Ableitungen ist der Umfang und Aufwand jedoch eher gering. Die Tabelle wird
erneut hingeschrieben.
vollsta¨ndige Ableitung zu programmierene partielle Ableitungen
dαRφ ∂ωRω, ∂ωRφ ∂αRω, ∂αRφ
dZS ∂ωS¯ ∂ZRω, ∂ZRφ, ∂ZS¯
dZ(Heheat −Dint) ∂ω(Heheat −Dint) ∂α(Heheat −Dint) ∂Z(Heheat −Dint)
dZω
dZF
p ∂ωF
p ∂αF
p ∂ZF
p
Tabelle A.1
Als ein Beispiel fu¨r die Ableitungen, welche zu bilden sind, wird das Residuum RB (3.9) genom-
men. Es wird der Fall betrachtet, in dem F p eine innere Variable ist. Nach einigen vorbereitenden
Schritten,
∆ = −∂BW¯ − ∂BΨnlocplt (B, B¯) (4.12),
∂B∆ = −∂2BBW¯ − ∂2BBΨnlocplt (B, B¯),
∂Ce∆ = −∂2CeBW¯ ,
dBϕ(∆,B) = ∂Bϕ+ ∂∆ϕ : ∂B∆,
dCeϕ(∆,B) = ∂∆ϕ : ∂Ce∆,
dFpϕ(∆,B) = ∂∆ϕ : ∂Ce∆ : ∂FpC
e (C.119),
(A.1)
wird ein Teil von ∂ωRω gebildet,
∂FpRB = −∆γ∂∆ϕ : ∂Ce∆ : ∂FpCe,
∂BRB = I−∆γ (∂Bϕ+ ∂∆ϕ : ∂B∆) ,
∂αkRB = 0.
(A.2)
A.1.1 Bemerkung. Sa¨mtliche Ableitungen, auch die automatisch berechneten vollsta¨ndigen in
der Tabelle links, mu¨ssen mit Differenzenquotienten numerisch u¨berpru¨ft werden, weil nur so eine
Gewissheit u¨ber die Korrektheit der Linearisierung zu erlangen ist.
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A.2 Herleitung von G
Es wird G in der algorithmisch konsistenten Tangente (1.27),
F p
−1 [
G : dCF p : C˙
]
F p
−T
=
[
dCF
p−1 : C˙
]
S¯F p
−T
+ F p
−1
S¯
[
dCF
p−T : C˙
]
= A+B,
(A.3)
ausgefu¨hrt. Beide Terme werden getrennt in Indexdarstellung geschrieben, wobei (C.115) und
(C.117) verwendet werden:
Aij = (dCF p
−1
)ikrsC˙rsS¯kmF
p−T
mj =
dF p
−1
ik
dF ppq
(dCF
p)pqrsC˙rsS¯kmF
p−T
mj
= −F p−1ip F p
−1
qk (dCF
p)pqrsC˙rsS¯kmF
p−T
mj = −F p
−1
ip F
p−1
jm F
p−1
qk S¯km(dCF
p)pqrsC˙rs,
(A.4)
Bij = F p
−1
ik S¯km(dCF
p−T )mjrsC˙rs = F
p−1
ik S¯km
dF p
−T
mj
dF ppq
(dCF
p)pqrsC˙rs
= −F p−1ik S¯kmF p
−1
jp F
p−1
qm (dCF
p)pqrsC˙rs = −F p
−1
ik F
p−1
jp F
p−1
qm S¯km(dCF
p)pqrsC˙rs.
(A.5)
Die Summe von (A.4) und (A.5) lautet
Aij + Bij = −
{
F p
−1
ip F
p−1
jm F
p−1
qk S¯km + F
p−1
ik F
p−1
jp F
p−1
qm S¯km
}
(dCF
p)pqrsC˙rs
= −
{
F p
−1
ia F
p−1
jb δapδbmF
p−1
qk S¯km + F
p−1
ia F
p−1
jb δakδbpF
p−1
qm S¯km
}
(dCF
p)pqrsC˙rs.
(A.6)
Es werden nun Tensoren ausgeklammert:
Aij + Bij = −F p
−1
ia F
p−1
jb
{
δapδbmF
p−1
qk S¯km + δakδbpF
p−1
qm S¯km
}
(dCF
p)pqrsC˙rs
= −F p−1ia F p
−1
jb
{
δap(F
p−1
qk S¯kb + δbpF
p−1
qm S¯am
}
(dCF
p)pqrsC˙rs
= −F p−1ia F p
−1
jb
{
δapF
p−1
qk S¯kb + δbpF
p−1
qk S¯ak
}
(dCF
p)pqrsC˙rs
= F p
−1
ia F
p−1
jb
{
−F p−1qk
[
δapS¯kb + δbpS¯ak
]}
(dCF
p)pqrsC˙rs
= F p
−1
ia F
p−1
jb Gabpq(dCF
p)pqrsC˙rs.
(A.7)
G in (A.3) lautet also
Gabpq = −F p
−1
qk
[
δapS¯kb + δbpS¯ak
]
. (A.8)
G ist symmetrisch in den ersten beiden Indizes. Der Tensor vierter Stufe wird als 6 × 9- bzw.
3× 4-Matrix (G)ij geschrieben. Es gilt Gijkm = (G)sijckm (C.10).
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B Diskretisierung der isotropen Elastoplastizita¨t
Dieses Kapitel bezieht sich auf die Hierarchie aus isotroper und anisotroper Elastoplastizita¨t in
Abschnitt 3.2. Das isotropes Modell ermo¨glicht die spezielle Diskretisierung in der Basis der Haupt-
achsen. Dadurch wird die Anzahl der Unbekannten reduziert. Es ist jedoch ein Eigenwertproblem
zu lo¨sen. Die Modellierung ist beschra¨nkt auf eine isotrope elastische Energie, eine isotrope Fließ-
funktion und weitere skalarwertige innere Variablen. Hier wird die skalarwertige Scha¨digung b
verwendet. Auch bei sonst isotropen Funktionen induziert der Scha¨digungstensor B Anisotropie.
Gleiches gilt fu¨r die kinematische Verfestigung.
Die Modelle in diesem Kapitel bilden die unterste Stufe in einer Hierarchie von Modellen der Ela-
stoplastizita¨t großer Verformungen. Darunter beginnt der Bereich der kleinen Verformungen.
Es werden die Evolutionsgleichungen (3.4) Lp = γ∂Σφ, α˙ = γ∂qφ und b˙ = γ∂δφ diskretisiert.
Ausgangspunkt sind die Diskretisierungen (3.16) und (3.21), welche beide als innere Variable Ce
verwenden. Weil das Residuum (3.21) die Modellreduktion (3.7) entha¨lt, wird es in diesem Kapitel
als reduziertes Modell bezeichnet, wa¨hrend (3.16) das Referenzmodell ist.
Die isotrope elastische Energie W¯ (Ce, b) (1.14) heißt im folgenden W (λ2A, b). Sie la¨ßt sich in den
Eigenwerten λ2A von C
e darstellen. Fu¨r eine entkoppelte Energie gilt W (λ2A, b) = W˜ (C
e, b) (1.39).
Ebenso wird die Fließfunktion φˆiso(Σ) in der Form φˆ(ΣA) = φˆ
iso(ΣA) (C.139) mit den Eigenwerten
ΣA von Σ geschrieben.
B.1 Referenzmodell
Das Residuum (3.16),
RCe = C
e
∗ − e−TCe?e−1 = 0, (B.1)
mit Ce? = F p
−T
n C∗F
p−1
n und e = exp(∆γ∂Σφ(Σ∗)) wird nun in der Basis der Hauptachsen von
Ce? diskretisiert. Dazu werden mit (C.18) die Eigenwerte λ?2 und die Eigenvektoren N von Ce?
bestimmt. Es gilt also Ce?∗ =
∑3
A=1 λ
?2
ANA⊗NA. Weil Ce∗, Ce?, Σ?, und ∂Σφ kommutieren (C.9),
vereinfacht sich (B.1) im einstufigen Fall zu
λ2A = λ
?2
A exp
(
−2∆γ ∂φ(Σ
?
B)
∂Σ?A
)
, (B.2)
wobei Σ?A die Eigenwerte von Σ
? sind. Es gilt Σ?A = λ
?2
A S¯
?
A mit S¯
?
A = 2
∂W (λ?2B ,b)
∂λ?2A
. Im zweistufigen
Fall wird die Hauptachsendarstellung von (B.1) als Residuum mit den Unbekannten λ2A geschrie-
ben,
Rλ2 = λ
2
A − λ?2A exp
(
−2∆γ ∂φ(ΣB)
∂ΣA
)
= 0, (B.3)
wobei ΣA die Eigenwerte von Σ(C
e
∗, b∗) sind. Es gilt ΣA = λ
2
AS¯A mit S¯A = 2
∂W (λ2B ,b)
∂λ2A
.
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B.1.1 Evolutionsgleichung der Scha¨digung
Außerdem tritt die Evolutionsgleichung b˙ = γ∂δφ (3.4)3 hinzu, die im zweistufigen Fall in der
Form b∗ = bn + ∆γ∂δϕ(δ∗, b∗) diskretisiert (6.34) wird mit δ∗ = −∂bW¯ (λ2A, b∗), so dass sich das
Residuum
Rb = b∗ − bn −∆γ∂δϕ(δ∗, b∗) (B.4)
ergibt. Im einstufigen Fall darf b∗ nur von α∗ abha¨ngen, also
b∗ = bn + ∆γ∂δϕ?. (B.5)
∂δϕ
? ist aus dem vorherigen Zeitschritt gegeben, ebenso δ?. Zu Beginn des Zeitschritts wird
das Fließkriterium mit ϕ(δ?, bn) und S¯
?
A = 2∂λ2AW¯ (λ
?2
B , bn) abgefragt, anschließend mit δ∗ =
−∂bW¯ (λ2A, b∗). Am Ende des Zeitschritts werden δ? = δ∗ und ∂δφ? = ∂δϕ(δ∗, b∗) aktualisiert. Das
einstufige Schema la¨ßt sich nur u¨ber Konstanten aus dem vorherigen Zeitschritt realisieren, weil
δ = −∂bW¯ (λ?2A , bn) = 0.
B.1.2 Aktualisierung des plastischen Deformationsgradienten
Nachdem in Abschnitt B.3 die Lo¨sung α∗, oder im zweistufigen Fall, die Lo¨sungen α∗ und λ2A
berechnet wurden, und die Rechnung auf dem Zeitschritt beendet ist, so wird F pn+1 mit
F pn+1 =
{
3∑
A=1
exp
(
1
nφ
(αn+1 − αn)∂φ(ΣB)
∂ΣA
)
NA ⊗NA
}
F pn (B.6)
aktualisiert, wobei Σ = Σ? im einstufigen Fall.
B.2 Reduziertes Modell
Ausgangspunkt ist die Modellreduktion (3.7), deren Diskretisierung (3.21) wegen der Isotropie
ohne den Symmetrie-Operator geschrieben wird,
Ce∗ = C
e? − 2Ce∗∆γ∗∂Σφ(Σ(Ce∗)) (B.7)
mit der Konstanten Ce? = F p
−T
(C∗−Cn)F p
−1
+Cen und mit ∆γ∗ = (α∗−αn)/nφ. Die einstufige
Formulierung mit Σ? = Σ(Ce?) lautet
Ce∗ = C
e?
n − 2Ce∗∆γ∗∂Σφ(Σ?). (B.8)
Die Formulierung (B.8) wird in der Basis der Hauptachsen dargestellt,
λ2A =
λ?2A
1 + 2∆γ∗∂ΣAφ(Σ?B)
, (B.9)
wobei Σ?B = λ
?2
B S¯B(λ
?2
A ). Fu¨r die zweistufige Formulierung wird (B.8) in der Basis der Hauptachsen
als Residuum geschrieben,
Rλ2 = λ
2
A (1 + 2∆γ∗∂ΣAφ(ΣB))− λ?2A = 0, (B.10)
wobei ΣB = λ
2
BS¯B(λ
2
A). Fu¨r die Evolutionsgleichung der Scha¨digung gilt Abschnitt B.1.1.
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B.3 Lo¨sung des lokalen Problems
Zur besseren U¨bersicht werden alle Gleichungen zusammengestellt. Das Lo¨sungsverfahren ent-
spricht dem in Abschnitt 3.4. Im plastizierenden Fall φ > 0 ist die Lo¨sung α∗ der nichtlinearen
Gleichung
Rφ(α∗) = φˆ(ΣA(λ2B , b∗))− nφ(σY − q(α∗)) + ϕ(δ∗, b∗) = 0 (B.11)
zu bestimmen. Im einstufigen Fall ergeben sich b∗ und λ2A aus (B.5) und (B.2) oder (B.9),
b∗ = bn + ∆γ∂δϕ?,
Referenzmodell : λ2A = λ
?2
A exp
(
−2∆γ ∂φ(Σ
?
B)
∂Σ?A
)
,
Reduziertes Modell : λ2A =
λ?2A
1 + 2∆γ∗∂ΣAφ(Σ?B)
.
(B.12)
Im zweistufigen Fall ergeben sich b∗ und λ2A als Lo¨sung der nichtlinearen Gleichungen (B.4) und
(B.3) oder (B.10):
Rb = b∗ − bn −∆γ∂δϕ(δ∗, b∗),
Referenzmodell : Rλ2 = λ
2
A − λ?2A exp
(
−2∆γ ∂φ(ΣB)
∂ΣA
)
= 0,
Reduziertes Modell : Rλ2 = λ
2
A (1 + 2∆γ∗∂ΣAφ(ΣB))− λ?2A = 0.
(B.13)
B.3.1 Zweistufiges Schema
Zur Vorbereitung der Lo¨sung wird die Schreibweise komprimiert: Rλ = (Rλ21 , Rλ22 , Rλ23), λ =
(λ21, λ
2
2, λ
2
3), ω = (λ, b) und Rω = (Rλ, Rb). Fu¨r jeden Newton-Schritt auf der oberen Stufe zur
Lo¨sung von (B.11) ist zuvor Rω = 0 (B.13) mit gegebenem ∆γ zu lo¨sen, wobei in diesem Newton-
Verfahren auf der unteren Stufe zur Berechnung eines jeden Inkrements δω = − (∂ωRω)−1Rω ein
Gleichungssystem zu lo¨sen ist, welches ausgeschrieben(
δλ
δb
)
= −
(
dλRλ dbRλ
dλRb dbRb
)−1(
Rλ
Rb
)
(B.14)
lautet. Mit der Lo¨sung ωn+1, welche Rω = 0 erfu¨llt, wird nun das Inkrement δα = −(dαRφ)−1Rφ
berechnet, wobei die Linearisierung
dαRφ = (dωφ) : (dαω) + (∂qφ)(∂αq) (B.15)
lautet. Zur Berechnung von dαω ist ein weiteres Gleichungssystem mit der Matrix aus (B.14) zu
lo¨sen,
dαω = − (dωRω)−1 dαRω, (B.16)
wozu die vollsta¨ndige Ableitung (C.128) verwendet wird. Diese darf angewendet werden, weil die
Voraussetzung Rω(ω) = 0 erfu¨llt ist.
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B.3.2 Einstufiges Schema
Es muß die Lo¨sung α∗ der nichtlinearen Gleichung (B.11) zusammen mit (B.12) in einem (einstu-
figen) Newton-Verfahren bestimmt werden, um das lokale Problem zu lo¨sen.
B.4 Algorithmisch konsistente Tangente
Es ist die Tangente dS∗/dC∗ zu bestimmen, wobei S∗ = F p
−1
∗ S¯∗F
p−T
∗ die auf die Fließfla¨che
zuru¨ckgezogene Spannung ist, C∗ = F T∗ F ∗ jedoch die gegebene Deformation. Die Ableitungen
dS¯∗/dCe? und dF p∗/dC
e? ko¨nnen in der Basis der gegebenen Eigenvektoren bestimmt werden. Sie
werden unten getrennt fu¨r den ein- und zweistufigen Fall hergeleitet und hier als bekannt ange-
nommen. Mit ihnen lauten die Ableitungen nach C∗
dS¯∗
dC∗
=
dS¯∗
dCe?
:
∂Ce?
∂C∗
,
dF p∗
dC∗
=
dF p∗
dCe?
:
∂Ce?
∂C∗
, (B.17)
wobei ∂C∗C
e?(C∗,F p?) mit (C.39) gegeben ist. Die algorithmisch konsistente Tangente C = 2dCS
wurde in Abschnitt 1.5 eingefu¨hrt. Das Ergebnis (1.30) lautete
1
2
C = F p
−1 ◦ F p−1 ◦ (∂CS¯ + ∂ωS¯ : dCω +G : dCF p) (B.18)
∂S∗
∂C∗
= F p
−1
∗ ◦ F p
−1
∗ ◦
(
dS¯∗
dC∗
+G∗ :
dF p∗
dC∗
)
. (B.19)
Fu¨r das reduzierte Modell ist F p∗ konstant, und es entfa¨llt der zweite Term. Die Tangente in Haupt-
achsendarstellung (C.20) wurde bereits fu¨r die isotrope Elastizita¨t (1.37) verwendet. In diesem Fall
lautet sie
dS¯∗
dCe?
=
3∑
A=1
3∑
B=1
dS¯A
dλ?2B
NA ⊗NA ⊗NB ⊗NB +
+
3∑
A=1
3∑
B=1
B 6=A
1
2
S¯A − S¯B
λ?2A − λ?2B
NA ⊗NB ⊗ (NA ⊗NB +NB ⊗NA)
(B.20)
mit
dS¯A
dλ?2B
=
3∑
D=1
∂S¯A
∂λ2D
dλ2D
dλ?2B
+
∂S¯A
∂b∗
db∗
dλ?2B
. (B.21)
Wa¨hrend die partiellen Ableitungen ∂S¯A/∂λ
2
D und ∂S¯A/∂b∗ aus S¯A = 2
∂W (λ2B ,b)
∂λ2A
bestimmt werden,
unterscheiden sich die vollsta¨ndigen Ableitungen dλ2D/dλ
?2
B und db∗/dλ
?2
B im zweistufigen Schema
(B.26) und im einstufigen Schema.
Fu¨r das Referenzmodell verschwindet der letzte Term in der algorithmisch konsistenten Tangente
(B.18) nicht, und es muß aus F p∗ = exp (∆γ∂Σφ(Σ))F
p
n = eF
p
n die Ableitung(
dF p∗
dCe?
)
ijkm
=
(
de∗
dCe?
)
iakm
(F pn)aj . (B.22)
bestimmt werden, welche in dF p∗/dC∗ (B.17)2 eingesetzt wird. Die Eigenwerte von e lauten
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eA = exp
(
∆γ
∂φ(ΣB , b)
∂ΣA
)
, (B.23)
so dass e =
∑3
A=1 eANA ⊗NA, wobei ΣA = Σ?A und b = b? im einstufigen Fall. Es wird nun wie
schon in (B.20) die Tangente fu¨r e gebildet,
de∗
dCe?
=
3∑
A=1
3∑
B=1
deA
dλ?2B
NA ⊗NA ⊗NB ⊗NB +
+
3∑
A=1
3∑
B=1
B 6=A
1
2
eA − eB
λ?2A − λ?2B
NA ⊗NB ⊗ (NA ⊗NB +NB ⊗NA) ,
(B.24)
wobei sich die Ableitung
deA
dλ?2B
=
∂eA
∂λ?2B
+
∂eA
∂α∗
⊗ dα∗
dλ?2B
. (B.25)
im ein- und zweistufigen Schema unterscheidet. Im einstufigen Fall kann ∂eA/∂λ
?2
B direkt aus (B.23)
bestimmt werden.
B.4.1 Zweistufiges Schema
Es werden die Abku¨rzungen λ? = (λ?21 , λ
?2
2 , λ
?2
3 ), λ = (λ
2
1, λ
2
2, λ
2
3) und ω = (λ, b) verwendet.
dλ?λ und dλ?b, welche fu¨r (B.21) und (B.29) gebraucht werden, sind die ersten beiden Zeilen der
vollsta¨ndigen Ableitung
dλ?ω = ∂λ?ω
∣∣∣
α=konst.
+ dαω
∣∣∣
λ?=konst.
⊗ dλ?α
∣∣∣
ω=konst.
. (B.26)
Die einzelnen Terme werden u¨ber die vollsta¨ndige Ableitung (C.128), dxy = − [dyf ]−1 ◦ ∂xf , er-
halten. Voraussetzung dafu¨r ist, dass die Residuen verschwinden, also Rω = 0 und Rφ = 0. So
ergibt sich die folgende erste Zeile mit den Entsprechungen λ? → x, Rω → f und ω → y aus
(C.128):
∂λ?ω
∣∣∣
α=konst.
= − [dωRω]−1 ◦ dλ?Rω, Analogie: λ? → x, Rω → f , ω → y,
dαω
∣∣∣
λ?=konst.
= − [dωRω]−1 ◦ dαRω α→ x, Rω → f , ω → y,
dλ?α
∣∣∣
ω=konst.
= − [dαRφ]−1 dλ?Rφ λ? → x, Rφ → f , α→ y.
(B.27)
Die Verku¨pfung ◦ bedeutet hier eine Matrix-Matrix-Multiplikation. In der ersten Zeile muß das
Gleichungssystem fu¨r jede Spalte der Matrix ∂λ?ω gelo¨st werden. In der zweiten Zeile ist dαω
bereits als Lo¨sung des Gleichungssystems (B.16) gegeben. Die Ableitung dλ?Rφ verwendet ∂λ?ω
(B.27)1,
dλ?Rφ = dωRφ ◦ ∂λ?ω. (B.28)
dλ?Rω war als einzige der verwendeten Ableitungen noch nicht bereits beim Lo¨sen des lokalen
Problems berechnet worden. dλ?α wird auch im letzten Term von (B.25) verwendet. Im ersten
Term von (B.25),
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∂eA
∂λ?2B
=
3∑
D=1
∂eA
∂λ2D
dλ2D
dλ?2B
+
∂eA
∂b∗
db∗
dλ?2B
, (B.29)
werden die partiellen Ableitungen ∂eA/∂λ
2
D und ∂eA/∂b∗ aus (B.23) bestimmt. Die weiteren Ab-
leitungen folgen in Analogie zu (B.21) aus (B.26).
B.4.2 Einstufiges Schema
Fu¨r das einstufige Schema verschwinden die Residuen (B.3)
Rλ2A = λ
2
A − λ?2A exp
[
−2∆γ ∂φ(Σ
?
B)
∂Σ?A
]
= 0,
Rb = b∗ − bn −∆γn∂δϕ(δ?, b?) = 0
(B.30)
und fu¨r das reduzierte Modell (B.9),
Rλ2A = λ
2
A −
λ?2A
1 + 2∆γ∂Σ?Aφ(Σ
?
B)
= 0. (B.31)
dωRω ist Identita¨t, ∂λ?ω = −dλ?Rω und dαω = −dαRω lassen sich aus (B.30) und (B.31) be-
stimmen. Damit sind alle Terme von (B.26) bekannt.
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Es werden die mechanischen Grundlagen aufgelistet, die in der Arbeit verwendet werden.
C.1 Tensorrechnung
C.1.1 Verknu¨pfungen
Die verwendeten Tensoroperationen werden zusammengestellt. Es sind a, b, c Tensoren erster Stu-
fe, A, B, C, D Tensoren zweiter Stufe und A, B, C Tensoren vierter Stufe. c ist ein Skalar. Fu¨r eine
hier nicht aufgefu¨hrte Verknu¨pfung wird das Zeichen ◦ verwendet. Fu¨r die indizierte Darstellung
gilt die Einstein’sche Summationskonvention. 1 ist die Identita¨t zweiter Stufe, also A1 = A, und
δij ist das Kronecker-Symbol.
Symbolische Schreibweise Indizierte Schreibweise
Transposition AT ATij = Aji
Einfache Verju¨ngung
Multiplikation c = Ab = A[b] ci = Aijbj
C = AB Cij = AikBkj
A = ACB Aijkm = AirCrjksBsm
Skalarprodukt c = a · b c = aibi
Doppelte Verju¨ngung
Skalarprodukt c = A : B c = AijBij
Spur c = tr [A] = A : 1 c = Aii = Aijδij
c = tr [AB] = AB : 1 = AT : B c = AikBkjδij = AikBki
C = A : B = A[B] Cij = AijkmBkm
Skalarprodukt c = C : A : B c = CijAijkmBkm
Dyadisches Produkt
A = a⊗ b Aij = aibj
A = A⊗B Aijkm = AijBkm
Tabelle C.1: Es wird die symbolische der indizierten Schreibweise gegenu¨bergestellt.
Fu¨r die doppelte Verju¨ngung gelten folgende Identita¨ten:
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AB : C = AijBjkCik = AijBjkC
T
ki = ABC
T : 1,
= CTkiAijBjk = C
TAB : 1
= BjkA
T
jiCik = B : A
TC,
(C.1)
ABC : 1 = AijBjkCki = CkiAijBjk = CAB : 1 (C.2)
und
AB : CD = AijBjkCimDmk = AijBjkD
T
kmCim = ABD
T : C,
AB : CD = AijBjkCimDmk = C
T
miAijBjkDmk = C
TAB : D.
(C.3)
Ein Tensor zweiter Stufe A la¨sst sich in seinen symmetrischen und schiefsymmetrischen Teil zer-
legen,
sym [A] =
1
2
(A+AT ),
skew [A] =
1
2
(A−AT ).
(C.4)
Die symmetrische Identita¨t vierter Stufe I wirkt wie (C.4)1, I : A = sym [A], und lautet
Iijkm = 12 (δikδjm + δimδjk). (C.5)
Die nicht-symmetrische Identita¨t vierter Stufe lautet I¯ijkm = δikδjm.
Ein schiefsymmetrischer Tensor zweiter Stufe kann auf einen axialen Tensor erster Stufe abgebildet
werden. Mit dem Kreuzprodukt gilt
skew [A]b = axial [A]× b. (C.6)
Ein Tensor vierter Stufe ist hauptsymmetrisch, wenn
Aijkl = Aklij . (C.7)
Er ist nebensymmetrisch, wenn
Aijkl = Ajikl = Aijlk = Ajilk. (C.8)
Zwei Tensoren A, B zweiter Stufe kommutieren, wenn sie die gleichen Eigenvektoren haben. In
diesem Fall gilt das Kommutativgesetz
AB = BA. (C.9)
Das Produkt zweier symmetrischer Tensoren A, B ist nur dann symmetrisch, wenn A und B
kommutieren.
C.1.2 Voigt-Schreibweise
Um die Komponenten eines Tensors zweiter Stufe in einen Vektor zu schreiben, muss eine Nume-
rierung der Indizes festgelegt werden. Diese ist beliebig wa¨hlbar. cij numeriert die Komponenten
eines unsymmetrischen Tensors zweiter Stufe und sij die eines symmetrischen:
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cij =
 1 4 57 2 6
8 9 3
 , sij =
 1 4 54 2 6
5 6 3
 . (C.10)
Es gilt nun fu¨r den Vektor (A): Aij = (A)cij fu¨r A 6= AT und Aij = (A)sij fu¨r A = AT . Entspre-
chendes gilt im Zweidimensionalen.
Es wird nun die doppelte Verju¨ngung A : B = C (Tab. C.1) betrachtet. Es gelte B = BT . Damit
kann die Multiplikation AijkmBkm = Cij vereinfacht werden in der Form
∑
k,m≤k AijkmV(k)(m)Bkm =
Cij mit den Voigt-Faktoren Vkm = 1 fu¨r k = m und Vkm = 2 fu¨r k 6= m. Es werden die symme-
trischen Komponenten also nur einfach durchlaufen und dafu¨r ihre Werte verdoppelt. In Matrix-
Vektor-Schreibweise lautet die Multiplikation mit (C.10)
∑
k,m≤k(A)cijskm(B˜)skm = (C)cij mit
B˜ij = VijBij . Genauso kann fu¨r A : B = C im Dreidimensionalen auch
6∑
m=1
(A)km(B˜)m = (C)k, k = 1, 2, . . . 9 (C.11)
geschrieben werden. Wenn B gegeben ist, und die Multiplikation (C.11) ausgefu¨hrt werden soll, so
sind also zuvor die symmetrischen Komponenten mit 2 zu skalieren,
B˜ij = V(i)(j)Bij . (C.12)
Wenn (B˜)m der Lo¨sungsvektor des Gleichungssystem ist, so wird B erhalten, indem die symme-
trischen Komponenten mit 12 skaliert werden,
Bij = V
inv
(i)(j)B˜ij , (C.13)
wobei V invkm = 1 fu¨r k = m und V
inv
km =
1
2 fu¨r k 6= m.
C.1.3 Tensorinvarianten
Die Basisinvarianten eines Tensors zweiter Stufe A lauten
I1(A) = tr [A], I2(A) = tr [A
2], I3(A) = tr [A
3]. (C.14)
Die ersten Ableitungen der Basisinvarianten (C.14) eines Tensors zweiter Stufe A sind
dAI1(A) = 1, dAI2(A) = 2A, dAI3(A) = 3A
2. (C.15)
Die Hauptinvarianten eines Tensors zweiter Stufe A lauten
J1(A) = tr [A] = I1(A),
J2(A) =
1
2
(
(tr [A])
2 − tr [A2]
)
=
1
2
[
I21 (A)− I2(A)
]
,
J3(A) = det[A].
(C.16)
Die Hauptinvarianten (C.16) werden durch die Eigenwerte von A dargestellt,
J1(A) = λ1 + λ2 + λ3, J2(A) = λ1λ2 + λ2λ3 + λ1λ3, J3(A) = λ1λ2λ3. (C.17)
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C.1.4 Tensoren in Hauptachsendarstellung
Zur Herleitung der folgenden Gleichungen wird auf Simo´ [60] verwiesen. Es wird der symmetrische
Tensor zweiter Stufe C auf Hauptachsenform
C =
ndim∑
A=1
λ2(A)NA ⊗NA (C.18)
transformiert. Die Wurzel C
1
2 wird erhalten, indem aus den Eigenwerten λ2 die Wurzel λ gezogen
wird. Eine isotrope Funktion W (C) ist eine Funktion in den Eigenwerten von C: W (C) = W (λ2A).
Fu¨r die Ableitung ergibt sich
dCW (C) =
ndim∑
A=1
dW (λ2B)
dλ2(A)
NA ⊗NA. (C.19)
Die Ableitung einer tensorwertigen Funktion S(C) lautet
dCS =
3∑
A=1
3∑
B=1
dSA
dλ2B
NA ⊗NA ⊗NB ⊗NB +
+
3∑
A=1
3∑
B=1
B 6=A
1
2
SA − SB
λ2A − λ2B
NA ⊗NB ⊗ (NA ⊗NB +NB ⊗NA) ,
(C.20)
wobei SA die Eigenwerte von S sind. Der Fall zweier gleicher Eigenwerte ist nach De L’Hospital
abzufangen:
SA − SB
λ2A − λ2B
≈ dSA
dλ2A
− dSA
dλ2B
fu¨r λ2A ≈ λ2B . (C.21)
Die Eigenwerte und Eigenvektoren lassen sich auf allgemeine Weise mit dem Jacobi-Verfahren
bestimmen.
C.2 Deformation
Diese Arbeit beschra¨nkt sich auf kartesische dreidimensionale Koordinaten X ∈ R3, x ∈ R3. Das
Gebiet Ωt ⊂ R+ × R3 verformt sich in der dimensionslosen Zeit t. Zum Zeitpunkt t = 0 befindet
sich das Gebiet unverformt in der urspru¨nglichen Lage, der Referenzkonfiguration ϕ0(X) := X.
Zum Zeitpunkt t befindet es sich in der verformten Lage, der Momentankonfiguration ϕt(X) :=
x : R+ × R3 → R3, X ∈ Ω. Jeder Punkt X auf dem unverformten Gebiet Ω wird auf den
Punkt x = ϕt(X) auf dem verformten Gebiet Ωt abgebildet. Die Differenz ist die Verschiebung
u(X) = ϕt(X)−X, s. Abb. C.1.
C.2.1 Deformationsgradient
Die Ableitung der Verschiebung nach den Koordinaten der Referenzkonfiguration ist der Verschie-
bungsgradient
GRAD [u] =
du
dX
. (C.22)
Die Ableitung der Verschiebung nach den Koordinaten der Momentankonfiguration lautet
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X
X
X
u = x − X
X
1
2
3
t
x(X)
Abbildung C.1: Der Punkt X wird in der Zeit t in den Punkt x(X) verschoben.
∇u = du
dx
=
du
dX
dX
dx
= GRAD [u]F−1. (C.23)
Der Deformationsgradient F differenziert die Momentan- nach der Referenzkonfiguration,
F =
dϕt(X)
dX
=
d(X + u(X))
dX
= 1 + GRAD [u]. (C.24)
Er bildet somit den Vektor dX aus der Referenzkonfiguration in die Momentankonfiguration ab:
dx = F dX. Die Rate des Deformationsgradienten lautet
F˙ [∆u] =
d
dζ
∣∣∣
ζ=0
[1 + GRAD [u+ ζ∆u]] = GRAD [∆u], (C.25)
wobei ∆u ein Verschiebungsinkrement ist. Das Produkt
C = F TF (C.26)
ist der rechte Cauchy-Green-Tensor. C ist invariant unter Beobachterwechsel, s. Abschnitt C.3.1.
In Abha¨ngigkeit von C lassen sich Materialgesetze auf natu¨rliche Weise in der Referenzkonfigura-
tion formulieren. Im undeformierten Zustand gilt C = 1. Aus dem symmetrischen Tensor C la¨sst
sich die Wurzel ziehen,
U = C
1
2 , C = U2. (C.27)
Damit kann F polar zerlegt werden,
F = RU . (C.28)
R beschreibt eine Rotation, RT = R−1, det(R) = 1.
Der Deformationsgradient la¨ßt sich multiplikativ in seinen elastischen Anteil F e und seinen plasti-
schen Anteil F p zerlegen,
F = F eF p. (C.29)
Auf die beiden Anteile wird die polare Zerlegung (C.28) angewendet,
F e = ReU e,
F p = RpUp.
(C.30)
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Einsetzen in (C.26) liefert fu¨r C die Darstellung
C = F TF = F p
T
F e
T
F eF p = F p
T
CeF p . (C.31)
Ce ist also eine Funktion von C und F p,
Ce(C,F p) = F p
−T
CF p
−1
. (C.32)
Es werden die Determinanten eingefu¨hrt,
J = det(F ) = JeJp, Je = det(F e), Jp = det(F p). (C.33)
Statt C und Ce werden auch die Green-Tensoren
E =
1
2
(C − 1) , Ee = 1
2
(Ce − 1) (C.34)
verwendet. E wird mit (C.24) ausgeschrieben,
E =
1
2
(
GRAD [u] + GRAD T [u]
)
+
1
2
GRAD T [u]GRAD [u]. (C.35)
Beim U¨bergang von großen zu kleinen Verformungen fallen die Momentan- und die Referenzkon-
figuration zusammen, und es gilt ∇[u] ≈ GRAD [u]. Der quadratische Term kann vernachla¨ssigt
werden, und es folgt E ≈  mit
(u) =
1
2
(∇u+ (∇u)T ) . (C.36)
C.2.2 Deformationsraten
Die erste Ableitung von C(u) = F T (u)F (u) (C.26) ergibt sich mit der Rate des Deformations-
gradienten (C.25) zu
C˙(u)[η] = F˙
T
[η]F (u) + F T (u)F˙ [η]
= GRAD T [η]F (u) + F T (u)GRAD [η] = B[η].
(C.37)
Fu¨r die zweite Ableitung folgt
C¨[η, ξ] = GRAD T [η]F˙ [ξ] + F˙
T
[ξ]GRAD [η]
= GRAD T [η]GRAD [ξ] + GRAD T [ξ]GRAD [η] = G[ξ,η].
(C.38)
Die partielle Ableitung von Ce(C,F p) (C.32), in Indexschreibweise Cers = F
p−1
mr CmnF
p−1
ns , nach C
lautet
(∂CC
e)rspq = F
p−1
mr
1
2
(δmpδnq + δmqδnp)F
p−1
ns
=
1
2
(
F p
−1
pr F
p−1
qs + F
p−1
qr F
p−1
ps
)
.
(C.39)
Der Geschwindigkeitsgradient l = F˙ F−1 entsteht durch die Ableitung von dx = F dX (C.24). Es
folgt dx˙ = F˙ dX = F˙ F−1dx. Der symmetrische Geschwindigkeitsgradient d = 12 (l + l
T ) steht in
Zusammenhang mit C˙: Aus C˙ = F˙
T
F + F T F˙ folgt
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F−T C˙F−1 = F−T F˙
T
+ F˙ F−1 = lT + l = 2d. (C.40)
Der plastischer Geschwindigkeitsgradient
Lp := F˙
p
F p
−1
(C.41)
wird in seinen symmetrischen Anteil Dp und den plastischen Spin W p zerlegt,
Dp := sym [CeLp ], W p := skew[CeLp ]. (C.42)
Aus dieser Zerlegung folgt
C˙ = F p
T
[
C˙
e
+ 2Dp
]
F p. (C.43)
Dies ergibt sich aus der Ableitung von C = F p
T
CeF p (C.31),
C˙ = F p
T
C˙
e
F p + F˙
pT
CeF p + F p
T
CeF˙
p
= F p
T
[
C˙
e
+ F p
−T
F˙
pT
Ce +CeF˙
p
F p
−1
]
F p
= F p
T
[
C˙
e
+Lp
T
Ce +CeLp
]
F p
= F p
T
[
C˙
e
+ 2sym [CeLp ]
]
F p
= F p
T
[
C˙
e
+ 2Dp
]
F p.
(C.44)
C.3 Invarianz
C.3.1 Beobachterinvarianz
Die Konfiguration ϕ(t,X) = X+u(t,X) wird um einen beliebigen Punkt ϕ0 mit der Drehmatrix
Q(t) gedreht. Q(t) ha¨ngt nicht vom Ort ab und ist fu¨r alle Punkte gleich. Es wird also eine
Starrko¨rperrotation beschrieben:
ϕ∗(t,X) = ϕ0 +Q(t) [ϕ(t,X)−ϕ0] . (C.45)
Ein verformter Ko¨rper darf sich nicht weiter verformen, nur weil er eine Starrko¨rperrotation erfa¨hrt,
wobei Tra¨gheitskra¨fte ausgeschlossen werden. Anders gesagt darf ein Verformungsprozess nicht
dadurch vera¨ndert werden, dass ein Beobachter desselben sich bewegt. Diese trivalen Forderungen
fu¨hren jedoch zu weitgehenden Einschra¨nkungen in bezug auf die mechanische Formulierung. Es
wird der Deformationsgradient F = GRAD [ϕ] (C.24) zu (C.45) gebildet:
F ∗(t,X) = Q(t)F (t,X). (C.46)
F ist nicht invariant unter Beobachterwechsel wegen F ∗ 6= F , jedoch C (C.26):
C∗ = F ∗
T
F ∗ = F TQTQF = F TF = C. (C.47)
Ebenso ist E∗ = 12 (C
∗ − 1) = 12 (C − 1) = E (C.34) invariant unter Beobachterwechsel. Fu¨r
b = FF T folgt b∗ = QbQT . Indem eine skalarwertige Funktion von C oder E abha¨ngt, wird die
Beobachterinvarianz automatisch erfu¨llt.
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C.3.2 Invarianz unter Basistransformation
Eine skalarwertige Funktion ψ(C) muss unabha¨ngig von der Basis sein, in welcher der Tensor
zweiter Stufe C dargestellt wird (C hat nichts mit (C.26) zu tun). ψ ist invariant unter Basistrans-
formationen, wenn ψ(C) = ψ(QTCQ) erfu¨llt ist, wobei Q orthonormal ist. Fu¨r eine isotrope
Funktion la¨sst sich die Forderung nach Invarianz nur erfu¨llen, indem ψ eine Funktion allein der
Basisinvarianten (C.14) ist:
ψ(C) = ψ(I1(C), I2(C), I3(C)). (C.48)
Eine anisotrope Funktion
ψ¯(C) = ψ(C, . . . ) (C.49)
entha¨lt weitere Argumente, welche die Symmetriegruppe betreffen (s. Tab. C.2). In C quadratische
Funktionen fu¨r C = CT sind bei Apel [3] zu finden. Fu¨r ein asymmetrisches Argument sind dort
einige A¨nderungen erforderlich.
Transversal-isotrop:
ψ¯(C) = ψ(C,M), M = n⊗ n, n : Richtungsvektor.
Kubisch:
ψ¯(C) = ψ(C,Oh : C) Oh =
∑3
i=1 ai ⊗ ai ⊗ ai ⊗ ai, ai : orthogonale Vektoren.
Orthotrop:
ψ¯(C) = ψ(C,M1,M2) Mα = mα ⊗mα mα : orthogonale Vektoren, α = 1, 2.
Tabelle C.2: Beispiele fu¨r eine anisotrope Funktion. Das dritte Beispiel steht bei Schro¨der et al.
[59]. Die Schreibweise (C.49) reflektiert den Umstand, dass die Vektoren n,ai und mα gewo¨hnlich
gegebene Daten sind.
C.4 Spannung und Energie
Der Cauchy-Spannungstensor σ lebt in der Momentankonfiguration Ωt, s. Abschnitt C.2. Dort
bildet er die Normale n einer infinitesimalen Schnittfla¨che auf die Kraft t in der Schnittfla¨che ab,
t = σn. (C.50)
Die Kirchhoff-Spannung τ = Jσ ist die Transformation der Cauchy-Spannung in die Referenzkon-
figuration Ω,∫
Ωt
σ(x) dVt =
∫
Ω
σ(x(X)) JdV =
∫
Ω
τ (X) dV, (C.51)
wobei die Transformation des Volumendifferentials dVt = JdV aus der Referenz- in die Momen-
tankonfiguration verwendet wird, welche sich aus dem Spatprodukt [·, ·, ·] ergibt:
dVt = [dx1, dx2, dx3] = [F dX1,F dX2,F dX3] = J [dX1, dX2, dX3] = JdV. (C.52)
Es wird aus der Spannung τ und der Dehnungsrate d (C.40) die Rate einer Energie τ : d gebildet.
Eine Rate ist eine A¨nderung in der dimensionslosen Zeit. Bei dieser Energie handelt es sich um
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die freie Energie Ψ. Mit (C.40) wird die Rate der freien Energie Ψ˙ in die Referenzkonfiguration
transformiert,
Ψ˙(C) = τ : d = τ :
1
2
F−T C˙F−1 =
1
2
F−1τF−T : C˙ =
1
2
S : C˙. (C.53)
S = F−1τF−T ist der zweite Piola-Kirchhoff-Tensor. Die Rate der Energie la¨sst sich auch mit
dem ersten Piola-Kirchhoff-Tensor P = τF−T darstellen:
Ψ˙(C) = τ : d = τ : l = τ : F˙ F−1 = τF−T : F˙ = P : F˙ . (C.54)
Wenn die Rate der freien Energie mit einem vollsta¨ndigen Differential dargestellt wird, Ψ˙(C) =
dCΨ(C) : C˙, so folgt aus dem Vergleich mit (C.53) fu¨r die Spannung
S = 2dCΨ(C). (C.55)
Die freie Energie Ψ besteht aus der elastischen Energie W¯ (Ce(C)) und mo¨glicherweise weiteren
Termen, die von C abha¨ngen. Es wird nun die Einschra¨nkung eingefu¨hrt, dass F p nicht von C
abha¨ngt, also
F p 6= F p(C). (C.56)
Diese Einschra¨nkung ist in der Staffelung in ein globales Problem und in lokale Probleme be-
gru¨ndet: Wenn (in den lokalen Problemen) F p eine Variable ist, so ist C konstant. Wenn (im
globalen Problem) C variabel ist, so ist F p konstant. Die Einschra¨nkung gilt nicht in der algorith-
misch konsistenten Tangenten, welche die Staffelung u¨berwindet. Weil die Einschra¨nkung (C.56)
fu¨r alle inneren Variablen gilt, kann Ψ nur u¨ber Ce als einziger Variablen von C abha¨ngen. In
diesem Zusammenhang ist also Ψ = Ψ(C,Ce(C)) gemeint. Ausfu¨hren der vollsta¨ndigen Ableitung
(C.55) mit ∂CC
e (C.39) liefert
S = 2dCΨ = 2∂CΨ + 2∂CeΨ : ∂CC
e = 2∂CΨ + F
p−12∂CeΨF
p−T . (C.57)
Damit wird der elastische zweite Piola-Kirchhoff-Tensor
S¯ = 2∂CeΨ (C.58)
eingefu¨hrt. Im Spezialfall ∂CeW¯ = ∂CeΨ gilt
∂CeW¯ (C
e) : C˙
e
=
1
2
S¯ : C˙
e
=
1
2
F p
−1
S¯F p
−T
: C˙. (C.59)
Durch Vergleich mit (C.55) ergibt sich der zweite Piola-Kirchhoff-Tensor
S = F p
−1
S¯F p
−T
. (C.60)
Die Mandel-Spannung lautet
Σ = CeS¯. (C.61)
Es gilt unter Voraussetzung der Symmetrie von S¯ die Identita¨t
S : C˙ = 2∂CΨ : C˙ + S¯ : C˙
e
+ 2Σ : Lp. (C.62)
Dies wird gezeigt: Aus (C.57) folgt S : C˙ = 2∂CΨ : C˙ + F
p−1S¯F p
−T
: C˙ = 2∂CΨ : C˙ + S¯ :
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F p
−T
C˙F p
−1
. Nun wird (C.44) eingesetzt, woraus
S : C˙ = 2∂CΨ : C˙ + S¯ :
[
C˙
e
+ 2Dp
]
= 2∂CΨ : C˙ + S¯ : C˙
e
+ 2S¯ : Dp (C.63)
folgt. Es wird der letzte Term weiter umgeformt, wobei (C.42)1 verwendet und die Symmetrie von
S¯ ausgenutzt wird: S¯ : Dp = S¯ : sym [CeLp ] = S¯ : CeLp = CeS¯ : Lp = Σ : Lp .
C.4.1 Quadratische Energie
Es wird eine Funktion der Basisinvarianten (C.14) von Ee = 12 (C
e − 1) (C.34) gesucht, welche
quadratisch in Ee ist. Die Funktion lautet
W¯ (Ce) = α1I
2
1 (E
e) + α2I2(E
e). (C.64)
Es erfolgt die Definition α1 :=
1
2λ und α2 := µ. λ und µ sind die Lame´-Konstanten. Mit einem
Tensor vierter Stufe Ce lautet (C.64):
W¯ (Ce) =
1
2
Ee : Ce : Ee,
Ce = 2µI + λ1⊗ 1.
(C.65)
Fu¨r die Spannung folgt
S¯ = 2∂CeW¯ (C
e) = Ce : Ee = 2µEe + λtr [Ee]1. (C.66)
Es wird Ee mit (C.68) zerlegt. Daraus ergibt sich die Aufspaltung W¯ (Ce) = Uˇ(tr [Ee]) +
W˜ quad(Ce) mit
Uˇ(tr [Ee]) =
1
2ndim
κ(tr [Ee])2,
W˜ quad(Ce) = µdev [Ee] : dev [Ee] = µI2(dev [E
e]),
(C.67)
wobei κ = 2µ+ndimλ das Kompressionsmodul ist. Die Bezeichnungen sind in Anlehnung an (1.14)
gewa¨hlt. Die volumetrisch-deviatorische Zerlegung u¨bertra¨gt sich auf die Spannung: dev [S¯] =
dEeW˜
quad = 2µdev [Ee] und vol [S¯] = dEeUˇ =
1
ndim
κtr [Ee]1.
C.4.2 Volumetrisch-deviatorische Zerlegung
Die volumetrisch-deviatorische Zerlegung in der Momentankonfiguration und fu¨r kleine Verformun-
gen lautet
σ = vol [σ] + dev [σ],
vol [σ] =
1
ndim
tr [σ]1 = Pvol : σ,
dev [σ] = σ − 1
ndim
tr [σ]1 = Pdev : σ,
(C.68)
mit den Eigenschaften dev [vol [σ]] = 0, vol [dev [σ]] = 0, dev [dev [σ]] = dev [σ] und vol [vol [σ]] =
vol [σ] und den Projektionen
Pvol =
1
ndim
1⊗ 1, Pdev = I − 1
ndim
1⊗ 1. (C.69)
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Die volumetrisch-deviatorische Zerlegung in der Referenzkonfiguration,
S = VOL[S] + DEV[S],
VOLC−1 [S] =
1
ndim
(S : C)C−1 =
1
ndim
C−1 ⊗C : S,
DEVC−1 [S] = S −
1
ndim
(S : C)C−1 =
(
I − 1
ndim
C−1 ⊗C
)
: S,
(C.70)
mit den Eigenschaften DEV [VOL[S]] = 0, VOL [DEV[S]] = 0 und DEV[S] : VOL[S] = 0, entsteht
im Zusammenhang von unimodularen Tensoren, s. (C.112). Die Operatoren VOL und DEV sind
invariant bezu¨glich der Skalierung des Index,
VOL
C
−1 [S] = VOLαC−1 [S], DEVC−1 [S] = DEVαC−1 [S] (C.71)
mit α ∈ R \ {0}. Es gilt jedoch DEV
C¯
−1 [S] 6= DEV
C¯e
−1 [S]. Zwischen (C.68) und (C.70) besteht
folgender Zusammenhang:
CVOL[S] =
1
ndim
(S : C)1 = vol [CS],
CDEV[S] = CS − 1
ndim
(S : C)1 = dev [CS].
(C.72)
Es gilt fu¨r den Zusammenhang von DEVC−1 [S ] und DEVCe
−1 [S¯ ]:
DEVC−1 [S ] = F
p−1DEV
Ce
−1 [S¯ ]F p
−T
. (C.73)
Mit C = F p
T
CeF p (C.31) und (C.1)3,4 folgt dies mit S = F
p−1S¯F p
−T
(C.60) aus
DEVC−1 [S] = S −
1
ndim
(S : C)C−1
= F p
−1
S¯F p
−T − 1
ndim
(
F p
−1
S¯F p
−T
: F p
T
CeF p
)
F p
−1
Ce
−1
F p
−T
= F p
−1
[
S¯ − 1
ndim
(S¯ : Ce)Ce
−1
]
F p
−T
= F p
−1
DEV
Ce
−1 [S¯]F p
−T
.
Mit der Na¨herung C ≈ 1 erfolgt der U¨bergang von (C.70) nach (C.68):
VOL[S] =
1
ndim
(S : C)C−1 ≈ 1
ndim
(S : 1)1 = vol [S],
DEV[S] = S − 1
ndim
(S : C)C−1 ≈ S − 1
ndim
(S : 1)1 = dev [S].
(C.74)
Fu¨r zwei Tensoren zweiter Stufe A und B gilt
dev [A] : dev [B] = dev [A] : B. (C.75)
Unter Verwendung der Hauptsymmetrie (C.7) von Pdev (C.69) ergibt sich
dev [A] : dev [B] = (Pdev)ijkmAkm(Pdev)ijrsBrs = (Pdev)rsij(Pdev)ijkmAkmBrs
= (Pdev)rskmAkmBrs = dev [A] : B.
(C.76)
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C.5 Bilanzen
C.5.1 Transformation von Kra¨ften
Es wird die Piola-Transformation
n da = JF−Tn0 dA (C.77)
hergeleitet, welche die Normale n0 in der Referenzkonfiguration auf die Normale n in der Momen-
tankonfiguration abbildet. Beide Normalen sind normiert, |n0| = 1 und |n| = 1. Die Herleitung
lautet
(Fc) · nda = (Fc) · (dx1 × dx2) = [Fc, dx1, dx2] = J [c, dX1, dX2] = Jc · n0 dA,
(Fc) · n da = c · F Tnda = Jc · n0 dA,
n da = JF−Tn0 dA
(C.78)
mit n0dA = dX1×dX2 und dA = |dX1×dX2|. Die Piola-Transformation erlaubt nun die Trans-
formation der Oberfla¨chenkra¨fte t = σn (C.50) mit S = JF−1σF−T (C.53) und P = τF−T :
t da = σn da = J−1FSF Tn da = J−1PF Tn da = Pn0 dA. (C.79)
Damit lautet der Divergenzsatz auf dem Gebiet Ω der Referenzkonfiguration mit der Divergenz
(C.108) ∫
∂Ωt
t da =
∫
∂Ω
Pn0 dA =
∫
Ω
DIV [P ] dV. (C.80)
C.5.2 Impulsbilanz
Es wird das Kra¨ftegleichgewicht in der Referenzkonfiguration Ω aufgestellt. Die Tra¨gheitskra¨fte
ρ0∂tv mit der Geschwindigkeit v = ∂tu stehen mit den Volumenkra¨ften fV und den Oberfla¨chen-
kra¨ften T = Pn0 (C.80) im Gleichgewicht:∫
Ω
ρ0∂tv dV =
∫
Ω
fV dV +
∫
∂Ω
T dA,
ρ0∂tv = fV + DIV [P ].
(C.81)
Die lokale Impulsbilanz (C.81)2 wird mit der Testfunktion η schwach formuliert,∫
Ω
ρ0∂tv · η −DIV [P ] · η dV =
∫
Ω
fV · η dV, η ∈ V0. (C.82)
Mit der Identita¨t
DIV [v · P ] = GRAD [v] : P + v ·DIV [P ] (C.83)
und (C.80) folgt
102
C.6 Differentiale
∫
Ω
ρ0∂tv · η + P : GRAD [η] dV =
∫
Ω
fV · η dV +
∫
Ω
DIV [η · P ] dV
=
∫
Ω
fV · η dV +
∫
∂Ω
η · P · n0 dA
=
∫
Ω
fV · η dV +
∫
∂Ω
T · η dA = Gext(η), η ∈ V0.
(C.84)
Mit (C.53) und (C.54) ergibt sich die schwach formulierte Impulsbilanz∫
Ω
ρ0∂tv · η + 1
2
S(C(u)) : C˙(u)[η] dV = Gext(η), ∀η ∈ V0. (C.85)
Fu¨r kleine Verformungen (C.36) lautet sie mit  = ˙∫
Ω
ρ0∂tv · η + σ : (η) dV = Gext(η), ∀η ∈ V0. (C.86)
C.5.3 Entropiebilanz
Die Entropiebilanz oder auch der zweite Hauptsatz der Thermodynamik lautet in integraler und
lokaler Formulierung∫
Ω
Ξ dV =
∫
Ω
H˙ dV −
∫
Ω
R/Θ dV +
∫
∂Ω
Q · n/Θ dA ≥ 0,
Ξ = H˙ −R/Θ + DIV [Q/Θ] ≥ 0,
(C.87)
wobei H die Entropie, Θ die Temperatur und Ξ die Entropieproduktion ist. Die Entropieproduk-
tion Ξ nimmt ab durch eine Wa¨rmezufuhr R und nimmt zu durch den Abfluss von Wa¨rme Q · n.
In die lokale Entropiebilanz (C.87)2 wird zuerst die Identita¨t
DIV [Q/Θ] = (DIV [Q]Θ−Q ·GRAD [Θ]) /Θ2 (C.88)
eingesetzt, Ξ = H˙ −R/Θ + (DIV [Q]Θ−Q ·GRAD [Θ]) /Θ2 ≥ 0. Multiplikation mit Θ ergibt
ΘΞ = ΘH˙ −R+ DIV [Q]−Q ·GRAD [Θ]/Θ. (C.89)
C.6 Differentiale
C.6.1 Exponentialabbildung
Die Exponentialabbildung lautet
exp(A) =
∞∑
k=0
1
k!
Ak. (C.90)
Die Lo¨sung der gewo¨hnlichen Differentialgleichung F˙
p
(t) = F p(t)A(t) lautet
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F p(t) = F p(t0) exp
(∫ t
t0
A(τ) dτ
)
. (C.91)
Die Lo¨sung wird u¨berpru¨ft, wobei (C.101) verwendet wird:
F pij(t) = F
p
ik(t0)[exp(·)]kj ,
F˙ pij(t) = F
p
ik(t0)[exp(·)]kmAmj(t) = F pim(t)Amj(t).
(C.92)
Die Lo¨sung der gewo¨hnlichen Differentialgleichung F˙
p
(t) = A(t)F p(t) lautet
F p(t) = exp
(∫ t
t0
A(τ) dτ
)
F p(t0). (C.93)
Die Lo¨sung wird ebenfalls u¨berpru¨ft,
F pij(t) = [exp(·)]ikF pkj(t0),
F˙ pij(t) = [exp(·)]imAmk(t)F pkj(t0)
= Aim(t)[exp(·)]mkF pkj(t0) = Aim(t)F pmj(t),
(C.94)
wobei zusa¨tzlich die Eigenschaft exp(A)A = A exp(A) verwendet wird.
Die Lo¨sung der gewo¨hnlichen Differentialgleichung C˙
e
(t) = sym [Ce(t)A(t)] = 12 (C
e(t)A(t) +
AT (t)Ce(t)) lautet
Ce(t) =
1
2
Ce(t0) exp
(∫ t
t0
A(τ) dτ
)
+
1
2
exp
(∫ t
t0
AT (τ) dτ
)
Ce(t0)
=
1
2
Ce(t0) exp
(∫ t
t0
A(τ) dτ
)
+
1
2
expT
(∫ t
t0
A(τ) dτ
)
Ce(t0).
(C.95)
Es gilt
det exp[A] = exp[trA]. (C.96)
Die Exponentialabbildung kann nur im Spezialfall von Symmetrie und kommutierenden Tensoren
auf die e-Funktion und eine Rechnung im reellen Hauptachsensystem zuru¨ckgefu¨hrt werden. Es
wird die Ableitung der Exponentialabbildung (C.90) hergeleitet. Der vierte Term lautet
(A3)ij = AikAkmAmj . Seine Ableitung ergibt sich zu
d(A3)ij
d(A)pq
= IikpqA
2
kj +AikIkmpqAmj +A
2
imImjpq
= δimImkpqA
2
kj +AimImkpqAkj +A
2
imImkpqδkj
= A0imImkpqA
2
kj +A
1
imImkpqA
1
kj +A
2
imImkpqA
0
kj
= A0ipA
2
qj +A
1
ipA
1
qj +A
2
ipA
0
qj ,
(C.97)
wobei Iijpq = dAij/dApq = δipδjq verwendet wird. Allgemein gilt
d(An)ij
d(A)pq
=
n−1∑
k=0
AkipA
n−1−k
qj , (C.98)
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und damit fu¨r die Ableitung der Exponentialabbildung exp(A) =
∑∞
r=0
1
r!A
r:
d(exp(A))ij
d(A)pq
=
∞∑
r=1
1
r!
d(Ar)ij
d(A)pq
=
∞∑
r=1
1
r!
r−1∑
k=0
AkipA
r−1−k
qj . (C.99)
Es wird gezeigt, dass
exp′(A) : A = exp(A)A (C.100)
gilt. Dies folgt aus (C.99):
d(exp(A))ij
d(A)pq
Apq =
∞∑
r=1
1
r!
r−1∑
k=0
AkipA
r−1−k
qj Apq =
∞∑
r=1
1
r!
r−1∑
k=0
AkipA
r−k
pj =
∞∑
r=1
1
r!
r−1∑
k=0
Arij
=
∞∑
r=1
r
r!
Arij =
∞∑
r=1
1
(r − 1)!A
r
ij =
∞∑
r=0
1
r!
Ar+1ij = (exp(A))ikAkj .
(C.101)
Zu beachten ist exp′(A) : B 6= exp(A)B fu¨r A 6= B.
C.6.2 Determinante
Die Ableitung der Determinante J = det(F ) eines Tensors zweiter Stufe F lautet
dFJ = JF
−T , (C.102)
s. Truesdell & Noll [68], S. 26. Entsprechend gilt fu¨r C mit det(C) = J2 die Ableitung
dC(J
2) = J2C−1. Mit dC(J2) = 2JdJC folgt
dCJ =
1
2
JC−1. (C.103)
Eine Anwendung von (C.102) liegt in der plastische Volumenerhaltung
Jp = det(F p) = 1, (C.104)
welche automatisch von der Evolutionsgleichung Lp = γ∂Σφ (3.4) erfu¨llt werden muss. Mit L
p
(C.41) folgt fu¨r die Ableitung
J˙p = JpF p
−T
: F˙
p
= JpF˙
p
: F p
−T
= Jp tr
[
F˙
p
F p
−1]
= Jp tr [Lp] . (C.105)
Aus tr [Lp] = 0 folgt mit dem Anfangswert Jp(t0) = 1 die plastische Volumenerhaltung J
p(t) = 1
fu¨r t0 ≤ t ≤ T . Eine Fließfunktion mit der Eigenschaft tr [∂Σφ] = 0 erha¨lt also das plastische
Volumen.
C.6.3 Divergenz
Es wird gezeigt, dass die Divergenz des Tensors erster Stufe η, welche in der Momentankonfigura-
tion die Spur des Gradienten ist, in der Referenzkonfiguration
div [η] = tr [∇η] = 1
2
C˙[η] : C−1 (C.106)
lautet. Dazu wird zuerst (C.37) verwendet und dann die Symmetrie von C−1 ausgenutzt. Anschlie-
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ßend werden die Identita¨ten (C.1)3 und (C.1)1 verwendet. Mit dem Gradienten (C.23) ergibt sich
1
2
C˙[η] : C−1 =
1
2
(
GRAD T [η]F + F TGRAD [η]
)
: C−1
= F TGRAD [η] : C−1 = F TGRAD [η] : F−1F−T
= GRAD [η] : F−T = GRAD [η]F−1 : 1
=
dη
dX
dX
dx
: 1 =
dη
dx
: 1 = div [η].
(C.107)
In der Referenzkonfiguration lautet die Divergenz DIV [η] = Jdiv [η], wie es sich aus∫
Ωt
div [η] J dV =
∫
Ω
DIV [η] dV (C.108)
ergibt.
C.6.4 Unimodulare Tensoren
Unimodulare Tensoren zweiter Stufe sind fu¨r die Beschreibung volumenerhaltender Deformationen
von Bedeutung. Die unimodularen Tensoren
F˜ = J−1/ndimF , C˜ = J−2/ndimC (C.109)
haben die Eigenschaft det F˜ = 1 und det C˜ = 1. Der zugeho¨rige Green-Tensor lautet
E˜ =
1
2
(C˜ − 1). (C.110)
Zu den unimodularen Tensoren geho¨rt auch der Scha¨digungstensor
B˜ = b−1B (C.111)
mit b = det(B)
1
ndim , der die Eigenschaft det(B˜) = 1 hat.
Es wird (C.109)2 nach C abgeleitet. Mit ∂CJ =
1
2JC
−1, siehe (C.103), folgt fu¨r die Ableitung von
C˜, wobei H = C˙ ein beliebiger Tensor zweiter Stufe ist,
∂CC˜ : H = − 2
ndim
J
− 2ndim−1 (∂CJ : H)C + J
− 2ndim ∂CC : H
= − 1
ndim
J
− 2ndim
(
C−1 : H
)
C + J
− 2ndim I : H
= J
− 2ndim
(
I − 1
ndim
C ⊗C−1
)
: H.
(C.112)
H wird nun verju¨ngend von links angewendet, wobei der Deviator (C.70) erscheint:
H : ∂CC˜ = J
− 2ndimH :
(
I − 1
ndim
C ⊗C−1
)
= J
− 2ndim
(
I − 1
ndim
C−1 ⊗C
)
: H
= J
− 2ndim DEVC−1 [H].
(C.113)
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C.6.5 Inverse Tensoren zweiter Stufe
Es wird die Identita¨t AA−1 = 1, in Indexschreibweise A−1ik Akj = δij , nach dem inversen Tensor
zweiter Stufe A−1 abgeleitet,
∂A−1ik
∂Apq
Akj = −A−1ik
∂Akj
∂Apq
= −A−1ik δkpδjq, (C.114)
wobei die Ableitung von 1 verschwindet. Umstellen liefert
∂A−1ik
∂Apq
AkjA
−1
jm = −A−1ik δkpδjqA−1jm,
∂A−1ik
∂Apq
δkm = −A−1ip A−1qm,
∂A−1im
∂Apq
= −A−1ip A−1qm.
(C.115)
Fu¨r die Ableitung von A−T wird von A−Tik A
T
kj = δij ausgegangen,
∂A−Tik
∂Apq
ATkj = −A−Tik
∂ATkj
∂Apq
= −A−Tik δkqδjp. (C.116)
Umstellen liefert
∂A−Tik
∂Apq
ATkjA
−T
jm = −A−Tik δkqδjpA−Tjm ,
∂A−Tik
∂Apq
δkm = −A−Tiq A−Tpm ,
∂A−Tim
∂Apq
= −A−1qi A−1mp = −A−1mpA−1qi .
(C.117)
Bei der Ableitung eines symmetrischen inversen Tensors zweiter Stufe (∂CC
−1)ijkm = −C−1ik C−1jm
(C.115) ist zu beachten, ob die symmetrisierende Wirkung von Bedeutung ist:
∂CC
−1 = −IC−1 ,
(∂CC
−1)ijkm = −1
2
(
C−1ik C
−1
jm + C
−1
imC
−1
jk
)
= −(IC−1)ijkm.
(C.118)
Eine Anwendung von (C.115) und (C.117) ergibt sich in der Ableitung von
Ceij = F
p−1
ki CkmF
p−1
mj (C.32) nach F
p:
(∂FpC
e)ijpq =
(
dFpF
p−1
)
kipq
CkmF
p−1
mj + F
p−1
ki Ckm
(
dFpF
p−1
)
mjpq
= −F p−1kp F p
−1
qi CkmF
p−1
mj − F p
−1
ki CkmF
p−1
mp F
p−1
qj
= −CepjF p
−1
qi − CeipF p
−1
qj .
(C.119)
Fu¨r einen Tensor zweiter Stufe H = HT und C = konst., Ce(C,F p) (C.32), gilt allgemein
H : C˙
e
= H : ∂FpC
e : F˙
p
. Es wird nun die Ableitung (C.119) eingesetzt:
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Hij(∂FpC
e)ijpq = −
[
HijC
e
ipF
p−1
jq +HijC
e
jpF
p−1
iq
]
= −
[
CepiHijF
p−1
jq + C
e
pjHjiF
p−1
iq
]
= −2CepiHijF p
−1
jq .
(C.120)
Es gilt also unter den genannten Voraussetzungen
H : C˙
e
= −2CeHF p−1 : F˙ p. (C.121)
Mit A = −2CeHF p−1 folgt H = − 12Ce
−1
AF p und damit
A : F˙
p
= −1
2
Ce
−1
AF p : C˙
e
. (C.122)
Als eine Anwendung fu¨r (C.119) wird gezeigt, dass fu¨r eine skalare Funktion Ψ unter der Bedingung
C = konst. gilt:
dCeΨ = −1
2
Ce
−1
dFpΨF
pT . (C.123)
Es wird (C.119) angewendet. Die Bedingung C =konst. ist in der partiellen Ableitung ∂FpC
e
enthalten:
(dFpΨ)pq = (dCeΨ)ij(∂FpC
e)ijpq
= −(dCeΨ)ij
[
CepjF
p−1
qi + C
e
ipF
p−1
qj
]
= −Cepj(dCeΨ)jiF p
−1
qi − Ceip(dCeΨ)ijF p
−1
qj
= −2Cepj(dCeΨ)jiF p
−T
iq .
(C.124)
C.6.6 Vollsta¨ndiges Differential
Gegeben sind die einmal differenzierbaren Funktionen y(x) und f(y(x),x). x0 ist eine Lo¨sung von
f(y(x),x) = 0. (C.125)
Die vollsta¨ndige Ableitung an der Stelle x0 lautet
d
dx
f(y(x0),x0) =
∂
∂y
f(y(x0),x0) ◦ d
dx
y(x0) +
∂
∂x
f(y(x0),x0) = 0. (C.126)
Nach dem Satz u¨ber die implizite Funktion existiert die Ableitung
d
dx
y(x0) = −
[
∂
∂y
f(y(x0),x0)
]−1
◦ ∂
∂x
f(y(x0),x0), (C.127)
wenn f differenzierbar ist. (C.127) wird noch einmal so geschrieben, wie die Gleichung in der Arbeit
verwendet wird:
dxy = − [dyf ]−1 ◦ ∂xf . (C.128)
(C.128) beruht also auf der Voraussetzung f(y(x0),x0) = 0.
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C.7.1 Fließfunktion
Es wird die Fließfunktion modelliert.
Plastische Volumenerhaltung
Damit das plastische Volumen (C.104) erhalten bleibt, darf von Σ nur dev [Σ] (C.68) in die Fließ-
funktion eingehen: φ(Σ) = φ(dev [Σ]). Mit einem Tensor zweiter Stufe A la¨sst sich zeigen:
∂Σφ : A = ∂dev [Σ]φ : dev [A] = dev
(
∂dev [Σ]φ
)
: A. (C.129)
Damit folgt tr [∂Σφ] = 0.
Invarianz unter Basistransformation
Die Fließfunktion darf allein von den Basisinvarianten von dev [Σ] abha¨ngen, vgl. Abschnitt C.3.2.
Die einfachste Form ist also
φˆ = I2(dev [Σ]) = tr
[
(dev [Σ])2
]
(C.130)
Statt I2 kann eine anisotrope Funktion φˆ(dev [Σ]) = ψ(dev [Σ], . . . ) (C.49) verwendet werden.
Von-Mises-Fließkriterium
Bei einem einachsigen Zugversuch in 1-Richtung sind alle Komponenten der Spannung Σ (C.61)
gleich Null außer Σ11. Das Material beginnt zu fließen, wenn die Spannungskomponente Σ11 die
Fließgrenze σY erreicht. Fu¨r Σ11 < σY ist es elastisch. Der Zustand Σ11 > σY kann nicht ange-
nommen werden. Aus Σ11 = σY folgt im Dreidimensionalen I2(dev [Σ]) =
2
3σ
2
Y und im Zweidi-
mensionalen I2(dev [Σ]) =
1
2σ
2
Y . Das Fließkriterium nach von Mises erweitert nun den einachsigen
Zugversuch auf einen allgemeinen Spannungszustand in der Form
φ(Σ) = I2(dev [Σ])− n2φσ2Y ≤ 0 (C.131)
mit nφ =
√
2
3 (3D) bzw. nφ =
√
1
2 (2D).
C.7.1 Bemerkung. Fu¨r einen Tensor zweiter Stufe A gilt: tr [A2] = AikAkjδij = AikAki = A :
AT . Fu¨r A 6= AT kann also tr [A2] < 0 vorkommen. In den Fa¨llen Σ = ΣT oder I2(dev (Σ)) ≥ 0
ist (C.131) a¨quivalent zu
φ(Σ) =
√
I2(dev [Σ])− nφσY ≤ 0 (C.132)
Fu¨r Σ = ΣT lautet die Fließfunktion
φ(Σ) = |dev [Σ]| − nφσY ≤ 0. (C.133)
Es ko¨nnte nun die Fließfunktion (C.132) verwendet werden, wobei der extreme Fall I2(dev [Σ]) < 0
jedoch nicht auftreten darf. Stattdessen wird in dieser Arbeit die allgemeine Fließfunktion (C.131)
verwendet.
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Erweiterung um isotrope Verfestigung
Die isotrope Verfestigung (C.142) bewirkt, dass die Fließgrenze erho¨ht wird:
φ(Σ, α) = I2(dev [Σ])− n2φ(σY − q(α))2 ≤ 0. (C.134)
Mit Blick auf den temperaturabha¨ngigen Fall erfolgt die Zusammenfassung
y(Θ, α) := σY (Θ)− q(Θ, α). (C.135)
C.7.2 Bemerkung. Die Erweiterung von (C.133) sei ebenfalls erwa¨hnt:
φ(Σ, α) =
√
I2(dev [Σ])− nφ(σY − q(α)) ≤ 0. (C.136)
Erweiterung um kinematische Verfestigung und Scha¨digung
Der Sa¨ttigungsterm der kinematische Verfestigung und das Scha¨digungspotential stehen nicht wie
q in (C.134) unter dem Quadrat, sondern außerhalb:
φ = I2
(
dev
[
Σ−Qk
])
+ βAF I2(Q
k)− n2φy2(Θ, α) + ϕ(∆,B) ≤ 0 (C.137)
Die Begru¨ndung erfolgt in Abschnitt 3.3.
Hauptachsendarstellung im Fall Σ = ΣT
Im Fall Σ = ΣT la¨sst sich die isotrope Fließfunktion mit dem Deviator (C.68), hier fu¨r ndim = 3,
u¨ber die Basisinvarianten Ik (C.14) und die Hauptinvarianten Jk (C.16),
|dev Σ|2 =
[
Σ− 1
3
(tr Σ)1
]
:
[
Σ− 1
3
(tr Σ)1
]
= tr
(
Σ2
)− 1
3
tr 2(Σ) = I2(Σ)− 1
3
I21 (Σ)
= J21 (Σ)− 2J2(Σ)−
1
3
J21 (Σ) =
2
3
J21 (Σ)− 2J2(Σ),
(C.138)
in den Eigenwerten ΣA (C.17) von Σ darstellen. Es gilt also φˆ
iso = φˆiso(Σ1,Σ2,Σ3) oder
φˆiso = φˆiso(ΣA). (C.139)
C.7.2 Isotrope Verfestigung
Aus der Annahme einer konstanten Wa¨rmekapazita¨t folgt in Abschnitt 5.4, dass das isotrope
Verfestigungspotential H eine lineare Funktion der Temperatur Θ ist. Das isotrope Verfestigungs-
potential lautet
H(α,Θ) = 12K(Θ)α2 + (τ∞(Θ)− τ0(Θ))
(
α+
1
δ
exp[−δα]
)
, (C.140)
wobei
τ0(Θ) = τ0(Θ0)[1− ω0(Θ−Θ0)],
τ∞(Θ) = τ∞(Θ0)[1− ωh(Θ−Θ0)],
K(Θ) = K(Θ0)[1− ωh(Θ−Θ0)].
(C.141)
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K(Θ0), τ∞(Θ0), τ0(Θ0) und δ sind Materialkonstanten, ebenso ω0 und ωh. Die Fließgrenze σY ist
gleich τ0(Θ). Fu¨r τ∞(Θ) = τ0(Θ) verfestigt das Material linear, fu¨r Θ = Θ0 ist das Materialmodell
isotherm. Die negative Ableitung −∂αH ergibt die konjugierte Verfestigungsvariable q (5.23), (3.2):
q(α,Θ) = −∂αH(α,Θ) = −K(Θ)α− (τ∞(Θ)− τ0(Θ))(1− exp[−δα]). (C.142)
Die verwendeten Materialparameter stehen in Tabelle D.6.
C.7.3 Kinematischer Verfestigung
Es wird ein kinematisches Verfestigungspotential in der Form
I(αk) = C
hm
3
I2
(
αk
)
(C.143)
eingefu¨hrt, wobei Chm der kinematische Verfestigungsmodul ist, siehe Tabelle D.6. Fu¨r eine ani-
sotrope Funktion steht I(αk) = ψ¯(αk) (C.49) zur Verfu¨gung. Die negative Ableitung ergibt die
konjugierte kinematische Verfestigungsvariable Qk = −dαkI(αk) (3.2), (5.23). Die kinematische
Verfestigung αk ist i. Allg. asymmetrisch, weil sich die Asymmetrie von Σ u¨ber (3.4)4 auf α˙
k
u¨bertra¨gt. Wegen (C.15) ist auch Qk asymmetrisch.
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D Symbolverzeichnis
Fu¨r Materialparameter siehe Tabelle D.6. Formelzeichen, die nur in einem lokalen Kontext ver-
wendet werden, wie dies vor allem in Abschnitt 2 der Fall ist, werden nicht aufgelistet.
Symbol Bezeichnung Def.
C rechter Cauchy-Green-Tensor (C.26)
Ce elastischer r. Cauchy-Green-Tensor (C.32)
C¯ skalierter r. C.-G.-Tensor (nur in Ab. 2.1 verwendet) (2.1)
C¯
e
skal. elast. r. C.-G.-Tensor (nur in Ab. 2.1 verwendet) (2.3)
C¯
e
nicht-lokaler r. Cauchy-Green-Tensor (4.1)
C˜ unimodularer r. Cauchy-Green-Tensor (C.109)
C˜
e
unimodularer elastischer r. Cauchy-Green-Tensor (2.4)
C˙(u)[η] = B[η] (erste) Rate von C (C.37)
C¨[η, ξ] = G[η, ξ] zweite Rate von C (C.38)
Bas[η] Assumed-Strain-Formulierung von B (2.56)
Gas[η, ξ] Assumed-Strain-Formulierung von G (2.56)
∂tC Zeitableitung von C (5.13)
F Deformationsgradient (C.24)
F e elastischer Deformationsgradient (C.30)
F p plastischer Deformationsgradient (C.30)
F¯
p
nicht-lokaler plastischer Deformationsgradient (4.14)
F˜ unimodularer Deformationsgradient (C.109)
E Green-Verzerrungs-Tensor (C.34)
E˜ unimodularer Green-Verzerrungs-Tensor (C.110)
Ee elastischer Green-Verzerrungs-Tensor (C.34)
 linearisierter Green-Verzerrungs-Tensor (C.36)
R Rotationstensor (C.28)
U rechter Strecktensor (C.28)
Lp plastischer Geschwindigkeitsgradient (C.41)
Dp sym. plastischer Geschwindigkeitsgradient (C.42)
W p plastischer Spin (C.42)
Tabelle D.1: Deformation und Deformationsraten
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Symbol Bezeichnung Def.
σ Cauchy-Spannung (C.50)
τ Kirchhoff-Spannung (C.51)
S Zweiter Kirchhoff-Spannungstensor (C.57)
P Erster Kirchhoff-Spannungstensor (C.54)
S¯ elastischer zweiter Kirchhoff-Spannungstensor (C.58)
Σ Mandel-Spannung (C.61)
Tabelle D.2: Spannungen
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Symbol Bezeichnung Def.
u Verschiebung (1.5)
v Geschwindigkeit (1.5)
a Parametervektor zur Enhanced-Strain-Formulierung (2.35)
Θ Temperatur (5.5)
ω Vektor der inneren Variablen 3.4
y Vektor der globalen Variablen 6.1
α isotrope Verfestigung (3.1)
q konjugierte isotrope Verfestigung (3.2)
B lokaler Scha¨digungstensor (3.1)
∆ konjugierter lokaler Scha¨digungstensor (3.2)
B¯ nicht-lokaler Scha¨digungstensor (4.1)
b lokaler Scha¨digungsskalar (3.34)
δ konjugierter lokaler Scha¨digungsskalar (3.35)
b¯ nicht-lokaler Scha¨digungsskalar (4.1)
αk kinematische Verfestigung (3.1)
Qk konjugierte kinematische Verfestigung (3.2)
rˆ globales Residuum (6.2)
r¯ =
∫
T
rˆ dt Residuum u¨ber die Zeit integriert (6.3)
w = (Θ, B¯, . . . ) sa¨mtliche globale Variablen außer der Verschiebung,
die nicht eliminiert werden (6.39)
x = (u,w) globale Variablen, die nicht eliminiert werden (6.43)
y = (u,v,a,w) = (x,v,a) sa¨mtliche globale Variablen 6.1
z duale Lo¨sung (7.5)
J Zielfunktional (7.5)
ξ = (y, z) Paar aus primaler und dualer Lo¨sung 7.4
L Lagrange-Funktional (7.5)
Tabelle D.3: Variablen
Symbol Bezeichnung Def.
nφ konjugierte isotrope Verfestigung (C.57)
Tabelle D.4: Konstanten
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Symbol Bezeichnung Def.
Ψ Freie Energie (1.7)
E Innere Energie (5.1)
W¯ Elastische Energie (1.7)
W˜ deviatorische elastische Energie (1.14)
U volumetrische elastische Energie (1.14)
ψ¯ anisotrope skalarwertige Funktion 3.7
I kinematisches Verfestigungspotential (3.1)
H isotropes Verfestigungspotential (3.1)
ϕ Scha¨digungspotential 3.6.3
φ Fließfunktion (C.131)
φˆ Fließfunktion (C.130)
Ψnlocgrad nicht-lokales Gradientenpotential (4.1)
Ψnlocplt nicht-lokales Penalty-Potential (4.1)
Dint innere Dissipation (3.2)
Dconv konvektive Dissipation (5.7)
Dmech mechanische Dissipation (5.17)
Heheat elastische Wa¨rmeproduktion (5.13)
Ξ Entropieproduktion (5.5)
H Entropie (5.5)
He elastische Entropie (5.9)
Hp plastische Entropie (5.9)
R Wa¨rmezufuhr (5.1)
Q Wa¨rmestrom (5.1)
fV Volumenkraft (5.1)
T Fla¨chenkraft (5.1)
t Fla¨chenkraft (C.61)
n Normale (C.61)
n0 Normale (C.61)
Tabelle D.5: Energie und Potentiale
116
D.1 Materialparameter
D.1 Materialparameter
Kompressionsmodul κ 175 GPa (1.17)
Schubmodul µ 80.769 GPa (1.35)
Dichte ρ0 7850
kg
m3 10
−9 kg
mm3 (1.5)
Referenztemperatur Θ0 293.15 K
Fließgrenze τ0 0.460 GPa C.7.2
τ∞ 0.656 GPa
Verfestigungsexponent δ 5.820 -
K 0 -
ω0 0.002 K
−1
ωh 0.002 K
−1
Expansionskoeffizient αex 10
−5 K−1 5.4.2
spezifische Wa¨rmekapazita¨t c 502 m
2
s2K
mm2
ms2K 5.2.2
Wa¨rmeleitungskoeffizient k 43 NsK 10
−6 kN
msK
kinematischer Verfestigungsmodul Chm 7.377 GPa C.7.3
kinematische Sa¨ttigungsparameter βAF 1 - (C.137)
Koeffizient im Gradienten-Potential cB1 10
−4 − (4.8)
Koeffizient im Penalty-Potential cB2 1(10) −
Tabelle D.6: Materialparameter. Es wird die Spannung in GPa, die Kraft in kN , die Masse in kg,
die La¨nge in mm, die Zeit in ms und die Temperatur in K angegeben. In der vorletzten Spalte
werden die Einheiten in dieses System umgerechnet. Die Materialparameter der ersten 8 Zeilen
entsprechen einem hochfesten Umformstahl. Die weiteren Parameter entsprechen nur allgemein
Stahl. Die Skalierung des Scha¨digungspotentials und die Koeffizienten im Gradienten- und Penalty-
Potential sind frei gewa¨hlt. In Modell 5 wird cB2 = 1 und in Modell 6 c
B
2 = 10 gewa¨hlt.
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