Abstract-The BLAST algorithm is simple and, hence, popular solution for a signal processing at the MIMO receiver. Its BER performance has been studied mainly using numerical (MonteCarlo) techniques since exact analytical analysis presents serious difficulties. Close examination of the problem of BLAST BER performance analysis reveals that the major difficulty for analytical analysis is due to the optimal ordering procedure. Hence, we analyze the algorithm performance without optimal ordering. While this is a disadvantage of the analysis, there are certain advantages as well. Exact closed-form analytical analysis is possible in the general case of mxn system for i.i.d. Rayleigh channel, which provides deep insight and understanding that cannot be gained using Monte-Carlo approach alone. We present closed-form expressions for instantaneous and average BER at each detection step, which hold true for any modulation format and take simple form in some cases (i.e. BPSK, QPSK, BFSK etc.). Asymptotic form (for large SNR) of these expressions is especially simple. As expected, the first-step BER dominates the total BER and D-BLAST provides some improvement over V-BLAST in terms of the "worst" BER, which, however, disappears asymptotically. We stress that this conclusions hold true for any modulation. Comparison to the V-BLAST with optimal ordering allows to better understand the advantages provided by the optimal ordering procedure.
INTRODUCTION
The BLAST algorithm is simple and, hence, popular solution for a signal processing at the MIMO receiver [1] [2] [3] . Its BER performance has been studied mainly numerically (Monte-Carlo techniques) since analytical analysis presents serious difficulties, especially when no bounds or approximations are used. While 2xn system (i.e. with 2 Tx and n Rx antennas) can be analytically analyzed in a closed form without any approximation or bounds [4, 5] , the extension of the analysis to general case of mxn system has not been found yet. Hence various bounds and approximations have been employed to attack the problem [6] . Consequently, the solutions found are limited in some ways.
Here we adopt a different approach. Close examination of the problem of BLAST BER performance analysis reveals that the major difficulty for closed-from exact analytical analysis is due to the optimal ordering procedure. Hence, we analyze the algorithm performance without optimal ordering. Clearly, this is a disadvantage of the analysis. However, there are certain advantages as well: (i) closed-form exact analytical analysis is possible in the general case of mxn system, (ii) this provides deep insight and understanding that cannot be gained using Monte-Carlo approach alone, (iii) there exists a hope that the techniques developed can be further extended to account for the optimal ordering, (iv) comparing the performance of the noordering algorithm to that with the optimal ordering allows one to better understand the advantages provided by the ordering and various differences in the performance, (v) extension to the D-BLAST is straightforward.
II. THE V-BLAST ALGORITHM
The main idea of the BLAST architecture is to split the information bit stream into several sub-streams and transmit them in parallel using a set of Tx antennas (the number of Tx antennas equals the number of sub-streams) at the same time and frequency. At the Rx side, each Rx antennas "sees" all the transmitted signals, which are mixed due to the nature of the wireless propagation channel. Using appropriate signal processing at the Rx side, these signals can be unmixed so that the matrix wireless channel is transformed into a set of virtual parallel independent channels (provided that the multipath is rich enough).
The standard baseband system model is given by = + r Hs ξ (1) where s and r are the Tx and Rx vectors correspondingly, H is the mxn channel matrix, i.e. the matrix of the complex channel gains between each Tx and each Rx antenna, n is the number of Rx antennas, m is the number of Tx antennas, n m ≥ , and ξ is the additive white Gaussian noise (AWGN), which is assumed to be 2 0 (0, ) σ I CN , i.e. independent and identically distributed (i.i.d.) in each branch.
The job of the V-BLAST algorithm is to find s given r and H in a computationally-efficient way. The V-BLAST processing begins with the 1 st Tx symbol and proceeds in sequence to the m-th symbol. When the optimal ordering procedure is employed, the Tx indexing is changed prior to the processing. The main steps of the algorithm are as follows [1, 3] :
(1) The interference cancellation step: at the i-th processing step (i.e., when the signal from the i-th transmitter is detected) the interference from the first i-1 transmitters can be subtracted 
where j h is the j-th column of H, and ˆj s are the detected symbols (which are assumed to be error-free).
(2) The interference nulling step: based on the knowledge of the channel matrix, the interference from yet-to-be-detected symbols can be nulled out using the Gramm-Schmidt orthogonalization process (applied to the column vectors of H) and orthogonal projection on the sub-spaced spaced by yet-tobe-detected symbols,
where i P is the projection matrix on the sub-space orthogonal to that spanned by 1 
(3) The optimal ordering procedure: the order of symbol processing is organized according to their after-processing SNRs in the decreasing order, i.e. the symbol with highest SNR is detected first.
III. ANALYSIS OF THE V-BLAST ALGORITHM
The following basic assumptions are employed in the present paper:
(1) The channel is random, quasistatic (i.e. fixed for every frame of information bits but varying from frame to frame), frequency independent (i.e., negligible delay spread); the components of H are (0, ) I CN (i.e., i.i.d. Rayleigh fading with unit average power gain). (5) There is no performance degradation due to synchronization and timing errors.
As it was indicated above, the optimal ordering procedure will be omitted in the present paper. We follow the approach to V-BLAST analysis proposed in [4, 5] , where it was shown that the conditional (i.e. assuming no demodulation error at the first (i-1) steps) after-processing instantaneous (i.e. for given channel instant) signal power i y at i-th processing step is
where ~ means equal in distribution, and different i y are independent of each other. The i-th step has diversity order equal to (n-m+i), the smallest one being at the 1 st step and the largest -at the last one. Note that the fact that the distribution is conditional (no error propagation) does not limit the analysis since, as we show below, the conditional distribution is sufficient to find the block error rate (BLER) and outage probability. The distribution of i y follows also from the Bartlett decomposition of the complex Wishart matrix.
The best way to improve the output SNR is to use maximum ratio combining (MRC) after the interference nulling out step. However, the well-known expressions for the MRC output SNR cannot be applied directly since the orthogonal projection during the nulling-out step results in correlated branch noise. The after-projection noise correlation matrix is
The MRC combining weights α are given in this case by the solution of the following generalized eigenvalue problem,
where y C is the after-projection signal covariance matrix. Remarkably, as detailed analysis demonstrates (see Appendix A), the output SNR is still the same as that for i.i.d. branch noise,
where 1 i i i− = y PH s is the after-projection signal. We stress that this is a non-trivial result that holds true because of the special structure of the projection matrix P .
As the last equation demonstrates, the output SNR is proportional to the output signal power. Hence, the statistical analysis in terms of the output signal power is the same as that in terms of SNR. Using the distribution of the signal power at each detection step given above, the conditional outage probability can be found immediately,
where 0 γ is the average per-branch SNR, and the corresponding pdf is
Using this, the conditional (i.e. given no error at first (i-1) steps) average (over the channel statistics) BER at i-th step can be expressed in the standard form,
where ( ) e P γ is the instantaneous BER (i.e. BER for given SNR γ ), which is determined by the modulation format. Noting that i f is 2 χ density, the average BER can be expressed in closed form for many modulation formats. The instantaneous conditional BER at step i is simply ( ) e i P γ , and, using the Bayes formula, the instantaneous unconditional BER (i.e. including the error propagation from first (i-1) steps) is
i j e i e j e k j k
where the product gives the probability of no error at first (j-1) steps, and the entire expression gives the probability of at least one error at first i steps assuming that, due to the error 0-7803-8521-7/04/$20.00 (C) 2004 IEEE propagation, an error at any step form 1 to (i-1) will result at an error at step i. We stress that this expression accounts for the effect of error propagation (however, in an exaggerated form, i.e. "100%" error propagation, with the true one being somewhat less than that). Defining a block error rate (BLER) as a probability of having at least one error at the demodulated Tx vector, one can express it as
We emphasize that this is a rigorous expression, which accounts for the true error propagation. The total instantaneous BER (i.e. when all the sub-streams are merged together after demodulation) is
Using the fact that i γ and k γ are independent for i k ≠ , the (unconditional) average BER at i-th step is given by
and the average BLER is
Let us now consider its asymptotic behavior for large average SNR, 0 1 γ >> . In this case, , 1 e i P << and the product term represents a second-order effect which can be neglected, , ,
, i m e i e j e b e i e j i P P P P P P
where the last equality is due to the fact that the diversity order increases with the step number i, the smallest one being at step 1, which results asymptotically in ,1
... e e em P P P >> >> >> . Clearly, the 1 st step BER has the dominant effect, which agrees well with intuitive expectation based on the diversity order argument. The analysis above, however, gives more detailed and precise picture. Note also that the 1 st approximation in (16) is more accurate than the 2 nd one.
IV. ANALYSIS OF THE D-BLAST ALGORITHM
It is straightforward to extend this analysis to the D-BLAST algorithm. We assume that the sub-stream launched by i-th antenna is always detected at i-th step regardless of the Tx the antenna is connected to. Then, the antenna cycling results in instantaneous unconditional BER of each sub-stream being the same and equal to the mean unconditional step BER of the corresponding V-BLAST system, is identical the total instantaneous BER since all the sub-stream BERs are the same. It is also the same as the V-BLAST total BER (13). Hence, the D-BLAST does not provide any improvement over the V-BLAST in terms of the total instantaneous BER. The only difference is that all the D-BLAST sub-streams have the same BER, while some V-BLAST sub-streams are "worse" than the average, which constitutes a bottle-neck of the system performance (unless some special measures are taken to equate them). Clearly, the "worst" sub-stream performance of the D-BLAST is better than that of the V-BLAST, 
Taking the expectation of (16) over the channel statistics, the average step BER can be found, 
Hence, asymptotically (for large average SNR), the advantage of the D-BLAST disappears since both algorithms have the same "worst" BER equal to ,1 e P , i.e. the 1 st step BER is dominant for both algorithms. We emphasize that the results above hold true for any modulation format as no specific details of ( ) e P γ have been used (except for the asymptotic behavior which is the same for any modulation up to a constant). Application of these generic results to a particular modulation format is straightforward and can be done analytically in closed-form in some cases. Finally, we would like to note that most of the results above hold true for fading channels other than Rayleigh one.
V. MONTE-CARLO SIMULATIONS
In order to validate the analytical results above, extensive Monte-Carlo simulations have been undertaken. Specifically, we used the Rayleigh i.i.d. fading channel and BPSK modulation demodulated coherently. First, the instantaneous BER expressions have been validated. No statisticallysignificant difference between analytical and MC results have been found for conditional BER (i.e. without error propagation). However, for unconditional BER (true one), it was found that the "100%" error propagation assumption results in overestimated BER. Hence, the actual error propagation rate is less than 100%. As expected, the BLER is predicted accurately. Some of the results are shown in Fig. 1 . Clearly, 1 st step BER dominates the BLER for high SNR (>5 dB). Note also that the error propagation has significant effect on the 2 nd step BER, as comparison to the "no error propagation" BER demonstrates. However, noting that the "100%" error propagation would result in the 2 nd step BER being equal to the BLER, we conclude that the actual error 
Since the correlation matrix of the original noise vector is 2 0
where the expectation is over the noise, the correlation matrix of the projected noise is
where we used the following property of the projection matrix:
Clearly, the noise is correlated. Let us consider the MRC for the correlated noise case. To simplify the notations, we further drop index i. The output signal of the combiner is 
where y P and P ξ are the signal and noise powers at the combiner output, and y + C yy = is the signal instantaneous correlation matrix. The weight vector + α that maximizes (A5) can be found by taking the derivative / + ∂γ ∂α and setting it to zero [7] ,
This is the classical eigenvalue problem, which could be reduced to the following if the noise correlation matrix were nonsingular ( det
Clearly, the optimum weight vector is the eigenvector of 1 y − ξ C C corresponding to the largest eigenvalue equal to γ . Unfortunately, (A7) cannot be used since ξ C is singular, det 0 ξ = C (this can be seen from (A3) by noting that the projection matrix has (m-i) zeros as its eigenvalues, with the rest of eigenvalues being equal to 1). Hence, we have to solve the generalized eigenvalue problem,
To this end, we use unitary transformation U such that which results in the same MRC solution,
where a is a scalar constant, which does not affect the output SNR and, hence, can be chosen arbitrarily. We chose 1 a = .
Adding the zero components of the orthogonal sub-space to (A14) and multiplying it by Remarkably, the output SNR is not affected by the noise correlation and is the same as if the noise were i.i.d. in each branch (after projection). We attribute it to the special structure of the projection matrix (A1). (A17) clearly indicates that the analysis in terms of the total signal power 
