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Abstract: We give the distribution of Mn, the maximum of a sequence of n observations from a
moving average of order 1. Solutions are first given in terms of repeated integrals and then for the
case where the underlying independent random variables are discrete. A solution appropriate for
large n takes the form
Prob(Mn ≤ x) =
I∑
j=1
βjx ν
n
jx ≈ Bx r
n
1x
where {νjx} are the eigenvalues of a certain matrix, r1x is the maximum magnitude of the eigen-
values, and I depends on the number of possible values of the underlying random variables. The
eigenvalues do not depend on x only on its range.
1 Introduction and summary
We give the distribution of the maximum of a moving average of order 1 for discrete random
variables.
Section 2 summarises results for any moving average of order 1 (discrete or not) given in Withers
and Nadarajah (2009). Two forms are given for the distribution of the maximum. Only one of
these is appropriate for large n. This form can be viewed as a large deviation expansion. It assumes
that a related parameter vn can be written as a weighted sum of nth powers.
Section 3 gives 3 sets of situation of increasing generality where this last assumption holds.
Let {ei} be independent and identically distributed random variables from some distribution F
on R. Consider the moving average of order 1,
Xi = ei + ρei−1
where ρ 6= 0. So the observations take the values {xi + ρxj}. In Withers and Nadarajah (2009) we
gave expressions for the distribution of the maximum
Mn =
n
max
i=1
Xi
1
in terms of repeated integrals. This was obtained via the recurrence relationship
Gn(y) = I(ρ < 0)Gn−1(∞)F (y) +KGn−1(y) (1.1)
where Gn(y) = Prob(Mn ≤ x, en ≤ y), (1.2)
I(A) = 1 or 0 for A true or false, and K is the integral operator
Kr(y) = sign(ρ)
∫ y
r((x− w)/ρ)dF (w). (1.3)
For this to work at n = 1, define
M0 = −∞ so that G0(y) = F (y).
Note that dependence on x is suppressed.
Our purpose is to find
un = Prob(Mn ≤ x) = Gn(∞), n ≥ 0.
Section 2 summarises and extends relevant results in Withers and Nadarajah (2009).
In Section 3 we consider the case where e1 is discrete and derive a solution of the form given in
the abstract.
Section 4 gives a solution to Gn of (1.2). For any integrable function r, set
∫
r =
∫
r(y)dy =∫∞
−∞
r(y)dy,
∫ x
r =
∫ x
r(y)dy =
∫ x
−∞
r(y)dy.
2 Solutions using repeated integrals and sums of powers.
Set
vn = [K
nF (y)]y=∞. (2.1)
For example
v0 = 1, v1 = −
∫
F (z)dF (x − ρz) = −I(ρ < 0) +
∫
F (x− ρz)dF (z). (2.2)
The case ρ > 0. (1.1) has solution
Gn(y) = K
nF (y), n ≥ 0, (2.3)
so that
un = vn, n ≥ 0. (2.4)
For example u0 = 1. (The marginal distribution of X1 is u1 = v1 given by (2.2).)
The case ρ < 0. By (1.1) for n ≥ 0,
Gn+1(y) = unF (y) +KGn(y)
= an(y)⊗ un + an+1(y) (2.5)
where ai(y) = K
iF (y), an ⊗ bn =
n∑
j=0
ajbn−j. (2.6)
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Putting y =∞, un is given by the recurrence equation
u0 = v0 = 1, un+1 = vn+1 + un ⊗ vn, n ≥ 0. (2.7)
(The marginal distribution of X1 is u1 = 1 + v1 of (2.2).) The solution of (2.7) is
un = Bˆn+1(w), n ≥ 0 where wn = vn−1 (2.8)
and Bˆn(w) is the complete ordinary Bell polynomial, a function of (w1, · · · , wn) generated by
(1−
∞∑
n=1
wnt
n)−1 =
∞∑
n=0
Bˆn(w)t
n.
So {un−1} have generating function
tU(t) = (1− tV (t))−1 − 1 where U(t) =
∞∑
n=0
unt
n, V (t) =
∞∑
n=0
vnt
n. (2.9)
For example since v0 = 1, reading from a table gives
u0 = 1, u1 = v1 + 1
u2 = v2 + 2v1 + 1,
u3 = v3 + (2v2 + v
2
1) + 3v1 + 1,
u4 = v4 + (2v3 + 2v1v2) + (3v2 + 3v
2
1) + 4v1 + 1. (2.10)
For un up to n = 9 and more details on computing Bˆn(w), see Withers and Nadarajah (2009).
Note that 1 ≥ un = Prob(Mn ≤ x) ≥ un+1 ≥ 0 so that
un = 0⇒ un+1 = 0. (2.11)
The solution (2.8) gives no indication of the behaviour of un for large n. In Section 3 we shall see
that we can usually write vn as a weighted sum of powers, say
vn =
I∑
j=1
βjν
n−1
j for n ≥ n0 (2.12)
where 1 ≤ I ≤ ∞, n0 ≥ 0. We call this the weighted-sum-of-powers assumption. In this case un
generally has the form
un =
J∑
j=1
γjδ
n
j for n ≥ max(0, 2n0 − 1) where J ≤ I
′ = I + n0, (2.13)
and {δj} are the roots of
I∑
k=1
βkν
n0−1
k /(δ − νk) = pn0(δ) where pn+1(δ) = δ
n+1 − vn ⊗ δ
n : (2.14)
p0(δ) = 1, p1(δ) = δ − 1, p2(δ) = δ
2 − δ − v1, p3(δ) = δ
3 − δ2 − δv1 − v2, · · ·
So (2.14) can be written as a polynomial in δ of degree J where J ≤ I ′.
Case 1: Assume that these J roots are all distinct.
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Having found {δj} , {γj} are the roots of
J∑
j=1
Ajn0(ν)γj = qn0(ν) for ν = ν1, · · · , νI (2.15)
where Ajn(ν) = δ
n
j /(δj − ν), qn+1(ν) = ν
n+1 + un ⊗ δ
n :
q0(ν) = 1, q1(ν) = ν + 1, q2(ν) = ν
2 + ν + u1, q3(ν) = ν
3 + ν2 + u1ν + u2, · · ·
(2.15) can be written
An0γ = Qn0 where (An)kj = Ajn(νk), Qn = (Qn1, · · · , QnI′)
′, Qnk = qn(νk). (2.16)
So if J = I, a solution is
γ = A−1n0 Qn0 . (2.17)
(If I = ∞, numerical solutions can be found by truncating the infinite matrix An and infinite
vectors (Qn, γ) to N × N matrix and N -vectors, then increasing N until the desired precision is
reached.) The proof, which is by substitution, assumes that {δj , νj} are all distinct. The proof relies
on the fact that if
∑J
j=1 ajr
n
j = 0 for 1 ≤ n ≤ J and r1, · · · , rJ are distinct, then a1 = · · · = aJ = 0,
since det(rnj : 1 ≤ n, j ≤ J) 6= 0. (2.13) extends a corresponding result in Withers and Nadarajah
(2009a). (If J < I, a solution is given by dropping I − J rows of (2.16). If J > I, there are not
enough equations for a solution, and the 2nd method below needs to be used.)
The values of un for n < 2n0 − 1 can be found from (2.7) or (2.8) or the extension of (2.10).
Behaviour for large n. If (2.12) holds then
vn ≈ Br
n
1 as n→∞ where B =
∑
j
{βjν
−1
j e
iθjn : |νj | = r1},
r1 = max
I
j=1 |νj |, νj = rje
iθj . A similar result holds for un of (2.13). Withers and Nadarajah
(2009b) give a 2nd method of solution based on (2.9), that applies even when the weights βj in
(2.12) are polynomials in n.
3 The discrete case.
Suppose that e1 is a discrete random variable, say
e1 = xi with probability pi > 0 for i = 1, 2, · · · , P where 1 ≤ P ≤ ∞
and
∑P
i=1 pi = 1. We do not need to assume that x1 < x2 < · · · . (The method extends in an
obvious way for i = · · · ,−1, 0, 1, 2, · · · where
∑∞
i=−∞ pi = 1.)
So the observations X1, · · · ,Xn take their values from the lattice {xi + ρxj, 1 ≤ i, j ≤ P}. Set
I(A) = 1 or 0 for A true or false. The main task of this section is to give three increasingly general
situations where the weighted-sum-of-powers assumption (2.12) holds. For any function H, set
AiH = sign(ρ) pi H((x− xi)/ρ), AH = (A1H , · · · , APH)
′,
qi(y) = I(xi ≤ y), q(y) = (q1(y), · · · , qP (y))
′,
Qij = sign(ρ) qi((x− xj)/ρ) pj, Q = (Qij : 1 ≤ i, j ≤ P ). (3.1)
4
(Recall that dependence on x is suppressed.) For example
Q12 sign(ρ) = I(x1 ≤ (x− x2)/ρ)
= 1 ⇐⇒ ρ > 0, x ≥ x2 + ρx1 or ρ < 0, x ≤ x2 + ρx1.
Note that
KH(y) = A′Hq(y), Kq(y) = Qq(y), K
nH(y) = A′HQ
n−1q(y) for n ≥ 1.
So v0 = 1 and for n ≥ 1, vn of (2.1) is given by
vn = A
′
FQ
n−11, where 1′ = (1, · · · , 1). (3.2)
In terms of the backward operator B defined by
Byn = yn−1,
the recurrence relation (2.7) can be written for n ≥ 0,
un+1 = vn+1 + Cnun where Cn = IP +A
′
FBn1, Bn = (IP −Q
nBn)/(IP −QB), (3.3)
where IP is the P × P identity matrix. So B0 = 0.
Alternatively, from (2.10) we have
u1 = 1 +A
′
F1,
u2 = 1 +A
′
F (2I +Q)1,
u3 = 1 + (A
′
F1)
2 +A′F (3I + 2Q+Q
2)1,
u4 = 1 + 3(A
′
F1)
2 + 2(A′F1)(A
′
FQ1) +A
′
F (4I + 3Q+ 2Q
2 +Q3)1,
and so on. Neither solution is satisfactory for large n.
The idempotent case. We shall see that Q frequently has the form
Q = θJ where θ is scalar and J2 = J. (3.4)
That is, J is idempotent with eigenvalues 0, 1. By (3.2)
v1 = A
′
F1, vn = θ
n−1d for n ≥ 2 where d = A′FJ1. (3.5)
This is just (2.12) with I = 1, n0 = 2, ν1 = θ, β1 = d/θ. By (2.13) a solution is
un =
3∑
j=1
γjδ
n
j , n ≥ 3
where {δj , j = 1, 2, 3} are the roots of
δ3 − (θ + 1)δ2 + (θ − v1)δ + (v1 − d)θ = 0
and for A2, Q2 of (2.16),
(γ1, γ2, γ3)
′ = A−12 Q2.
An explicit solution to a cubic is given in Section 3.8.2 p17 of Abramowitz and Stegun (1964).
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Example 3.1 Suppose that e1 takes only two values, say 0 and 1. Then the observations take the
values 0, 1, ρ, 1 + ρ and
Q = sign(ρ)
(
I(0 ≤ x/ρ)p1, I(0 ≤ (x− 1)/ρ)p2
I(1 ≤ x/ρ)p1, I(1 ≤ (x− 1)/ρ)p2
)
.
The possible values of Q are ±Qi, 1 ≤ i ≤ 8, where
Q1 =
(
p1p2
p1p2
)
, Q2 =
(
p1p2
0p2
)
, Q3 =
(
p1p2
00
)
, Q4 =
(
0p2
00
)
,
Q5 =
(
0p2
0p2
)
, Q6 =
(
p10
00
)
, Q7 =
(
p10
p10
)
, Q8 =
(
p1p2
p10
)
.
For i = 1, 3, 5, 6, 7 and Q = Qi, (3.4) holds with θ = θi, Ji = Qi/θi, θ1 = 1, θ3 = p1, θ5 = p2, θ6 =
θ7 = p1. Also (3.4) holds with θ = 0 for Q4.
There are four cases of ρ to consider.
The case ρ ≤ −1 : The observations take the values ρ < 1 + ρ < 0 < 1. Q changes at these
values of x.
As x increases through x ≤ ρ, ρ < x ≤ 1 + ρ, 1 + ρ < x ≤ 0, 0 < x ≤ 1 and 1 < x, Q changes from
−Q1 to −Q2 to −Q3 to −Q4 to 0.
The case −1 < ρ < 0 : The the observations take the values ρ < 0 < 1 + ρ < 1. As x increases
through x ≤ ρ, ρ < x ≤ 0, 0 < x ≤ 1 + ρ, 1 + ρ < x ≤ 1 and 1 < x, Q changes from −Q1 to −Q2
to −Q5 to −Q4 to 0.
The case 0 < ρ < 1 : the observations take the values 0 < ρ < 1 < 1+ ρ. As x increases through
x < 0, 0 ≤ x < ρ, ρ ≤ x < 1, 1 ≤ x < 1 + ρ, 1 + ρ ≤ x, Q changes from 0 to Q6 to Q7 to Q8 to Q1.
The case 1 ≤ ρ : The observations take the values 0 < 1 < ρ < 1 + ρ. As x increases through
x ≤ 0, 0 ≤ x < 1, 1 ≤ x < ρ, ρ ≤ x < 1+ ρ, 1+ ρ ≤ x, Q changes from 0 to Q6 to Q3 to Q8 to Q1.
Consider the case 0 < ρ < 1. So AiF/pi jumps from 0 to p1 to 1 at xi+ρx1 = xi and xi+ρx2 =
xi + ρ. Then there are 5 ranges of x to consider.
x < 0⇒ Q = 0, (3.4) holds with J = 0, θ = 0, AF = 0, d = 0, un = vn = 0 for n ≥ 1.
0 ≤ x < ρ⇒ (3.4) holds with Q = Q6, θ = p1, J =
(10
00
)
, AF = p1p, d = p
2
1, un = vn = p
n+1
1 for
n ≥ 1.
ρ ≤ x < 1 ⇒ (3.4) holds with Q = Q7, θ = p1, J =
(10
10
)
, AF = p1
(1
0
)
, d = p21, un = vn = p
n
1 for
n ≥ 1.
1 ≤ x < 1 + ρ⇒ Q = Q8, AF = p1
( 1
p2
)
, but (3.4) does not hold.
1 + ρ ≤ x⇒ (3.4) holds with θ = 1, Q = J = Q1, AF = p, d = 1, un = vn = 1 for n ≥ 0.
Now suppose that ρ < 0. Then for i = 1, 3, 5, 6, 7, Q = −Qi = θiJi where θ1 = −1, θ3 =
−p1, θ5 = −p2, θ6 = θ7 = −p1. Again, this deals with all cases except for Q2, Q4, Q8.
Also Q24 = 0 so that for Q = ±Q4, vn = 0 for n ≥ 2. For 1+ ρ < x ≤ 1, AF = (0,−p1p2)
′, v1 =
−p1p2, V (t) = 1 − p1p2t. So by (2.9), tU(t) = D
−1 − 1 where D = 1 − tV (t) = (1 − p1t)(1 − p2t),
giving
un = (p
n+2
1 − p
n+2
2 )/(p1 − p2)
for p1 6= 1/2. So for p1 = 1/2, un = (n/2 + 1)2
−n. This illustrates our second and most general
method of solution, the use of (2.9).
Finally, the cases Q2 and Q8 can be dealt with by the following method.
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Our third solution is in terms of the eigenvalues and left and right eigenvectors of Q, say {νi, li, ri :
1 ≤ i ≤ P}.
The case of diagonal Jordan form (for example distinct eigenvalues).
In this case the P × P matrix Q has Jordan canonical form
Q = RΛR−1 = RΛL′ =
P∑
i=1
νiril
′
i, RL
′ = IP ,Λ = diag(ν1, · · · , νP ), L = (l1, · · · , lP ), R = (r1, · · · , rP ).
Then by (3.2)
Qn = L′ΛnR =
P∑
i=1
νni ril
′
i for n ≥ 0,
KnH(y) =
P∑
i=1
biH(y)ν
n−1
i for n ≥ 1 where biH(y) = (A
′
Hri) (l
′
iq(y)), (3.6)
vn =
P∑
i=1
βiν
n−1
i for n ≥ 1 where βi = biF (∞) = (A
′
F ri) (l
′
i1). (3.7)
So (2.12) holds with I = P, n0 = 1. So for n ≥ 1, if ρ > 0, then un = vn of (3.7), and by (2.13), if
ρ < 0, then
un =
P+1∑
j=1
γjδ
n
j
where {δj} are the roots of
P∑
k=1
βkνk/(δ − νk) = δ − 1
and γ is given by (2.17). So this method requires computing the left and right eigenvectors of Q
for its non-zero eigenvalues. In rare cases Q is symmetric so that L = R.
One can show that this method agrees with the idempotent method when are both applicable.
Example 3.2 Let us reconsider the previous example.
Firstly, suppose that 0 < ρ < 1. We consider 3 cases.
The case 0 ≤ x < ρ: Then Q = Q6 has eigenvalues p1, 0. For ν = p1, l = r =
(1
0
)
. So for
n ≥ 1, Qn = pn1 ll
′ in agreement with the idempotent method.
The case ρ ≤ x < 1: Then Q = Q7 has eigenvalues 0, p1. For ν = p1, we can take l =
(1
0
)
, r =(
1
1
)
. So for n ≥ 1, Qn = lr′pn1 in agreement with the idempotent method.
The case 1 ≤ x < 1 + ρ: Then Q = Q8 has eigenvalues satisfying ν
2 − p1ν − p1p2 = 0 so
that 2νi = p1 ± (p
2
1 + 4p1p2)
1/2. Take ri =
(νi
p1
)
, li =
(νi
p2
)
/ci where ci = p1(νi + 2p2). Using
ν1 + ν2 = p1, ν1ν2 = −p1p2, we obtain
Qn =
2∑
i=1
νni
(
p1(νi + p2) p2νi
p1νi p1p2
)
.
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Also A′F = p1(1, p2). So one obtains
vn =
2∑
i=1
νn−1i βi for n ≥ 1 where βi = ai/(νi + 2p2), ai = (1 + p1p2)νi + p1p2(1 + p2).
Secondly, suppose that −1 < ρ < x ≤ 0. Then A′F = −(p
2
1, p2). Suppose that p1 6= 1/2. Then
Q = −Q2, Q2 = RΛL
′ where Λ = diag(p1, p2),
R =
(
1 p2
0 p2 − p1
)
, L′ = R−1 =
(
1 −p2(p2 − p1))
−1
0 (p2 − p1)
−1
)
, (−Q)n = RΛnL′ =
(
pn1 p2an
0 pn2
)
where an = (p
n
1 − p
n
2 )/(p1 − p2). So by (3.2), vn = (−1)
nan+2. So 1 + tU(t) = (1 − tV (t))
−1 =
(1− ν1t)(1− ν2t) = 1 + t+ p1p2t
2 giving u1 = p1p2, un = 0 for n ≥ 2.
If p1 = 1/2, then by a limiting argument, vn = (−2)
−n(n + 2)/2 for n ≥ 0, u1 = 1/4, un = 0 for
n ≥ 2.
Example 3.3 Suppose that e1 takes the 3 values 0, 1, 2. So the observations take the values
0, 1, 2, ρ, 1 + ρ, 2 + ρ, 2ρ, 1 + 2ρ, 2 + 2ρ and
Q = sign(ρ)

I(0 ≤ x/ρ)p1, I(0 ≤ (x− 1)/ρ)p2 I(0 ≤ (x− 2)/ρ)p3I(1 ≤ x/ρ)p1, I(1 ≤ (x− 1)/ρ)p2 I(1 ≤ (x− 2)/ρ)p3
I(2 ≤ x/ρ)p1, I(2 ≤ (x− 1)/ρ)p2 I(2 ≤ (x− 2)/ρ)p3

 .
Suppose that 0 < ρ < 1/2. Then Q changes each time x crosses one of the nine values 0 < ρ <
2ρ < 1 < 1 + ρ < 1 + 2ρ < 2 < 2 + ρ < 2 + 2ρ. So we need to consider ten cases, six of them
idempotent. The possible values of Q are ±Qi, 0 ≤ i ≤ 9 where Q0 = 0,
Q1 = p1

1 0 00 0 0
0 0 0

 , Q2 = 2p1

1 0 01 0 0
0 0 0

 /2, Q3 = p3

1 0 01 0 0
1 0 0

 ,
Q4 =

p1 p2 0p1 0 0
p1 0 0

 , Q5 =

p1 p2 0p1 p2 0
p1 0 0

 , Q6 =

p1 p2 0p1 p2 0
p1 p2 0

 ,
Q7 =

p1 p2 p3p1 p2 0
p1 p2 0

 , Q8 =

p1 p2 p3p1 p2 p3
p1 p2 0

 , Q9 =

p1 p2 p3p1 p2 p3
p1 p2 p3

 .
Also Q0 and Ji = Qi/θi are idempotent for i = 1, 2, 3, 6, 9 where
θ1 = θ3 = p1, θ2 = 2p1, θ6 = p1 + p2, θ9 = 1.
Case 1: x < 0⇒ Q = 0, AF = 0, vn = 0 for n ≥ 1.
Case 2: 0 ≤ x < ρ⇒ Q = Q1, A
′
F = (p
2
1, 0, 0), d = p
,
1 vn = p
n+1
1 for n ≥ 1.
Case 3: ρ ≤ x < 2ρ⇒ Q = Q2, A
′
F = (p1(p1 + p2), 0, 0), d = p1(p1 + p2)/2,
v1 = p1(p1 + p2), vn = (2p1)
n−1d for n ≥ 2.
Case 4: 2ρ ≤ x < 1⇒ Q = Q3, A
′
F = (p1, 0, 0), vn = p
n
1 for n ≥ 1.
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Case 5: 1 ≤ x < 1 + ρ⇒ Q = Q4. Q4 has distinct eigenvalues
0, ν2 = (p1 + ε)/2, ν3 = (p1 − ε)/2 where ε = (p
2
1 + 4p1p2)
1/2.
Also
A′F = (p1, p1p2, 0),
2ε r′2 = (p1 + ε, 2p1, 2p1) = Bε say, 2p1 l
′
2 = (2p1,−p1 + ε, 0) = Cε say,
2ε r′3 = −B−ε, 2p1 l
′
3 = C−ε.
So by (3.7), for n ≥ 1, vn =
∑3
i=2 βiν
n−1
i where
β2 = p1bεcε/(4ε), β3 = −p1b−εc−ε/(4ε) where bε = p1 + 2p1p2 + ε, cε = 2p1 − p1p2 + p2ε.
Case 6: 1 + ρ ≤ x < 1 + 2ρ ⇒ Q = Q5. This is the only example here where the general Jordan
form is needed.
Case 7: 1+2ρ ≤ x < 2⇒ Q = Q6 = 1l
′ = θ6J6 say, where l
′ = (p1, p2, 0), θ6 = p1+p2, J
2
6 = J6.
Also A′F = (p1, p2, 0). So by (3.5), vn = (p1 + p2)
n for n ≥ 1.
Case 8: 2 ≤ x < 2 + ρ⇒ Q = Q7. Q7 has distinct eigenvalues
0, ν2 = (p1 + p2 + ε)/2, ν3 = (p1 + p2 − ε)/2 where ε = ((p1 + p2)
2 + 4p1p3)
1/2.
Also
A′F = (p1, p2, p1p3),
2p1ε r
′
2 = (aε, bε, bε) where aε = p1p2 + 2p1p3 + p
2
2 − p2ε, bε = p1(p1 + p2 − ε),
2p1p3 l
′
2 = (p1cε, p2cε, 2p1p3) where cε = p1 + p2 + ε,
2p1ε r
′
3 = (−a−ε, b−ε, b−ε), 2p1p3 l
′
3 = (p1c−ε, p2c−ε, 2p1p3),
so that (3.7) for n ≥ 1, vn =
∑3
i=2 βiν
n−1
i where
β2 = B2εCε/(4p
2
1p3ε), β3 = B3−εC−ε/(4p
2
1p3ε),
where B2ε = p1aε + (p2 + p1p3)bε, B3−ε = −p1a−ε + (p2 + p1p3)b−ε,
Cε = (p1 + p2)cε + 2p1p3.
Case 9: 2 + ρ ≤ x < 2 + 2ρ⇒ Q = Q8. Q8 has distinct eigenvalues
0, ν2 = (p1+ p2+ ε)/2, ν3 = (p1+ p2− ε)/2 where ε = δ
1/2, δ = (p1+ p2)(p1+ p2+4p3 = 1+3p3).
By (3.7) for n ≥ 1, vn =
∑3
i=2 βiν
n−1
i where
A′F = (p1, p2, p3(p1 + p2)),
2(p1 + p2) εr
′
2 = (p1(p1 + p2 + ε), p1(p1 + p2 + ε), p1) = Bε say,
2p1 l
′
2 = (2p1, 2p2, −p1 − p2 + ε) = Cε say,
2(p1 + p2)ε r
′
3 = −B−ε, 2p1 l
′
3 = C−ε.
Case 10: 2 + 2ρ ≤ x ⇒ Q = Q9. As noted, (3.4 holds with θ9 = 1. Also Q91 = 1, A
′
F =
(0, 0, p3), d = p3. So by (3.5), vn = p3 for n ≥ 1.
This leaves only Q5 to deal. It will be dealt with by the following method.
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Our third and general solution is in terms of the eigenvalues and left and right generalized eigen-
vectors of Q, say {νi, li, ri : 1 ≤ i ≤ P}.
The general Jordan form.
The general Jordan canonical form for a q × q matrix Q is
Q = RΛR−1 = RΛL′ =
r∑
i=1
RiJmi(νi)L
′
i, (3.8)
where RL′ = I, L = (L1, · · · , Lr), R = (R1, · · · , Rr), Λ = diag(Jm1(ν1), · · · , Jmr (νr)),
and Li, Ri are q ×mi,
Jm(ν) = νIm + Um,
and Um is the m × m matrix with zeros everywhere except for ones on the diagonal above the
leading diagonal: (Um)ij = δi,j−1:
J1(ν) = ν, J2(ν) =
(
ν1
0ν
)
, J3(ν) =

ν 1 00 ν 1
0 1 ν

 , · · ·
Jm(ν) has only one right eigenvector. The ith block in QR = RΛ is QRi = RiJmi(νi). Taking its
jth column gives
Qrij = νirij + ri,j+1, j = 1, · · · ,mi, where ri,mi+1 = 0
and rij is a q-vector. So one first computes the right eigenvector ri,mi and then the generalized
eigenvectors ri,mi−1, · · · , ri1 recursively, the Jordan chain. For n ≥ 0, the nth power of Q is
Jm(ν)
n =
min(n,m−1)∑
k=0
(
n
k
)
νn−kUkm, (3.9)
Qn = RΛnR−1 =
r∑
i=1
Ri Jmi(νi)
n L′i =
r∑
i=1
min(n,mi−1)∑
k=0
(
n
k
)
νn−ki Wik (3.10)
where Wik = RiU
k
miL
′
i.
where Ukm is the m ×m matrix with zeros everywhere except for ones on the kth super-diagonal:
(Ukm)ij = δi,j−k. So U
m
m = 0. So Q
n is a matrix polynomial in n of degree m − 1 where m =
maxri=1mi, and by (3.2),
vn =
r∑
i=1
min(n,mi)−1∑
k=0
(
n− 1
k
)
νn−1−ki wik for n ≥ 1 where wik = A
′
FWik1. (3.11)
For diagonal Jordan form this reduces to (2.12). This level of generality is not needed if the
eigenvalues of the non-diagonal Jordan blocks are zero, since we can rewrite (3.10) and (3.11) as
Qn =
∑
1≤i≤r, νi 6=0
min(n,mi−1)∑
k=0
(
n
k
)
νn−ki Wik +
∑
1≤i≤r, νi=0
I(n < mi)Win, n ≥ 0, (3.12)
vn =
∑
1≤i≤r, νi 6=0
min(n,mi)−1∑
k=0
(
n− 1
k
)
νn−1−ki wik +
∑
1≤i≤r, νi=0
I(n ≤ mi)wi,n−1, n ≥ 1.(3.13)
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The solution for un is a weighted sum of nth powers where the weights are constants or polynomials
in n: see Withers and Nadarajah (2009b) for details.
Example 3.4 This continues Case 6 of Example 3.3. Set qi = pi/(p1+ p2). By Appendix A, (3.8)
holds for Q = Q5 with r = 2,m1 = 2, m2 = 1, ν1 = 0, ν2 = p1 + p2,
R1 =

 0 q20 −q1
q2 −q
2
1

 , R2 = q1

 11
q1

 , L′1 =
(
0 −p1/p2 1 + p1/p2
1 −1 0
)
, L′2 =
(
1 p2/p1 0
)
.
Also J2(0)
n = 0 for n ≥ 2. So
Qn = (p1 + p2)
nR2L
′
2 = (p1 + p2)
n−1

 p1 p2 0p1 p2 0
p1q1 p2q1 0

 for n ≥ 2.
Also A′F = (p1, p2(p1 + p2), 0). So by (3.2),
vn = ν
n−1v1 for n ≥ 1 where ν = p1 + p2, v1 = p1 + p2(p1 + p2).
As noted, this is the only example here where the general Jordan form is needed.
(It was implicit in the 2nd part of Example 3.2 for the case p1 = 1/2, but was bypassed by the
limiting argument.) So V (t) = 1+v1t/(1−νt), 1− tV (t) = L/(1−νt), L = (1− t)(1−νt)−v1t
2 =
(1−tt1)(1−tt2), tk = (ν+1±δ
1/2)/2, δ = (ν+1)2−4(ν−v1) = p
3
3+4v1, 1+tU(t) = (1−tV (t))
−1 =
(1− νt)/L =
∑2
k=1 ck/(1 − ttk), ck = (1− ν/tk)(1− t3−k/tk) giving for ρ < 0,
un−1 =
2∑
k=1
ckt
n
k , n ≥ 1.
So although m1 = 2, a sum of powers solution still holds.
As noted for the diagonal form, Q and its eigenvectors only change value when x crosses one of the
possible observation values, or equivalently when ρ crosses one of the set {(x−xj)/xi, 1 ≤ i, j ≤ P}.
If x is replaced by xn, then again Q and its eigenvalues do not depend on n or xn except through
its range.
For more on Jordan forms, see for example http://en.wikipedia.org/wiki/Jordan normal form
Note 3.1 The singular values of Jm(ν) needed for its singular value decomposition, SVD, are
quite different from its eigenvalues, which are all ν. The SVD of Q gives an alternative form for
its inverse, but is of no use in computing Qn.
4 A solution for Gn(y).
A solution for Gn(y) = Prob(Mn ≤ x, en ≤ y) may be of interest.
If ρ > 0 then a solution is given by (2.3):
Gn(y) = an(y) where an(y) = K
nF (y), n ≥ 1,
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Suppose that Q of (3.1) has diagonal Jordan form. Then by (3.6),
an(y) = A
′
FQ
n−1q(y) =
P∑
i=1
biF (y)ν
n−1
i where biF (y) = (A
′
F ri) (l
′
iq(y)) for n ≥ 1.
Now suppose that ρ < 0. Then a solution is given by (2.5):
Gn+1(y) = an(y)⊗ un + an+1(y), n ≥ 0.
Also by Section 2, (2.12) holds with n0 = 1:
vn =
I∑
j=1
βjν
n−1
j for n ≥ 1 where βj = bjF (∞) = (A
′
F ri) (li1),
so that by (2.13)
un =
I′∑
j=1
γjδ
n
j for n ≥ 1.
Substituting we obtain using (2.13),
Gn+1(y) = 2
P∑
i=1
biF (y)ν
n−1
i −
I′∑
j=1
γjcj(y)δ
n+1
j for n ≥ 1 (4.1)
where cj(y) =
P∑
i=1
biF (y)ν
−1
i (νi − δj)
−1. (4.2)
So its behaviour for large n is determined by the νi or δj of largest modulus.
A Appendix: a MAPLE program to find the Jordan form.
Here is the MAPLE program used to work out the Jordan form for Q = Q5/p1 in Example 3.4. It
can easily be adapted to other examples. We set c = p2/p1, M = L
′.
with(LinearAlgebra);
Q:=Matrix(3,3,[[1,c,0],[1,c,0],[1,0,0]]);
JordanForm(Q);
R:= JordanForm(Q, output=’Q’) ;
M:=R^(-1);
J:=simplify(M.Q.R);
quit;
The last line is just to confirm that Q = RJM .
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