Metal manufacturing processes like machining include complicated load cases and significant plastic deformation inside the manufactured component. The Finite-Element-Method (FEM) has been successfully applied to analyze machining processes. The plastic deformations during machining operations, especially of ductile materials, are a major part of the total deformation. If the deformation incorporates a large plastic deformation part with changing spatial directions, kinematic hardening should be considered, additionally to isotropic hardening. Previous work on the kinematic hardening of ARMCO iron revealed an almost near constant ratio of isotropic and kinematic hardening. The constant kinematic hardening ratio is revised and analyzed in tensile-compression tests with normalized AISI 5120. The FEM simulation results using the new material model of the kinematically hardening AISI 5120 are validated with experimental force measurement during orthogonal machining. The influence of kinematic hardening during machining operations is not the major influence, but still substantial.
Introduction
Machining operations include complicated load cases inside the manufactured component. The FEM has been applied to analyze the machining process, and characteristics like temperature, residual stresses and process forces.
Machining operations are very hard to simplify, considering the large amount of interdependencies between the thermo-mechanical variables calculated within the analysis. Usually, plastic deformation heats up the material, which results in changing temperatures, which themselves change the material properties. Most engineering simulations only incorporate isotropic hardening, because it is both easier to implement and to test for, and usually the more dominant material behavior compared to kinematic hardening. Kinematic hardening is however an important effect [1, 2] , depending on the degree of simplification and abstraction. Fig. 1 shows the basic concept of kinematic hardening and its effect on the movement of the yield surface. In contrast to isotropic hardening, the yield surface keeps its initial size during pure kinematic hardening. Fig. 1 also shows a bounding limit to the amount of kinematic hardening, which is contained within a cylinder, due to the Mises yield stress definition, as described in the ABAQUS documentation [3] . Groundwork in the field of kinematic hardening was published by Armstrong and Frederik [4] . The application to viscoplasticity was done by Malinin and Khadjinsky [2, 5] . To apply this work to modern FEM, additional problems had to be solved.
Notably Simo and Taylor published about the importance of consistent tangent operators when using a nonlinear 'incremental' model [6] . This tangent operator makes the quadratic convergence of solutions possible, gained by the iterative Newton method [7] . The use of the 'normal' elastic tangent modulus would not result in optimal convergence, but still give the same result. The constitutive equations derived describe J 2 plasticity in this work.
Because of the details of the implementation, a strain rate and temperature dependent kinematic hardening model is not stable with a fully thermo-mechanically coupled FEM simulation subjected to large nonlinear material deformations. For highly non-linear problems, as in thermo-mechanical numerical calculations, the combined isotropic-kinematichardening routine may trigger convergence problems [3, 12] . These might arise due to convergence issues during the Newton algorithm, which is implemented to solve the material equations during FE-analysis. This would eliminate the possibility to find a solution using an acceptable time increment. Small models, with small deformations, subjected to moderate temperature changes can be calculated using a custom UMAT subroutine, following the implementation introduced by Simo and Taylor [6] . This UMAT allows complete freedom in material model implementation, and allows for the implementation of a consistent tangent modulus. As for the intrinsic software possibilities, the calculation of kinematic hardening combined with any changing thermal simulation component using the proprietary functions within ABAQUS is prohibited by the software itself.
The kinematic hardening model is therefore implemented in the ABAQUS 'combined kinematic hardening'-model, which can include thermal dependencies (at different isothermal states) and strain rate dependencies (the strain rate dependencies can be used directly within the model, if the deformation produces different strain rates within the geometry).
With those limitations at hand, the influence of kinematic hardening on the cutting simulation is analyzed, the question being: How large is the influence of kinematic hardening if used in a simulation model on the simulation results, compared to a simulation model with isotropic hardening only, and compared to a simulation model with different constant friction parameters.
Nomenclature
Scalar value (zeroth order tensor, small letters) First order tensor (bold small latin letters) Second order tensor (bold small greek letters) Fourth order tensor (bold capital letters)
Preliminary remarks
Zanger et al. [8] used a constant linear kinematic hardening ratio, called Bauschinger-effect-parameter, which was originally mentioned in the work of Ibrahim and Embury [9] and which is constant in the range of the total equivalent plastic strain.
The ratio used to describe the experimental findings in this work is different compared to Zanger et al. [8] . A more detailed material model of normalized AISI 5120 was used, compared to the normalized ARMCO iron in the previous work.
In this paper, first, the hardening data and methods are established while explaining the choices made. Then the experimental results are being described and compared to the simulation. A closing discussion follows. Closing remarks are then made on further need for research on this topic.
Experiments and simulation methods

Kinematic hardening characterization and experimental results
To determine material parameters related to kinematic hardening in the specific material AISI 5120 (normalized), experimental work was necessary.
The results to implement the movement of the yield surface in the stress space were quantified by dividing the difference of the maximum stress in the primary load direction and the second opposite load direction by , see equation (1) . The values used are visualized in Fig. 2 . As the movement of the yield surface consists of only half the ratio, the ratio needs to be divided by 2. The resulting ratio is called ("ratio for implementation"). 
This quotient will directly be used to accordingly modify the isotropic hardening material model data.
Ibrahim and Embury [9] used another ratio which implicitly contained information about kinematic hardening. The ratio in equation (1) only has this information as long as the total yield stress for all relevant plastic strain is also known in an additional equation or tabular data. This is the case in this work.
The values measured for the tensile-compression and compression tensile tests were carried out with strain-gauge and machine position values for the strains. As the tests were done force controlled, the total strain experienced by each specimen varies. Also, in some tests the yield strength could not be clearly determined. Since the strain-gauge and the machine position were not giving the exact strain within the plastically deforming part of the specimen, this also contributes to further inaccuracies, and to a wider standard deviation of the results. To circumvent this inaccuracies, the value taken at a plastic strain of = 0.02 was the arithmetic mean of a small group of selected tests with a small standard deviation of +/-0.0177 due to clear elastic-plastic transition determined, resulting in a ratio of 0.181. The final total value of the ratio at highest plastic strains was set to 0.20 at = 10. This constant value was chosen because the material science theories behind the effect of kinematic hardening forecast, that the kinematic hardening saturates at higher plastic strains, and remains fairly constant after that, if using other metals as Troiano et al. [10] . This is assumed as an upper bound of parameters. Additionally, a kinematic hardening simulation with the arithmetic mean minus standard deviation, 0.164 at = 0.02 and a ratio of 0.10 at a plastic strain of = 10, which is exactly 50 % of the value chosen at the previous parameters was performed. This serves as a lower bound, which probably underestimates the influence of kinematic hardening.
Experiments to validate the simulation results
For the experiments, a vertical broaching machine from Karl Klink with a maximum cutting speed of v c,max = 160 m/min was used. The length of the workpiece, a normalized sample of AISI 5120, is l = 80 mm, the width w = 20 mm and thickness t = 4 mm. A cutting tool with a cutting radius r β = 40 μm, rake angle = -5° and clearance angle α = 5° was used. The process forces were measured by a Kistler three component dynamometer Type Z 3393. The cutting depth is h = 50 µm and the cutting velocity v c = 1 m/min.
The processed surface shows traces of a non-stationary process (Fig. 3) , with a built-up edge in front of the tool and spontaneous debonding from the remaining workpiece. However, the first millimeters of the surface show a relatively smooth finish, which is the cutting range covered in the simulations.
2D machining Simulation
During the computation of the 2D-machining simulation, true strains are applied in the computation, and all stress and strain tensors are rotated to account for rigid body motion.
A FE-model simplifying the real chip formation situation was run with the material parameters. The FE model handles an orthogonal cutting simulation with a continuous remeshing loop after a certain workpiece movement. Elements used are CPE3T and CPE4T. The cutting direction is parallel to the lower workpiece edge, giving a constant feed rate. The tool was assumed rigid. As can be seen in the work of Zemzemi et al. [11] , a friction value of 0.35 is an overall acceptable approximation for machining simulations, and was used as an input value for friction in the simulations. For comparison a reduced value of 0.1 was also applied. A resulting banded contour plot from the ABAQUS-viewer is shown in Fig. 4 , showing the temperature distribution [K] in the entire model. The chip formation is due to plastic deformation, i.e. no element separation was introduced in this simulation. The question how much of the chip formation motion is due to plastic deformation around the cutting tool and how much is due to material failure, is not being analyzed here. Excessive element distortion is countered by remeshing the workpiece. The remeshing is triggered at equal displacement intervals of the tool, the basic simulation details apply as for example published by Schulze et al. [12, 13] . 
with A material model of normalized AISI 5120 is used, based on the material model parameters used by Schulze et al. [13] and the equations, which are explained in detail by Weber et al. [14] . Equation (2) shows the model for the yield stress, which is later interpolated linearly.
Here is a function only relevant to high temperature softening. Young's modulus was entered as temperature dependent tabular data, which is based on a fit function that can also be found in Weber et al. [13] .
To incorporate the kinematic hardening, disabling the entire thermo-mechanical coupling within the simulation is necessary. The overall effect being, that the initially set temperature cannot change. In this isothermal situation, the Taylor-Quinney coefficient, heat generated by friction and all effects that would be triggered by a resulting change in temperature are not happening in this model. To quickly switch between purely isotropic hardening and combined isotropic-kinematic-hardening implementations, a tabular input for the combined isotropic-kinematic-hardening model in ABAQUS was chosen. This makes a stepwise linear interpolation of the material model, described in Schulze et al. [13] , necessary. To judge if all these necessary alterations from the usual thermo-mechanical implementation result in an error too large in the cutting force, a direct comparison was performed. To further enhance the accuracy of the stepwise linear interpolated material, the model data uses non-equallyspaced intervals. Fig. 5 shows that a difference between the used models exists. However, the difference is acceptable and it is feasible to use this model for further analysis.
Up to this point, the implementation was made possible, but the implementation details of kinematic hardening themselves were not discussed in detail. The kinematic hardening model is therefore implemented in the ABAQUS 'combined kinematic hardening'-model, which can include thermal dependencies at different isothermal states, but not within the simulation once it has started, since thermomechanical coupling has to be disabled. Strain rate dependencies can be used directly within the model, if the deformation produces different strain rates within the geometry.
The general relation for total yield stress is given in equation (3) . (3) With bold greek symbols being tensors, the Cauchy stress and the kinematic hardening backstress which are both monotonically increasing with the plastic strain accumulated, starting with Zero for . The kinematic hardening calculation rule is included within ABAQUS (given here as scalar value) [3] as in equation (4). ( 4 ) To find the correct values with the experiments done here, the quotient C k /g k is first renamed to A, which is the final value for .
( 5 ) To determine the values of A and g k , the total yield stress needs to be split up into kinematic hardening and isotropic hardening, the kinematic hardening material data input in ABAQUS is defined using the back-stress in equation (4) for largest strains. It is A = Related to = 0.2 (high boundary) and 0.1 (50 %) (low boundary) at 10 and the total yield stress at 10 being = 2.5 GPa, calculated from the material data given in Table 1 and equation (2) it is: A = 0.5 GPa (high boundary) and A = 0.25 GPa (low boundary). This can be assumed because there will be almost no change of at higher values of expected here. Equation (4) has then been used to determine the value of g k , using the only remaining unknown values at the small strain 0.02, = 0.181 and = 0.164, respectively.
This results in g k = 10 (high boundary) and g k = 20 (low boundary), if the parameters temperature T = 293 K and plastic strain rate = 0 are used to calculate according to equation (2) and Table 1 . Fig. 6 and Fig. 7 show the reaction force progress in the experimental setting, and resulting from the 2D-machining ABAQUS-simulation. The reaction force is also known as cutting force. The cutting forces shown use a friction value of 0.1 and 0.35 and the average experimental data gathered at the vertical broaching machine.
Results
Simulation results of different kinematic hardening parameters, as described in Fig. 6 , show a reduction of the reaction force depending on the kind of absolute kinematic hardening parameters. The results of the reaction forces using the lower bound hardening parameters 0.164 at = 0.02 and 0.1 at = 10 (dotted line) as well as the upper bound parameters 0.181 at = 0.02 and 0.2 at = 10 (yellow line) can be seen in Fig. 6 . The average cutting force measured from experimental testing at the same cutting speed is also shown. Using isotropic hardening in the simulation produces the highest reaction forces. Fig. 7 shows a similar setup as Fig. 6 , with a friction coefficient of 0.35. Again, the same average cutting force measured from experimental testing and the same cutting speed is shown. The higher friction coefficient used in the simulation elevates the reaction forces by about 50 %.
Discussion
Ibrahim and Embury [9] found similarly constant values for kinematic hardening in ARMCO iron with a spread of roughly 30 % for ARMCO iron, but a different total value. A direct comparison of the values is not feasible, because the ratio describing kinematic hardening in the work of Ibrahim and Embury [9] differs from the ratio r imp used in this work for AISI 5120, see equation (1), used here. However, qualitatively, it can be said that the kinematic hardening values found in the experiments in this work are higher, if compared to the values published by Ibrahim and Embury [9] , no matter which quotient is calculated, because the values measured by Ibrahim and Embury [9] are smaller than the experimental values found in this work with equation (1).
Deducing from the experimental results, the kinematic hardening parameters presented in Fig. 6 show likely parameter boundaries, the highest estimate for upper bound kinematic hardening parameters (yellow line) suggests, that the kinematic hardening at 10 strain, amounts to roughly 0.5 GPa which seems to be a suggested extrapolation which likely overestimates the real value. But even with this probably overestimated value, the total spread of cutting forces between isotropic and combined isotropic-kinematic hardening simulation results in Fig. 6 and Fig. 7 is still small. Comparing the different friction results of the simulations with the experimental values, Fig. 7 shows that the cutting forces resulting from the simulations with constant friction value of 0.35 are much higher than those reaction forces calculated with the constant friction value 0.1. The well-fitting cutting force results in Fig. 6 show, that only small changes occur due to the possible range of feasible kinematic hardening parameters in the simulation results. A much larger change occurs, when changing the friction within the model. The chosen friction value of 0.35 is raising the cutting forces by about 50 % in the simulation results. This discrepancy in resulting influence between kinematic hardening and friction makes it clear, that the influence of kinematic hardening can clearly be shown even in complex macroscopic processes like machining simulations -however other parameter variations have a stronger influence on the result, within their possible parameter range, like the friction coefficient.
The implementation problem of kinematic hardening in fully coupled thermo-mechanical simulations only works on small simulation models with limited element size and deformation, using the FE-program ABAQUS. More results might be possible with an alternate FE-program, using different solver implementations within the software, which make kinematic hardening within a fully thermo-mechanical framework possible.
For more accurate predictions of the influence of kinematic hardening, the next step would be to measure the tensilecompression and compression-tensile behavior at higher accumulated plastic strain. As an inhibition, at those strains, strain-gauge measurements are difficult, and the stability of the testing sample for the second, inverted strain period (e.g. compression after elongation, or elongation after compression) becomes more and more an issue. Premature material failure might be the result.
Conclusion
A ratio was calculated from experiments, which were done to measure kinematic hardening using the Material AISI 5120. Parameters were set, due to this ratio, to run 2D-machining simulations. Due to numerical instabilities, a non-thermal, mechanical simulation had to be run. The kinematic hardening has a clear impact on the reaction forces measured at the vertical broaching machine, but this influence is smaller than varying the friction from a constant value of 0.1 to 0.35 in the entire 2D-machining simulation. The influence of kinematic hardening on the reaction forces shows roughly the same percentage as the kinematic hardening ratio within the implemented material model, given here as , or an even slightly smaller influence (e.g. leads to 15 % to 20 % lower reaction forces compared to the pure isotropic hardening case). Implementing the kinematic hardening in a machining simulation therefore remains a cost-benefit analysis: Only highly accurate machining simulations can benefit from this kind of material property implementation.
