We propose a methodology for fully automated calculation of thermal rate coefficients of gas phase chemical reactions, which is based on combining the ring polymer molecular dynamics (RPMD) with the machine-learning interatomic potentials actively learning on-the-fly. Based on the original computational procedure implemented in the RPMDrate code, our methodology gradually and automatically constructs the potential energy surfaces (PESs) from scratch with the data set points being selected and accumulated during the RPMDrate simulation. Such an approach ensures that our final machine-learning model provides reliable description of the PES which avoids artifacts during exploration of the phase space by RPMD trajectories. We tested our methodology on two representative thermally activated chemical reactions studied recently by RPMDrate at temperatures within the interval of 300-1000 K. The corresponding PESs were generated using only up to a few thousands of ab initio structures (less than 5000) while the RPMD rate coefficients retained the deviation from the reference values within the typical convergence error of RPMDrate. In future, we plan to apply our methodology to chemical reactions which proceed via complex-formation thus providing a completely general tool for calculating RPMD thermal rate coefficients for any polyatomic gas phase chemical reaction.
Introduction
Accurate and efficient computation of thermal chemical reaction rate coefficients represents one of the most challenging problems for modern theoretical physical chemistry.
Rigorous quantum dynamics calculations scale exponentially with the dimensionality of the system and are therefore limited to chemical reactions involving just a few atoms.
1 Classical description of chemical reactivity allows practical simulations of polyatomic systems, but the problem is complicated at low temperatures, at which quantum-mechanical effects of nuclear motions such as zero-point energy, tunneling, and resonance effects become critically important (though the contribution of the later effect to thermal rate coefficients is less studied 2 ). Recently, it has been shown that the ring polymer molecular dynamics (RPMD) 3, 4 provides systematically accurate approach for calculating thermal rate coefficients in multifarious scenarios. 5 This semiclassical method scales "classically" with the number of atoms and is based on the isomorphism between the quantum statistical mechanics of the physical system and the classical statistical mechanics of a fictitious ring polymer consisting of n beads copies (beads) of the original system connected by harmonic springs. 6 General computational procedure for calculating RPMD rate coefficients for polyatomic chemical reactions has been developed 7 and implemented in the RPMDrate code. 8 Its application to various gas phase chemical reactions has proven that the method is very accurate for estimating thermal rate coefficients even in the most challenging benchmark cases.
7,9-13
Despite the instantaneous success of RPMDrate code, 14 the current version is restricted to a limited number of chemical reactions for which the underlying potential energy surfaces (PESs) are available in an analytical form. For the code to become a generally useful tool, efficient ways to couple RPMD with electronic structure evaluations are required. In principle, PES can be calculated on-the-fly but even with the most advanced supercomputers it is extremely CPU-intensive and is generally limited to fairly short propagation times. This challenge has been partially solved by approximating a limited number of quantum-mechanical calculations (typically tens of thousands), constructing a PES using the permutation invariant polynomial-neural network (PIP-NN) method. The goal of this work is to propose an algorithm of automatically constructing an approximation to the reference quantum-mechanical PES for any given molecular system for subsequent calculation of RPMD thermal rate coefficients. The main challenge in automatically constructing such an approximation is to automatically assemble the training set that can be used to fit a good potential. A natural idea would be to use RPMDrate itself to sam-ple the needed configurations for training, but the original version of RPMDrate requires a fitted potential to run. This seems to be a vicious circle: we need a training set in order to fit a potential, while we need a potential in order to sample a relevant training set. We resolve this challenge by applying the active learning (AL) approach, proposed in Ref. 42 for linearly parametrized potentials and extended to nonlinearly parametrized models in Refs. 41, 43 . The idea of the approach is to let RPMDrate sample the needed configurations, and for each configuration decide on-the-fly whether a potential can yield reliable energies and forces or it needs to be trained on this configuration. The underlying algorithm for choosing configurations for training is based on a D-optimality criterion for selecting the configurations in the training set (after computing its energy and forces using an ab initio potential). The core of this criterion is the so-called maxvol algorithm, proposed in Ref. 44 . We refer to the combined approach as AL-MTP (active-learning moment tensor potential).
In We assume that the energy of a configuration is partitioned into a sum of contributions of each of the n atoms E = n i=1 V i . Each contribution is further expanded as a linear combination of basis functions B α ,
where ξ α are the parameters of the potential that are found (regressed) from the data. The basis functions B α depend on the atomic environment of the i-th atom consisting of all j-th atoms that are within the distance of R cut from the i-th atom. The environment is expressed by the interatomic vectors r ij and the types of atoms z i and z j . In order to account for all the physical symmetries, we introduce the moment tensor descriptors
Here the symbol "⊗" denotes the outer product (so that r ij ⊗ r ij is a matrix, r ij ⊗ r ij ⊗ r ij is a three-dimensional tensor, etc.). The first part, f µ (|r ij |, z i , z j ), can be thought of as the radial part of the descriptors, while r ij ⊗ ... ⊗ r ij is the angular part. The radial part is further expanded as
where c
µ,z i ,z j is another set of parameters to be fitted and ϕ β are the radial basic functions (expressed through the Chebyshev polynomials and ensuring a smooth cut-off to 0 for r > R cut ). One can think of the functions f µ as the ones that define the shells of neighboring atoms, while the coefficients c
µ,z i ,z j express the relative weights of atomic species z j in the µ-th shell of the i-th atom.
We then construct our basis functions B α as different contractions of the moment tensor descriptors (2) to a scalar, such as
We denote the parameters of MTP to be fitted by θ := (ξ α , c
µ,z i ,z j ) and hence we denote the MTP energy of a configuration x by E = E(θ; x).
Fitting
Let {x (k) } be a training set with K configurations. Each configuration is supplied with an ab initio energy E AI (x (k) ) and forces f AI i (x (k) ) on each of the atoms. The fitting consists of finding the parameters θ that minimize the following loss function
where w f is a non-negative weight expressing the importance of forces relative to energy in the fitting.
Active Learning
Within the active learning concept, we construct the training set adaptively. To achieve that, we need an algorithm that will decide whether to include a given configuration x * that is generated by the RPMDrate code. To that end, we need a new concept-active set.
Suppose that the number of parameters θ is m. The active set is then a subset of size m of the training set (for convenience denoted by x (1) , . . . , x (m) ) that maximizes the determinant
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In order to find the active set we use the so-called maxvol algorithm proposed in Ref. 44 . For a configuration x * , we then define its extrapolation grade γ(x * ) as the maximum, by the absolute value, factor by which the above determinant can increase if we try to replace each
We emphasize that γ(x * ) does not depend on the ab initio data, it depends only on the geometric information of the configuration x * . Thus, it is not necessary to carry out ab initio calculations to calculate the extrapolation grade.
In order to formulate our active learning algorithm, we introduce two thresholds: γ th and Γ th , 1 < γ th < Γ th . These thresholds define the bounds of permissible extrapolation. Thus our AL algorithm can be systemized as follows:
• For each configuration x * occurring in the RPMDrate simulation, we calculate γ(x * ).
If γ(x * ) < γ th then x * will not be added to the training set. Otherwise, there are two possibilities:
a. γ th ≤ γ(x * ) < Γ th . In this case, we think of γ(x * ) as sufficiently high for x * to be added to the training set, but not too high to terminate the RPMDrate simulation. Hence, in this case, we mark (save to a file) the configuration x * and proceed with the RPMDrate simulation.
b. γ(x * ) ≥ Γ th . In this case, the extrapolation grade is too high, therefore we add x * to the training set and terminate the RPMDrate simulation. We then update the active set with the marked configurations, calculate their ab initio energies and forces, add them to the training set, refit the potential, and repeat the RPMDrate simulation from the beginning.
As a result, our algorithm will restart RPMDrate several times until the training set covers well the needed region in the phase space. We emphasize that the potential is fixed at each RPMDrate run, thus ensuring that the code samples a proper canonical ensemble at each run.
Through the algorithm described above, our potential is trained in a fully automatic manner, lifting the need in tedious manual analysis of the quality of the PES being constructed.
The scheme of our AL-MTP algorithm is shown in Fig. 1 . 
RPMDrate computational details
We carry out the RPMD computations using the RPMDrate code which is well-documented in Ref. 8 . Below we only briefly describe the key steps of the RPMDrate computational procedure. The rate coefficient is calculated using the Bennett-Chandler factorization 48,49 as a product of a static (centroid density quantum transition state theory (QTST) rate coefficient, k QTST ) and a dynamic (ring polymer transmission coefficient, κ) factors. The first step is the construction of potential of mean force (PMF) W (ξ) along the dimensionless reaction coordinate ξ defined in terms of two dividing surfaces given by Eqs.(4-10) in Ref. 8 . The profile connects the reactant (ξ = 0) and transition state (ξ = 1) regions. We generate this profile using the umbrella integration technique 50,51 and use to calculate k QTST . The second step is the calculation of κ using a combination of constrained (parent) and unconstrained (child) trajectories. We perform steps consequently in order to detect the maximum value of W (ξ # ) during the first step and to start the calculation of κ from the coordinate ξ # (for parent trajectory) during the second step. The final rate coefficient is given by the product of two factors, k RPMD = k QTST × κ.
We study the first reaction, OH + H 2 → H + H 2 O, at T = 300 K and T = 1000 K with n beads = 1 at both temperatures, n beads = 128 at the low temperature and n beads = 16 at the high temperature. We run the second reaction, CH 4 + CN → CH 3 + HCN, at T = 300 K and T = 600 K with the same number of ring polymer beads at the low and the high temperatures as for the first reaction.
The remaining input parameters for the RPMDrate simulations are similar to those used in numerous studies of thermally activated chemical reactions. N child = 100, t child = 0.06 ps, and dt = 0.0001 ps.
As it was mentioned above, we consider the potentials described in Refs. 46, 47 as ab initio models for the present exemplifying study. The potential for the OH + H 2 → H + H 2 O reaction has been developed using the Neural Networks (NN) fitting 47 and is denoted as NN1
PES. Another potential, applied for the CH 4 + CN system, is a combination of various semiempirical potentials 46 including 34 parameters that were obtained after fitting this potential on the dataset, describing the stationary points, the reaction path and the reaction swath.
For simplicity, we shall call this potential CH 4 +CN PES though we note that its original abbreviation is different (PES2017). We also note that the previous RPMD studies using these PESs demonstrated very good agreement with the experimental measurements of rate coefficients 45, 46 .
We fit MTP with about 100 basis functions B α and 12 radial basis functions ϕ β . We choose R cut = 4 and 6Å for the OH + H 2 and CH 4 + CN systems, respectively. The active learning was performed with γ th = 2 and Γ th = 10, thus the interval of high but permissible grades is [2, 10).
As described above, we need to compute k QTST (the first step of RPMDrate) and κ (the second step of RPMDrate). In order to obtain k QTST , we focus only on the region connecting the reactants with the transition state (i.e., ξ ∈ (−0.05, 1.05)). During the second stepcomputation of κ -the RPMD trajectories visit the products region, i.e., ξ > 1.05. The geometries of the configurations in the reactants and products regions are different and, thus, we use a slightly different MTPs for the calculation of k QTST and κ trained on two datsets. More precisely, during the first RPMDrate step we form the reactants set (k QTST set) that consists of configurations selected from the reactants region and learn on-the-fly the first MTP. During the second RPMDrate step, we start from the MTP and the training set derived after the first step, update the training set with the additional configurations (the products set, or, κ set) and learn on-the-fly the second MTP. Thus, the two MTPs differ by their training sets-the first training set is a subset of the second one. Having computed k QTST and κ, respectively, by these two MTPs, we obtain the final RPMD rate coefficient.
RESULTS AND DISCUSSION
The PMF profiles W (ξ) for the OH + H 2 and CH 4 + CN reactions are plotted in Figs The values of the centroid density TST rate coefficient k QTST , the ring polymer recrossing factor κ and the RPMD rate coefficient k RPMD are also summarized for the OH + H 2 and CH 4 + CN reactions in Tables 1 and 2 , respectively. The agreement with the previous RPMD rate coefficients is very good, the relative root-mean-square deviation between MTP and the reference rate coefficients is about 20% or less and is comparable to typical convergence error of the RPMDrate computational procedure 5, 8 .
The number of configurations selected in the reactants region (k QTST set size), the products region (κ set size) and the total training set sizes (k RPMD set size) are reported in Table 3 . As it could be seen, we select many more configurations from the reactants region than those we add from the products region (see Fig. 6 ). The reason of it is as follows.
During the first RPMDrate step, we need to approximate the PMF difference between the reactants and the transition state as accurate as possible due to its exponential contribution to k QTST . Thus, we need to predict the PMF profile across each umbrella window, especially near the transition state. This fact is illustrated in Fig. 7 . Indeed, most of configurations for both systems were selected for ξ ∈ (0.95, 1.05), i.e., near the transition state. Then, it happens that for the purposes of calculating RPMD rate coefficients a potential that is well-trained in the reactants region needs much less data to be fitted in the products region (only a few bonds significantly differ, while most of the bonds in the molecular systems are the same in both regions).
The size of a total training set significantly depends on the number of different atomic types in the molecule. Note that the number of parameters c
µ,z i ,z j grows as the square of number of atomic types (as they depend on pairs of types of interacting atoms, (z i , z j )).
Thus, there are 2.25 times more coefficients in the potential for the CH 4 + CN system than for the OH + H 2 one. As it can be seen from This confirms that the number of coefficients grows quadratically with the number of atomic types and thus the proposed algorithms should be applicable for large molecular systems, direct description of which is problematic due to high dimensionality.
The remaining two factors that affect the size of our training set are the number of ring polymer beads and the temperature. Increasing the number of ring polymer beads leads to more enhanced phase space exploration thus more configurations are necessary in the training set. The same is valid for the temperature factor: as the temperature increases, the energy dispersion increases and therefore we need more configurations in the dataset in order to describe all possible energy levels. We attribute both correlations to the fact that higher temperature and higher number of beads imply that we need to sample a larger region in the phase space and therefore collect more configurations for training. In any case, the maximal training set size is less than 5000, thus, we needed to carry out less than 5000 ab initio calculations in order to obtain an MTP for both exemplifying chemical systems considered in the present study.
CONCLUSIONS
In summary, we propose a fully automated procedure for calculating ring polymer molecular dynamics (RPMD) rate coefficients using the potential energy surface (PES) generated on-the-fly by the moment tensor potentials (MTP) with active learning (AL). The procedure follows the original Bennett-Chandler factorization implemented in the RPMDrate code which splits the calculation in two steps-a static (centroid density quantum transition state theory (QTST) rate coefficient) and a dynamic (ring polymer transmission coefficient) factors. During each step, the active-learning algorithm accumulates automatically the dataset sample, ensuring that the fit of the PES is appropriate for calculating the RPMD rate coefficient for a given temperature and number of ring polymer beads. In order to determine whether the current point should be added to the training or not, set we calculate the energy gradient with respect to the parameters of the potential and the so-called extrapolation grade. If the extrapolation grade is greater than the lower bound of permissible extrapolation, we mark the current point (save to a file). If the extrapolation grade is greater than the upper bound of permissible extrapolation, we terminate RPMDrate, update the training set using maxvol algorithm and refit the potential. Such an approach ensures that the final machine-learning PES model avoids artifacts during exploration of the phase space by RPMD trajectories which have been observed for several PESs fitted by neural networks 18 .
The methodology is tested on two representative thermally activated chemical reactions, namely, OH + H 2 and CH 4 + CN which were previously studied by RPMD. 45, 46 The deviation of the present RPMD rate coefficients obtained using the MTP-AL approach from the reference values is within the convergence error of the RPMDrate computational procedure.
In future, we plan to extend our methodology to chemical reactions which proceed via complex formation in order to propose a completely general tool for calculating RPMD 
