This paper investigates the stability properties of second-order systems, x . = ƒ(x), where ƒ(x) contains either quadratic terms-system (1)-or linear and quadratic terms-system (2)-in x. The principal contributions are summarized in two theorems which give necessary and sufficient conditions for stability and asymptotic stability in the large of systems (1) and (2), respectively.
(2)
More than a convenient arbitrary choice, quadratic differential equations have a traditional place in the general literature, and an increasing importance in the field of systems theory. Historically, there has been a long standing interest on the part of pure and applied mathematicians in the behavior of planar quadratic systems. There have been numerous attempts to characterize the number and location of limit cycles of such systems, e.g., [ l l], [ 1314 151. In the last two decades, several exhaustive accounts of the integral curves of a pure quadratic system (1) have been presented [2], [6] , [9], [lo] , [12] using a variety of algebraic or analytical tools. Coppel [l] has given a short, but useful survey of the historical literature. Differential equations of this type are known to arise in adaptive control where control parameters become state variables .of a quadratic system. Recently, the special class of bilinear systems November 16, 1981 gineering Program, Yale University, New Haven, C T 06520.
The authors are with the Center for Systems Science, Electrical En-has received a great ded of attention in the control literature and the principal results of this theory are influencing the direction of research on general nonlinear systems. When the control u( t ) in (3) is a linear function of the state variables, (3) becomes a special case of (2), and the stability properties of such systems are bound to be of interest to control theorists. This paper presents necessary and sufficient conditions for stability in the large of system (1) and asymptotic stability in the large of system (2). A brief treatment of some interesting properties of general homogeneous differential equations in Section I1 provides the setting for the results on pure quadratic systems developed in Section 111. A simple statement of conditions for the stability of system (1) is given by Theorem 1. While the qualitative behavior of (1) can be completely characterized using a few simple prototypes (either with the aid of a heavy mathematical arsenal [2], [lo], [12] or without [6] , IS]), the addition of the linear part in (2) results in much more varied behavior. A simple classification of this system will not be complete; a complete classification will not be simple. Consequently, we limit our interest to one important aspect of the stability behavior of (2)-asymptotic stability in the large (a.s.1.). Within this restricted scope, a succinct statement of necessary and sufficient conditions is possible, as given in Theorem 2 at the beginning of Section IV, comprising the central result of this paper. However, it will be seen in the remainder of that section that a complete proof of this result involves the consideration of a number of special cases. These are explicitly listed in Theorem 3 (shown to be equivalent to Theorem 2) and their logical interrelation is depicted in Fig. 10 , at the end of Section IV.
After this paper had been submitted for publication, a reviewer pointed out the existence of a paper by Dickson and Perko [3] on bounded planar quadratic systems. This interesting work derives necessary and sufficient conditions for system (2) to admit only bounded solutions, proceeding from the classification of system (1) given by Markus [lo] . While that effort falls within the tradition of the historical literature cited above (listing sets of algebraic conditions on the coefficients of each particular case of a canonical parameterization in a specified coordinate system), our problem definition and methodology are quite different and slanted toward the interests of control theory. This paper presents a unified statement of conditions for global convergence involving familiar characteristics of 2 X 2 matrices, derived, free of coordinates, from simple topological properties of B ( x ) and f(x). The methodology 00lS-9286/S2/0S00-0783$00.75 01982 IEEE IEFE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. AC-27, NO.
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encourages extensions of these results to systems of higher order and degree, and to other problems in nonlinear systems theory, such as controllability or stabilizability.
HOMOGENEOUS SYSTEMS OF EVEN DEGREE

Consider the dynamical system in
where h is an analytic function so that for each initial condition, x,€ R", there exists a unique solution, p ( t ; x,), t 2 0, satisfying (4). We assume h(0) = 0, and adopt the following terminology. The set U,,,,,p(t; x,) is a trajectory of system (4)-a smooth curve in R ". /3 E R, k € N, then a well-known and useful fact concerning the solutions of (4) is given by the following lemma. Lemma 2.1: Let p ( t ; x,) be the solution of (4) wlth the initial condition p(Ol x,) = x,. Then for all fiE R, p(t;fix,) =/3p (Bk-'t; x,) .
Proof: Let t = pk-'s and define u ( s ) k f i p [ t ( s ) ; x,].
Then
Hence, u( s) satisfies (4) with initial condition u(0) = DX,.
as does p ( t ; fix,), which implies u( s) = p ( t; fix,).
0
If k is even, then the direction of the field in system (4) is constant along any straight line through the origin. In t h s case, as a direct result of Lemma 2.1 we have p ( t ; -x,) = -p ( -t ; x,). In other words, any trajectory through x , for t 2 0 has an associated trajectory throughx, for t d 0. which is its reflection. This simple fact, depicted in Fig. 1 . leads to the following corollary.
Corollay 2.1: If k is even and the origin is stable, then for any x. # 0 the complete trajectory y(xo) 4 { p ( t ; x , ) l t E R } is a positive distance from the origin.
Pruofi Let I 1 x , )I > c > 0, but let the positive trajectory not be bounded away from the origin. Then there exists a sequence { z~}~> -~, tn > 0, such that p(t,; x,)< I / n . Defining x, A p ( t n , xo) we have p(t,; -X") = -x, from 'Often called "global asymptotic stability." Lemma 2.1. Hence, for no n > 0 does II x, I 1 < l/n imply (1 p ( t ; -x,)ll G P and the origin is unstable. A similar argument applies to the negative trajectory.
In general, Corollary 2.1 indicates that an even degree homogeneous dynamical system in R " can never be asymptotically stable. On the plane, R2, we may say even more. Equation (1) is a specific example of {4) in R for which k = 2. The remainder of this paper will be devoted to the study of (1) and (2) in R ' .
Lemma 2.2: No solution of system (1) other than an equilibrium point can be a closed path.
Proofi This follows directly from the fact that any nontrivial closed curve will intersect some line through the origin at least twice. A trajectory on this curve would imply that the field changes direction along that line which violates the even homogeneous property of (1).
Coroihy 2.2: If the origin of system (1) is stable, then the field must vanish along at least an entire line through the origin.
Proofi It suffices to show that an equilibrium state
x, # 0 exists. By homogeneity the conclusion follows. Assume that the system is stable, and let y % 0 be a trajectory of (1) contained in some compact neighborhood of 0. From Corollary 2.1, 0 v (where is the closure of y ) . If 7y is not an equilibrium point, then by the Poincark-Bendixson theorem [5, p. 541 either y is a limit cycle or its positive limit set is a limit cycle. But this contradicts Lemma 2.2. Hence, x, 47 -y is an equilibrium point and B(x,) = 0. Since x. # 0, we have B(x) = 0 for all x = axoI aER, by homogeneity. 0 The next section w i l l investigate the existence of lines along which the field in (1) vanishes as required by the previous corollary, leading to a new parameterization of stable quadratic systems. This new parameterization allows the characterization of stability beha\lor in terms of a matrix in R 2 x 2 , a result whose consequences pervade the remainder of this paper.
STABILITY OF SECOND-ORDER QUADRATIC
SYSTEMS
In this section we shall exclusively consider the particular class of second-degree second-order systems described by (1):
X'HX
B. Quadratic Differential Equations with Nonisolated (1) Equilibria
We assume that at least one of either G or H E R 2 x 2 is nonzero and, without loss of generality, that both are symmetric. From Corollary 2.2 it follows that the locus of the set of critical points of B ( x ) is crucial to the stability properties of (1). This is completely determined by G and H , and using familiar properties of symmetric matrices, we may classify the types of equilibrium states of (1) according to whether the field vanishes, as follows:
1) only at the origin, 2) along a straight line through the origin, 3) along two straight lines through the origin. It may be noted that as an immediate consequence of Corollary 2.2, systems of type 1) cannot be stable. In cases 2) and 3) the quadratic forms, xTGx and xTHx, in (1) share
We have shown that (1) is unstable if it is of type 1) in the introduction of this section (in fact, such systems must have ray solutions as shown in [2], [6], [lo] ). Accordingly, we need only consider systems of type 2) and 3)-systems with at least one line of equilibrium states passing through the origin. The following lemma provides a useful characterization of such systems. 
The remainder of this section is devoted to the proof of Theorem 1.
A . Notation and Definitions
Since indefinite and semidefinite matrices will arise in all subsequent discussions, it is worth establishing the following notational conventions concerning their algebraic and geometric properties. Let A , denote the symmetric part of and that trajectory remains on the integral curve of system (5) specified by x. with position parameterized by s(t). In consequence of the homogeneity property of (1) discussed in Section 11, a trajectory in the half-plane cTx> 0 (or cTx < 0) never leaves that half-plane, hence if cTxo > 0 then s(t)>O V~E R + (or if cTxo<O, thens(t)<O V t E R + ) .
C. Necessary and Sufficient Conditions for Stability in the Large
By reparameterizing (1) as ( 5 ) [for types 2) and 3)] we are able to introduce well-known properties of planar linear systems in the proof of Theorem 1. If system (1) is type 3)-i.e., has two distinct lines of equilibria-then D must be singular, and the system trajectories lie on curves depicted in Fig. 2 (e). In this case
contains a positive ray solution of (1) [as depicted in Fig.  3 (a)] according to Lemma 2.1. If ( a ) = (cL ), then any trajectory directed toward ( b , ) has a reflected trajectory directed away from (b,) [as depicted in Fig. 3(b) ], again by Lemma 2.1. In either case there are unbounded solutions of (1) for initial conditions arbitrarily close to the origin, and the system is not stable.
If system (1) is type 2)-i.e., has a single line of equilibria given by (c,)-and D has real eigenvalues, then the system trajectories lie on curves depicted in Fig. 2 (a)-(e). In the cases 2(a)-(d) there is at least one trajectory, y , whose closure intersects ( c, ) only at the origin, regardless of the choice of c. Thus by Lemma 2.1 either y ory tends to infinity with increasing t. In the case depicted by Fig. 2 (e) the same statement holds except when (c, ) is parallel to the trajectory lines, in which case every nonequilibrium solution tends to infinity. Typical solutions of system (1) are depicted in Fig. 3 (c)-(e), corresponding to the case that system ( 5 ) is a node, partial node, or D is singular, respectively. In all these cases, system (1) is unstable.
Since these cases exhaust all instances of system (l), type 2) and type 3) when D has real eigenvalues, and since type 1) was shown to be unstable earlier, we have proven the following proposition. Proposition 3.1: System (1) is unstable if it is of type 1) or if for some cER2, and D E R Z X 2 ,
B ( x ) = c T x D x and D
has real eigenvalues.
Thls is evidently a restatement of the necessary wnditions of Theorem 1. We now proceed to show that the conditions of Theorem 1 are sufficient as well.
If system (1) is type 2) and D has complex conjugate eigenvalues, then system trajectories lie on curves depicted T2], 0 < T, < T, < 00, for t ER' when cTxo > 0 (with a corresponding statement for cTxo < 0). Hence, (I p ( r ; xo)ll = I1 es(')Dxo I1 < ~up,,~~,,~~~lle'~II~llx~II ~p l l x , I l for some PER' and the system is stable. Since this argument is independent of 1) x . 11, the system is stable in the large. Analog computer simulations of stable quadratic systems are plotted in Fig. 
4.
We have thus proven the following. (1) is stable in the large if there exist a c E R 2 and D E R 2 x 2 such that
Proposition 3.2: System
and D has complex conjugate eigenvalues. This is a restatement of the sufficient conditions of Theorem 1. Therefore, taken together, Propositions 3.1 and 3.2 constitute the proof of that theorem.
D. Summary
The results of this section indicate that most second-order quadratic differential equations are unstable: only those systems whose solutions lie on the integral curves of a linear system whose equilibrium state is a center or a focus may be stable. An exhaustive account of the qualitative behavior of the far more pervasive unstable examples of system (1) is given in [2], [6], [9] , [lo] , [ 121. Since this paper is concerned solely with questions of stability, we are content here to ignore those results and immediately apply the results of Theorem 1 to the problem of a.s.1. for system (2).
IV. ASYMPTOTIC STABILITY IN THE LARGE OF
SYSTEM (2): R = A x + B( x )
As mentioned in the Introduction, the addition of the linear part in (2),
results in such diversity of behavior that we confine our attention exclusively to the question of asymptotic stability in the large (a.s.1.). This is completely resolved by Theorem 2, which represents the central contribution of the paper.
Theorem 2: The following conditions are necessary and sufficient for the asymptotic stability in the large of system Roughly speaking, conditions 1) and 2) of this theorem correspond to the requirement that both the linear and the quadratic part of (2) not be unstable when considered For example, [ ] is focal,
, and [A y ] is nodal. Note that a singular 1 1 -1 1 alone. Condition 3), which depends upon the ratio of two determinants involving A and D (refer to notation introduced in Section 111-A), will be seen to ensure that the origin is the unique equilibrium state of system (2), and that the perturbation on the quadratic part of the field introduced by Ax is always directed toward that equilibrium state. While the restricted question of a.s.1. behavior does permit a relatively succinct characterization as given above, the complexity of this system is such that several distinct cases arise in the course of proving these results. For ease of exposition, we prefer to prove Theorem 2 by treating an equivalent statement, given as Theorem 3. below. This reformulation is essentially a translation of condition 3) in terms of well-known properties of 2x2 matrices. While it results in a less concise statement, Theorem 3 affords a more natural framework for treating the various special cases as they arise. Moreover, it is obviously of greater practical use, since it specifies an easy numerical check for the stability properties of (2).
In order to facilitate future discussion, we introduce the following conventions. We will call a real 2 X 2 matrix focal if it has a pair of complex conjugate eigenvalues; x-critical if it has a unique one-dimensional eigenspace given by (x); and nodal if it has at least two distinct real eigenvectors. matrix may be either nodal (e.g., L: , or x-criticd (e.g., [: : I). Recall from Section 111-A that J * [ -A] is the skew-symmetric matrix in R2. With these definitions in force, Theorem 2 may be restated as follows.
7leorem 3: System (2) 
for some scalar y # 0.
To clarify the sipficance of these conditions we will give a few representative examples of (2) along with analog computer simulations. Example 4.1 consists of two a.s.1. systems with a stable, but not asymptotically stable linear part, motivating the wording of condition 1).
Example 4.la [Fig. S(a) ]:
x,= -x,-x,(x,+x,) 1, = X , ( X ] + x 2 ) .
Since 1 D X , x I = x'JDx (see Section 111-A), condition a) evidently requires that D not be nodal. However, unlike the situation in Section 111, it is not necessary that D be focal: condition b3) indicates that a special class of unstable quadratic systems may give rise to a.s.1. behavior in (2). Example 4.2 presents such a system.
Example 4.2 [Fig. 5 
(c)]:
Since 1 D l . I D-'Ax, x ( = ]Ax, Dxl = xTDTJAx (again, see Section 111-A), condition a) also excludes the case where D-lA is nodal. It will be seen that eigenvectors of D-IA generally specify subspaces in R 2 containing additional equilibrium states, which must be excluded for the origin to be a.s.1. However, condition b2) indicates that in special cases, an eigenvector of D-'A may not result in additional equilibria, and a.s.1. may occur. Example 4.3 presents two such systems: D-'A is critical in both cases and singular in 4.3b. 0
The sign agreement stipulated in condition a) of Theorem 3 will be seen to imply that the linear part of the field perturbs the quadratic part in such a fashion that solutions of (2) cross the integral curves of (1) in the direction of the origin at every point on the plane. This is equivalent to the sign condition on the eigenvalues of the pencil, A + p ( x ) D , given in Theorem 2, and is crucial for a.s.1. Example 4.4 presents a system where A is asymptotically stable, D is focal so that the pure quadratic field is stable, D-'A is focal so that there are no equilibrium states other than the origin, but this sign condition fails to hold; unbounded solutions result.
Example 4.4 [Fig. 5(e) ]:
Condition bl) should be seen as the typical case of a d . behavior of system (2) , two examples of which are given below.
Example 4.5 [Fig. 5(f), (g) , respectively]:
After establishing some useful preliminary results in Section IV-A, we will prove the necessity of the conditions listed under Theorem 3 in Section IV-B, prove their sufficiency in Section IV-C, and finally, prove the equivalence of Theorems 2 and 3 by way of summary in Section IV-D. The logical interrelation between the various cases considered in the sequel is depicted in Fig. 10 at the end of this section.
A. Discussion and Mathematical Preliminaries
In this section we derive several results which will be widely used in subsequent proofs.
The existence of a positive-invariant set disconnected from the origin is a sufficient condition for the equilibrium state of system ( 2 ) not to be globally asymptotically stable. A systematic study of conditions for the existence of such sets, using Propositions 4.1 and 4.2, leads to the necessary conditions of Section IV-B. Proposition 4.1 concerns the existence of an equilibrium state removed from the origin (hereafter referred to as an off-origin equilibrium), while Proposition 4.2 introduces a device used to demonstrate the existence of general positive-invariant sets.
Proposition 4.1: System ( 2 ) has an equilibrium state x , # 0 if and only if for some x € ( x , ) and x # 0 either  A x = B ( x ) = O o r A x # O , B ( x ) # O a n d B ( x ) E ( A x ) .
well-known Chetaev instability theorem, establishes this fact formally and is stated without proof. Throughout Section IV-B it will be convenient to use the following notation. If P is symmetric, we will call e,, 
=I[X,J'X]~[AX,DX]I=-X'X/AX,DXI,
henceq ( 
B. Necessary Conditions for Asymptotic Stability in the Large
This section is devoted to the proof that the conditions of Theorem 3 are necessary for (2) to be a.s.1. From the results of Lyapunov it is known that a necessary condition for system (2) to be stable is that the spectrum of A be contained in the closed left half of the complex plane, ?, and this gives rise to condition 1) in Theorem 3. If the stability properties of the linear part of (2) generally determine local behavior, intuition suggests that its global behavior is determined by the quadratic part, & x ) . This is partially verified by the following four lemmas.
(2) has an off-origin equilibrium. where q is a cubic polynomial whose leading coefficient is a I 2 h 2 , -a2,g2, =a. If a# 0, there exists a real root u, of a12 g22 A 0 Fig. 5. (Continued.) (d) as. Finally, if R is indefinite, then B(x) E ( a ) for two distinct lines in R2, one of which is not (6, ). Then by Proposition 4.1 the system has an off-origin equilibrium state.
0 It should be noted that Lemmas 4.1 and 4.2 demonstrate the necessity of condition 2) in Theorem 3. Since B ( x ) cannot be type l), we must have B ( x ) = cTxDx according to the results of Section 111.
When D = dbT is singular, B ( x ) = cTx d b T i = bTx dc'x. In such a case there is an ambiguity in the parameterization of B ( x ) . If either b or c E ( d , ) , then the corresponding D matrix is critical and might allow a.s.1. behavior as in Example 4.2. To resolve this ambiguity, we shall classify a singular matrix D as nodal only if both purameterizations are nodal and consider only the critical parameterization otherwise. Remark: This lemma is proved by considering the behavior of solutions near the dominant eigenvector of D . The case where A has the same eigenvector almost always results in a ray solution on the corresponding line. In the more general case, the linear part of the field perturbs trajectories off this line. However, since solutions of the pure quadratic part tend toward the dominant eigenvector of D (within a suitable neighborhood). a positive-invariant set may be constructed based on the cone formed by that line and a line perturbed slightly away from it in the direction of the linear part. The reader is referred to Appendix A for some of the facts about cones used in the proof of this case.
Proof: Since &DX = (-cTx)( -D X ) , let a( 0 ) = { X , p}, X 2 I pl, with no loss of generality, and suppose If e @ ( c , ) , then A e Z O implies the existence of an off-origin equilibrium by Proposition 4.1. If, however, Ae = 0, then since e is an eigenvector of D , (2) has a ray solution along ( e ) and, hence, an unbounded solution.
De = he. I ) Case AeE(e):
If e E (ci ), then Proposition 4. then cI (!?,(e, b) . Moreover, if P is chosen as P -[ e l   b:],, then e,(e, b ) C_ e , ( [ P D ] , ) , according to Fact A.2 (see Appendix A)? Hence, the second term (cubic in x ) of v i s always nonnegative on 9. The following argument now demonstrates the existence of a large enough y > O such that this term dominates the first term-i.e., for all x € 52, cTxxTPDx > -xTPAx, or, equivalently, cTx > e ( x ) = -xTPAx/xTPDx. This argument is illustrated in Fig. 6 .
Since the denominator of 0 is zero on ( e ) , and that line approaches 8P arbitrarily closely, we w i l l partition 9 using a line defined by some g in its interior to be chosen below, as A and discuss P,, where 8 is bounded separately. Note that eTPAe > 0, by construction of P , hence we may choose g in 9, arbitrarily close to ( e ) , such that xTPAx > 0 for all x E P,: It follows that Ti > 0 on 9, for any y > 0. Letting p = supxEQ$'(x)<co, we must now choose y such that cTx>p on 8, which implies V> 0 on Q2 as well. Since as shown in Fig. 7 . We will show that 1, > 0 on A, and i 2 > 0 on r+ , completing the proof. o(xo, a,, a) ; hence, i , > O when a and a. are suitably large. Evaluating the second component of the field on I?+, we have R, = f i ( x ) = bc,/3xi +(a2] j3 + c,)xt + o ( x ) .
Considering the first inequality, if x € A + , we have
When c, > 0, it is clear that t2 > 0 on I ' + if y is suitably far from the origin-i.e., if a, is large enough. If c , = 0, then P < c 2 / a 2 , implies i 2 > 0 on I ' + as well, since c2>0 by assumption. Moreover, for small enough P, y is far enough from the origin so that R, > 0 on A, as described above. 0
The preceding lemmas have excluded almost all exam- = f , ( x ) = 6cILy: + a".o'P., + a,cw(c,dTjco + CTX,S) 
where A is stable and D is either focal or x-critical and singular. It is worth noting at this juncture that these results greatly restrict the class of bilinear systems (3) which are stabilizable under linear state feedback: namely, a bilinear system in R 2 with a nodal matrix D cannot be made a.s.1. by any choice u = crx, regardless of the properties of the pair ( A , b) . In a subsequent paper, t h s question will be considered in greater detail [8] .
We now proceed to prove the full statement of nkcessary conditions by considering the equilibrium states of (6). Since Proposition 4.1 establishes conditions for the existence of off-origin equilibria depending upon the zeros of I Ax, B(x)l we might expect B(x) = crxDx to necessitate, in turn, O # IAx, Dxl= ID1 ID-'Ax,xl (when ID1 Z0)i.e., that D-' A be focal. Yet, as demonstrated by Example 4.3, in some cases D-' A may not be nodal. whle (2) is still a.s.1. The following three lemmas will distinguish these special cases.
Lemma 4.5: If D is focal, and D-'A is nodal, system (6) is not a.s.1.
Proof: Since e E R 2 is an eigenvector of D-'A iff B(e)E(Ae), we have B(e,)E(Ae,), i=1,2, (el)#(e2) by assumption. According to Proposition 4.1, the system has an off-origin equilibrium unless simultaneously = ( B ( x ) ) for all x E R 2 -either case resulting in off-origin equilibria according to proposition 4.1. If I A I # 0 and A d € ( d ) . then unless it is singular, as stated in the footnote to Lemma 4 . 3 , and shoun in 4Note that this proof cannot necessarily be used for an x-critical matrix Appendix A. ' d E ( d ) ; hence A -' D = y d d r =yD for some scalar y.
A -
The reader should note that Lemmas 4.3-4.7 prove the necessity of the conditions b). It remains to show that condition a) stated in Theorem 3 is necessary as well. This will conclude the proof of necessity of Theorem 3. 0. If 6, > 0, then the half-plane separated from the origin is positive-invariant. If 6, = 0, then the affine line is itself invariant. In either case, the system is not a.s.1. 0
C. Sufficient Conditions for Asymptotic Stabiliq in the Large
This section is devoted to proving the sufficiency of the conditions in Theorem 3. We will first prove that l), 2), a), and bl) or b2) are sufficient in Proposition 4.4. We will show that the special case l), 2), a), b3) is also a.s.1. in Proposition 4.5.
Proposition 4.4: The following conditions:
1) A has eigenvalues in c;
2) B(x) = crxDx; 3) D is focal and 0 -' A is either focal or x-critical where xE(c,) iff IAl $0; 4) A + p(x)D has eigenvalues in [w-; are sufficient for (2) to be a.s.1.
Remark: This result is obtained by constructing an arbitrarily large family of nested positive-invariant sets, each sharing one boundary point in common with the next. In the absence of off-origin equilibria, and since the shared boundary point precludes the possibility of a limit-cycle occurring between two consecutive sets, it follows that all trajectories enter each nested set in turn. Local attraction is demonstrated by showing that when t h s family cannot be made arbitrarily small, the boundary of the "smallest" set intersects an attractive domain generated by considering the stable linear part of the field. In the special case where the linear part is stable but not asymptotically stable, a separate lemma is required to demonstrate the absence of limit cycles locally. As discussed in the introduction of this section, condition 4) provides the crucial information that the linear field is always directed toward the interior of the logarithmic spiral generated by the focal system (5), 2 = DX. Note that conditions 3) and 4) above are equivalent to a) and either bl) or b2) of Theorem 3, according to Proposition 4.3 and Corollary 4.1. To show that %, is positive-invariant it will suffice to show that n i ( x ) f ( x ) and n~( x ) f ( x ) are nonnegative for x € A,, A,, respectively. = --w k( ~0 ) .
U U
In the case u = 0, Lemma 4.9 demonstrates the absence of limit cycles, after which the result follows.
In order to complete the proof of Proposition 4.4, we rule out the possibility of periodic solutions, when the linear part of the field is critically stable, by the following lemma. This brief encounter is the closest brush with the phenomenon of quadratic limit cycles to be found in the paper. In a subsequent paper, we w i l l use the same methods developed here to investigate this fascinating behavior more thoroughly and develop conditions for the existence of isolated periodic solutions of (2) when the origin is the unique equilibrium [7] . Lemma 4.9: Under the conditions of Proposition 4.4, if A has pure imaginary eigenvalues, system ( 2 ) admits no periodic solutions.
Proof: Under some linear coordinate transformation, ( 2 ) may be rewritten as hence p ( t ; x,) must enter X-, and leave it at some time, t I > 0, on a point on the other side of (c ) x1 -y, Jc ( y , > 0). Define the resulting curve r-I A = ' { p ( t ; xo, It€ (0, t , ) } c X-. We shall now join x1 to x, by a curve, r+ in X+ , on which the field is directed strictly toward the interior of the resulting neighborhood of the origin formed by the Jordan curve $kl?+Ur-. This will ensure that p ( t ; x]) nr-= 0, hence that p ( t ; x,) is not periodic.
Define a reflection of rinto X+ by the parameterizationr(r)s -~(t)p(t;x,).Requiring$(0)=yl/y,=l/~(tl) implies that r(0) = x l , r ( t l ) = x,. Requiring that the ratio hence y2 = a22y2 and y2( t ) = eUz2'y2, + 0. In this case, 31 = ( a l l + c,e'~zzy20)yl + a12euzzzy20 + ~~e 2 and r l ( t ) + 0. The system is a.s.1.
value
In the y coordinate system, k + p( y)d has the eigenaccording to Proposition 4.3. 0
D. Summary of Results
Sections IV-A-C have investigated the properties and conditions for a.s.1. of system (2) according to the scheme depicted in Fig. 10 as stated in Theorem 3. To conclude our investigation we shall demonstrate that these conditions may be characterized more succinctly as stated in Theorem 2.
Theorem 2: The following conditions are necessary and sufficient for the asymptotic stability in the large of system If D is focal, then according to Proposition 4.3, the pencil is singular iff x is an eigenvector of D-'A. Hence, D-'A cannot be nodal, and if it is x,-critical we require xoE(c,) iff IAl #O. Sufficiency: We now show that a) and b) are sufficient for 3). If bl) holds, then p is always defined, A + p(x)D is never singular, and a) implies its eigenvalues are strictly negative. If b2) holds, then p is always defined, A + p(x)D is singular only on the unique eigenvector of D-'A, and a) implies its eigenvalues are always nonpositive. If b3) holds, then D = dd, and I DX, XI = (~T x )~, and the pencil is undefined only on ( d ) , but A d € ( d ) ; hence, this is in agreement with 3). Finally in Proposition 4.6, it is shown that a) and b3) imply that A + p ( x ) D has a constant, negative 0 APPENDIX A SOME RESULTS CONCERNING Corns IN IW In Section N -B the notion of a cone was introduced and used extensively. Unfortunately, the algebra and notation required to use this simple geometric construction in the body of the proofs in that section is unwieldy. This appendix presents the most important of the requisite results.
Definitions: Let e, b be linearly independent in R ' . Then ey (e, b)& {ae+/3bIa/3>y>O}. e, ( e , b ) defines a conical region in R ' . If y, > y2, (?,$e, b ) is a proper subset of CJe, b). The distance of the set e,, ( e , b ) from the origin increases monotonically with y and tends to infinity as y tends to infinity.
An alternate description of eo (e, b), and &?,(e, b ) uses e , and b,. xEC?,(e, b ) iff -xe,bIx>O xEe.,(e, b ) iff >Y. bTx [ e ; b, I2 If P A -[e,b~],/[e;b,] ', then (?,(e, b ) = e , ( P ) defined in Section IV-A. If g @( c , ), we consider the three cases where D is 1) critical, but not x-critical, 2) x-critical, and 3) nodal.
I n c a s e l ) D = a I ( a > O ) a n d P D = a P s o t h a t ( ? , ( P ) = eo([PD],). For cases 2) and 3) we demonstrate that C?, (P) c e, ([ PD] ,) by the equivalent demonstration that ~o ( e , b ) 5 -g, 1 using A. 1.
Since e: g, = e' g = -c / 2 ( A + p ) < 0 and e; b = ee; e , > 0, it follows that b andg, lie in the same half-plane defined by ( e ) . To showg, @ eo(e, b), it suffices to show O>g;Pg, = -(g,e,)(bTg,). T Since gTe,<O from above, this follows if and only if b? g, = -c/2eTe(A -p + f e y D e / e T e ) < O . The last inequality is evidently true for small enough E if D is nodal since A > I p I. If D is x-critical, then A -p = O and the sign of b r g , depends upon J-i.e., the orientation of e , E Je.7 In either case, bT g , < 0 and g , E e o ( e , b) . Thus, by Fact A.l ~o~~) =~o (~,~)~~o (~, -g , ) =~o ( [~~l~) .
To show that c, e o ( P ) we note that CT PC, = -(cf e , l2 + e(cre,ercl> G Proof: ( A x , x,) = ( A x , x , ) =(x, A T x , ) = 0 where  ( x , y ) is the inner product of the vectors x and y. Hence, x I is an eigenvector of AT.
Let the eigenvalue of AT corresponding to x I be a and let the eigenvector of A corresponding to the eigenvalue p bey. ATx, = a x , ; A y = p y . 
