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A study on Vandermonde-like polynomial matrices
Augusto Ferrante, Fabrizio Padula, and Lorenzo Ntogramatzidis
Abstract
A new class of structured matrices is presented and a closed form formula for their determinant is
established. This formula has strong connections with the one for Vandermonde matrices.
I. INTRODUCTION
In this brief note we introduce a new class of structured matrices that we call controllability
intermixing matrices, or CI-matrices, because of their role in a problem of dynamics assignment
in linear system theory, see [2], which is our motivation for studying these matrices. For this
class of matrices, we establish a formula much in the same vein of the one holding for the
celebrated Vandermonde matrices, [1, page 37]. This formula allows to compute the determinant
of CI-matrices in closed-form and, as shown in [2], turns out to be the key result to prove the
invariance in the dimension of the projection of the null-spaces of the controllability and of the
Rosenbrock matrix pencils onto the state space of a linear time-invariant system.
A. Controllability intermixing matrices
Let n ∈N and M := {µ1,µ2, . . . ,µn} be a set of indeterminates. Let Mk := {µi ∈M : i 6= k}
and let Ik := {1,2, . . . ,k−1,k+1, . . . ,n} be the set of indices of Mk.
Definition 1: We say that M is a controllability intermixing matrix, or CI-matrix of size n if
it is an n×n matrix, polynomial in µ1,µ2, . . . ,µn, of dimensions n×n, whose entries are
Mh,k =


∑
i1, i2 , . . . , in−h ∈Ik,
i1 < i2 < · · · < in−h
µi1µi2 . . .µin−h if h< n
1 if h= n.
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2A CI-matrix of size n has thus the following structure
M =


∏
i∈I1
µi ∏
i∈I2
µi . . . ∏
i∈In
µi
...
...
...
...
∑
i1, i2 , i3 ∈I1,
i1 < i2 < i3
µi1µi2µi3 ∑
i1, i2 , i3 ∈I2,
i1 < i2 < i3
µi1µi2µi3 . . . ∑
i1, i2, i3 ∈In,
i1 < i2 < i3
µi1µi2µi3
∑
i1, i2 ∈I1,
i1 < i2
µi1µi2 ∑
i1, i2 ∈I2,
i1 < i2
µi1µi2 . . . ∑
i1, i2 ∈In,
i1 < i2
µi1µi2
∑
i∈I1
µi ∑
i∈I2
µi . . . ∑
i∈In
µi
1 1 . . . 1


. (2)
To better understand the structure of M, we observe that the entries (from bottom to top) of
its k-th column are: 1, the sum of all the indeterminates of Mk, the sum of the products of
all the possible unordered pairs of indeterminates of Mk, the sum of the products of all the
possible unordered triples of indeterminates of Mk and so on up to the sum of the products of
all the possible unordered (n−1)-tuples of indeterminates of Mk (notice that there is just one
(n−1)-tuple of indeterminates of Mk, i.e. the (n−1)-tuple containing all the elements of Mk,
so that the sum in the first entry of each column is over just one element and for this reason
this sum is missing in formula (2)). Again to help intuition, we write below the full matrix for
n= 4:

µ2µ3µ4 µ1µ3µ4 µ1µ2µ4 µ1µ2µ3
(µ2µ3+ µ3µ4+ µ2µ4) (µ1µ3+ µ3µ4+ µ1µ4) (µ1µ2+ µ2µ4+ µ1µ4) (µ1µ2+ µ2µ3+ µ1µ3)
(µ2+ µ3+ µ4) (µ1+ µ3+ µ4) (µ1+ µ2+ µ4) (µ1+ µ2+ µ3)
1 1 1 1

 .
II. DETERMINANT OF CI-MATRICES
We now establish a formula for the computation of the determinant of CI-matrices.
Theorem 1: The determinant of the CI-matrix M defined by (2) is given by
det(M) = ∏
1≤i< j≤n
(µ j−µi). (3)
Proof: All the entries of M are polynomials in the indeterminates µi. Moreover, all the entries
in the j-th row of M have the same degree: this degree is indeed n− j. Hence, in view of Leibniz
formula, all the monomials of the polynomial det(M) have degree equal to
n
∑
j=1
(n− j) = n(n−1)/2; (4)
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3in other words, the determinant det(M) is a homogeneous polynomial of degree n(n− 1)/2.
Now observe that if µi = µ j the columns mi and m j of M are equal by construction, so that
det(M) = 0. As a consequence, for all 1 ≤ i < j ≤ n, the polynomials µ j − µi divide det(M).
Moreover, these polynomials are coprime, so that also their product divides det(M); in other
words
det(M) = N ∏
1≤i< j≤n
(µ j−µi), (5)
with N being also a polynomial. But
deg
[
∏
1≤i< j≤n
(µ j−µi)
]
= n(n−1)/2= deg[det(M)], (6)
so that clearly N is a constant. It remain to show that N = 1. This will be show inductively on
n. To this end we denote by Mn the matrix of this class associated with n indeterminates and by
Nn the corresponding constant N. The base of induction is obvious as M1 = 1, so that N1 = 1.
Assume now that Nn = 1 and consider the matrix Mn+1 associated with the n+1 indeterminates
µ1,µ2, . . . ,µn+1. We know that
det(Mn+1) = Nn+1 ∏
1≤i< j≤n+1
(µ j−µi) (7)
and we want to show that Nn+1 = 1. For µ1 = 0, the latter formula reads as
det(Mn+1) = Nn+1 ∏
2≤i≤n+1
µi ∏
2≤i< j≤n+1
(µ j−µi). (8)
On the other hand, for µ1 = 0, we see by inspection that
Mn+1 =

 ∏1≤i< j≤n+1µi 0
∗ Mn

 , (9)
where the matrix Mn is a CI-matrix of size n associated with the n indeterminates µ2, . . . ,µn+1.
Therefore, we have
det(Mn+1) =
[
∏
2≤i≤n+1
µi
]
det(Mn), (10)
and by the inductive assumption we have
det(Mn+1) = ∏
2≤i≤n+1
µi ∏
2≤i< j≤n+1
(µ j−µi). (11)
Comparing the latter with (8), we get Nn+1 = 1 as desired.
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