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Summary (English)
The human brain constitutes an impressive network formed by the structural
and functional connectivity patterns between billions of neurons. Modern func-
tional and diffusion magnetic resonance imaging (fMRI and dMRI) provides
unprecedented opportunities for exploring the functional and structural orga-
nization of the brain in continuously increasing resolution. From these images,
networks of structural and functional connectivity can be constructed. Bayesian
stochastic block modelling provides a prominent data-driven approach for un-
covering the latent organization, by clustering the networks into groups of nodes
with a shared connectivity pattern.
Modelling the brain in great detail on a whole-brain scale is essential to fully
understand the underlying organization of the brain and reveal the relations
between structure and function, that allows sophisticated cognitive behaviour
to emerge from ensembles of neurons. Relying on Markov Chain Monte Carlo
(MCMC) simulations as the workhorse in Bayesian inference however poses
significant computational challenges, especially when modelling networks at the
scale and complexity supported by high-resolution whole-brain MRI.
In this thesis, we present how to overcome these computational limitations and
apply Bayesian stochastic block models for un-supervised data-driven clustering
of whole-brain connectivity in full image resolution.
We implement high-performance software that allows us to efficiently apply
stochastic blockmodelling with MCMC sampling on large complex networks. To
obtain the necessary computational performance, we find that both hardware
and model specific properties must be taken into consideration - to an extend not
supported by generic modelling tools. Computational overhead is reduced by an
ii
approach, where key values are cached to avoid re-computations, while table-
lookups are utilized for frequently computed special functions. The efficient
memory-management of C++ is utilized to implement dedicated data-structures,
optimized to facilitate performance-critical operations related to the inference
procedure. Furthermore, the software is based on a modular design, which
allows us to couple and explore different models and sampling procedures in
runtime, still being applied to full-sized data.
Using the implemented tools, we demonstrate that the models successfully can
be applied for clustering whole-brain connectivity networks. Without being in-
formed of spatial information, the data-driven models can discover spatial homo-
geneous regions that are meaningful and in agreement with existing anatomical
atlases.
We further demonstrate that structural and functional connectivity share in-
formation, allowing us to jointly model both modalities. For limited, noisy
fMRI data we find that integrating structural information aids in discovering
the functional organization better than using the fMRI data alone.
Though structure and function describes very different properties of the brain,
we find that probabilistic modelling provides an intuitive data-driven approach
for uncovering the latent organization in connectivity networks. We find that
the stochastic block models can be computationally scaled to model whole-
brain connectivity, and by doing so allows us to better utilize the full potential
of high-resolution MRI and advances our understanding of both the functional
and structural organization of the entire brain.
Summary (Danish)
Menneskets hjerne udgør et imponerende netværk, opbygget af strukturelle og
funktionelle mønstre mellem milliarder af neuroner. Hjernens funktion og struk-
tur kan i stadig højere opløsning kortlægges ved hjælp af magnetisk resonans-
billeddannelse (funktionel og diffusions MRI), hvorfra netværk over hjernens
strukturelle og funktionelle forbindelser kan genereres. Bayesiansk stokastisk
blokmodellering repræsenterer en databaseret tilgang til at afdække den skjulte
organisering, ved at opdele netværk i grupper, der udelukkende er baseret på
delte forbindelsesmønstre.
Modellering af hele hjernen i høj opløsning er afgørende for fuldt ud at kortlæg-
ge den underliggende opbygning af hjernen og fastslå forholdet mellem struktur
og funktion, som tillader sofistikert kognitiv adfærd at udspringe fra grupper af
neuroner. Metoder baseret på Markovkæde Monte Carlo simulering (MCMC)
udgør en grundsten i bayesiansk inferens, men lider under at være meget bereg-
ningskrævende - især til at modellere netværk i den størrelse og kompleksitet,
som opnås for en høj opløsning over hele hjernen.
I denne afhandling præsenterer vi hvordan man kan overvinde disse beregnings-
krævende begrænsninger og anvende bayesianske stokastiske blokmodeller til at
beskrive hele hjernen i den høje opløsning, som understøttes af moderne MRI
billeddannelse.
Vi implementerer højt-ydende software, der giver os mulighed for at benytte
stokastisk blockmodellering med MCMC til effektivt at modellere meget store,
komplekse netværk. Vi opnår en høj ydelse ved at optimere implementeringen
i forhold til både specifikke egenskaber i hardware og model specifikation. Vi
iv
udnytter især hukommelses-optimering og benytter tabelopslag til at minimere
beregningsomkostningerne ved ofte brugte specialfunktioner. Når programmet
derudover er opbygget modulært, opnår vi et design, der tillader os at afprøve
forskellige kombinationer af modeller og inferensprocedurer på data i fuld skala.
Vi demonstrerer ved hjælp af de implementerede værktøjer, at de afprøvede
modeller kan anvendes til at finde gruperinger i konnektivitets netværk over
hele hjernen. De datadrevne modeller kan uden at være oplyst om rumlige in-
formationer, opdage rumlige homogene regioner, der er troværdige og stemmer
overens med eksisterende anatomiske atlas. Vi demonstrerer endvidere, at der er
delt information i strukturel og funktionel konnektivitet, hvilket giver os mulig-
hed for at modellere begge modaliteter samtidigt. Vi viser, at for begrænset og
støjfyldt fMRI data er integration af strukturel information medvirkende til, at
opdage den funktionelle organisering bedre end udelukkende at anvende fMRI
data.
Selvom struktur og funktion beskriver meget forskellige egenskaber i hjernen,
kan vi se, at probabilistisk modellering er en intuitiv databaseret tilgang til
at afdække hjernens latente underliggende organisering. Vi konkluderer, at de
stokastiske blokmodeller beregningsmæssigt kan skaleres til at modellere for-
bindelser i hele hjernen. Dette giver muligheder for bedre at udnytte det fulde
potentiale af højt opløste MRI billeder og udvide vores forståelse af hjernens
funktionelle og strukturelle opbygning.
Preface
This thesis was prepared at the Section for Cognitive Systems at the Department
of Applied Mathematics and Computer Science, Technical University of Den-
mark in partial fulfilment of the requirements for acquiring the Ph.D. degree
in engineering. The project was jointly funded by the Lundbeck foundation
(two thirds) through the Brain connectivity project and by DTU Compute. My
main supervisor was Associate Professor Mikkel N. Schmidt, DTU Compute.
My co-supervisor was Associate Professor Morten Mørup, DTU Compute.
The thesis deals with designing and implementing software that overcomes the
computational challenges for modelling whole-brain connectivity in large-scale.
Aside from implementing software, the thesis consists of three published confer-
ence papers, one submitted journal paper, and two papers in preparation. The
studies were conducted between November 2013 and April 2017.
Kgs. Lyngby, 02-04-2017
Kristoffer Jon Albers
vi
Acknowledgements
First of all, I want to thank my supervisors, Mikkel N. Schmidt and Morten
Mørup. Thank you for giving me the unique opportunity to be part of the
Brainconnectivity project, and thank you for your patience, support and guid-
ance in all matters.
I want to thank all members of the Brainconnectivity project and everyone I
have worked and published with. I also thank the Lundbeck foundation for
supporting and funding the Brainconnectivity project that my Ph.D. is part of.
I want to thank the entire section for cognitive systems. Despite the diversity of
research projects, the entire section is embodied by a fantastic team spirit, where
everyone fits in to create an inclusive and vibrant yet professional atmosphere.
Finally, I want my family and friends to know that the challenges of writing this
thesis would have been much tougher if it wasn’t for your continuous encour-
agement, cheering and support.
viii
List of Publications
Manuscripts included in this thesis
A The Influence of Hyper-parameters in the Infinite Relational Model.
Kristoffer J. Albers, Morten Mørup, and Mikkel N. Schmidt. Published
in Machine Learning for Signal Processing, IEEE International Workshop
on, (MLSP), 2016.
B Numerical Approximations for Speeding Up MCMC Inference in the In-
finite Relational Model. Mikkel N. Schmidt and Kristoffer Jon Albers.
Published in European Signal Processing Conference (EUSIPCO), 2015.
C Local Modes in the Posterior Distribution of Dirichlet Process Mixture
Models. Kristoffer Jon Albers, Morten Mørup, and Mikkel N. Schmidt.
(preliminary work).
D Nonparametric Bayesian Clustering of Structural Whole Brain Connectiv-
ity in Full Resolution. Karen Sandø Ambrosen, Kristoffer Jon Albers, Tim
B. Dyrby, Mikkel N. Schmidt, and Morten Mørup. Published in Pattern
Recognition in NeuroImaging (PRNI), 2014.
E Predictive Validation of Human Brain Parcellation. Karen Sandø Am-
brosen, Kristoffer Jon Albers, Matthew G. Liptrot, Tim B. Dyrby, Mikkel
N. Schmidt, and Morten Mørup. (Submitted, under review).
F Functional Whole-Brain Parcellation Improved by the Inclusion of Struc-
tural Connectivity (preliminary work)
xNot included in this thesis
The following journal paper has been prepared as part of the project, but is
not included in this thesis. It is however sparingly referred to and illustrates
that the methodology and implemented tools intuitively can be utilized in dif-
ferent research areas. As it is not yet published it is included as supplementary
information in Appendix H.
H.1 Predictive Evaluation of Human Value Segmentations. Kristoffer Jon Al-
bers, Morten Mørup, Mikkel N. Schmidt, and Fumiko Kano Glückstad.
(Submitted, under review).
Nomenclature
Abbreviations and fixed symbols for stochastic blockmodelling
SBM Stochastic Block Model
IRM Infinite Relational Model
CRP(α) Chinese Restaurant Process, with concentration parameter α.
B(a, b) Beta function with parameters a and b.
Γ(a) Gamma function with parameter a.
K Total number of clusters.
J Total number of nodes.
A Adjacency matrix.
A(s) Adjacency matrix for subject s.
z Clustering (cluster assignment vector).
zi Cluster assignment for node i.
z\i Clustering, ignoring assignment for node i.
N+`m Link count between clusters ` and m.
N−`m Count for possible but not observed links between ` and m.
N
+\i
`m Link count between ` and m, ignoring node i.
N
−\i
`m Non-link count between ` and m, ignoring node i.
n` Number of nodes assigned to cluster `.
n
\i
` Number of nodes assigned to cluster `, ignoring node i.
r+i` Number of links from node i to all nodes in cluster `.
r−i` Number of non-links from node i to all nodes in cluster `.
r̂+i` Number of links to node i from all nodes in cluster `.
r̂−i` Number of non-links to node i from all nodes in cluster `.
xii
Functions and data-structures
gammaln(a) Computing the logarithm of the gamma function, log(Γ(a))
betaln(a,b) Computing the logarithm of the beta function, log(B(a, b)).
N+ Matrix of link counts for all pairs of clusters.
N− Matrix of non-link counts for all pairs of clusters.
N+\i Matrix of link counts for all pairs of clusters, ignoring node i.
N−\i Matrix of non-link counts for all pairs of clusters, ignoring node i.
r+i Vector of link counts from node i to all clusters, r
+
i = [r
+
i0, ..., r
+
iK−1].
r−i Vector of non-link counts from i to all clusters, r
−
i = [r
−
i0, ..., r
−
iK−1].
r̂+i Vector of link counts to node i from all clusters, r̂
+
i = [r̂
+
i0, ..., r̂
+
iK−1].
r̂−i Vector of non-link counts to i from all clusters, r̂
−
i = [r̂
−
i0, ..., r̂
−
iK−1].
Algorithmic time and memory complexities
Θ(f) Asymptotic bound of function f (both above and below).
O(f) Asymptotic upper bound of the function f .
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Chapter 1
Introduction
Network science plays a prominent role in multiple research areas, as many
systems both naturally occurring and engineered can be described as complex
networks. A core task in modelling networks is to cluster nodes with sim-
ilar connectivity patterns, in order to uncover the latent connectivity struc-
ture of the network. Bayesian modelling provides a framework of statistical
inference, with stochastic blockmodelling [Nowicki and Snijders, 2001] being a
prominent approach for relational clustering of network data. Bayesian infer-
ence is a difficult and computationally time consuming problem [Cooper, 1990],
often involving various variables and properties that cannot easily be analyti-
cally evaluated. Instead of relying on exact inference, the common approach is
to utilize generic approximative approaches, with Markov Chain Monte Carlo
(MCMC) algorithms providing an array of well-proven and successful sampling
procedures [Bessiere et al., 2013]. Facilitated by the advance of raw computer
power and data collection platforms, we can now obtain and study huge network
containing millions or even billions of nodes, for which many of the properties
previously studied on small networks might not apply [Newman, 2003]. This
trend calls for scientists to explore the limitations of existing procedures and
propose new methods when faced with large complex data sets [Lazar, 2013].
One of the most fascinating systems that can be described as a network is the
human brain. Both in terms of its structural organization and functional ca-
pabilities it is one of the most complex objects contemplated in the universe.
2 Introduction
It consists of tens of billions of neurons connected by trillions of transmission
points [Baars and Gage, 2010], and is responsible for all aspects of human be-
haviour; from interpreting sensory inputs to controlling motor movements and
cognitive processes. In recent years, modern techniques for brain imaging has
provided in vivo and non-invasive means of studying the brain. Diffusion and
functional magnetic resonance imaging (MRI) techniques has become promi-
nent approaches for obtaining detailed images of the structural and functional
organization of the brain - in steadily higher resolutions. Modelling brain con-
nectivity in great detail and on the whole brain level is key to unveiling how
the brain operates and allows sophisticated behaviour to arise from ensembles
of neurons [Sporns et al., 2005]. This thesis is completed as part of the larger
research project "Nonparametric Relational Modeling of Structural and Func-
tional Brain Connectivity" (funded by the Lundbeck Foundation, 2012-2017)1,
which aims at inferring global structural and functional brain connectivity using
Bayesian relational modelling. The thesis is motivated by the need for devel-
oping tools that computationally can handle the modelling of large complex
networks, particular with focus on networks of brain connectivity.
Previous studies have shown that stochastic relational modelling with MCMC
methods can be computationally implemented to handle very large networks.
This is achieved by creating dedicated implementations, relying on hardware
optimizations such as extensive parallelization using GPU [Hansen et al., 2011],
or various algorithmic optimizations [Albers et al., 2013] as well as improved
model techniques [Zhu et al., 2009] to speed up the computations. Designing
and implementing such dedicated solutions can be a time-consuming process,
where the programmer needs to optimize towards the specific hardware and
memory architecture which is often not exposed in higher level programming and
modelling languages. General and user-friendly software is a must to facilitate
the use of Bayesian methods [Berger, 2000]. With the current trend in data
complexity, we see a need for such tools to be both flexible and high-performance
in order to allow various models and sampling strategies to be easily tested on
large complex networks, such that the scientist will not have to spend significant
time on algorithmic optimizations or rely on sub-sampled data, that might not
reveal the same properties as full sized data.
The aim of this thesis is to facilitate the usage of Bayesian relational modelling
as a data-driven approach for quantifying the functional and structural organi-
zation of the brain. In particular, it has been studied how to obtain the neces-
sary computational performance for applying the data-driven stochastic block
modelling framework to networks of whole-brain connectivity, at the size and
complexity that can be obtained from MRI neuroimages in full image-resolution.
1https://brainconnectivity.compute.dtu.dk/
31.0.1 Software contribution
A main contribution of this thesis is the design and implementation of com-
putational tools that can scale Bayesian relational modelling to handle such
large networks of brain connectivity. The implemented tools are delivered as a
stand-alone toolbox implemented in C++. The source code is maintained and
documented at https://github.com/kristofferalbers. The design of the
toolbox is based on an object oriented, modular programming scheme, that is
defined to address the two major design aspects of the application. It allows
high-performance MCMC inference on large complex networks, while easily al-
lowing the user to set up different MCMC sampling procedures and modify the
implemented models.
1.0.2 Included publications
The implemented tools are utilized in two different ways in the included work.
Papers A, B and C explore various model and computational properties of
stochastic blockmodelling in general, while Papers D, E and F utilizes the im-
plemented tools as a practical approach for modelling whole-brain connectivity.
Paper D proves the concept of clustering whole-brain structural connectivity in
full image resolution, using the Infinite Relational Model (IRM) [Kemp et al., 2006,
Xu et al., 2006] which is a non-parametric extension to the stochastic block-
model, capable of inferring an appropriate number of clusters from data.
Paper E presents a predictive framework for quantifying the quality of brain
parcellations by statistical predictions on hold-out data, illustrating some of the
advantages of Bayesian relational modelling.
Paper F utilizes this predictive framework for evaluating the quality of par-
cellations derived when integrating both whole-brain structural and functional
information, compared to modelling a single modality.
1.0.3 Structure of the thesis
The thesis is structured as follows:
Chapter 2 presents how the brain can be represented as a complex network
and introduces the problem of modelling whole brain connectivity.
Chapter 3 describes the theoretical framework of stochastic blockmodelling
with MCMC inference and presents our sampling and model evaluation strategy.
4 Introduction
Chapter 4 discusses elements of statistical software design and presents the
design paradigm for the implemented toolbox.
Chapter 5 presents implementational details for realizing the toolbox design
to allow the high-performance Bayesian modelling conducted in the included
work.
Chapter 6 summarizes the research contributions of the project, presented
in the included work.
Chapter 7 discusses and concludes on the project.
Chapter 2
Brain connectivity
This chapter first gives a short introduction to modern neuroscience as an inter-
disciplinary science, to see how neuroscience benefits from research in multiple
areas beyond biology and medicine, such as mathematics, statistical machine
learning and scientific computing. By looking at the anatomy and function of
the brain, we see why it intuitively makes sense to represent the brain as a
complex network and introduces the problem of modelling brain connectivity.
From looking at the MRI scanning procedure, we see how networks of brain
connectivity are obtained which clarifies the complexity that must be faced
when modelling whole brain connectivity based on high resolution images.
2.1 Neuroscience
Neuroscience is a very broad field of research, concerned with studying all as-
pects of the nervous system. Figure 2.1 presents three basic levels for studying
the nervous systems of the brain. On the cellular level, applied molecular biology
provides detailed descriptions of the physiological and morphological properties
of the individual neuron. On the systems level, the complex interactions of
neurons and regions are studied to understand the structure that allows for
6 Brain connectivity
Cellular level Systems level Cognitive level
Concerns: Neurons and axons Neural ensembles Behaviour
Electrophysiology Neuro imaging
Approach: Pharmacology computational neuroscience
Cognitive psychology
Figure 2.1: General levels for studying the brain with examples of key experi-
mental approaches.
sophisticated functions such as specific sensory, memory and motor skills and
forms the basis for behaviour and cognitive functions, studied at the cognitive
level.
Though the biological structure and function of the individual neuron is well
understood, descriptions of the way cognitive and behavioural functions arises
from ensembles of neurons is yet highly speculative [Sporns et al., 2005]. The
brain consists of a multitude of localized regions that can be studied individ-
ually. Sophisticated functions, however, rely on the collaboration of multiple
regions, and some functionality only emerges as a result of the entire connec-
tome [Yuste and Church, 2014].
Understanding the structural and functional properties in great detail and on
the whole brain scale is essential and has received substantial focus in recent
major research efforts.
In the Brain Research through Advancing Innovative Neurotechnologies Initia-
tive (BRAIN) a priority research area is mapping the brain at various reso-
lutions from single synapses to the whole brain [Jorgenson et al., 2015]. The
Human Connectome Project (HCP) aims at mapping the entire connectome
in high resolution and facilitates advances in image technique and process-
ing [Glasser et al., 2016]. The Human Brain Project (HBP) has significant fo-
cus on research within information and communication technology in order to
advance computational neuroscience and develop a related research infrastruc-
ture [Amunts et al., 2016], highlighting the importance for computational tools
for both data processing and large scale modelling of structural and functional
connectivity [Dayan and Abbott, 2005].
2.2 Network modelling of brain connectivity 7
2.2 Network modelling of brain connectivity
An extensive map of brain connectivity is called a connectome [Hagmann, 2005,
Sporns et al., 2005]. On a macroscopic scale the connectome can be conceived
as a network, where vertices represent cortical or sub-cortical regions while edges
represent pairwise relations between these regions, based on either the physical
structure or functional activity [Daducci et al., 2012]. A common modelling goal
in network science is to identify groups of vertices that share similar connectivity
patterns. For a connectome this constitutes to cluster regions in the brain that
appears to be organized structurally similar or behave functionally similar.
Figure 2.2 illustrates the pipeline for network modelling of brain connectivity,
which can be separated into two distinct problems that will be discussed subse-
quently:
1) Obtaining data and constructing the connectivity networks. This proce-
dure is not the focus in this thesis and will hence only be shortly outlined.
2) Obtaining and assessing clusterings of brain connectivity based on the
connectivity networks.
2.2.1 Data acquisition and network construction
A network of structural connectivity is based on how the brain is physically
linked. Depending on the resolution, the measured links can describe the con-
nectivity formed by single synapses, fiber pathways or entire regions and cen-
tres in the brain. On shorter timescales (not influenced by neural plasticity),
the structural connectivity of the brain appears to be static. Diffusion mag-
netic resonance imaging (dMRI) provides an in vivo and non-invasive approach
for obtaining images of white matter tracts as a measure for the structural or-
ganization of the brain [Ghosh and Deriche, 2016]. dMRI is sensitive to the
random (Brownian) motion of water, which allows it to indirectly map out the
geometry of the brain tissue that restricts the free diffusion of water molecules.
One pipeline of connectomics [Hagmann, 2005] combines dMRI and tractogra-
phy with network science to model and study whole-brain structural connectiv-
ity [Sporns et al., 2005]. A network can here be constructed from dMRI, such
that the nodes are based on segmented cortical areas while the links are based
on white matter tracts constructed by tractography [Buchanan et al., 2012].
A network of functional connectivity can be constructed based on similarities
in the temporal activity patterns of different regions (voxels) in the brain. In
contrast to the structural organization, the neural activity in different areas in
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Data acquisition and preprocessing
dMRI: Voxel connectivity 
determined from tractography 
fMRI: Voxel connectivity 
determined from time-courses
Networks of structural connectivity Networks of functional connectivity
Functional groupsJoint groupsStructural groups
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Predictive validation / evaluation
Test Training
Graph construction and thresholding
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Stochastic block modelling
Figure 2.2: Pipeline for modelling of whole-brain connectivity. Net-
works of structural and functional connectivity are obtained from
dMRI and fMRI images. The networks can be split into training
and hold-out test data. From training data parcellations of the
brain can be obtained either from structure or function alone or
from joint modelling. Based on their ability to statistically predict
structure in the test data, the inferred parcellations can be valued
and compared.
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the brain fluctuates which causes the functional connectivity patterns to con-
tinuously change [Sporns, 2009]. Neural activity causes increased energy usage
for the active brain cells which correlates with an increased blood flow to the
active regions in the brain. Monitoring changes in the blood flow can hence
be used as an indirect measure of functional neural activity. Functional mag-
netic resonance imaging (fMRI) is sensitive to the difference in the magnetic
properties of oxygenated and deoxygenated hemoglobin as an indirect measure
of blood flow [Ogawa et al., 1990]. Continuously monitoring the blood oxy-
genation level dependent (BOLD) response, fMRI can be used to map out the
temporal change in activity for different regions of the brain, which in turn can
be used for constructing networks of functional connectivity. Such networks can
for instance be constructed from the cross-correlation between the time series
for measured neuronal activity at different regions [Bullmore and Sporns, 2009,
Richiardi et al., 2013].
The constructed networks can be binarized by thressholding at a certain den-
sity and only keeping the strongest links. Even though function and structure
describes completely different properties of the brain, the network construction
allows both modalities to be represented by a similar specification. This allow
us to use the same models to infer both structural and functional parcellations
and evaluate the modalities in comparison.
2.2.2 Clustering of brain connectivity networks
For the modelling strategy, we use the stochastic framework presented in chapter
3, where the connectivity networks are modelled using stochastic blockmodelling
(SBM) [Nowicki and Snijders, 2001]. The model parameters are inferred using
Markov Chain Monte Carlo sampling, which is popularly applied for Bayesian
inference [Zhu et al., 2009, Palla et al., 2012, Miller et al., 2009], and provides
a data-driven approach for inferring clusterings of brain connectivity.
SBM takes both the link structure within and between clusters into account.
Nodes are hence grouped when sharing similar connectivity patterns throughout
the entire network, which is more explanatory than only identifying groups based
on within cluster link densities [Fortunato and Barthelemy, 2007].
The model intuitively allows a single clustering to be inferred from multiple
networks. This can either be modelled such that link densities between clus-
ters are shared across networks [Andersen et al., 2012] or considered indepen-
dent [Mørup et al., 2010]. In Paper E we use the first approach to model dif-
ferent sized populations based only on structural connectivity networks. In
Paper F we use the second approach to jointly model networks of structural and
functional connectivity.
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In Paper D we use the Infinite Relational Model (IRM) which is a nonpara-
metric extension of SBM that can infer an appropriate number of clusters from
data [Kemp et al., 2006, Xu et al., 2006].
Chapter 4 and 5 presents the key concepts for the design paradigms and imple-
mentational details that allows for developing computational tools for generi-
cally applying the stochastic block models with a customisable MCMC sampling
strategy, while still allowing modelling of whole-brain networks in high resolu-
tion.
The performance of the model is evaluated by splitting the data into training
and test networks. SBM is a statistical generative model which provides salient
evaluation of the predictive performance. The fit of the model can be evaluated
by how well a clustering inferred from one network predicts other networks.
Predictions can also be used for model selection. By comparing the predictive
performance for clusterings inferred with different number of clusters, an appro-
priate number of clusters can be determined for SBM. To evaluate an inferred
clustering, it can be compared with other clusterings that are either inferred
from rescans of the same subject (Paper D), from other subjects or from atlases
based on anatomical landmarks (Paper E).
2.3 Data
The data size poses major challenges for scaling SBM and IRM to model high-
resolution whole-brain networks. In Paper D we use dMRI data presented
in [Reislev et al., 2012] from which whole-brain structural connectivity graphs
were obtained with 167.635 nodes and around one million links. In Papers E
and F high-resolution data for multiple subjects from the Human Connectome
Project (HCP) [Van Essen et al., 2013, Moeller et al., 2010, Feinberg et al., 2010,
Setsompop et al., 2012, Xu et al., 2012] database was used. These networks
contain 59,412 nodes of the cortex, excluding the medial wall.
Besides the data that is modelled in the included publications, connectivity
networks are used in chapter 3 and 5 to asses some aspects of modelling and
computational performance.
From the HCP data, we use structural connectivity networks for single sub-
jects. These networks are used to compare SBM and IRM for different sampling
strategies. Based on the structural connectivity graphs presented by Hagman
et al. [Hagmann et al., 2008], a single network with 998 nodes is obtained by
averaging the graphs for five different subjects. This network is binarized and
symmetrized and is used to assess different sampling procedures and computa-
tional performance.
Chapter 3
Bayesian block modelling
The goal of the clustering problem is to partition the nodes of a graph into ho-
mogeneous clusters, based on the nodes structural similarities. Some clustering
approaches are based on Bayesian statistics, including the stochastic blockmodel
(SBM) [Snijders and Nowicki, 1997, Nowicki and Snijders, 2001] and its non-
parametric extension, the Infinite Relational Model (IRM) [Kemp et al., 2006,
Xu et al., 2006] that we have successfully used to partition large networks of
whole brain connectivity.
This chapter first gives a short introduction to Bayesian modelling, Markov
Chain Monte Carlo simulations and model evaluation in general before intro-
ducing the particular models and inference procedures we have utilized.
3.1 The Bayesian method
The Bayesian method can be dated back to the mathematical philosophy of
reverend Thomas Bayes. By addressing the question of inferring causes from
observed effects, Bayes envisioned a method to estimate the then called inverse
probability; going from known frequencies of sampled data to the estimated
probability of the underlying cause [Kadry, 2014].
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The practical framework of Bayesian modelling was in large developed and pop-
ularised by the french mathematician Pierre-Simon Laplace towards the end
of the 18th century. Motivated by his desire to describe celestial mechan-
ics [Berger, 1997], Laplace often had to rely on combining ancient and mod-
ern astronomical observations of varying quality [Gillispie et al., 2000], illus-
trating the need to model the uncertainty caused by noise, differences and im-
precisions in the data-measurement processes. This can be achieved by prob-
abilistic (Bayesian) modelling, which to this day is widely used for provid-
ing a coherent way of representing and manipulating uncertainty within mod-
els [Ghahramani, 2013] and obtaining common-sense interpretations of the sta-
tistical conclusions [Gelman et al., 2014].
3.1.1 Bayesian modelling
Bayes’ theorem describes a simple rule governing conditional probabilities:
p(θ|X) = p(X, θ)
p(X)
=
p(X|θ)p(θ)
p(X)
(3.1)
Bayesian modelling aims at learning unknown parameters of interest θ from a
known set of observations X, utilizing Bayes theorem and the rules of probabil-
ity:
posterior =
likelihood · prior
evidence
(3.2)
The likelihood function p(X|θ) describes the probability of observing the data
given the parameters. The parameters are considered fixed, but are not observed
directly. Our uncertainty about their values can be modelled by considering
them as random variables. The prior function p(θ) hence describes our initial
belief in the parameters before observing the data. Any parameters of the prior
are called hyper-parameters. Our posterior belief is based on taking both our
initial belief and the observed data into account. The full posterior distribution
is hence the conditional distribution of the prior and likelihood:
p(θ|X) = p(X|θ)p(θ)∑
θ p(X|θ)p(θ)
(3.3)
where the evidence (marginal likelihood) is a normalization constant, summing
over all possible values of θ; p(X) =
∑
θ p(X, θ) =
∑
θ p(X|θ)p(θ) for discrete θ
and p(X) =
∫
p(X|θ)p(θ) dθ for continuous θ.
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Figure 3.1: Procedure to generate a Markov Chain. From an initial
state s0 the procedure iteratively proposes new states s′ only de-
pending on the current state si. The proposal is randomly accepted
or rejected according to the transition probability t = T(s′|si).
In many situations it is unfeasible to evaluate the evidence analytically. This
includes mixture models such as the blockmodels we use for clustering, where
the evidence might yield exponentially many modes [Beal, 2003]. Instead the
practical resolution is to resort to various approximation techniques, one being
sampling-based Markov Chain Monte Carlo.
It is often computationally convenient to use a conjugate prior, being a prior
distribution that combined with the likelihood yields a distribution of the same
family as the posterior.
3.1.2 Markov Chain Monte Carlo
In many situations obtaining the exact posterior distribution is analytically
or technically unmanageable. In such situations the model parameters can be
inferred using Markov Chain Monte Carlo (MCMC) algorithms. By constructing
the Markov Chain with the state space being the parameters of the model and
the stationary (equilibrium) distribution being the target posterior, MCMC can
simulate draws from the complex posterior distribution in the limit of a large
enough number of samples.
Figure 3.1 shows the iterative procedure for computing a Markov Chain. From
an initial state s0 the procedure samples a sequence of states {s0, s1, . . . , sn},
such that each sampled state si only depends on the previous state si−1. For
any pair of states s and s′ the transition probability T (s′|s) gives the probability
for accepting a transition from s to s′. A state in the Markov Chain is nothing
but an element of the model parameter space, being a possible configuration for
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Figure 3.2: Convergence criteria. In order to asses convergence multiple
sequences of the MCMC procedure can be run in parallel. The
sequences will not converge to the same distribution unless they
appear both stationary and mix together. Ideally all samples before
the sequences converges should be treated as burn-in.
all model parameters. For a clustering model, the state describes a particular
partition of the nodes as well as values for any other parameters and hyper-
parameters that defines the model.
The early iterations of MCMC reflects the starting state rather than the target
distribution and should be rejected as burn-in such that ideally all considered
samples will be from the correct distribution. In advance it is however not
possible to predict the length of a Markov Chain before it converges to the
correct target distribution. Even though there exists methods for statistically
assessing convergence [Mengersen et al., 1999, Cowles and Carlin, 1996] it is of-
ten easier to determine whether a chain has not converged. In practice lack of
convergence is often determined by comparing multiple sequences run in par-
allel [Gelman and Rubin, 1992a, Gelman and Rubin, 1992b]. As illustrated in
figure 3.2 the sequences must both individually appear stationary and mix to-
gether in order to suggest convergence [Gelman et al., 2014]. Stationarity and
mixing can be determined by keeping track of the within-sequence and between-
sequence variation of the sampled posterior values during the MCMC sampling.
Due to the computationally intensive and sequential nature of MCMC algo-
rithms, they however dictate some practical and technical challenges that must
be addressed - in particular when applied for large scale problems. Given enough
samples the MCMC methods will give exact approximations though the needed
number of samples might be unattainably large [Beal, 2003]. For large problems
such as clustering of large complex networks it might not be possible to draw
enough samples to explore the full posterior distribution or even finish the com-
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plete burn-in sequence. In Paper C we have explored the posterior distribution
of Dirichlet process mixture models in order to visualize and count the local
modes that might trap the MCMC sampling procedure and examined the prac-
tical usefulness of the inferred clusterings when convergence cannot be reached
or the MCMC procedure get stuck in local modes. In chapter 5 we discuss some
of the technical and algorithmic details for designing and implementing large
scale MCMC software, taking modern computer architecture into account.
3.1.3 Model evaluation
The performance of a given model can be evaluated by its ability to recover or
predict data that was not included in the modelling, as a measure for how well
the model can recover structure from data.
3.1.3.1 Mutual Information
If ground truth is available for a clustering problem, the inferred clustering can
be compared with the true clustering. We use the permutation invariant measure
of mutual information (MI) to compare clusterings. Mutual information is an
informational theoretic measure for the interdependency between two variables.
The mutual information for two discrete random variables X and Y is computed
as:
MI(X,Y ) =
∑
x∈X
∑
y∈Y
p(x, y)log
(
p(x, y)
p(x)p(y)
)
,
where p(x) and p(y) are the marginal probabilities of X = x and Y = x respec-
tively, while p(x, y) represents the joint probability distribution.
When computing the mutual information between the true clustering Z and an
estimated clustering Z ′, p(Z) and p(Z ′) will be the probability distribution for
a node belonging to each of the clusters in Z and Z ′ respectively. The mutual
information will hence be computed by the product over all combinations of
cluster assignments between Z and Z ′, as illustrated in figure 3.3.
Mutual information can be utilised to evaluated the similarity of clusterings
obtained from synthetic, generated data where the underlying true clustering
is known, but can also be used to compare different inferred clusterings. For
networks of brain connectivity such clusterings can be obtained either from
multiple inferences on the same network, from networks based on rescans of
the same subject or from networks based on scans for other subjects. The
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Figure 3.3: Mutual Information. Example of computing the mutual infor-
mation (MI) and Normalized Mutual Information (NMI) between
two clusterings Z and Z ′ that each partitions the four nodes into
two clusters.
upper bound for the mutual information score depends on the complexity of
the clusterings. In order to get a measure between zero and one, a normalized
mutual information can be defined as:
NMI(Z,Z ′) =
2 MI(Z,Z ′)
MI(Z,Z) +MI(Z ′, Z ′)
Here a score of zero describes that the two clusterings share no information,
while a score of one describes that the two clusterings are identical.
3.1.3.2 Link prediction
In many situations there is no ground truth available. To quantify the per-
formance of the model in such situations, we evaluate the models predictive
ability on hold out data. This is done by withholding some the data from the
model inference and afterwards evaluate how well the inferred model is capable
of predicting this unseen data. When the data consists of just a single network,
the held-out data can ideally be obtained by denoting a certain percentage of
randomly selected links and non-links in the network as held-out data. During
the model inference the held-out links and non-links should ideally be consid-
ered as unknown or missing data [Miller et al., 2009]. An even more cautious
link-prediction strategy is to simply treat the held-out links as non-existing
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Figure 3.4: Area Under Curve. Concept for evaluating a models predictive
ability by computing the Area Under Score (AUC) of the Receiver
Operating Characteristic (ROC) curve. The difference between the
overlapping distributions for links and non-links indicates how well
the model can separate links from non-links.
[Liben-Nowell and Kleinberg, 2007, Clauset et al., 2008]. This strategy is more
prone to overfitting and might hence easier illustrate whether a model exhibit
overfitting issues. If the data consists of multiple networks, one or more entire
networks can be designated as held-out data. Probabilities for observing links or
non-links in the held out data can hence be computed using the inferred model
parameters and compared with the actual data to quantify how well the model
separates links and non-links. Figure 3.4 illustrates the concept of evaluating
this predictive performance using the Area Under Curve (AUC) of the Receiver
Operating Characteristic (ROC) curve. The AUC score will be 1 in the case
of perfect predictions (no false positive or false negative) while predictions by
random chance yield an AUC score of 0.5.
3.2 Stochastic Blockmodelling
Figure 3.5 illustrates the generative process for creating networks by the stochas-
tic blockmodel. Firstly, a partition of all nodes is generated. The finite SBM
allows for flexible cluster-sizes by basing the partitioning on a Dirichlet dis-
tribution. The number of clusters K is however a parameter of the model
that must be defined in advance. In the infinite relational model (IRM) the
partitioning is based on a Chinese Restaurant Process (CRP) [Aldous, 1985]
which allows a countable infinite number of clusters. Secondly, the probabilities
for links between and within individual clusters are determined. Finally, links
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Figure 3.5: The stochastic blockmodel. The generative process of the
stochastic blockmodel. Distributions for link-probabilities between
clusters are chosen as conjugate prior distributions for the likeli-
hood p(A), which is chosen according to the wanted type of links
in the network.
between individual nodes are generated based on the probability of observing
links between the clusters, creating the assignment matrix A of the network.
The stochastic blockmodel is simplified by the assumptions that each node be-
longs to exactly one cluster, and that the probability of observing interactions
between two nodes only depends on the clusters, that the two nodes belong
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to[Nowicki and Snijders, 2001].
The stochastic blockmodel is an intuitive and simple statistical model for dis-
covering the latent clustering structure from observed complex network. In
practical clustering problems, the links A of a given network are observed and
we wish to infer an appropriate clustering, that according to the model would
have been likely to have generated the observed links. The distribution by which
links between nodes are considered generated should be based on the type of the
links that are in the observed network. The distribution for the links between
clusters are hence chosen such that it acts as conjugate prior.
3.2.1 Dirichlet-categorical clustering prior
Let pi = {pi1, ..., piK} be the probability distribution of any node belonging to
any of the K clusters ` such that p(zi = `|pi) = piK and
∑K
`=1 pik = 1, where zi
denotes the cluster assignment of node i. To allow for flexible cluster sizes, pi is
based on the Dirichlet distribution:
p(pi|λ) = 1
B(λ)
K∏
`=1
piλ`−1l , where B(λ) =
∏K
`=1 Γ(λ`)
Γ(
∑K
`=1 λ`)
. (3.4)
Here B() is the multivariate beta function with Γ(a) = (a−1)! being the gamma
function.
As no cluster is preferred in advance, we impose equal concentration parame-
ters for all clusters (see [Schmidt and Mørup, 2013] for details). We define the
parameter α =
∑K
k=1 λk such that
α
K = λ1 = ... = λK . The joint prior over z
and pi can be written as:
p(pi, z|λ) = p(pi|λ)
N∏
i=1
p(zi|pi) = 1
B(λ)
K∏
`=1
pinl+λ`−1l , (3.5)
where n` is the number of nodes in cluster ` and N is the total number of nodes.
Due to the conjugacy of the categorical and Dirichlet distributions, pi can be
marginalized, resulting in the following effective prior:
p(z|α) =
∫
p(pi, z|α) dpi = Γ(α)
Γ(α+N)
K∏
`=1
α
K + n`
Γ( αK )
(3.6)
This is a multivariate Pólya distribution and is used as prior for the clustering
in the finite SBM, relying on the single hyperparameter α and the number of
clusters K.
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3.2.2 CRP clustering prior
If we do not want to specify the number of clusters in advance, the Chinese
restaurant process (CRP) [Aldous, 1985] can be used as prior for the clustering.
CRP can be described as a iterative procedure where the nodes are partitioned
into clusters one at a time, such that the partition of a node only is based on
the partition of all previously considered nodes. Even though the process allows
for infinitely many clusters, each node assignment will only be based on the
probabilities of assigning the node to all currently non-empty clusters as well
as the first currently empty cluster [Gershman and Blei, 2012]. The process
is illustrated in figure 3.6. A node ni is placed in a cluster according to the
following probabilities:
p(zni = `|zn1 , ...zni−1 , α) =
{ α
i+α−1 if cluster ` is empty
m`
i+α−1 if cluster ` is not empty
(3.7)
Here m` is the number of nodes in cluster ` and i is the current number of
considered nodes. Though CRP allows for a possible infinite number of clusters
only a finite number will be involved in the process of partitioning the data.
CRP exhibits some important properties. First, the cluster assignments are
exchangeable. The probability of a given clustering only depends on the number
of clusters K and the size of the clusters m1, ...,mK . It is irrelevant in which
order the nodes are placed [Gershman and Blei, 2012]. Second, CRP exhibits
the rich-get-richer phenomenon. The generative process prefers to populate
already well-populated clusters as the probability of placing a node in a cluster
` is higher the larger m`. Third, every time a node is placed it becomes less
likely that the next node will be placed in an empty cluster. This is due to the
rich-get-richer phenomenon, and meets our expectation that in order for there
to exist larger clusters, the number of clusters K must be considerably smaller
than the number of nodes N . The expected number of clusters after partitioning
N nodes is:
∑N
i=1
(
α
i+α+1
)
, which as a harmonic series grows logarithmically
in N . The number of clusters is however influenced directly by the value of
the concentration parameter α, as increasing α implies an increased number of
clusters.
From 3.7 we can compute the probability for an entire partition z with K
clusters over N nodes. To generate z the CRP must have placed a node in a
new cluster K times. As each cluster ` contains m` nodes, the CRP must have
assigned m` − 1 nodes to the cluster when it was non-empty. The probability
of z is hence given as:
p(z|α) = α
K(α− 1)!∏K` (m` − 1)!
(N + α− 1) =
αKΓ(α)
∏K
`=1 Γ(m`)
Γ(N + α)
(3.8)
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Figure 3.6: The Chinese Restaurant Process. For three nodes, the figure
illustrates the iterative procedure of obtaining a clustering by CRP
and shows an example for computing the probability of a given
clustering.
3.2.3 Bernoulli likelihood and Beta prior
Let A represent the binary adjacency matrix of a simple unweighted and undi-
rected network with N nodes. For all pair of nodes i and j, let Aij = 1 if there
exists a link between the nodes and Aij = 0 otherwise.
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The Bernoulli distribution is a probability distribution of a single binary random
variable x, with outcome x = 1 with probability θ and x = 0 with probability
1− θ, resulting in the following probability density function:
p(x|θ) = θx(1− θ)1−x, for x ∈ {0, 1} (3.9)
The probability of observing a link in the graph can hence be set to follow the
Bernoulli distribution.
Aij ∼ Bernoulli(ηzizj ),
only depending on the probability of observing links between the clusters zi and
zj , that the two nodes belong to. For an undirected network with no self-links,
Aij = Aji and Aii = 0. The probability of observing all links in the network is
hence given as:
p(A|η) =
N∏
i<j
ηAijzizj (1− ηzizj)1−Aij =
∏
l≤m
η
N+lm
lm (1− ηlm)1−N
−
lm , (3.10)
where the last product is over all pair of clusters. N+lm denotes the total number
of links between cluster l and m while N−lm denotes the total number of possible
yet non-observed links between the clusters.
The cluster-link probabilities η can be set to follow the Beta distribution, which
acts as conjugate prior to the Bernoulli likelihood.
ηlm ∼ Beta(β+, β−)
As link-probabilities between clusters are considered independent, we get the
following product:
p(η|β+, β−) =
∏
l≤m
Γ(β+ + β−)
Γ(β+)Γ(β−)
ηβ
+−1
lm (1− ηlm)β
−−1, (3.11)
where Γ(x) = (x − 1)! denotes the gamma function. From 3.10 and 3.11, we
obtain the following joint distribution:
p(A, z,η|α, β+, β−) = p(z|α) p(A|η) p(η|β+, β−)
= p(z|α)
∏
l≤m
(
Γ(β+ + β−)
Γ(β+)Γ(β−)
η
β++N+lm−1
lm (1− ηlm)β
−+N−lm−1
)
(3.12)
Because of the conjugate prior, we can analytically integrate to collapse η:
p(A, z|α, β+, β−) =
∫
p(A, z,η|α, β+, β−) dη
= p(z|α)
∏
l≤m
(
Γ(β+ + β−)
Γ(β+)Γ(β−)
∫ 1
0
η
β++N+lm−1
lm (1− ηlm)β
−+N−lm−1dηlm
)
(3.13)
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Using the beta-function defined as:
B(β+, β−) =
∫ 1
0
ηβ
+−1(1− η)β−−1 dη = Γ(β
+)Γ(β−)
Γ(β+ + β−)
,
we can write 3.13 as:
p(A, z|β+, β−, α) = p(z|α)
∏
l≤m
B(N+lm + β
+, N−lm + β
−)
B(β+, β−)
(3.14)
For p(z|α) we can either choose the CRP prior (3.8) to get an infinite model
(IRM) or chose the Dirichlet-categorical prior (3.6) to get a finite stochastic
blockmodel. For a finite model the number of clusters K can be defined in
advance or determined by various model selection strategies. In either way,
expression 3.14 can be used with Bayes’ theorem to obtain the posterior distri-
bution p(z) for the clustering, as:
p(z|A, β+, β−, α) = p(A, z|β
+, β−, α)∑
z′ p(A, z
′|β+, β−, α) (3.15)
This expression can conceptually be used to identify the clusterings that are
probable to have been generated by the model based on a given network A. It
can hence be used to solve the clustering problem by identifying appropriate
clusterings for an observed network. In a practical setting this approach is not
feasible due to the number of combinations of possible clusterings. Instead we
can approximate the correct distribution by MCMC simulations as presented
in section 3.3. Here we utilize that Bayes’ theorem can be used to obtain the
following conditional posterior distribution for the cluster assignment of a single
node i, given the assignments of all other nodes:
p(zi = l|A, z\i, β+, β−, α) =
p(A, z\i, zi = l|β+, β−, α)∑
m p(A, z\i, zi = m|β+, β−, α)
, (3.16)
where z\i denotes the assignments of all nodes except node i.
3.2.3.1 Missing data
The stochastic block model can intuitively ignore corrupted or missing data
in the network. In practice this simply constitutes to leaving out the terms
in the likelihood that involve the missing links. A single network can be split
into training and hold-out data, by simply designating part of the network as
missing (both designating links and non-links according to their distribution).
For modelling brain connectivity we prefer to use multiple networks, either from
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rescans of the same subject or based on a population of subjects. In this case
some entire networks can be used for the inference while other networks can be
used as held-out test data.
3.2.3.2 Multiple and population networks
Many clustering problems resolve around finding a single partitioning over mul-
tiple networks for the same set of nodes. For neuroimaging this is often the
case when modelling data that contains rescans of the same subject or scans for
multiple subjects.
The stochastic blockmodel can be specified to infer a single clustering from mul-
tiple assignment matrices of the same size. Let A = {A(1), ...,A(S)} represent
the set of S assignment matrices. The probability of observing links can be
considered independent for each network, such that:
A
(s)
ij ∼ Bernoulli(η(s)zizj ), (3.17)
η
(s)
lm ∼ Beta(β+, β−) (3.18)
This effectively replaces the likelihood in expression 3.14 with the product over
all networks, resulting in the following joint distribution:
p(A, z|β+, β−, α) = p(z|α)
S∏
s=1
∏
l≤m
B(N
(s)+
lm + β
+, N
(s)−
lm + β
−)
B(β+, β−)
(3.19)
This approach has previously been explored and proven useful for modelling
fMRI data [Mørup et al., 2010]. In Paper F we use this approach to jointly
model networks of functional and structural connectivity.
Another approach is to construct a single population graph by aggregating the
individual assignment matrices A = A(1)+...+A(S). This effectively constructs
a single weighted graph, where the weight between two nodes i and j represents
the number of networks that has a link between i and j; such that Aij =
A
(1)
ij + ...+A
(S)
ij . This approach assumes the same link-probabilities exist across
subjects and yields the following joint distribution:
p(A, z|β+, β−, α) = p(z|α)
∏
l≤m
B(
∑
sN
(s)+
lm + β
+,
∑
sN
(s)−
lm + β
−)
B(β+, β−)
(3.20)
While the first approach allows the model more flexibility, it is more computa-
tionally intensive than the second approach. We have utilized the aggregation
approach for large scale modelling of brain connectivity for populations of vari-
ous number of subjects in Paper E.
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3.2.4 Directed and weighted networks
In the practical work of modelling large networks of brain connectivity we have
only considered undirected binary networks, and will hence focus our discussions
to these types of networks. However it is kept in mind that the same model types
intuitively can be applied for other network topologies.
Directed networks can be modelled such that the link probabilities depends on
the direction of the link. This gives that the cluster link probability η`m differs
from ηm`. Effectively this leaves the model fairly unchanged, except that the
likelihood in equation 3.14 will no longer be given by the product over all pairs
of clusters, but by the product over all ordered pairs of clusters:
p(A, z|β+, β−, α) = p(z|α)
∏
l,m
B(N+lm + β
+, N−lm + β
−)
B(β+, β−)
. (3.21)
In the included work we have solely modelled brain connectivity as undirected
binary networks, and will hence focus our discussion of inference procedure
and software implementation on this type of networks. Defining the genera-
tive model for weighted networks is however conceptually similar, as presented
in Appendix G. For weighted networks the generative model must be based
distributions appropriate for the type of weights in the network. When links
conceptually can be considered integer counts, the Poisson distribution is an
intuitive choice for the likelihood for A, with the gamma function acting as con-
jugate prior for η [Mørup and Schmidt, 2012]. When the links define discrete
categories, a categorical distribution can be utilized with a conjugate Dirich-
let prior [Mørup et al., 2014]. When weights are represented by continuous real
values the normal distribution is suitable [Herlau et al., 2012]. In Appendix G.4
the generative model is defined when both mean and variance of the normal dis-
tribution are considered dependent and unknown with a normal-inverse-gamma
distribution acting as conjugate prior.
3.3 MCMC inference procedures
When drawing a sample from the generative model, it will be in the form of a
network A that is shaped depending on the model parameters z and η which
in turn depends on the set of hyper-parameters. In the practical clustering
problem we are however presented with an observed network A and wish to
infer the model parameters based onA. In the presented stochastic blockmodels,
the link-probabilities η between clusters was analytically marginalized. In this
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Iteration of the sampling strategy
Gibbs sampling Restricted sampling(like split-merge moves)
Metropolis-Hastings
random walker
For the clustering Z In turn for each 
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After last iteration
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Figure 3.7: Elements of the sampling strategy. The full sampling strategy
consisting of independent samplers for the clustering and hyperpa-
rameters. The sampling procedure can be followed by hill climbing
optimization to reach the local posterior mode. In Paper C the hill
climbing was utilized in order to explore the posterior landscape
and relation between network size and number of local modes.
case the inference will only be concerned with the clustering z and the hyper-
parameters.
We use an MCMC sampling strategy to infer the model parameters and sample
from the posterior distribution. This strategy consists of a sequence of indepen-
dent MCMC methods, that individually are concerned with proposing changes
for just a single model parameter. The sampling strategy is illustrated in fig-
ure 3.7.
Each iteration of the sampling strategy consists of sequentially applying all the
MCMC methods. To infer the clustering we use a combination of sampling over
all nodes and restricted to a subset of nodes. In the full Gibbs sampling each
node is in turn proposed to be assigned to other clusters, while the restricted
samplers only considers the assignment for nodes within randomly selected clus-
ters. The hyper-parameters are in turn sampled using a Metropolis-Hastings
procedure, where new proposals are randomly drawn from a Gaussian distribu-
tion, centred at the current value of the parameter.
In some experiments, we wish to optimize the inferred clustering towards the
local posterior mode. This is achieved using a hill climbing procedure that re-
assigns each node to the cluster providing the highest posterior gain. The hill
climbing procedure is repeated until no posterior gain can be obtained for any
node.
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3.3.1 Gibbs sampling
The Gibbs sampler iteratively updates the cluster assignment for each node
i. This is done according to the probability of i belonging to the individual
clusters, as determined by the conditional distribution of the cluster assignment
for i given the cluster assignments for all the other nodes (equation 3.16).
Using Gibbs sampling to sample from this conditional posterior, the node as-
signment zi for each node i is in turn processed under the assumption that all
other node assignments are fixed and i is ignored. Computing the change in
posterior by assigning i to each of the clusters (and a new cluster for IRM) gives
a categorical distribution over partitions from which a new cluster assignment
for i can be drawn [Schmidt and Mørup, 2013].
From equation 3.14 the change in likelihood of assigning node i to cluster k can
be found as:
∏
`
B(N
+\i
k` + ri` + β
+, N
−\i
k` + n
\i
` − ri` + β−)
B(N
+\i
k` + β
+, N
−\i
k` + β
−)
, (3.22)
where n\i` is the number of nodes in cluster ` ignoring node i, N
+\i
k` and N
−\i
k`
are the count statistics for links and non-links between cluster k and `, ignoring
any links involving node i, while ri` is the number of links from i to all nodes
in cluster `. The effective change in the prior using CRP is n\ik when k is not
empty and α when k is empty. Using the finite prior in equation 3.6, the change
becomes n\ik +
α
K where K is the number of clusters.
One major issue with Gibbs sampling is mixing over the posterior distribution.
For the Markov chain to move between any two well-supported configurations sa
and sb, the Gibbs sampling must go through a series of intermediate configura-
tions sa, sa+1, ..., sb−1, sb, that each differs by moving just a single node from one
cluster to another. If there exists no path of well-supported configurations be-
tween sa and sb, the entire scheme might mix poorly [Griffin and Holmes, 2010].
In a previous study, we observed that the mixing ability of Gibbs sampling in
the Infinite Relational Model is heavily influenced by the network size and com-
plexity. When applied on the averaged network of brain-connectivity with 998
nodes [Hagmann et al., 2008], we found that with Gibbs sampling alone the
model failed to mix over the posterior distribution - even after millions of Gibbs
sweeps [Albers et al., 2013].
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3.3.2 Split-merge sampling
One proposed way for improving the mixing ability is to supplement the Gibbs
sampling with split-merge moves [Jain and Neal, 2004], where multiple nodes
are potentially repartitioned between configurations instead of moving a sin-
gle node at a time. Here new configurations are proposed by either splitting
an existing cluster into two or merging two existing clusters into one. The
proposals are accepted or rejected according to the Metropolis-Hastings accep-
tance probability. In order to obtain proposals that are more likely to be ac-
cepted, restricted Gibbs sampling is used to generate the proposal configura-
tions [Griffin and Holmes, 2010].
The split-merge algorithm is illustrated in figure 3.8. First, two nodes i and j
are selected at random uniformly. If i and j are assigned to the same cluster
(zi = zj) it is proposed to split the cluster into two. If the nodes are assigned
to different clusters, it is proposed to merge the two clusters into one. The
procedures for a split and merge proposal are fairly similar in order to ensure
detailed balance. Second, all nodes S clustered together with either i or j are
randomly split into two clusters with i and j placed separated in the two clusters.
Third, an intermediate launch state zlaunch is obtained by a sequence of Gibbs
sweeps, restricted to the two clusters and the nodes S. From the launch state
the final proposal state is obtained and accepted or rejected according to the
Metropolis-Hastings acceptance probability:
α(zproposal|z) = min
[
1,
p(A, zproposal|β+, β−, α)q(z|zproposal)
p(A, z|β+, β−, α)q(zproposal|z)
]
(3.23)
For a split proposal the proposal state zsplit is obtained by a final restricted
Gibbs sweep. The transition probability is obtained as the product of the indi-
vidual transition probabilities of moving the nodes from the launch state to the
final split configuration. The transition probability of a merge configuration is
always 1 as the transition is deterministic.
Split-merge sampling is not applicable for the finite stochastic blockmodel that
does not support populating new clusters. Instead we utilize a restricted Gibbs
sampling procedure, where two clusters are selected uniformly at random and
a series of Gibbs sweeps are performed, restricted to repartitioning the nodes
within the two selected clusters.
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Figure 3.8: The Split-Merge procedure
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3.3.3 Sampling of hyperparameters
All hyper-parameters are scalar and can be sampled by the same procedure. We
individually sample the hyper-parameters using a Metropolis-Hastings proce-
dure. Here new proposals are drawn from a Gaussian distribution with variance
1 and mean at the current value of the parameter. Proposals are accepted or
rejected according to the Metropolis-Hastings acceptance probability.
3.4 Model evaluation strategy
To predict links using an inferred parcellation z the expected link probability
between two clusters z` and zm can be used as link-prediction score;
s`m =< η`m >=
N+`m + β
+
N+`m +N
−
`m + β
+ + β−
,
which we utilize in Papers D and F. A more conservative strategy that does
not rely on the hyperparameters is to base the link-prediction score on the link-
density in the observed training network;
s`m =
N+lm
N+lm +N
−
lm
.
We use this approach in Paper E where it allows us to compare the predictive
performance of different clustering methods. In the paper we also examined
several non-parametric link-prediction measures as score for observing links be-
tween nodes.
3.5 Implementation and toolbox requirements
Chapter 5 presents the design and implementation for the toolbox that has been
developed and used to perform the network modelling in the included work.
The toolbox has been designed for both generic usage and high performance as
presented in chapter 4. Within the domain of stochastic blockmodelling a list of
particular design criteria can be specified in order to ensure that the application
is suitable for both high performance and generic usage.
For high performance:
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• Define efficient data structures for storing, accessing and modifying the
network data, clustering and sufficient statistics (such as the link-counts
N+ and N−).
• Avoid unnecessary modifications to data structures while the sampling
is performed (such as avoiding removing nodes from the clustering and
sufficient statistics to use equation 3.22 directly)
• To ensure numeric stability all computations should be performed in the
log-domain [Gelman et al., 2014].
• Implement computationally inexpensive evaluations of the logarithm of the
Beta function, as this is the key operation to perform the Gibbs sampling
when computing in the log-domain (Paper B).
For generic usage:
• Allow the use of different clustering priors.
• Support different network topologies and population graphs.
• Allow a customized setup of the sampling strategy.
• Allow easy implementation of new sampling procedures.
• Allow use of the same sampling implementation across different model
implementations.
3.6 Large scale modelling of structural connec-
tivity data
The high performance focus in the implemented toolbox is essential in order
to handle the large, complex networks of brain connectivity. The simultaneous
generic design allows the toolbox to be intuitively utilized for other problem
domains, that might rely on different network types and sampling strategies.
Furthermore, the generic design intuitively allows the toolbox to be used as a
model selection tool. We have utilized this to identify appropriate number of
clusters (Paper H.1, E) and compare population graphs with different number of
subjects (Paper E). The advantage of a high performance implementation is that
such investigations can be performed on full resolution data within reasonable
computation time. In a previous study the generic design has been utilized to
examine the influence of different hyper-parameter configurations in the Infinite
Relational Model for different sized networks (Paper A). We identified that
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Figure 3.9: Obtained posterior for different sampling strategies. Loga-
rithm of the posterior value for 1000 samples of the three sampling
strategies on the averaged Hagman network of brain connectivity
with 998 nodes, using the Infinite Relational Model for binary net-
works. The sampling strategies are: Gibbs sampling alone, Gibbs
with split-merge sampling, and Gibbs with split-merge and hyper-
parameter sampling. Split-merge sampling is with 10 proposals
with 3 restricted Gibbs-sweeps, performed after each Gibbs sweep.
The hyperparameters are sampled with 10 random proposals for
each parameter after each Gibbs sweep. If not sampled the hyper-
parameters are fixed at α = β+ = β− = 1. The average is over
five sequences, initial with all nodes in one cluster.
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sampling β+ and β− individually outperformed the use of fixed values as well
as sampling a single symmetric prior β = β+ = β−.
The sampling strategy has a significant influence on both model fit and con-
vergence. Figure 3.9 compares different sampling strategies for IRM on the
averaged network of brain connectivity with 998 nodes [Hagmann et al., 2008].
When only using Gibbs sampling the procedure seems to get stuck in local
modes, as the individual chains are very separated. In fact we have in a previ-
ous study determined that Gibbs sampling alone cannot converge on this net-
work even for million of Gibbs sweeps [Albers et al., 2013]. The chains seem to
converge faster when combining Gibbs with split-merge sampling, which results
in a higher posterior value of the sampled clusterings in fewer sample sweeps.
Including the hyperparameter sampling results in the significantly highest pos-
terior value. This sampling procedure allows the model more complexity, which
can be seen from figure 3.10 as it identify way more clusters than the other
procedures. Even though this model is more complex, figure 3.10 also indicates
that the solutions are more stable as it obtains a higher normalized mutual
information between chains.
Figure 3.10: Comparing NMI and NOCs for sampling strategies. Av-
erage number of inferred components (NOCs) and Normalized
Mutual Information (NMI )for 1000 samples of the three sam-
pling procedures for the averaged Hagman network of brain con-
nectivity with 998 nodes, using the Infinite Relational Model for
binary networks. The figures are based on five chains for each
sampling strategy as in figure 3.9.
The predictive performance when using 10 percent of the links as holdout data
are compared in figure 3.11.
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Figure 3.11: AUC for different sampling strategies. Area Under Curve
(AUC) for 1000 samples of the three sampling strategies for the
averaged Hagman network of brain connectivity with 998 nodes,
using the Infinite Relational Model as in figure 3.9. The boxplot
shows the average over the last 250 sweeps, while the Bayesian
average at sweep s is computed on the average clustering for sweep
750 to s. The AUC is evaluated using 10 percent of the links as
hold out data and are averaged over five chains, all initialized
with all nodes in one cluster.
The added complexity can however make the model more prone to over-fitting
to the training data. This is the case in figure 3.12, showing IRM on a graph
for a single subject from the HCP data, where the performance is evaluated on
predicting graphs for other subjects.
In Paper E we resorted to use the finite stochastic blockmodel (with fixed num-
bers of clusters). This allowed us to avoid over fitting issues when utilizing the
hyper-parameter sampling. Furthermore it allowed for a fair comparison of the
predictive performance when modelling with different population sizes, using
other sampling procedures and comparing to fixed sized anatomical atlases.
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Figure 3.12: IRM on a single HCP subject. Showing the log-posterior,
Area Under Curve and number of inferred components for the
first 50 sweeps of IRM. The sampling procedure uses Gibbs, split-
merge, and hyperparameter sampling similar to figure 3.9. The
figure shows results for three individual chains of the inference
based on the same single HCP subject with 59,412 nodes. The
AUC is computed and averaged over 6 different test subjects.
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Chapter 4
Statistical computing for
Bayesian block modelling
The objective of this chapter is to identify the paradigms for designing and im-
plementing computational tools for performing complex Bayesian modelling on
large scaled networks, and describe how the design requirements for our imple-
mentation differ from existing tools. A simple overview of the design paradigm
for the implemented toolbox is presented, while the realisation of the design and
the particular implementation details are discussed in the next chapter.
4.1 Bayesian computing
Since the early pioneering in computer science, computer technology has pro-
vided an interesting opportunity for statistical research and experimentation
[Von Neumann, 1945]. Since then the entire field of scientific computing and
high performance computing has emerged. It has been evolved and shaped by
the rapid development of new technologies, computer architectures and usage
of systems [Strohmaier et al., 2005]. Since the late 1980s the field of Bayesian
computing has emerged. Facilitated by the development in computational tools
and necessitated by the increasingly complex scientific research, the Bayesian
38 Statistical computing for Bayesian block modelling
Complete
workflow
Data Analysis Communication
Statistical Data Statistical Model
Data collection process Model setup Conditioning Evaluation
Collection Exploration   Modelselection Inference
Checking
implications VisualizationProcessing
Concepts
(Chambers)
Usage
(Gelman et al.)
Implementation
(Oldford)
Figure 4.1: Elements of statistical software, related to the modelling workflow.
approach blossoms once again, and in certain fields has begun to dominate sta-
tistical research [Brooks, 2003].
Today hardware and software solutions play crucial roles in most aspects of the
practical workflow of statistical investigations; from data acquisition through
the entire modelling process to communication of results. For Bayesian mod-
elling, dedicated computational tools allow scientists to investigate and visualize
complex data and use computational intensive procedures (such as Monte Carlo
simulations) otherwise impossible.
Figure 4.1 shows three ways of defining and designing software for use in statisti-
cal investigations, representing a conceptual, a practical and an implementational
approach. Defining the concepts that statistical software can be used for, Cham-
bers separates the data analysis project into three aspects [Chambers, 2000];
to organize, visualize and analyse data. As a software engineering problem,
Oldford describes how concepts of statistical modelling can be represented in
software [Oldford, 1990]. For each concept there can individually be defined
an appropriate software model, that should be based on both the properties of
the original statistical concept as well as computational convenience. Oldford
notices that relationships between the concepts can and should also be modelled
in software, preferably using an object oriented approach [Oldford, 1988]. Our
implementation is to be used as a practical tool for modelling already processed
data by Bayesian inference. For the practical approach Gelman et al. defines the
three steps of Bayesian data analysis [Gelman et al., 2014]; define a full proba-
bility model, compute the posterior conditioned on observed data, and evaluate
model fit and implications.
4.2 Software for Bayesian inference
Today many software tools exist for performing Bayesian inference, with promi-
nent examples being Stan, BUGS and PyMC.
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Figure 4.2: Design of software for statistical modelling, related to the
modelling workflow. The conceptual figure is inspired by the design
of BUGS [Lunn et al., 2000].
Stan is a program for general Bayesian analysis, conceived at Columbia Uni-
versity [Stan Development Team, 2012]. It has been continuously expanded,
but originally provided a generic framework for automatically applying the
Hamiltonian Monte Carlo simulation algorithm [Duane et al., 1987, Neal, 2011]
to user-defined Bayesian models. Popular implementations of Bugs includ-
ing WinBugs and OpenBugs [Lunn et al., 2000, Lunn et al., 2009] allows the
user to generically specify a statistical model as relations between variables,
after which the program automatically can determine and apply an appropri-
ate Gibbs sampling strategy. The initial motivation for PyMc was to make
MCMC inference accessible to a broader audience by generalising the process of
building Metropolis-Hastings samplers [Patil et al., 2010]. PyMc is developed
as a Python module, which allows it to intuitively be incorporated into larger
modelling frameworks.
The key strength of these tools are that the user generically is allowed to specify
the model and starting values in a high-level language after which the inference
procedure automatically is implemented for the resulting posterior distribution.
The key elements for designing and using such an application is shown in Fig-
ure 4.2. Based on the particular statistical problem, the user specifies the model
in a generic model description language. The application contains a parser that
can read this language and automatically parse it into an implementation of the
full probability model, which can be defined by three software concepts: The
model graph constitutes an internal representation of the statistical model, after
the model specification has been parsed into a graph of interconnected distri-
butions. An updater performs MCMC sampling by computing new values for a
node in the model graph. Appropriate updaters are coupled to different distri-
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butions, supervised by a monitor system that schedules the MCMC sampling
procedure and stores results in runtime during the inference.
Such generic tools often rely on pattern recognition to simplify the model graph
by identifying structures that can be swapped with pre-implemented and perfor-
mance optimized components. For instance, the performance in Stan is vastly
improved by dedicated implementations for both key distributions (including
the binomial, gamma, Poisson and normal distributions) and for evaluations of
gradients of key statistical expressions [Gelman et al., 2014]. The generic usage
of the program is ensured by Stan utilizing automatic analytic differentiation
for expressions not known in advance. The user can hence freely specify more
exotic models at the cost of the inference being performed slower.
4.3 Design paradigm
Our design differs fundamentally from the generic approach. In our design,
the user can not simply provide a model specification, but must provide the full
model implementation. Not relying on automated parsing, the user must provide
the model implementation written in a programming language that can be com-
piled natively with the application. This causes significantly more complex work
and user commitment than simply providing a model specification in a generic
model language. The scope of this thesis has never been to develop generic tools
for Bayesian inference in general, but to scale up Bayesian blockmodelling with
MCMC sampling to computationally handle large, complex networks. In prin-
ciple the user can define any model, but it must be implemented from scratch
every time. We have chosen this approach, as it is a more direct way of achieving
the computational efficiency necessary for performing the Bayesian inference on
the large networks in question.
Our approach does not automatically extract an implementation and contains
no model graph. Instead, each model parameter is defined by a given type (such
as being a clustering or a real value) that is associated with an interface. When
implementing the model, the user must implement the interface for each model
parameter after which suitable MCMC samplers can be freely coupled to infer
the model parameters.
The model implementation isolates the performance critical computations, that
are model specific and benefits from being performance optimized. Non-critical
functionality are decoupled from the model implementation and can be handled
generically. Functionality for handling input and output, setting up sampling
procedures, binding samplers to model parameters and parsing user arguments
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Figure 4.3: Example of specifying an inference procedure in the im-
plemented toolbox. When models, samplers and schedulers are
first implemented, they can be generically utilized. The user pro-
vides the compiled application with a file containing the network
data and a simple scripting file that specifies the scheduler, the
model and how samplers are coupled to model parameters. The
program outputs files, containing the inferred values of the sam-
pled model parameters. The example illustrates how to perform
IRM on a small network using 30 sweeps of Gibbs sampling.
are handled generically and requires a low programming effort when creating a
new model implementation. Furthermore, when a model implementation is first
compiled with the application, it can afterwards be generically utilized. The
design allows samplers to be freely coupled to model parameters in runtime,
which allows the user to apply different sampling strategies without having to
modify or recompile the program.
Figure 4.3 illustrates how the compiled application can be generically utilized.
The user provides the application with a file containing the network data and
a file that describes what scheduler, model and samplers to use and specifies
any optional user arguments for these. The source code is maintained and
documented at https://github.com/kristofferalbers.
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4.4 C++ language features
The implemented tools are written in C++. This is a full-featured, general-
purpose and object-oriented programming language, that is widely used in
multiple application areas [Dos Reis and Stroustrup, 2011]. Though the C++
language was not particularly designed for numerical and scientific comput-
ing [Stroustrup, 2013], the object-oriented approach can often intuitively be
used to describe the mathematical abstraction modelled in scientific comput-
ing [Budge et al., 1992].
The usage of C++ for implementing research tools is strengthened by the sup-
port from a wide range of specialized and cross platform libraries beyond the
core ISO standard. Prominent examples are the Boost portable foundation li-
braries, that extends the core functionality by utilizing the C++ template mech-
anism [Gerlach and Kneis, 2003], and various libraries providing high-level in-
terfaces for utilizing specialized hardware, such as parallelization on many-core
GPU architectures [Demidov et al., 2013].
The expressiveness of C++ provides means for hardware optimizations; including
function inlining, templating and thread level parallelization, implementational
flexibility ; through the notions of abstraction and encapsulation, and generic us-
age; by supporting polymorphism features as virtual functions, dynamic binding
and inheritance [Cary et al., 1997]. Of particular importance when designing
software for large scale network modelling is that memory management is very
performance and hardware optimized; C++ supports efficient memory allocation
and memory bandwidth utilization and allows for low-level memory manage-
ment, direct memory mapping and optimization of CPU cache usage.
4.5 Modular program structure
Modular Programming is the principal of splitting the total functionality or ser-
vice provided by an application into different modules, such that each of these
modules provides well-defined services that can be accessed and utilized through
well-defined interfaces [Schoett, 1986]. Following the strategy of separating con-
cerns the modules must be designed for particular tasks such that they can
be implemented and tested separately [Sawitzki, 1996]. Linking the individual
modules together will then hopefully provide the wanted functionality of the
application in a more generic, expandable and maintainable fashion.
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4.5.1 Object oriented design
In an object oriented modular design for our approach to Bayesian block mod-
elling, we can consider the models, parameters and samplers as individual mod-
ules. These can be represented by individual classes, structured such that a
model object links to a number of parameters, while a given sampler links to
one of these parameters:
SamplerStatistical model Parameter
1*1
We want the design to allow the toolbox to easily be extended by implementa-
tions of new samplers and models that might rely on various types of parame-
ters. This can simply be achieved by inherit new object types from defined base
classes, as in the following example:
Sampler
Bernoulli-Beta
IRM
Real param
Gibbs sampler
Statistical model
Clustering param
Parameter
isa
isa isa
isa
3 1
1
1*1
Here the class diagram is expanded to contain the classes for representing an
instance of the Infinite Relational Model and a Gibbs sampling procedure for the
clustering parameter z. The class representing the specific model inherits from
the Statistical model base class and links to three objects of the Real parameter
class (that represent the three hyper-parameters β+, β− and α) and further links
to one object of the Clustering parameter class that represents the clustering z.
Both of these parameter classes inherit from the base Parameter class. The
Gibbs sampler class inherits from the base Sampler class and links to the single
Clustering object, that the sampler is supposed to infer.
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A virtual function for computing the posterior value can be defined in the Statis-
tical model base class, implemented in the IRM class and accessed by the Gibbs
sampler through the Clustering parameter object. The Gibbs sampler can utilize
this virtual function to evaluate the change in posterior if nodes are reassigned,
which allows it to carry out the sampling procedure. The sampler and statistical
model objects are hence completely decoupled, allowing the same sampler im-
plementation to sample in any model that contains a parameter of the expected
type.
Figure 4.4 extends this design by introducing the Scheduler class, being a module
that links a number of samplers to a statistical model in order to define a sam-
pling strategy by binding different samplers to the different model parameters.
Particular types of sampling procedures or strategies can hence be implemented
in classes that inherits from the Scheduler base class. Besides binding samplers
to parameters, the scheduler is also responsible for executing the sampling, by
in turn invoking each sampler in each sweep of the MCMC sampling. Further-
more the scheduler monitors the sampling procedure and handles user input and
output.
Sampler
Bernoulli-Beta
IRM
Real param
Gibbs sampler
Statistical model
Clustering param
Parameter
isa
isa isa isa
3 1
1
1*
MH sampler
isa
1
Sampling
procedure
1 3 1
Scheduler
1 *isa
1
Figure 4.4: Class diagram for stochastic block modelling. Shows base
classes and object instances for a sampling procedure with Gibbs
sampling of the clustering parameter and Metropolis-Hastings sam-
pling for each hyper-parameter in IRM.
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4.5.2 High performance
To obtain higher performance, the model object can utilize various assistant
data structures for faster evaluations of the posterior value. For the models
with Bernoulli likelihood, this includes keeping track of the sufficient statistics
describing the number of links and non-links between all pair of clusters. These
statistics can be utilized in equation 3.14 to evaluate the entire posterior value
and in equation 3.22 to evaluate the posterior change when reassigning nodes.
Whenever parameter values are changed during the sampling procedure, such
assistant data structures must also be modified in order to correctly reflect
the parameters. The sampler objects can hence no longer simply access and
modify the values in the parameter objects directly. The model object must be
made aware of any changes to the parameters in order to update or recompute
assistant data structures if necessary.
To allow this, we let all functions involving a model parameter being exposed to
the sampler through an interface, that defines these functions as virtual func-
tions which are bound and implemented in the model object. The model and
sampler object are still completely decoupled, only communicating through a
data layer defined by the parameter interface object. The parameter data and
model objects are however closely coupled, allowing the use of assistant data
structures and model specific optimizations. As the model implementation is
hand-coded, the design allows the programmer to fully decide how all this perfor-
mance critical functionality is implemented, including how the parameter data
is stored, accessed and modified as well as how any computations involving the
parameters are carried out.
Figure 4.5 illustrates the communication flow between a model and a sampler
object, when sampling a single model parameter. The sampler and model only
communicates through the virtual functions defined in the parameter interface.
The model implement all these functions. Through function calls in the param-
eter interface, the sampler can request the current value of the parameter and
the effect of changing the parameter. Based on this information the sampler
object determines whether the value of the parameter must be updated. The
function call to inform any change to the parameter value is also in the model
object, allowing the model to update any assistant data structures accordingly.
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Figure 4.5: Communication flow between sampler and model. Illus-
trates the loose coupling between sampler and model, which only
communicates through a data layer defined by the Parameter In-
terface. All functions for accessing and modifying the model pa-
rameters are bound and implemented in the model object, exposed
to the sampler through the Parameter Interface.
Chapter 5
Implementation
This chapter presents how the design paradigm has been realised for implement-
ing the toolbox for both generic usage and high performance.
Though the implementation paradigm generalizes to all models, parameters and
samplers, it will be discussed by considering the particular implementation for
the Infinite Relational Model with the Gibbs sampler for the clustering param-
eter. Based on this example the dependencies between the program modules
that defines samplers, parameters and models are presented.
The data structures for representing network data and clusterings as well as
some of the auxiliary data structures and algorithms that can be utilized for
improved performance are then presented.
5.1 Program modules
Figure 5.1 shows a class diagram for the relations between the classes necessary
for implementing the Infinite Relational Model, a clustering parameter and a
Gibbs sampler.
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Sampler Parameter Model
Gibbs sampler Clusteringinterface IrmModel
Clustering
data structure
     1    1   
   1
Auxiliary
data structures
     
      
* 
Network
data structure
 1
        isa        isa        isa
Scheduler
     1    *   
*                                              
                                            
                                              1
Inheritable base classes
 Implementing IRM with Gibbs sampling
Figure 5.1: Class diagram, showing classes for implementing the Infinite Re-
lational Model, a clustering parameter and a Gibbs sampler.
When performing Gibbs sampling in the Infinite Relational Model, the following
three objects are of particular interest:
S is a Gibbs sampler object. It inherits from the Sampler class, which defines
the virtual function for invoking the sampling procedure sampler::sample(),
such that a scheduler can generically be coupled to different samplers. S
contains the algorithms for performing Gibbs sampling on a clustering
parameter, which it is aware of as a pointer to the clustering interface Zi.
Zi is an object of the clustering interface class which inherits from the pa-
rameter class. Zi links the sampler S to the IRM model object M.
M is an object of the IRM model class. It defines the statistical model and
contains data structures for the model parameters including the cluster as-
signments Z and the network data A. The model object is responsible for
performing all computations involving these data structures. To facilitate
this, it further contains some auxiliary data structures that can simplify
or speed up these computations. The class inherits from the model base
class, such that the scheduler generically can couple different model imple-
mentations to different sampler implementations. The toolbox implements
different model classes for different network topologies and clustering pri-
ors, while the network data structure class is templated based on the type
of links in the network.
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Compute change in 
posterior if assigning i to 
each cluster k
Compute change in 
posterior if assigning i to 
a new cluster
Compute normalized 
categorical distribution 
for assigning i to clusters 
based on posterior ratios
Assign node i
1 initialize empty vector logP
2 for each node i
3 for each cluster k in clustering Zi
4 logP(k) = Zi.logPosteriorRatio(i,k)
5 end
6 logP(k+1) = Zi.logPosteriorRatio_new(i)
7 D = catNormDist(logP)
8 r = random()
9 k = selectCluster(r,D)
10 Zi.assignNode(i,k)
11 end
function  GibbsSampler::sample()                                       
Figure 5.2: Algorithm for a single Gibbs sweep in IRM. The proce-
dure relies on the clustering parameter through the clustering inter-
face Zi, that exposes functions for computing the posterior changes
when reassigning nodes.
5.1.1 Sampler implementation
In each Gibbs iteration, the cluster assignment of a given node i is randomly se-
lected based on the categorical distribution, obtained by considering the change
in posterior of reassigning the node to all clusters (and a new empty cluster
for IRM). Figure 5.2 shows the sample() function that performs a Gibbs sweep
within the Gibbs sampler object S. This function relies on a set of functions ex-
posed by the clustering interface object Zi. Similar as presented in the sequence
diagram in figure 4.5 the Gibbs sampler utilizes these functions in Zi for the
following purposes:
• Obtain information about the current state of the clustering, such as the
number of nodes J and current number of clusters K.
• Obtain the effective change in posterior if reassigning a given node i to
any of the K clusters or a new empty cluster.
• Instruct any reassignments of nodes based on the sampling.
Within Zi these functions are present only as function pointers that are bound
and implemented by member functions in the model objectM. This design allows
the same sampler implementation to be utilized for any model class that contains
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a parameter of the correct type and implements the needed set of functions.
A drawback of this design is that the function pointers in the parameter interface
object are bound to the member functions in the model object in runtime. This
prevents the call structure that involves the function pointers to benefit from
inlining and most other compile time optimizations of the program flow.
For seldom called or expensive functions, the added compute time of virtual
function calls is negligible. The algorithm in figure 5.2 however contains a
loop over all K clusters, with a virtual function call for obtaining the change
in posterior of reassigning the node to each of the clusters. For each node,
this constitutes K virtual function calls. instead, this loop is moved into the
model member function such that a single virtual function call is needed in the
sampling algorithm. The model (and parameter interface) instead implements
a function that returns a sequential container of computed changes to the log-
posterior if reassigning a given node i to the various clusters. The position p
within the container object gives the change in log-posterior when assigning the
node to cluster p. The function expects parameters to indicate which existing
clusters the node must be examined reassigned to. Furthermore, the function
expects a Boolean parameter to indicate whether the change in log-posterior
of reassigning i to an empty cluster should be included in the container. This
design allows J × (K + 1) virtual function calls to be replaced with J calls in
each Gibbs sweep.
5.1.2 Parameter interface implementation
Within the parameter object Zi, the function for computing posterior changes
when reassigning nodes is exposed as a function pointer:
//definition of function pointer in Zi
std::function
     <vector<double>(size_t,bool,vector<size_t>::iterator)> 
    logPosteriorRatio;
Return type is a 
vector of log- 
posterior changes 
Unsigned int, 
identifying 
node i
Boolean to 
indicate if i 
can also be 
assigned to a 
new cluster
Iterator over 
a vector of 
the clusters 
that i can be 
assigned to
Name of the 
function as 
exposed through 
the clustering 
parameter 
interface
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Split-merge sampler
 
Gibbs sampler
 
Clustering parameter interface
+ assignNode
+ mergeClusters 
+ splitClusters
+ numberOfClusters
+ numberOfNodes
+ getClustering
+ posteriorRatio_merge
+ posteriorRatio_split
+ posteriorRatio
+ sample
+ sample
Gibbs sampler
 
+ sample
Metropol s Hastings sampler
Figure 5.3: Function dependency graph. Examples of virtual functions,
that must be implemented by the model in order to sample a clus-
tering parameter.
The function pointer is bound to a function within the model object, which
performs the actual computations:
//definition of the function in the model M
vector<double> logPosteriorRatio_clustering(
size_t nodeId, bool addNew, vector<size_t>::iterator clusters);
//binding function-pointer to model function
Zi.logPosteriorRatio =  
std::bind(&IrmModel::logPosteriorRatio_clustering,M,_1,_2,_3,);
Function in the 
clustering 
interface object
Member function 
implemented in the 
IrmModel object M 
  Placeholder objects for 
unbound arguments, defined in 
the namespace std::placeholders
Being implemented within the model object, the function has access to the clus-
tering data and can benefit from any sufficient and auxiliary statistics main-
tained by the model in order to improve the runtime performance.
In a similar way, all the parameter functions in Zi can be bound to member
functions in the model. Whenever the model implements a parameter P for
which it binds all functions that are called by a given sampler, the sampler can
be utilized to sample P independent of the type of model.
Figure 5.3 illustrates how different samplers can utilize the same functions. A
simple Metropolis-Hastings based procedure that randomly propose new cluster
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assignments will need nearly the same set of functions as the Gibbs sampler,
while the split-merge sampler needs functions for obtaining the posterior-change
and update the clustering for a given merge or split proposal.
5.1.3 Model implementation
The model class is coupled with the network and clustering data as well as any
auxiliary data that can be utilized to simplify and speed up computations.
The key operation when supporting the Gibbs sampler is to evaluate the poste-
rior change of reassigning nodes. Recall equation 3.22 for computing the change
in likelihood when node i is assigned to cluster k:∏
`
B(N
+\i
k` + r
+
i` + β
+, N
−\i
k` + r
−
i` + β
−)
B(N
+\i
k` + β
+, N
−\i
k` + β
−)
, (5.1)
where r−i` = n
\i
` − r+i` is the number of nonlinks from node i to all nodes in
cluster `.
Instead of computing the sufficient statistics N+ and N− whenever they are
needed, they are precomputed and kept updated whenever a node assignment
changes, such that they can be reused between Gibbs iterations. Figure 5.4
illustrates how the sufficient statistics can be modified when a node i is ig-
nored and reassigned, by using two computed vectors; r+i = [r
+
i0, ..., r
+
iK−1] and
r−i = [r
−
i0, ..., r
−
iK−1], that respectively describes the number of links and nonlinks
between i and any nodes in each of the K clusters.
To use equation 5.1 directly, node i can be ignored in the data structures to
obtain N+\i and N−\i. This can be achieved by subtracting r+i and r
−
i from N
+
and N− as shown in figure 5.4. While this approach is significantly faster than
recomputing N+\i and N−\i whenever they are needed, it has some drawbacks:
First, it gives a slight computational overhead as the node must be reinserted
in the data structures even when it is not reassigned to another cluster. Second,
computations cannot be performed for different nodes in parallel when the data
structures are modified to ignore a single particular node.
Alternatively, N+\ik` and N
−\i
k` can be computed from N
+ and N− without
changing the stored data. The computation for each term in 5.1 will hence
depend on whether i is currently assigned to the clusters ` or k. If this is
the case then the links and nonlinks associated with i (given by r+i and r
−
i )
must be ignored when computing N+\ik` and N
−\i
k` . Let c be the current cluster
assignment for node i:
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Figure 5.4: Computing sufficient statistics. Updating N+,N−,n when
ignoring and reassigning a node, illustrated for an undirected bi-
nary network, where the node i is assigned from cluster 2 to cluster
1.
• If i is not assigned to either of the clusters the stored values can be used
directly; N+\ik` = N
+
k` and N
−\i
k` = N
−
k`.
• If i is assigned to one of the clusters c = `, the links and non-links asso-
ciated with i between cluster k and ` must be ignored; N+\ik` = N
+
k` − r+ik
and N−\ik` = N
−
k` − r−ik.
This approach allows the data structures for the sufficient statistics to remain
unmodified while the Gibbs sampling is performed. Only when a node is actually
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reassigned they are updated as in figure 5.4. The perceived number of nodes
when ignoring node i also depends on the cluster, such that n\i` = n` − 1 when
i is located in cluster ` and n\i` = n` otherwise.
For directed networks N+ and N− will not be symmetric. When modelling links
in both directions the likelihood is given by the product over all pairs of clusters
instead of all ordered pairs, as presented in section 3.2.4. When computing the
posterior change of reassigning a node, equation 5.1 must likewise be computed
in both directions. The only exception being terms where k = ` as directionality
is not modelled within clusters.
Let r+i` define the number of links from node i to any node in cluster ` while
r̂+i` defines the number of links to node i from all nodes in `. Similarly r
−
i` and
r̂+i` respectively represent the number of nonlinks from and to node i linked to
cluster `. Let c be the current cluster assignment for node i:
• If i is not assigned to either of the clusters the stored values can be used
directly:
N
+\i
k` = N
+
k` , N
−\i
k` = N
−
k`
N
+\i
`k = N
+
`k , N
+\i
`k = N
+
`k
• If i is assigned to one of the clusters c = `, the links from and to i must
be ignored:
N
+\i
k` = N
+
kc − r̂+ik , N−\ik` = N−kc − r̂−ik
N
+\i
`k = N
+
ck − r+ik , N−\i`k = N−ck − r−ik
• Within a cluster (when c = k = `) all links involving i must be ignored:
N+\icc = N
+
cc − r+ic − r̂+ic , N−cc − r−ic − r̂−ic
With this approach the sufficient statistics do not need to be recomputed and
constantly modified in each Gibbs sweep. This approach provides two main
benefits:
• It allows computations of equation 5.1 to be performed in parallel for dif-
ferent nodes i, as the sufficient statistics are no longer temporarily modified
depending on the node, that the computations are performed for. To uti-
lize parallel computations, precautions must of course be taken to ensure
that the sampling procedure behaves exactly equivalent to the strict serial
execution. This will be discussed in section 5.3.
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• Computing the beta function now becomes the single most expensive op-
eration when performing the Gibbs sampling (in order to evaluate equa-
tion 5.1). To ensure numeric stability the computations are performed in
the log-domain such that evaluating the logarithm of the Beta function be-
comes the key operation (Paper B). To speed up these computations, the
model class utilizes an auxiliary data structure that implements lookup
tables of precomputed values. This is presented in section 5.2.3.
The model class is close coupled to both the data structures that represent the
network A and clustering Z. To efficiently facilitate the Gibbs sampling, the
data structure for the clustering must allow for inexpensive looking up cluster
assignments and reassigning nodes. The data structure for the network must
store links such that the vectors r+i , r
−
i , r̂
+
i and r̂
−
i can be efficiently computed
for any node i. This constitutes efficiently iterating over all links from and to
any node.
5.2 Data structures
The runtime performance of data structures is influenced by multiple factors:
How often a new instance of the data structure is constructed, in what way the
data is accessed, and how often the stored data is modified. Based on these
factors different types of data structures are presented:
• Constructed and modified seldom, exemplified by the data structure
for assignment matrices. Once the network data is loaded into the data
structure it will not be modified during the inference procedure. The
main concern for performance is hence the cost of looking up links for a
particular node. Memory usage is also a concern for large networks.
• Constructed seldom and modified often. This includes data struc-
tures that represent the model parameters or sufficient statistics, where the
data is expected to change during the inference procedure. In particular
we look at clustering of nodes. During the inference this implementation
must allow us to efficiently reassign nodes to other clusters, look up the
cluster assignment of a given node and iterate over all nodes in a cluster.
• Constructed and modified often. These are data structures that have
a very short lifespan. They are used to store intermediate computations
within functions or subroutines and can often simply be implemented by
standard library collections such as vectors or lists. As part of the cluster-
ing implementation we use a custom implemented container (partialVector)
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to identify which nodes are assigned to a given cluster. This container al-
lows to easily reassign nodes between clusters. It will be presented as an
example of a data structure that is both often created (whenever a new
cluster is created) and modified (when nodes are reassigned during the
inference procedure).
5.2.1 Network data
The examined networks of brain connectivity that were modelled in the included
work were represented by undirected adjacency matrices. These were either
binary matrices for single subjects or weighted integer matrices for aggregated
populations. A generic data structure must however allow for the representation
of various types of topologies.
Figure 5.5 shows examples of three types of simple networks; an undirected
unipartite network, a directed and weighted unipartite network, and a bipartite
network. A network can be represented by a graph G = (V,E), where V denotes
the set of vertices (nodes) and E the set of pairwise interactions (edges) between
the nodes.
5.2.1.1 Graph topology
Letting V represent each vertex by a unique integer in a gap-free sequence, each
edge in E can be considered a two element set that contains the two integers
representing the connected vertices. For the undirected network in figure 5.5a
we get:
V = {0, ..., 5}
E = {{0, 1} , {0, 5} , {1, 2} , {2, 3} , {2, 5} , {3, 4} , {3, 5} , {4, 5}}
In a directed graph the edges are oriented and can no longer be represented by
an unordered set of the two connected vertices. Instead each edge in E can be
considered a two-element tuple [source, target], describing the connection from
one vertex (the source of the edge) to another vertex (the target of the edge).
For the directed and weighted graph in figure 5.5b, each edge is associated with
a weight that represents some property of the link between the vertices. An edge
can be defined as a three-tuple [source, target, weight] representing the source
vertex, target vertex and weight of the edge. For the example we get:
E = {[0, 5, c], [1, 0, b], [1, 2, c], [2, 1, c], [2, 3, b], [3, 4, d], [3, 5, b], [5, 2, a], [5, 4, a]}
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Figure 5.5: Graph representation for simple networks.
Though numbering the vertices has no other meaning than to identify the in-
dividual vertices, it allows for various structured, abstract representations. For
the undirected graph in figure 5.5a, figure 5.6 shows the two standard ways to
represent a graph.

0 1 0 0 0 1
1 0 1 0 0 0
0 1 0 1 0 1
0 0 1 0 1 1
0 0 0 1 0 1
1 0 1 1 1 0

(a) Adjacency matrix
0 : {1, 5}
1 : {0, 2}
2 : {1, 3, 5}
3 : {2, 4, 5}
4 : {3, 5}
5 : {0, 2, 3, 4}
(b) Adjacency list
Figure 5.6: Representations for a simple binary network with N = 6 nodes.
The adjacency matrix for a unipartite network is a |V |×|V | matrix. Each row
and column represents a single vertex, such that the weight of a given edge
[source, target, weight] is stored at the element (source, target) in the matrix.
The time complexity for querying whether a link exist between two nodes is
constant O(1), while iterating through all links for a node is asymptotic upper
bounded by the number of nodes O(|V |).
The adjacency list representation consists of |V | lists, one for each node i in the
network. The list for node i represents the adjacent nodes, that are linked to
from node i. The cost of querying whether a link exists from node i to node j
depends on the size of the list for i. Using binary search the time complexity
becomes O(log(|Ei|)), where |Ei| is the length of the adjacency list for node i.
The complexity for iterating all links for a node is O(|Ei|).
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Figure 5.7: Data structure for undirected binary network. A Network-
Data object represents links in the network by two sequential vec-
tors. The first vector stores identifications for all link targets, while
the second maps between a given node i and the range within the
first vector that contains links with i as source.
5.2.1.2 Graph implementation
For very small or very dense networks it might make sense to use the assign-
ment matrix representation, which more intuitively resembles the mathematical
notation used when describing the statistical model. Further it easier allows the
data structure to map directly to memory and allows for the implementation
to easier rely on dedicated libraries and hardware for matrix arithmetic and
manipulation.
In practice for large sparse networks it holds that |E|>> |V | while |Ei|<<
|V | for all nodes i, and the preferred representation is often to use adjacency
lists [Cormen et al., 2001]. Iterating through links hence becomes significantly
cheaper using adjacency lists than using an adjacency matrix. Furthermore the
memory required is bounded by Θ(|V |×|E|) which is hence also significantly less
than Θ(|V |2) if storing the assignment matrix. During the MCMC sampling,
the key operation involving the network data structure is to iterate through all
links for particular nodes. This is done in order to update the sufficient statistics
and compute the link-counts between a given node and all clusters.
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Figure 5.8: Data structure for binary bipartite network. Two Network-
Data objects are utilized to respectively represent links for nodes in
the two classes of nodes.
Figure 5.7 illustrates the data structure that is implemented to contain network
data, as instances of the implemented NetworkData class. The figure illustrates
the representation for an undirected binary network. This representation can
rely on a single NetworkData object, that contain two sequential containers. All
adjacency lists are stored sequentially in one vector object. The second vector
is used to indicate the range of elements within the first vector that defines the
adjacency lists for the individual nodes.
Depending on the network topology multiple NetworkData objects are utilized
to store the data and allowing linear time complexity for iterating over links.
Figure 5.8 illustrates how two NetworkData objects can be utilized to represent
a bipartite network, such that the nodes are separated between the two classes
while still allowing linear time complexity O(|Ei|)for iterating over all links for
any node i.
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Figure 5.9: Data structure for directed and weighted network. Two
NetworkData objects are used to store links, respectively according
to the links target and source nodes.This representation allows for
linear time complexity for iterating all links that has either a given
node as target or source.
Figure 5.9 illustrates how NetworkData objects can be used to represent a di-
rected and weighted network. The NetworkData class is implemented such that
it can be templated by the type T that represent the weights of the network.
Each element in the vector representing the adjacency lists is a two-element
struct, with an integer member field representing the node, that is either the
target or source for the link (depending on the use of the NetworkData object)
and a member field of type T used to represent the weight of the link. To allow
linear time complexity for iterating through all links that either has a given node
i as target or source, two NetworkData objects are utilized. Binary networks can
be implemented as template specializations as they do not need to store infor-
mation for the weight of links. Here simply the existing of a link-struct defines
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Figure 5.10: Data structure for binary network with missing links.
Links that are treated as missing are represented in a separate
NetworkData object (or two objects in the case of directed links).
that a link exists.
When modelling missing links, dedicated NetworkData objects are used to rep-
resent these, as illustrated in figure 5.10 for a binary undirected network.
5.2.2 Clustering data
During the MCMC sampling the clustering parameter z is constantly modified
as nodes are reassigned to different clusters. The key operations and the ideal
time complexity for accessing and modifying the clustering data are:
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• Looking up the cluster assignment of a given node. This constitutes a
simple lookup that maps the integer value representing the node to the
integer value representing the cluster. It should be performed in constant
time O(1).
• Iterating through all nodes in a particular cluster. For any cluster c this
operation should ideally be performed in linear time O(Nc) where Nc is
the number of nodes assigned to cluster c. Furthermore the data should
be stored sequentially in memory to limit random memory lookups and
avoid cache misses.
• Reassigning a node to another cluster. This operation involves removing
the node from one cluster and inserting it in another. Ideally it must be
performed in constant time O(1) and should not modify the data struc-
tures such that other operations become more expensive.
Figure 5.11 illustrates the concept for efficient representation of clustering data,
by presenting an example of the clustering of a small network. The represen-
tation consists of two data structures. The clusterArray-structure is a sequence
container where the `’th element represents the particular cluster z`. Each
element ` is itself a sequence container of integer values that represent an un-
ordered set of all nodes assigned to z`. The nodeArray-structure is a sequence
container where the i’th element describes the cluster assignment of node i by
a struct with two integer members. The first member describes what cluster
` = zi the node is assigned to, while the second member describes the position
where the node is represented within the container associated with cluster zi in
clusterArray.
By simply reading the i’th element in nodeArray, the cluster assignment of a
given node i can be obtained in constant time O(1). Through clusterArray all
Nc nodes assigned to a given cluster c can be iterated through in linear time
O(Nc).
Reassigning a node i from a cluster ` to another cluster m constitutes changes
to both containers in clusterArray associated with ` and m as well as to the
element in nodeArray associated with i. When inserting i in m, an element can
simply be added to the container representing m and position i in nodeArray
can be updated to reflect the correct cluster number and position within the
container now representing node i. Figure 5.12 shows an example illustrating
three ways to ensure data consistency when reassigning a node. The position
representing node i within a cluster container can be found in constant time as
a simple lookup in nodeArray. The relevant computations for removing a node
from cluster ` depends on the implementation of the cluster container. The
default behaviour if using the standard library vector (which is the standard
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Figure 5.11: Concept for efficient clustering data structure. Example
of data representation for the clustering of a small network with
seven nodes, partitioned into three clusters. The data represen-
tation relies on two data structures; the clusterArray allows effi-
ciently identifying all nodes in a given cluster, while the nodeAr-
ray allows for efficiently identifying the cluster a given node be-
longs to and where it is placed in the associated cluster-array.
C++ container for storing data sequentially) is that all elements after the erased
one will be relocated to keep the stored data strictly sequential in memory.
The time complexity of this operation is in worst case linear in the number of
nodes in the cluster N` and in worst case necessitates N` changes to elements
in nodeArray. Though the copy operation involved in relocating sequential data
in a vector is fairly inexpensive, the affected elements in nodeArray are not
necessarily accessed in sequence. A more efficient way of keeping data strictly
sequential is to only relocate the last element to occupy the empty position when
removing a node. This operation can be performed in constant time.
If the demand for keeping data strictly sequential is relaxed, an auxiliary con-
tainer can be utilized to keep track of unused positions in the cluster container.
Using this auxiliary structure the unused positions can be ignored while iterating
the cluster and used to represent the nodes that afterwards are assigned to the
cluster. Though this solutions require additional bookkeeping it provides two
advantages: First, it decouples the implementation of clusterArray and nodeAr-
ray. Second, it allows the nodes within a cluster to be identified by their unique
position for the entire time they are assigned to the cluster.
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Figure 5.12: Reassigning nodes in the clustering representation. The
figure illustrates three ways to ensure data integrity when reas-
signing a node. In the shown example, node 4 is moved from
cluster 0 to cluster 2. This constitutes changes to the container
for cluster 0. i) The container can either be contracted, ii) the
last element can be relocated to the now empty position or iii) a
separate structure can be used to keep tracks of empty positions
in the cluster containers.
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Figure 5.13: Removing empty clusters in the clustering representa-
tion. In the shown example, cluster 1 becomes empty as the only
node is reassigned to cluster2. In the Infinite Relational Model
the empty cluster is hence no longer part of the clustering and
should be excluded, which constitutes changes in the clusterAr-
ray. To keep clusterArray strictly sequential the last cluster can
be relabelled to position 1 and a lookup table can be used to map
between cluster numbers and positions. Alternatively holes can
be allowed in clusterArray and a separate structure used to record
these, such that they can be assigned newly formed clusters.
The advantage of such behaviour becomes apparent when considering the im-
plementation for the clusterArray container itself and the problem of removing a
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cluster when it becomes empty during inference in the Infinite Relational Model
(IRM). This is illustrated in figure 5.13.
The clustering structure for IRM cannot contain empty clusters. clusterArray
can be implemented to store pointers to the cluster containers. When a cluster
` becomes empty it can simply be removed by swapping the pointer for ` with
the pointer of the last cluster m. This will however constitute Nm changes in
nodeArray to record that all nodes in cluster m is now in cluster `. To avoid
this, an auxiliary structure can be utilized to map between the cluster number
and its position within clusterArray. Alternatively clusterArray can be allowed to
contain empty positions, using an auxiliary structure to record these positions
such that they can be ignored while iterating all clusters and used when new
clusters are created.
From the statistical modelling point of view the number associated with a cluster
is irrelevant. The practical implementation however relies on sufficient statistics
recording the number of links and non-links between clusters, which can only
be intuitively decoupled from the clustering implementation if cluster numbers
are never changed. A similar argument can be made for keeping the position
of individual nodes within the cluster containers constant. Though the toolbox
currently does not contain any models that rely on this (such as hierarchical
clusterings), the generic implementation allows for such utilizations. Further
more allowing empty positions in both clusterArray and the cluster containers
allows the implementation to just rely on the single custom-implemented con-
tainer type called a partialVector.
5.2.2.1 partialVector
The partialVector is a collection data-structure that provides the benefits of both
a sequential array and a linked list. It keeps the data elements stored sequentially
in memory such that it is fast to iterate through while it preserves constant time
insert, push and delete operations. The data-structure is implemented as a class
template and can hence be generically utilized.
Figure 5.14 illustrates how an element is removed and added to a partialVec-
tor. The partialVector is implemented as an object utilizing two stl sequence
containers: a vector and a deque (double-ended queue). The vector contains
the actual data elements, though it is allowed to contain holes (being unused
positions). The deque is used to keep track of these unused positions in the
vector, such that new elements can be added to an empty position in the vector
in constant time. When a new element is pushed to the partial vector, it will
be inserted in the vector in an unused location found by popping the deque. If
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Figure 5.14: Removing and adding elements using a partialVector. In
this example, initially the partialVector contains three elements
A,B and C. These are stored in the vector at position 0,1 and 3.
The vector hence contains two empty positions 2 and 4, which
are remembered in the deque. When the element at position 1 is
removed, a value is added to the deque showing that the position
is now not in use. When an element is added, it is inserted at a
random empty position, found as the first element in the deque.
there are no unused positions, the newly inserted element will be pushed to the
back of the vector. The push function will return the position within the vector
that the element is stored in. By providing this position, the user can recover
the stored data. Access to random elements (including insert, push and delete)
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can now be done in constant time. The expected behaviour of the partialVector
deviates from that of a normal vector object as deleting/erasing an element does
not causes the collection to relocate all elements after the erased one, which can
be an expensive operation for larger collections.
Besides the actual data element, each element in the vector also contains two
bookkeeping Boolean values, that are not exposed outside the partialVector
object. The first describes whether the position in the vector is unused and
hence should be ignored while iterating. The second Boolean describes whether
the position in the vector can be found in the deque of empty positions. The
information is stored in a struct dataStore with three members being the two
Boolean values and the actual data. As shown in figure 5.14) the value type
stored in the vector are hence instances of such structures. The partialVector
implements an iterator class that implements the std forward-iterator interface.
The iterator traverses the dataStore structs by implementing an iterator for the
vector object. Dereferencing the partialVector::Iterator pointer returns the data
member of the referenced dataStore struct, while the increment operator (++)
re-references the iterator to the next position that is not empty according to the
bookkeeping Booleans. When iterating over the elements in the partialVector,
holes will hence be ignored. With balanced number of insert/push and delete
operations, the expected iteration time will be linear in the number of elements.
As the elements are stored in sequential memory, iterating will be faster than
using a linked list.
The bookkeeping further allows that an element can both be added to a random
empty position (as in figure 5.14) or inserted at a particular position defined
by the user. This functionality makes the data structure more generic and has
been utilized to load predefined and randomly generated clusterings into the
application (Paper C). As bookkeeping the partialVector also keeps count of the
number of non-empty elements in the vector. This is necessary as the vector
object can contain holes and its length hence not always represent the size of
the partialVector.
In the implemented toolbox we rely on partialVector-objects to represent both
the individual clusters, the clusterArray and the nodeArray within the clustering
data structure. It is further utilized as an auxiliary data-structure throughout
the application.
5.2.3 Lookup tables
In a previous studies we have examined how the runtime of MCMC sampling in
IRM depends on using different approximations for the logarithm to the gamma
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function (which will be denoted gammaln(x)) to compute the logarithm of the
beta function:
log(Beta(a, b)) = gammaln(a) + gammaln(b)− gammaln(a+ b). (5.2)
We found that compared to the C++ library function, the MCMC sampling
could only be performed twice as fast before deviations of more rough approxi-
mations significantly influenced the result of the inference (Paper B). To obtain
a more significant speedup we utilize a lookup table of precomputed gammaln
values. In Paper D we did not sample the hyper-parameters that were fixed at
β = β+ = β− = 1. In this case it is trivial to use a lookup table of precomputed
values. Such a table can be implemented simply as an array where the i’th
element stores the value gammaln(i).
When β is not an integer value, the lookup table can simply store evalua-
tions of gammaln that includes β, such that the i’th element stores the value
gammaln(i+ β), as the counts for links and non-links are integer values.
To allow for different values for the two hyper parameters we can resolve to us-
ing three tables; respectively computed when the evaluation depends on (β+),
(β−) and (β+ + β−). The i’th element in the three tables respectively stores
the value gammaln(i+ β+), gammaln(i+ β−) and gammaln(i+ β+ + β−).
Figure 5.15: Total number of gamma(x) computations during IRM for 1000
Gibbs sweeps on the Hagman network with 998 nodes. For all
experiments the concentration parameter is α = 10.
Figure 5.15 shows the total number of calls to the gammaln(x)-function during
1000 Gibbs sweeps for IRM on the Hagman network for various β+ and β−
values. The figure indicates that most gammaln(x) computations are for lower
values of x. For instance when β+ = β− = 1 the figure indicates that a lookup
table with 2, 500 elements can cover more than 95% of all function calls, such
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that less that 5% must be computed by more expensive approximations.
To allow hyper-parameter sampling, we simply use function calls for approxi-
mations of gammaln(x) during the hyper-parameter sampling, where β+ and
β− are expected to change, and recompute the entire lookup tables afterwards.
As the sequence of gammaln values can be iteratively computed;
log(Γ(x+ 1)) = log(Γ(x)) + log(x) for x > 0,
the cost of recomputing a lookup-table depends linearly on the cost of evaluating
the logarithm function.
For larger networks (such as for the modelled HCP data in Paper E) the cost
of recomputing a lookup-table is affordable. Here it can take hours to complete
a single Gibbs sweep and the lookup-table is rarely recomputed. For smaller
networks the Gibbs sampling is so fast, that it becomes a concern to find a
reasonable trade off between the benefit of using a larger sized table to the cost
of recomputing the table.
Figure 5.16: Hagman network, Gibbs sampling alone, β+ = β− = 1, α = 10.
The shows the averaged results for 5 restarts, each with 1000
Gibbs sweeps.
Figure 5.16 separates between gammaln()-calls involving β+, β− and β+ + β−,
such as when using three lookup tables. As expected the figure indicates that
the lookup table involving only β+ can be much smaller than the other tables.
The figure also illustrates the distribution of the total log-Beta computations.
Alternatively to using three gammaln tables (which results in three random
fetches from main memory for each log-Beta lookup), we can use a single two
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dimensional lookup table of precomputed log-Beta values, which will only result
in a single random fetch for each lookup. The following table shows the per-
centage of all log-Beta lookups that are covered by various sizes of such a table
for the data in figure 5.16:
stored values columns (|a|) rows (|b|) coverage of Betaln(a,b) requests
5,000 50 100 12.5%
10,000 50 200 27%
100,000 100 1,000 81%
1,000,000 100 10,000 91%
As expected the table shows that significantly more values must be stored to
obtain the same coverage when using a lookup table of log-Beta values than
when using three tables of log-gamma values. For large problems it hence seems
unfavourable to use this approach, even though it constitutes fewer random
memory lookups.
5.3 Parallelization
Reconsider the pseudo-code in Figure 5.2 for performing a single Gibbs sweep.
The code contains two loops: The outer loop iterates over every node i, while the
inner loop iterates over every cluster k in order to obtain the posterior change
of assigning node i to cluster k.
We have experimented with parallelizing both loops, using OpenMP to express
thread-level parallelism. OpenMP provides a set of compiler directives and
library routines that can extend C++ to easily implement shared-memory par-
allelism [Dagum and Menon, 1998]. This is done by inserting various compiler
pragmas in the code, If the directive pragmas are ignored the parallelized code
can easily be compiled as sequential code and executed without any runtime
overhead.
5.3.1 Parallelization within Gibbs iteration
The inner loop of the Gibbs sweep can intuitively be parallelized by letting each
of T threads be responsible for computing KT iterations of the loop.
To avoid excessive virtual function calls, section 5.1.1 presented how the inner
loop was replaced with a single function call, that instead received a vector (as
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argument) representing the clusters to be considered. By moving the implemen-
tation of the inner loop into a function implemented by the Model object, the
K virtual function calls were replaced by just a single virtual call.
In the parallel version, each of the T threads simply calls this function with
a vector containing only the KT clusters associated with the thread. A barrier
ensures that values for all threads are obtained after which a single thread is
responsible for evaluating what cluster the node must be assigned to.
When only parallelizing the inner loop the Gibbs sweep, some computations are
still left to be evaluated sequentially by a single thread. This constitutes the
computations for obtaining the categorical distribution of assignment probabil-
ities and computing the new cluster assigning for the considered node.
5.3.2 Parallelization over Gibbs iterations
In order to parllelize the outer loop of the Gibbs sweep algorithm, the cluster as-
signment for multiple nodes must be evaluated in parallel. Shared with MCMC
methods in general, the Gibbs sampling procedure is inherently sequential. If
node i is reassigned the probability distribution for cluster assignments for all
the next nodes are likely to be altered. The cluster assignment for node i and
i + 1 can in that case not be computed in parallel when we wish to keep the
sampling procedure behaving equivalent to strict serial execution.
Instead we can utilize the parallel resources using various procedures for predic-
tive prefetching [Byrd et al., 2010, Strid, 2010, Angelino et al., 2014], such that
cluster assignment for node i and i + 1 are computed in parallel under the as-
sumption that node i will be assigned to a particular cluster. Only if it later
turns out that this assumption was correct, will the computed cluster assignment
for node i+ 1 be applied. Otherwise it must be recomputed. We utilize an ap-
proach similar to speculative moves presented by Byrd et al. [Byrd et al., 2008],
with the assumption being that nodes will not be reassigned, which in practise
seems to be a likely assumption for longer chains of Gibbs sampling.
Our procedure is illustrated in Figure 5.17 using three threads, but generalizes
to T threads. The cluster assignment for node i + 1 is computed under the
assumption that node i is not reassigned, in which case the probability distri-
bution for assigning node i+ 1 is not altered. When the cluster assignment for
node i is finally obtained, we know whether the assumption was correct. If node
i was in fact not reassigned, the parallel computed cluster assignment for i+ 1
is correct and can be applied. If node i was assigned to another cluster, the
computed cluster assignment for node i+ 1 is invalid and must be recomputed
using the correct cluster assignment for node i.
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               Thread1                   Thread2                    Thread3
return
Figure 5.17: Diagram for computing a Gibbs sweep, illustrating how
multiple threads can be used to parallelize the outer loop of the
algorithm for computing a single Gibbs sweep. In each loop in
the diagram, three threads are used to speculatively compute the
cluster assignment for three nodes in parallel. This is done un-
der the assumption that cluster assignments for nodes with lower
numbers (that are considered in parallel) are not changed. Only
a single node can hence be reassigned in each iteration.
The more cores that are utilized the more nodes will be evaluated in paral-
lel, which makes it more likely that some node will be reassigned and more
computational resources will be wasted. Figure 5.18 illustrates this, for Gibbs
sampling performed on the averaged network of brain connectivity with 998
nodes [Hagmann et al., 2008]. For different number of cores, the figure presents
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Figure 5.18: Iterations of outer parallel loop. Iterations of the parallel
loop to iterate over all 998 nodes when doing Gibbs sampling
in IRM on the averaged network of brain connectivity with 998
nodes [Hagmann et al., 2008]. The figure shows results for a sin-
gle chain using 2, 4 and 6 cores and marks the least possible iter-
ations (which would be the case if nodes were never reassigned).
The sampling procedure were performed for 100 sweeps, only
consisting of only Gibbs sampling with fixed hyper-parameters
β+ = β− = 1, α = 10..
the number of iterations of the parallel loop that was performed in order to
traverse all 998 nodes in each Gibbs sweep.
traversed in order to complete the Gibbs sweep.
5.4 Computational speedup
The runtime performance of Gibbs sampling in IRM is shown in Figure 5.19 for
the averaged network of brain connectivity with 998 nodes [Hagmann et al., 2008].
The figure compares the two ways of parallelizing the Gibbs sampler as well as
the impact of using the table lookups for computing the gammaln() function.
The figure shows that using table lookups allows the sampling procedure to
run almost 10 times as fast for a single thread. In a practical setting we find
that multiple cores are likely to be better spend by running multiple chains of
the sampling procedure in parallel in order to assess convergence, compare pre-
dictive performances and evaluate different sampling strategies. In situations
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Figure 5.19: Speed up for Gibbs sampling using multiple cores. Hag-
man network with 998 nodes. β+ = β− = 1, α = 10. The figure
shows the results for 1000 sweeps using the library function for
gammaln()-computations and 10,000 sweeps using table lookups.
where multiple chains cannot be executed in parallel do to a tight computational
memory budget, the chains must be executed sequentially. In such situations
parallelizing the sampling procedure of a single chain is a valid approach to de-
crease the total computation time. In this test it seems like both approaches to
parallelization yields similar speedups, with almost linear speedup when using
two or four threads. In this test it seems that there is little advantage in using 6
threads instead of 4. This can be caused by hardware limitations (such as mem-
ory bandwidth) or the particular problem size and highlights the importance of
testing different configurations for a particular problem in order to optimally
utilize the resources.
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Chapter 6
Research contributions
The included papers utilizes the implemented software tools (at different stages
of development and in some cases slightly modified versions) for two different
purposes. In data analysis projects the software solutions provide practical
means for obtaining clusterings of whole-brain connectivity based on large scaled
networks obtained from dMRI and fMRI data. Furthermore the generic designs
allows the software to be easily modified and is utilized for exploring various
computational and statistical properties of the stochastic blockmodels when
applied to different sized networks.
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6.1 Paper A: The Influence of Hyper-Parameters
in the Infinite Relational Model
The infinite relational model with Bernoulli likelihood relies on the Beta prior
for modelling the independent, identically distributed link probabilities. In this
paper we investigate the influence of different hyper-parameter configuration for
the Beta prior and the influence of sampling these parameters.
On three real world networks of different sizes, we investigate three different
prior constructions: Joint symmetric (β+ = β−), joint asymmetric (as presented
in section 3.2.3) and separate asymmetric (where different pairs of parameters
are used for within and between clusters). We sample the hyper-parameters
using the Metropolis-Hastings procedure (section 3.3.3). These results of sam-
pling the parameters are also compared with using fixed values for the hyper-
parameters that are either uninformed or based on the link density of the net-
work.
We find that the hyper-parameter configuration significantly influences both
the number of inferred clusters and the predictive performance of IRM. Com-
pared to inference based on a symmetric prior configuration, sampling with an
asymmetric prior configuration allowed the model to identify a more refined
block-structure and showed a better predictive performance on hold out data.
Sampling with separate parameters for within and between clusters showed an
even better predictive performance and a more refined block-structure without
indicating over fitting to the training data.
When sampling the hyper-parameters in the asymmetric prior configuration, the
model performed on par with using fixed values based on the network density if
scaled appropriately. This scale factor could not be intuitively chosen. We found
that inferring the hyper-parameters not only reflect the link density of the entire
network, but reflects the average link densities for the identified blocks. Appro-
priate values for the hyper-parameters can not be guessed in advance (based
only on the observed network) but can be identified by the sampling procedure.
6.2 Paper B: Numerical Approximations for Speed-
ing Up MCMC Inference in the Infinite Re-
lational Model
In an efficient implementation of Gibbs sampling in the infinite relational model
with Bernoulli likelihood and Beta prior, the computationally demanding op-
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eration becomes evaluating the logarithm of the Beta function which relies on
evaluating the logarithm of the Gamma function. In this paper we investigate
the influence of using different numerical approximations for computing the
log-Gamma function. We evaluate the influence both in terms of the compute
time for performing the inference procedure and in terms of how the inferred
clustering is affected by the numerical precision.
The influence of different numerical approximations is evaluated and compared
by performing IRM on the same test data for all approximations, and further
compared to using machine precision by utilizing the standard lgamma() function
in C++ (declared in the C numerics library).
We find that introducing numerical approximations influences the complexity
of the inferred clusterings. For instance, Stirling’s approximation which is very
imprecise when evaluated for small values introduces significant bias into the
model, such that the MCMC procedure converges to solutions with lower test
likelihood while distinctively identifying more clusters. Notably, the Lanczos 1.5
approximation provides results similar to using the standard library function
but computes twice as fast. From the experiments we can conclude that using
approximations can speed up the inference procedure, but not to an extend
that significantly improves the runtime or compares to using lookup tables of
precomputed values (as presented in section 5.2.3).
6.3 Paper C: Local Modes in the Posterior Distri-
bution of Dirichlet Process Mixture Models
When modelling larger networks, the MCMC sampling procedure cannot reach
convergence within reasonable time. This is particularly an issue for procedures
like the Gibbs sampler, where escaping local modes often involves reassigning
multiple nodes as reassigning the nodes individually does not yield a posterior
gain. In this paper we characterize the local modes of the posterior distribution
for the Infinite Relational Model with Bernoulli likelihood, in order to investigate
the influence of the sampling procedure getting "trapped" in such local solutions.
Local solutions are obtained by using the hill-climbing optimization procedure
presented in section 3.3. Experiments are performed on synthetic networks and
smaller real world networks of various complexity, in order to investigate:
• The number of local solutions and how they differ and compare to the
global solution.
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• The “basins of attraction” of local modes for evaluating how easy the
MCMC sampler might get stuck and what the penalty of inferring local
solutions is, compared to solutions found by the converged MCMC sam-
pling.
The number of local solutions identified in real world networks appears to mimic
the number of solutions in the random graphs with similar number of edges.
Compared to the number of nodes, the real world networks have substantially
fewer local solutions that the random graphs, likely to be caused by the examined
networks being more sparse.
By comparison the clusterings of the most often found local solutions with the
global solutions with highest posterior value we outline how the sampling pro-
cedure might "escape" being stuck in the local solutions. For smaller networks
a few split-merge operations seems to be enough to move from the most often
found to the best solution. For larger network it seems like more advanced
operations would be beneficial, as up to nearly half of the nodes needs to be
repositioned. For the real world networks we however see that often found local
solutions tends to be fairly good and for some networks even approaches the
posterior of the global solution.
Based on these studies it seems that even though the sampling procedure cannot
converge and might get stuck in local solutions, the inferred clusterings can still
to a fair extend account for the connectivity structure in the network, which is
also what we can conclude from clustering large complex networks in the other
included papers. However, it seems that more advanced sampling operations
are necessary to avoid the sampling procedure getting trapped in local modes.
6.4 Paper D: Nonparametric Bayesian Cluster-
ing of Structural Whole Brain Connectivity
in Full Image Resolution
In this paper we investigate whether it is feasible to use a data-driven approach
for extracting the latent clustering information for whole brain connectivity
based on diffusion MRI in full image resolution. After preprocessing and bi-
narization the connectivity networks were obtained from raw dMRI scans and
contained in the order of one hundred thousand regions and one hundred million
links.
The Infinite Relational Model (IRM) was utilized to extract the latent clustering
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structure inferred by using our MCMC sampling procedure without sampling
the hyper-parameters. Though the MCMC procedure could not converge we
find that the model could be computationally scaled to handle data of this size
and complexity and infer clusterings that describe some of the latent structure
in the data.
Quantified by normalized mutual information we find that repeated runs of
IRM infer similar clusterings, which also to a great extend is in agreement
with two existing anatomical atlases; the Destrieux atlas [Fischl et al., 2004,
Destrieux et al., 2010] and the Desikan-Killiany atlas [Desikan et al., 2006].
As a non-parametric model, IRM can by itself identify an appropriate number
of clusters based on the data. While the two anatomical atlases respectively
separates the connectome into 148 and 68 regions, IRM identifies approximately
1000 clusters. The clusterings inferred by IRM further shows a better predictive
performance than the atlases, when predicting a connectivity network obtained
from a rescan of the same subject. Even though atlases can be subdivided to
obtain a finer resolution [Hagmann et al., 2008] the division will not be based on
the structural connectivity. The results show that IRM is capable of capturing
much of the subject specific structure from data. By not using a fixed number
of structural units, IRM can more freely fit the clustering to the complexity of
data. However, as discussed in section 3.6, this can also cause IRM to overfit to
the training data if the goal is to predict connectivity networks obtained from
other subjects.
6.5 Paper E: Predictive Validation of Human Brain
Parcellation
Analysis of brain connectivity is often based on various anatomical atlases. In
this paper we address the problem of quantifying the quality of such different
brain parcellations, by a presented predictive framework where the quality of a
parcellation is evaluated by statistical prediction on independent brain connec-
tivity data.
We use independent high-resolution data of structural brain connectivity ob-
tained from the Human Connectome Project (HCP) to compare the predictive
performance of the atlases.
We test three particular atlases: Desikan-Killiany [Desikan et al., 2006], De-
strieux [Fischl et al., 2004, Destrieux et al., 2010] and a HCP provided atlas
[Glasser et al., 2016]. While the two former atlases are based solely on sur-
face morphology and has a low resolution of respectively 68 and 148 regions,
the later combines multiple modalities and has a much higher resolution of 360
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regions. Furthermore we compare the predictive performance of the atlases with
parcellations obtained through various data-driven approaches - including finite
Stochastic Block Modelling with MCMC sampling as presented in chapter 3.
We find that all atlases perform significantly better than what would be expected
from random parcellations. The multi-modal HCP atlas is clearly better at
accounting for the structural connectivity data. It even performs on par with the
SBM which is trained and optimized to describe the structural data. The data-
driven approaches however reveal that the structural connectivity data is better
accounted for when using more regions than the three atlases have Furthermore
we see that parcellations derived from larger populations significantly improves
the predictive performance. The larger the population size, the more regions
can be accounted for to obtain the optimal predictive performance. We however
see that a broad range of resolutions result in an almost optimal predictive
performance.
6.6 Paper F: Joint Modelling of Functional and
Structural Whole-Brain Connectivity
The brain can be studied by its different modalities, such as by its structural
and functional connectivity. The brain can be assumed to fundamentally be
organized into computational units that acts as precursors from which the ob-
servable structural and functional connectivity emerges. If this assumption is
true then integrating both modalities when inferring a data-driven parcellation
might aid in recovering connectivity for the individual modalities. The extend
to which structure and function is related and how to quantify this relation
remains challenging.
In this paper we use the stochastic block model to jointly infer clusterings based
on both modalities. As quantified by AUC when predicting test networks of
each modality, we compare the predictive performance of multi-modal integra-
tion with clustering inferred from the modalities individually.
We use data from the HCP database (as in Paper E), separated into groups
of different population sizes of 1, 2, 10 and 50 subject. For each group an
averaged network of functional and structural connectivity is obtained. The
networks are binarized and threshold to 1 percent density. The predictive per-
formance are evaluated on similarly created hold-out networks with 50 subjects
for both modalities. For all experiments we limit SBM to 360 clusters, in order
to more fairly compare the results with using the multi-modal HCP provided
atlas [Glasser et al., 2016] that contains 360 parcels.
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By using averaged networks for different population sizes we effectively manip-
ulate the signal-to-noise ratio of the data. For predicting both modalities the
AUC score improves for larger population sizes while the standard deviation
decreases. When predicting functional connectivity we find that multi-model
integration significantly improves the performance for all population sizes, while
it hampers the performance when predicting structural connectivity. In Paper E
we demonstrated that the atlas is highly qualified for predicting structural con-
nectivity. This finding is confirmed as the atlas is capable of predicting both
the structural and functional test data with a high AUC. The predictive per-
formance for the atlas also improves for larger population sizes but the model
based approaches presents a more pronounced improvement. AUC is always
higher when predicting structural data also when comparing the raw graphs.
This likely reflects that the dynamic functional data is more prone to noise -
which also might explain why we observe that multi-modal integration aids in
predicting functional but not structural connectivity.
6.7 Paper H.1: Predictive Evaluation of Human
Value Segmentations
This paper is not included in the thesis, but serves to illustrate that the methodol-
ogy and implemented tools intuitively can be expanded to slightly different models
and be applied in different research areas that relies on different data sources.
The following short synopsis is included for the interested reader, likewise is the
full paper printed as supplementary information in appendix H.1.
Within social sciences, survey studies provide data for quantifying human value
priorities, with various segmentation methods providing means for character-
izing response patterns within the survey data. Evaluating the quality of seg-
mentations however remains challenging. This paper illustrates how Bayesian
mixture modelling can be used to obtain sound segmentations and provide pre-
dictive evaluations for the quality and comparison of segmentations.
The paper compares segmentations of human values survey data from the forth
round of European Social Study (ESS-4), and shows that demographic markers
such as age or nationality predicts better than random but is significantly out-
performed by the Bayesian approach. Respondents are clustered based on their
binarized responses to the question items, using the Bayesian mixture model
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defined by the generative process:
zi ∼ Dirichlet-Categorical(α) Clustering of respondent i
ηlq ∼ Beta(β+q , β−q ) Response probability
Aiq ∼ Bernoulli(ηziq) i answers ’yes’ to question q
The clusterings are inferred using a combination of full and restricted Gibbs
sampling while the hyper-parameters are inferred using the Metropolis-Hastings
procedure presented in section 3.3.
The study shows that social studies can benefit from using generative prob-
abilistic modelling, which provides statistical salient means for evaluating the
model fit and comparing different segmentations. The paper illustrates that
human value priorities transcend geographical boundaries and divides humans
into more complex personality types, as the inferred segmentations reflects the
expected trend that value priorities are shared across geographical regions while
some local and national characteristics are still present.
Chapter 7
Discussion and conclusion
This project was motivated by the aim of modelling networks of whole-brain
functional and structural connectivity in the high resolution supported by mod-
ern MRI techniques. Based on experience obtained from implementing and
using the developed stochastic block modelling tools, we limit our discussion to
the three related topics:
• How to computationally scale the model implementation to handle com-
plex networks of the size obtained from high-resolution MRI.
• How the implemented models and inference procedure behave and compare
when applied for large-scale modelling.
• What insight to the organization of the human brain we have obtained
and can further expect from data-driven parcellations of whole-brain con-
nectivity.
We have demonstrated that it is possible to scale the models to computationally
handle whole-brain connectivity networks in very high resolution. To obtain the
necessary computational performance we found it essential to highly optimize
the implementation by taking both hardware and model properties as well as
runtime usage into consideration.
The most significant speedup of the MCMC procedure we actually obtained by
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identifying and managing the special function that are called most frequent.
Function calls to special functions such as the logarithm and gamma function
are individually fast, but the functions are called so intensively that signifi-
cant speedup is obtained through either faster approximations or through table
lookups of precomputed values if the model distributions allow for this.
MCMC algorithms are conceptually sequential and the expected speedup of par-
allel execution is hence limited, depending on the particular algorithm and data.
One should however not refrain from using parallel resources even when faced
with a sequential problem. We find that extensive optimization might leave
the most time consuming work actually being accessing data and table lookups,
which can benefit from parallel fetches.
Though the dedicated high-performance implementation allows the MCMC pro-
cedure to be executed extremely fast, it never converges to the target distribu-
tion. We find that the posterior space for all network sizes contains an as-
tounding number of local modes that the samplers tend to get drawn towards
and stuck in. Substantial efforts are put into designing MCMC procedures that
converge faster by being more manoeuvrable in the high-dimensional spaces
[Behrens, 2008], having shorter burn-in periods and benefitting naturally from
parallel computations [Mahani and Sharabiani, 2015]. However, for the prob-
lem sizes we investigate, MCMC procedures that reliably can explore the entire
posterior space are not imminently available.
As the procedure never converges one might think that it negates the entire
purpose of using MCMC sampling, and simply relax the problem to stochastic
optimization. In many situations, we however observe that a random sample
provides significant better predictions than simply optimizing towards a local
posterior maximum. This shows that even though the sampling procedure does
not converge or express the full potential of MCMC, the procedure can still
successfully be applied to large scale modelling and the inferred parcellations
will capture the underlying structure in the data.
A further important model aspect in capturing network structure is the hyper-
parameter configuration. We find it essential for the examined class of models
that the hyper-parameters are learned. When examine both real-world and syn-
thetic data we find that the hyper-parameters have a huge impact for aiding in
learning and recovering the network structure. We further find that they cannot
intuitively be set in advance, but can straightforward be inferred as part of the
MCMC procedure.
The Infinite Relational Model (IRM) tends to identify many smaller and sin-
gleton clusters. When optimizing towards a local posterior mode, the tendency
is for such small clusters to be aggregated or absorbed into larger clusters. We
have observed how this tendency can actually hurt the predictive performance
on hold-out data. The cluster size distribution is hence not simply a spuriosity
of the model. It seems that IRM actually identifies and utilizes small clusters
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to more precisely describe connectivity properties of the networks.
On real-world brain connectivity data, the non-parametric nature of IRM also
provides parcellations that contains many small clusters. Based on large net-
works of structural whole-brain connectivity (Paper D and Figure 3.12) we have
seen that IRM identifies in the order of thousands of clusters for a single subject.
This allows IRM to have a high predictive performance for rescans of the same
subject. The non-parametric approach however also have two major drawbacks.
First, the many small clusters can make the inferred parcellation difficult to in-
terpret and compare with other parcellations, such as anatomical atlases that
only contain in the range of a few hundred parcels. Second, we observe that
in some situations the non-parametric clustering prior gives too much freedom
to the model, in particular when coupled with the freedom of sampling the hy-
perparameters. When the goal is to predict the population average based on
limited data, the parcellations from IRM might fit too closely to the training
data (section 3.6), resulting in a sub-optimal predictive performance. The co-
variate shift between training and test data therefore presents IRM as a slight
model to data mismatch in these cases.
The model must hence be regularized towards the population somehow. This
might have been achieved by using fixed hyper-parameters or introducing some
population prior. We have however chosen to tune the model by directly manip-
ulating the number of clusters, by using the parametric stochastic blockmodel
(SBM). If the goal had been to solely obtain optimal predictions on other sub-
jects, this might not have been the ideal solution. SBM however contains some
very nice properties: First, it is a very simple model and provides solutions that
are easy to interpret. Second, SBM has a fixed number of clusters, which allows
us to easily compare parcellations of different sizes and directly compare with
the fixed sized anatomical atlases.
Having a fixed number of clusters is of course also a drawback of SBM when we
wish to identify an appropriate optimal number of clusters. In Paper E we do
this by cross-validation which can be computationally intensive.
Using the implemented tools we have demonstrated that stochastic block mod-
elling successfully can be applied for clustering whole-brain connectivity. We
have shown that brain connectivity can be meaningfully partitioned by the
purely data-driven approach. The un-supervised models can learn spatial ho-
mogeneous regions without being informed of spatial information at all. The
identified spatial regions are meaningful; they are in agreement with existing
atlases and allow for good predictions on hold-out data.
The stochastic block model is a generative model of data. In Paper E we present
how the model also intuitively can be used as a validation tool to quantify the
quality of parcellations. This is done by statistically assessing how well the
parcellations characterizes connectivity structure as quantified by predictions
on independent test data. The more data the model is trained on, the closer
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the training data will reflect the population, which allows for better predictive
performance. When training on population sized networks, we find that there
furthermore is statistical support for identifying a more complex connectivity
structure, as evident by SBM being capable of partitioning the data into more
clusters for an optimal predictive performance. Whether the increased complex-
ity actually describe real organization in the brain or are driven by systematic
biases in the training and test data remains an open question.
Using the predictive framework, we can evaluate the quality of anatomical at-
lases and the data-driven parcellations obtained from SBM. We compare with
random parcellations based on k-means, which forms spatial homogenous clus-
ters. We find that both atlases and model inferred solutions all predicts sig-
nificantly better than using random parcellations. This suggests that the data-
driven approach of SBM seems to be in compliance with the anatomical atlases
in capturing the organization of the brain.
Particular strong in describing the structural connectivity was the newly released
multi-modal HCP MMP1.0 atlas [Glasser et al., 2016]. For limited data, this
atlas almost predicted on par with our model, which was trained specifically on
similar data. The HCP MMP1.0 atlas is based on multiple modalities including
task and resting-state fMRI, but not directly on the structural dMRI we used
for predictions. The convincing capability of this atlas to describe structural
connectivity is a compelling argument for the idea that the structural organiza-
tion of the brain is interdependent with the other modalities.
In Paper F we investigate this hypothesis. Here we use SBM to obtain par-
cellations from structural and functional data individually as well as by jointly
modelling both modalities and comparing the inferred parcellations with the
HCP MMP1.0 atlas.
Structural and functional connectivity describes two very different properties of
the brain and presents very different connectivity profiles.
However both modalities share information, which to some extend is expected
if they both emerges from the same fundamental organization from the brain.
The functional data obtained by fMRI is very noisy. We see that integrating
structural information improves the predictions of functional connectivity. By
using data from both modalities, the data-driven approach can learn a func-
tional parcellation of the brain, that is more in compliance with functional data
than a parcellation inferred from functional data alone. By training SBM on
multiple subjects, we can tune the signal-to-noise ratio of the fMRI data. With
a large population of 50 subjects, we still observe that joint modelling predicts
better than using functional data alone.
I find the future perspective for the presented modelling framework very promis-
ing. As a practical tool it allows us to examine the organization of large scaled
complex networks, integrate data from different sources, and predictively com-
pare and evaluate results. This approach can intuitively be utilized in multiple
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domains beyond modelling brain connectivity. In the future I expect to see
even more complex data, higher resolutions and increased use of data-driven
modelling in general. The presented approach for scaling Bayesian relational
modelling supports a beneficial data-driven approach, that might be capable of
handling the amount and complexity of data expected in the future.
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ABSTRACT
The infinite relational model (IRM) is a Bayesian
nonparametric stochastic block model; a generative
model for random networks parameterized for uni-
partite undirected networks by a partition of the node
set and symmetric matrix of inter-partion link proba-
bilities. The prior for the node clusters is the Chinese
restaurant process, and the link probabilities are, in the
most simple setting, modeled as iid. with a common
symmetric Beta prior. More advanced priors such as
separate asymmetric Beta priors for links within and
between clusters have also been proposed. In this pa-
per we investigate the importance of these priors for
discovering latent clusters and for predicting links. We
compare fixed symmetric priors and fixed asymmetric
priors based on the empirical distribution of links with
a Bayesian hierarchical approach where the parameters
of the priors are inferred from data. On synthetic data,
we show that the hierarchical Bayesian approach can
infer the prior distributions used to generate the data.
On real network data we demonstrate that using asym-
metric priors significantly improves predictive perfor-
mance and heavily influences the number of extracted
partitions.
Index Terms— Infinite relational model, hyper-
parameter inference, link-prediction, Bayesian non-
parametrics.
1. INTRODUCTION
Many systems, both naturally occurring and engi-
neered, can be described as complex networks. These
include biological systems such as functional and struc-
tural brain connectivity, social and economic behaviour
as well as infrastructure such as power grids, commu-
nication and transport networks.
Network science is concerned with developing theo-
retical and practical methods for modelling and quanti-
fying hidden structure in complex networks, and plays
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a prominent role in acquisition of knowledge within
many different research areas. One way to extract in-
formation from a complex network is to cluster the net-
work into groups of nodes that have similar structural
connectivity patterns.
The most prominent statistical tool for clustering
network data is the stochastic block model [1, 2], which
is a probabilistic generative model for random net-
works. It models a network using a latent clustering of
the network nodes. The probabilities of links between
two nodes depend only on their cluster assignments
and a link probability parameter which is defined for
each pair of clusters. In the infinite relational model
(IRM) [3, 4] the prior for the cluster structure is the
Chinese restaurant process: A stochastic process which
defines a distribution over partitions. The CRP provides
a nonparametric Bayesian mechanism for learning the
number of clusters that best fit the observed network.
The prior for the link probability parameters are, in
the most simple setting, chosen as a symmetic Beta dis-
tribution. Without any further information available, a
vague symmetric prior such as a Beta( 12 ,
1
2 ) (arcsine) or
Beta(1, 1) (uniform) distribution is suited. If more prior
information is available, such as beliefs about the over-
all link density of the network or belief that the link den-
sities within and between clusters are different, using a
more elaborate prior is relevant.
In this paper we investigate how different prior con-
structions in the IRM influence the learned clustering
structure as well as the predictive performance of the
fitted model. In particular, we demonstrate that using
an asymmetric informative prior leads to superior pre-
dictive performance compared to other constructions.
2. METHOD
2.1. Review of the infinite relational model
Let A be the adjacency matrix of a simple graph. In-
cluding separate parameters for the Beta priors for
links within and between clusters, the infinite relational
model (IRM) is [3] is given by the following generative
978-1-5090-0746-2/16/$31.00 c©2016 IEEE
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process:
z ∼ CRP(α) Clusters (1)
η`` ∼ Beta(β+w, β−w) Link probabilities within (2)
η`m ∼ Beta(β+b , β−b ) — between (3)
Aij ∼ Bernoulli(ηzi ,zj) Observed links (4)
The prior for the clustering is a Chinese Restaurant Pro-
cess (CRP), which allows the model to automatically in-
fer an appropriate number of clusters from data. The
probability of observing a link between two nodes i and
j follows a Bernoulli distribution, where the parame-
ter ηzi ,zj depends on the cluster assignments of the two
nodes. In our setup, the link probabilities η`m within
and between clusters follow separate Beta distributions.
We investigate the following different prior con-
structions: A joint symmetric prior with only one pa-
rameter, β = β+w = β−w = β+b = β
−
b as proposed
in [3], a joint asymmetric prior with two parameters,
β = {β+w = β+b , β−w = β−b } as used for block modeling
in [5], and separate asymmetric priors for link probabil-
ities within and between clusters with four parameters
β = {β+w, β−w, β+b , β−b }.
Because the Beta prior is conjugate to the Bernoulli
likelihood, the link probabilities (η`m-parameters) can
be marginalized analytically, revealing the following
joint distribution
P(A, z|α, β) = CRP(z|α)∏
`
B(N+`` + β
+
w, N
−
`` + β
−
w)
B(β+w, β−w)
∏
`<m
B(N+`m + β
+
b , N
−
`m + β
−
b )
B(β+b , β
−
b )
.6 (5)
Here N+`m and N
−
`m are the number of links and non-
links between cluster ` and m, and B(a, b) = Γ(a)Γ(b)Γ(a+b)
is the Beta function. We can then further place priors on
the parameters β in a Bayesian hierarchical manner. In
the following we employ improper flat priors, such that
the joint distribution can be written as P(A, z, β|α) ∝
P(A, z|α, β).
2.2. Inference using Markov chain Monte Carlo
To solve the clustering problem, we condition on the ob-
served network to find the posterior distribution of the
clustering by, P(z|A, α). To infer the clustering we em-
ploy two different transition kernels: Gibbs sampling
and split-merge sampling. In Gibbs sampling, we loop
over each node in the network: For each node we eval-
uate the posterior distribution when assigning the node
to each of the existing clusters or a new empty cluster,
conditioned on all the other node assignments z\i. The
node is then reassigned based on the probability distri-
bution of possible node assignments. The probability of
assigning node i to cluster m is then given by:
P(zi = m|A, z\i, α, β) =
P(zi = m, A, z\i|α, β)
∑
`
P(zi = `, A, z\i|α, β)
, (6)
where ` in the sum ranges over all existing groups and
a new empty group.
In split-merge sampling [6], two nodes in the net-
work are selected uniformly at random. If the nodes
are in the same cluster it is proposed to be split, other-
wise the clusters of the two nodes are proposed to be
merged. The proposals are accepted or rejected based
on the Metropolis-Hastings acceptance probability:
P(z*|z) = min
[
1,
P(z*, A|α, β+, β−)q(z|z*)
P(z, A|α, β+, β−)q(z*|z)
]
, (7)
where q() is the transition probability and z* is the pro-
posed clustering. To generate the proposed split state,
the two selected nodes are placed in separate clusters
and the remaining nodes in the cluster are allocated ran-
domly between the two. A number of rounds of Gibbs
sampling is performed (restricted to the nodes in the
two clusters), and the final proposal and its transition
probability is then given by the final Gibbs round. For
a split configuration, q() is given by the product of the
individual transition probabilities of repartitioning each
node from the launch state to the split configuration. As
there is only one way of merging two clusters, the tran-
sition probability for merging clusters is always one.
To infer the parameters of the prior, β, we use a
Metropolis-Hastings procedure: We sample each pa-
rameter in turn using a Gaussian proposal distribution
centered on the current value and with variance σ2 = 1.
2.3. Data and experiments
As a generative model, IRM can be used to generate
synthetic data. We use this to investigate how well
IRM with the different prior configurations is capable
of inferring the underlying true parameters and clus-
tering on a synthetic network. We further investigate
IRM with the various prior configurations on three real
world network data of various sizes and from different
domains. These networks are presented in table 1.
We consider the following three prior constructions:
Prior Parameter(s)
Joint symmetric [3] One: β=β+w =β−w =β+b =β
−
b .
Joint asymmetric [5] Two: β+=β+w =β
+
b ,
β−=β−w =β−b .
Separate asymmetric Four: β+w, β−w, β+b , β
−
b .
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Network Nodes Links Link ratio Nonlink ratio Description
J L a+ =
L
P
a− = P− L
P
USAir 332 2123 0.0387 0.9613 Traffic network of airlines [7], binarized as in [8].
Hagmann 998 37, 926 0.0762 0.9238 Average of five brain connectivity networks in [9].
Facebook 4, 039 88, 234 0.0108 0.9892 Social circles from Facebook [10, 11].
Table 1: Topology for the examined networks. P denotes the total possible links, computed as P = J(J − 1)/2.
We compare sampling for these constructions using the
following fixed symmetric, uninformed priors:
β+ = β− = { 0.05 , 0.5 , 1 , 5 },
and using fixed values based on the link- and nonlink-
ratio found empirically in the network data (shown in
table 1):
β+ = c · a+ , β− = c · a− , for c = {0.1, 1, 2, 10}.
We use the following MCMC sampling procedure for
1000 iterations, where the first 750 iterations are dis-
carded as burn in. Each iteration consists of: One Gibbs
sweep over all nodes followed by 10 split-merge pro-
posals, each with three restricted Gibbs sweeps. When
sampling the hyper-parameters, 10 proposals for each
of the sampled parameters are then performed in each
iteration. We consider the concentration parameter α of
the CRP fixed at log(J), where J is the number of nodes
in the network. For sampling the β parameters we use
a Gaussian distribution with variance 1.
To compare the clustering found by IRM with the
ground truth of synthetic data, we use normalized mu-
tual information, NMI(z, z’) = 2I(z,z’)H(z)+H(z’) , where H(z) is
the entropy of the clustering z.
To compare the sampling procedures on real world
networks, we evaluate the predictive performance
based on the inferred clusterings. When sampling a real
world network, we exclude 10 percent of the links as
hold out data and measure the predictive performance
by evaluating the area under the receiver operating
characteristic curve (AUC) when predictions are made
for the hold out data [12]. For a given clustering, we
compute the expected probability of a link between two
clusters as:
〈η`m〉 =
N+`m + β
+
b
N+`m + N
−
`m + β
+
b + β
−
b
(8)
〈η``〉 =
N+`` + β
+
w
N+`` + N
−
ll + β
+
w + β
−
w
(9)
The expected probability of a link between two nodes
is considered the link probability between the two clus-
ters, the nodes belongs to: 〈Aij〉 = 〈ηzi ,zj〉. When ex-
amining the AUC, we compare averaging over the last
250 iterations of the MCMC sampling and using the es-
timate for the last iteration only.
For fixed asymmetric priors we use the a+ and a−
ratio based on the entire network. Instead of modelling
the hold out data as missing [13], we treat it as non-
existing links in the network [14, 15]. This is a more
conservative link prediction strategy that is more prone
to overfitting and can hence easier show whether IRM
will exhibit overfitting issues when sampling the hyper-
parameters.
Hyperparameters NMI NOCs
Fixed, symmetric
β+ = 0.05 , β− = 0.05 0.9502 ± 0.0083 20
β+ = 0.1 , β− = 0.1 0.9789 ± 0.0017 26
β+ = 0.5 , β− = 0.5 0.9502 ± 0.0083 20
β+ = 1 , β− = 1 0.9532 ± 0.0076 20
β+ = 5 , β− = 5 0.9502 ± 0.0083 20
Fixed, empiric
β+=0.1 · a+ , β−=0.1 · a− 0.9903 ± 0.0014 34
β+=1 · a+ , β−=1 · a− 0.9913 ± 0.0017 33
β+=2 · a+ , β−=2 · a− 0.9875 ± 0.0012 30
β+=10 · a+ , β−=10 · a− 0.9652 ± 0.0030 24
Fixed, ground truth
β+=0.1 , β−=1.5 0.9923 ± 0.0000 35
Inferred
β=β+w =β
−
w =β
+
b =β
−
b 0.9778 ± 0.0016 28
β+=β+w =β
+
b , β
−=β−w =β−b 0.9921 ± 0.0005 35
β+w, β−w, β+b , β
−
b 0.9919 ± 0.0005 35
Table 2: Normalized Mutual Information (NMI) and
number of components (NOCs) found by sampling IRM
on a synthetic network with J = 500 nodes and 17.324
links, generated from an IRM with α = log(J), β+ =
β+w = β
+
b = 0.1 and β
−= β−w = β−b = 1.5. The true clus-
tering contains 35 components. The results are based
on five random restarts each averaged over the last 250
iterations of the sampling procedure.
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Fig. 1: Number of components and AUC for the real world networks for the different prior constructions on β.
The sampling procedures were performed with 1000 sweeps for five restarts on five different hold out set for each
network. The number of components was averaged over the last 250 sweep. AUC is computed from the averaged
clustering over the last 250 sweeps. Errorbars indicate the standard deviation of the mean over five restarts, i.e.
std/
√
5.
Network Density Joint asymmetric Separate asymmetric
Mean cluster density
ρ = β
+
β++β−
Mean cluster density
ρw =
β+w
β+w+β
−
w
ρb =
β+b
β+b +β
−
bwithin between
USAir 0.0348 0.2100 0.1787 0.4556 0.1676 0.3819 0.1451
Hagmann 0.0686 0.0788 0.0780 0.8336 0.0689 0.8200 0.0674
Facebook 0.0097 0.0253 0.0231 0.4968 0.0202 0.4639 0.0197
Table 3: The inferred values of the hyperparameters compared to mean cluster densities of the inferred clustering
and the density of the training network. Results are averaged for the last 100 sweeps of the sampling procedures
for a single run.
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3. RESULTS AND DISCUSSION
3.1. Synthetic data
Table 2 shows the average normalized mutual informa-
tion as well as average number of inferred components
when sampling with the different prior constructions
in a synthetic network generated from an IRM. The
network is generated with a joint assymetric prior for
β+ = 0.1, β− = 1.5 and the generated clustering con-
tains 35 components. When using a fixed symmetric
prior the model under-estimates the number of compo-
nents, while using fixed asymmetric priors allows the
model to better adapt to the network. The model can
correctly identify values for β that corresponds to a high
NMI if the hyperparameters are fixed appropriately.
Sampling two or four parameters both correctly
identify the number of components. The inferred clus-
terings further seem to have a similar NMI, just as good
as found when using the ground truth hyperparameter
values for the generated network. Sampling the hyper-
parameters, on average gives the following values for
the three hyperparameter settings:
A: β = 0.106± 0.003
B: β+ = 0.096± 0.003 , β− = 1.628± 0.043
C: β+b = 0.097± 0.004 , β−b = 1.718± 0.076
β+w = 0.132± 0.005 , β−w = 1.437± 0.100.
Thus, hyperparameter values fairly close to those used
to generate the network are identified when sampling
two or four parameters.
3.2. Real world networks
Figure 1 shows the results with the various prior con-
figurations on the three real world networks. Ten per-
cent of the networks were omitted as holdout data for
computing the AUC. Supporting the findings from sam-
pling on synthetic data, the model performs better when
based on asymmetric priors. It identifies more com-
ponents with a higher AUC. While using fixed asym-
metric priors based on network topology can perform
well it requires an appropriate scale of the parameters
is chosen, which might depend on the particular net-
work. When sampling the asymmetric hyper param-
eters separately between and within components, the
model is capable of identifying more components re-
taining the same high AUC as sampling the parameters
as joint asymmetric.
Figure 2 shows the accumulative sizes of the inferred
clusterings when sampling with the different prior con-
figurations. The additional clusters found when using
asymmetric priors are not dominated by small or sin-
gleton clusters, suggesting that they contain relevant
USAir Hagmann Facebook
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β+b ,β
+
w
β−b ,β
−
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β
β+
β−
β+b ,β
+
w
β−b ,β
−
w
β
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β−
β+b ,β
+
w
β−b ,β
−
w
Fig. 2: Accumulative cluster sizes for five restarts for the
three sampling procedures on the same training data.
The results are based on the clustering inferred after the
last sweep of the sampling procedure.
structural information about the network. This fur-
ther strengthens the indication that IRM describes the
structural properties of the network on a more detailed
block-level without introducing additional overfitting
to the training data.
Sample β Sample β+w, β−w, β+b , β
−
b
Fig. 3: The progress of AUC for the USAir network. For
sweep i, the blue line shows AUC based on the average
clustering for sweep 750 to i (Bayesian average). The red
line shows AUC for the particular clustering at sweep i.
Results are averaged for five restarts on the same hold
out data.
Table 4 shows the average AUC computed when
basing the link probabilities on the final clustering ver-
sus on the average of the last 250 sweeps of the sam-
pling procedure. Using the Bayesian average performs
significantly better. The effect is further illustrated in
figure 3 for the USAir network.
Table 3 compares the inferred hyperparameters with
the network density and the link density of the inferred
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Sampled AUC
parameters Sweep 1000 Averaged
U
SA
ir
β 0.9341 ± 0.005 0.9449 ± 0.002
β+, β− 0.9286 ± 0.007 0.9467 ± 0.003
β+b , β
−
b , β
+
w, β−w 0.9327 ± 0.004 0.9458 ± 0.004
H
ag
m
an
n β 0.9112 ± 0.001 0.9127 ± 0.001
β+, β− 0.9162 ± 0.001 0.9184 ± 0.001
β+b , β
−
b , β
+
w, β−w 0.9164 ± 0.001 0.9186 ± 0.001
Fa
ce
bo
ok β 0.9876 ± 0.000 0.9885 ± 0.000
β+, β− 0.9878 ± 0.000 0.9890 ± 0.000
β+b , β
−
b , β
+
w, β−w 0.9876 ± 0.000 0.9891 ± 0.000
Table 4: Comparing AUC, computed for the averaged
clustering of the last 250 sweeps and computed for the
last sweep. The results are the average for five different
runs using a single hold out data set.
clusterings. This clearly indicates that sampling the hy-
perparameters reflects learning block level cluster den-
sities, rather than simply reflecting the overall network
link density.
4. CONCLUSION
We have investigated the influence of various hyper-
parameter constructions in the infinite relational model
for clustering complex real world networks. We find
that the hyper-parameter construction significantly in-
fluences the number of inferred components as well
as the predictive performance of the model. We have
demonstrated that using informed asymmetric priors
can improve predictive performance compared to un-
informed symmetric priors, and that the approach pro-
posed in [3] assuming a symmetric prior β = β+ = β−
that is inferred was outperformed in link prediction by
inferred asymmetric priors, providing a more refined
block-structure. Separately sampling parameters for
within and between components allowed the model to
account for even more components without indications
of overfitting to the training data. For the examined
networks, sampling asymmetric hyper-parameters in
IRM performs on par with using joint assymetric priors
fixed to reflect the network density for an adequately
chosen scale c. However, we find that inferring the
hyper-parameters does not simply reflect the density
of the network, but reflects the average link densities
at the levels of the identified blocks which cannot be
estimated in advance from the network.
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ABSTRACT
The infinite relational model (IRM) is a powerful model for
discovering clusters in complex networks; however, the com-
putational speed of Markov chain Monte Carlo inference in
the model can be a limiting factor when analyzing large net-
works. We investigate how using numerical approximations
of the log-Gamma function in evaluating the likelihood of the
IRM can improve the computational speed of MCMC infer-
ence, and how it affects the performance of the model. Us-
ing an ensemble of networks generated from the IRM, we
compare three approximations in terms of their generaliza-
tion performance measured on test data. We demonstrate that
the computational time for MCMC inference can be reduced
by a factor of two without affecting the performance, making
it worthwhile in practical situations when on a computational
budget.
Index Terms— Nonparametric Bayesian modeling, Infi-
nite Relational Model, Numerical approximation.
1. INTRODUCTION
A common approach to modeling the structure in complex
network data is to cluster the nodes of the network into groups
which have similar structural properties. Discovering groups
of nodes which connect to other nodes in a similar fashion
is useful for unsupervised, explorative analysis of complex
networks. Using non-parametric Bayesian models, one can
find cluster structure which is statistically salient and learn
the apropriate number of clusters at the same time.
Many different non-parametric Bayesian models of com-
plex networks exist in the literature. The arguably simplest
model is the socalled infinite relational model (IRM) [1–3],
which is a non-parametric Bayesian extension of the stochas-
tic blockmodel [4, 5]. Since exact inference in the IRM is
intractable for networks with more than a few nodes, the clus-
tering is typically learned using approximate inference tech-
niques such as Markov chain Monte Carlo (MCMC) [6], or
variational Bayes [7].
When analyzing very large complex networks, the com-
putational speed of the inference procedure can become an
issue [8]. There are, at least, four different ways in which one
might consider speeding up the inference procedure when
performing cluster analysis of complex networks. i) The
model can be simplified in a way to permit analytic solu-
tions to part of the problem or in other ways achieve faster
inference. ii) Approximate inference algorithms with a better
speed-accuracy trade-off can be employed. iii) Computa-
tional optimizations such as parallelization, vectorization,
and lookup tables can be implemented. iv) Numerical ap-
proximations can be computed at a lower precision.
In this paper we investigate how low-precision numerical
approximations can be used to speed up MCMC inference in
the infinite relational model. We examine how changes in the
numerical precision affects the inferred clustering structure.
In particular we test different numeric approximations to the
evaluation of the log-gamma function, which consitutes the
majority of the work in a Gibbs sampler for the IRM.
2. THE INFINITE RELATIONAL MODEL
The IRM extends the stochastic blockmodel, by relying on a
nonparametric prior over partitions to flexibly allow the num-
ber of clusters in the model to be learned from the data. This
allows the model to adapt to the size and complexity of the
data.
Restrict the discussion to the modeling of simple unipar-
tite networks, the IRM can be formulated as the following
generative process,
z|α ∼ CRP(α), (1)
θk,`|a, b ∼ Beta(a, b), (2)
Ai,j |θ, z ∼ Bernoulli(θzi,zj ), (3)
whereAi,j is a binary variable indicating whether or not there
exists a link between node i and j. The prior for the cluster
assignment, z is a Chinese restaurant process (CRP) governed
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by the concentration parameter α,
p(z|α) = Γ(α)α
K
Γ(α+N)
K∏
k=1
Γ(mk), (4)
where N is the number of nodes, K is the number of clusters,
and mk is the number of nodes in cluster k. The probabil-
ity of observing a link between two nodes i and j, follows a
Bernoulli distribution, depending only on z and the parame-
ters θk,` which specifies the link probability between nodes
in the two clusters k and `, that i and j are assigned to. A
Beta distribution with parameters a and b is used as a prior
for these link probabilities,
p(θk,`|a, b) =
θa−1k,` (1− θk,`)b−1
B(a, b)
. (5)
Due to the conjugacy of the Bernoulli likelihood and Beta
prior, the parameters θ can be analytically marginalized yield-
ing the following likelihood,
p(A|z, a, b) =
K∏
k=1
K∏
`=k+1
B(mk,` + a, m¯k,` + b)
B(a, b)
, (6)
where mk,` and m¯k,` denote the number of links and non-
links between nodes in cluster k and `, and B denotes the
Beta function,
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
. (7)
In the following we will keep α constant and assume improper
flat priors over a and b.
2.1. Computations for a Gibbs sampler
The computations required to implement a Gibbs sampler for
the cluster assignments z can be found by considering the
change in the likelihood (and prior) when moving a node to
each of the existing clusters or to a new cluster. Reassigning
node n to the cluster k will change the likelihood by the factor
∏
`
B(m
\n
k,` + rn,` + a, m¯
\n
k,` + n` − rn,` + b)
B(m
\n
k,` + a, m¯
\n
k,` + b)
, (8)
where the count statistics m\nk,` and m¯
\n
k,` are the number of
links and nonlinks between cluster k and `, ignoring node n,
and rn,` is the number of links between n and all nodes in
cluster ` (see [3] for details.) The count statistics for links
and nonlinks between clusters can be kept and updated, in-
stead of recomputed for each Gibbs iteration, and thus the
required computations for implementing the Gibbs sampler is
dominated by evaluating the Beta function.
In a practical implementation, computations will be per-
formed in the log domain in order to ensure numeric stabil-
ity. Calculating the logarithm of the Beta function is therefore
the central operation for evaluating the likelihood within the
Gibbs sampler. Thus, it is important to have efficient means
for computing the logarithm of the Gamma function, in order
to efficiently compute the logarithm of the Beta function,
log B(x, y) = log Γ(x) + log Γ(y)− log Γ(x+ y). (9)
2.2. Computational optimization
In some situations, computing the log-Gamma function can
be completely avoided by computational optimization. From
Eq. (8) it is evident, that if a and b are constant, the log-
Gamma function need only be evaluated at integer steps (I +
a, I + b, and I + a + b, for integer I). Thus, it might be
practical to simply precompute a large lookup table of log-
Gamma values. However, depending on the data, the required
lookup table might be impractically large, and if a and b are
allowed to vary, computing a large lookup table before each
Gibbs sweep is not practical.
2.3. Approximation by maximization
The reason that the Beta function arises is the analytical
marginalization of θ. The joint distribution of θ and the data
for a single block (all links and non-links between nodes in
cluster k and `) is given by
p(Ak,`, θ|z, a, b) = θ
m+a−1(1− θ)m¯+b−1
B(a, b)
, (10)
where, to simplify the exposition, we have omitted the k, `
subscripts in the parameter and count statistics. Marginalizing
θ yields the term B(m + a, m¯ + b). A crude approximation
is to replace the marginalization by plugging in the maximum
a-posteriori (MAP) estimate of θ, which yields
(m+ a− 1)m+a−1(m¯+ b− 1)m¯+b−1
(n+ a+ b− 2)n+a+b−2 . (11)
Taking the logarithm and comparing with Eq. (9) we see that
the MAP-plugin estimate corresponds exactly to approximat-
ing the log-Gamma function using Stirling’s approximation
(the variant for the factorial function), log n! = log Γ(n) ≈
n log(n) − n. This gives some understanding as to what
happens algorithmically when approximating the log-Gamma
function in this manner.
2.4. Directly approximating the log-Gamma function
Many well-known approximations to the log-Gamma func-
tion exist, having different trade-off between computational
complexity and precision (see Fig. 1). One of the simplest is
Stirling’s approximation, given by
log Γ(x) ≈ 12 log(2pi) + (x− 12 ) log(x)− x. (12)
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Stirling’s approximation is relatively fast to compute, as it
only involves a single logarithm and a multiplication (disre-
garding additions and computing the constant in advance.)
Stirling’s approximation yields an asymptotically accurate
approximation, but is not very precise for small values of its
argument.
We have discovered a very similar approximation with the
same computational complexity,
log Γ(x) ≈ 1 + (x− 2 + 1log(2) ) log(x)− x. (13)
This approximation is not an asymptotic formula, but it has
better precision for small values, x < 4, and thus a better
worst case error. As we have not been able to find this ap-
proximation in the literature, we refer to it in the following as
Schmidt’s approximation.
Gosper’s approximation,
log Γ(x) ≈ 1 + 12 log([2x− 53 ]pi)
+ (x− 1) log(x− 1)− x, (14)
involving two logarithms and two multiplications, yields bet-
ter asymptotic behavior but is still very imprecise for low val-
ues.
Lanczos’ family of approximations [9] include the partic-
ularly interesting γ = 1.5 approximation with only two terms,
which we refer to as Lanczos 1.5,
log Γ(x) ≈ 12 log(2pi) + (x+ 12 ) log(x+ 1)
− (x+ 1) + log(c0 + c1x ), (15)
where c0 and c1 are constants. It involves two logarithms,
one multiplication, and one division but yields a very good
precision also for small values, having a relative error of no
more than 2.4·10−4 [9]. By increasing the number of terms in
the Lanczos’ approximation to N (requiring two logarithms,
one multiplication and N divisions) the log-Gamma function
can be computed to arbitrary precision.
2.5. Approximating the logarithm
Since the discussed approximations of the log-Gamma func-
tions still require the computation of one or more logarithms,
which itself requires evaluating some series expansion, noth-
ing much appears to be gained. However, the logarithm can be
approximated very cheaply. In most computer systems, float-
ing point numbers are represented by a sign (S), a mantissa
(M), and an exponent (E),
x = (−1)S +M · 2E , (16)
where 0.5 ≤M ≤ 1. For positive x, the logarithm is given as
log(x) = log(M) + log2(e)
−1E. (17)
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Fig. 1. Relative and absolute error in approximating log Γ(x)
using various methods.
Thus, we need only one multiplication and the computation
of the logarithm of the mantissa. Since the mantissa by def-
inition is between one half and one, its logarithm can be ap-
proximated very efficiently.
Classical expansions, such as the rational expansion
log(x) ≈ 2
(
r +
r3
3
)
, r =
x− 1
x+ 1
, (18)
and the Taylor series (at a)
log(x) ≈ log(a) + x− a
a
− (x− a)
2
2a2
+− (x− a)
3
3a3
− · · · ,
(19)
are not particularly precise when using a low order (see Fig 2.)
Approximating the logarithm direcly using lookup table is
also not very precise, even for quite large tables. However,
creating a lookup table of Taylor expansions yields very fast
and precise approximations. For example, using a table with
1024 first order Taylor approximations yield a relative error
below 10−5 and requires only one lookup and one division.
Preferably, the division can be changed to a lookup and a mul-
tiplication by storing precomputed values of 1a .
The number of elements in the lookup table can be de-
cided in advance, and by keeping the lookup table small
enough, the entire is likely to fit the CPU cache at runtime,
avoiding expensive access to the main memory.
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3. EXPERIMENTAL EVALUATION
To examine the influence of different approximation strate-
gies in the IRM, we conducted an empirical evaluation of the
performance of the model on a set of generated networks. We
created 1000 random networks sampled from the IRM with
50 nodes, and parameters a = b = α = 1. For each of the
1000 networks we generated z and θ from the prior and then
sampled two network realizations, using one set for training
and one set for testing.
To evaluate and compare the influence of the numeric ap-
proximations on the performance of IRM, the model was run
on the same data with three different ways of approximating
the log-Gamma function as well as with the log-Gamma com-
puted to machine precision. In all approximations we com-
puted logarithms using a length 1024 lookup table of first or-
der Taylor expansions.
For each network, the model was fitted using 10,000
Gibbs sweeps over the clustering z interleaved with 100,000
Metropolis-Hastings (MH) updates of a and b. We repeatedly
conducted 10 Gibbs sweeps followed by 100 MH updates,
thinning the MCMC sample by a factor of 10. The proposal
distribution for the MH update was a Normal distribution
with standard deviation 0.1.
To compare the generalization performance, we computed
the posterior mean log-likelihood averaged over the 1000 test
networks. For each iteration number, we averaged over all
previous MCMC samples in order to evaluate the test log-
likelihood as a function of the number of iterations (see Fig-
ure 3.)
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Fig. 3. Average test log-likelihood of the inferred model as
a function of the number of iterations (Gibbs sweeps) of the
MCMC sampler.
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Fig. 4. Performance of the model using the different approx-
imations, in terms of the average computation time and esti-
mated number of clusters.
We recorded only the time it took to conduct the Gibbs
sweeps, disregarding time for loading data, conducting MH
updates, and storing intermediate results etc.
3.1. Results
Figure 3 shows that the performance of the Lanczos 1.5 ap-
proximation is indistinguishable from the exact computation.
The performance of Schmidt’s approximation is close but sig-
nificantly worse, and Stirling’s approximation performs much
worse.
Figure 4 shows the run-time as well as the number of clus-
ters discovered. For comparison, we note that the average
number of clusters in the ensemble of networks used for train-
ing and test is αψ(α + n) − ψ(α) ≈ 4.49. As expected, the
three approximations are significantly faster than the machine
precision computations: Lanczos 1.5 is around 2 times faster,
and Schmidt is around 3 times faster. Although Stirling’s ap-
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proximation has the same complexity as Schmidt’s, it runs
slower: This can be explained by examining the number of
clusters discovered by the different algorithms. While Lanc-
zos 1.5 and Schmidt find almost exactly the same number of
clusters as the exact computations, Stirlings approximation
leads the inference procedure to erroneously discover more
clusters which in turn impacts the computation time, making
Stirlings approximation both less accurate and slower.
4. CONCLUSIONS
Introducing numerical approximation in evaluating the likeli-
hood of a Bayesian model will influence the inference. In non
parametric models, the inferred model complexity depends on
the complexity of the data. Hence, introducing numerical ap-
proximations will likely affect the inferred complexity of the
model making it difficult to assess the repercussions of the
approximation compared to parametric models.
In our experiments we observed that the inferred number
of components in the IRM depends on the chosen approxi-
mation of the log-Gamma function. Stirling’s approximation
is very imprecise for small values of its arguments, and us-
ing this approximation introduces bias in the model, which
turns out to have a significant influence on the performance of
the model: The MCMC procedure converges, but to solutions
with a lower test likelihood and with notably more clusters.
The proposed Schmidt’s approximation is more precise in the
low range, and though it does not appear to overestimate the
number of components it converges to a lower test likelihood
than the exact computation. The Lanczos 1.5 approximation
on the other hand appears to yield results indistinguishable
from the exact computation at around half the computational
cost.
There appear to be no reason not to use the Lanczos 1.5
approximation in practical applications of IRM analyses,
when one is on a tight computational budget. If one is willing
to accept some error in approximation, Schmidt’s approxima-
tion is to be preferred over Stirling’s approximation.
In a practical implementation it is likely to be beneficial
to use a hybrid approach, e.g. using a Lanczos approxima-
tion for small values, while relying on Gosper’s approxima-
tion (for better precision) and/or Stirling’s approximation (for
lower computation complexity) for larger values. As men-
tioned, alternative to the approximations discussed here, one
should also consider if it is more efficient to simply precom-
pute a lookup table of the needed log-Gamma value: This,
however, also depends on the data—both on the size of the
network, the number of links, and the number of inferred clus-
ters.
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Abstract
Learning a clustering in a mixture model can
be difficult because of local modes which may
trap the learning algorithm. In particular, Dirich-
let process mixture models, in which the num-
ber of mixture components is learned from data
can be challenging in this respect. In this paper
we investigate and characterize the local modes
of the posterior distribution for a particular rela-
tional Dirichlet process mixture model for net-
work data. We count, visualize, and characterize
the local modes in relation to the data. Our result
show that even in small datasets the number of lo-
cal modes is staggering. The local modes that are
easy to find are often good but not the best and
often substantially different from the global op-
timum. And although there are very many local
modes which yield good predictive performance,
there are only a few that are excellent approach-
ing the performance of the Bayes average, under-
lining that local modes are an important issue that
should be understood and handled appropriately.
1 Introduction
Dirichlet process (DP) mixture models are a popular
Bayesian nonparametric generalization of finite mixture
models, useful for finding latent cluster structure while
adapting the number of clusters to the complexity of the
data. Mixture models are known to suffer from problems
with local optima, which can be problematic for any learn-
ing algorithm which aim to learn a clustering, whether the
algorithm seeks to optimize or average over the space of
partitions. When the learning algorithm is caught in a lo-
cal solution, it can lead to sub-par performance, and the
lack of global convergence can be very difficult to assess.
In practice, techniques such as annealing and multiple ran-
PRELIMINARY WORK
dom restarts are often used to protect against getting caught
in local optima.
In this paper we investigate and characterize the posterior
landscape of a DP mixture model in terms of its local op-
tima, and examine its characteristics for varying data size.
We define a local optimum as a clustering from which no
single node can be reassigned to an existing or a new empty
cluster, without a decrease in the posterior probability of
the resulting clustering.
We focus on a particular relational Dirichlet process mix-
ture model for network data called the infinite relational
model (IRM) [14]. In its most simple form, the IRM mod-
els a network (a simple graph) using a Bernoulli likeli-
hood and conjugate Beta priors, which allows the analytic
marginalization of all parameters except the clustering of
the network nodes. (Many extensions of the IRM have been
proposed in the literature, see e.g. [13] for a review.) We
believe this simple model, parameterized only by a set par-
tition, is ideal to illustrate the local optima of the poste-
rior distribution, but note that other conjugate models, such
as a Gaussian DP mixture model, could equally well have
served to illustrate our points.
We base our discussion on inference using Markov Chain
Monte Carlo (MCMC) methods [18]. Monte Carlo simula-
tions can be used to estimate the posterior, if samples are
drawn from the correct distribution, which can be achieved
by basing the sampling on a Markov Chain with the poste-
rior as its stationary distribution. In practical applications,
it might be difficult to reach the stationary distribution, for
various reasons:
• Though methods for convergence assessment do exist,
it can be difficult to determine whether a MCMC al-
gorithm has in fact explored the majority of the state
space [8, 7].
• MCMC-sampling is prone to get stuck in local subop-
timal regions [19, 6], from where it is unlikely to reach
the global region with the highest probability mass.
• For large, complex problems, computational limita-
tions can make it unrealistic to expect the sampler to
explore most regions of the state space [20].
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Our practical experience with using MCMC to fit mixture
models to large real world datasets suggest that often, get-
ting caught in a local optimum is not disastrous: A local op-
timum can give a sufficiently good predictive performance
in a practical setting. This motivates us to study how get-
ting stuck in local optima influences the performance of
the model: Are we looking for a needle in the haystack? Is
there one or perhaps a few local optima that are superior, or
is there a large number of local optima with almost equal
performance?
In this paper we will investigate the practical implications
of local optima by addressing the following questions:
• How many local optima exist, and how does the num-
ber vary with the size and complexity of the network?
• How different are the local solutions that can be found
in real world networks?
• The “basins of attraction” of local optima might be
substantially different, which means that some are eas-
ier to find than others. How does this co-vary with the
quality of the local solution?
• How do local solutions compare to the global solution
and the Bayes optimal average in terms of structure
and predictive performance?
To answer these questions, we first examine the small net-
work setting, where all local optima can be found by brute
force computation. Next, we analyze 12 real networks of
varying size and compare with an ensemble of synthetic
random networks. To assess the influence of local op-
tima on predictive performance we examine a large number
of synthetic networks generated from the IRM model, for
which independent hold-out test data is available. Finally,
we graphically illustrate the posterior landscape of a real
network using a latent embedding method. But first, we set
the stage by reviewing the IRM.
2 The infinite relational model
A mixture model is a probabilistic model often used for
clustering. It models a probability distribution as a mix-
ture of simpler distributions, distributing data into a num-
ber of components, by which the latent classes arising from
data dependencies are identified [9]. While the number of
components that best captures the latent classes depends
on the data complexity, the simple finite mixture model as-
sumes that data is separable into a known number of clus-
ters. Hence it often becomes a challenging task to select
a model with appropriate complexity to fit the observed
data. A viable alternative is to use a Bayesian nonparamet-
ric generalisation of the finite mixture model. The Bayesian
approach allows for combining prior information with the
observed data while the nonparametric approach allows for
estimating both individual component parameters as well
as an appropriate number of components. Using the Dirich-
let process as prior over the mixture distribution we obtain
a Dirichlet process mixture model [10, 11], one of the most
popular Bayesian nonparametric models [12].
The stochastic block model (SBM) [16, 3] forms a simple
mixture model for data in the form of a graph. We con-
sider only simple graphs with N nodes and L undirected,
unweighted links. The SBM assumes that each node can
be assigned to some unknown class, and that all links in the
network are independent given the class labels. The infinite
relational model (IRM) [14, 15] extends the SBM from a
finite to a DP mixture by introducing a Chinese restaurant
process (CRP) [17] prior for the latent partitioning z of the
nodes.
z ∼ CRP(α), p(z|α) = Γ(α)α
K
Γ(α + N)
K∏
k=1
Γ(mk), (1)
where mk is the number of nodes in cluster k. Each link Ai, j
in the graph is generated independently from a Bernoulli
distribution where the parameter depends only on the class
labels of the links.
Ai, j ∼ Bern(θzi,z j ), p(Ai, j|θ, z) = θAi, jzi,z j (1 − θzi,z j )1−Ai, j (2)
The probability of observing a link between nodes in clus-
ter k and ` is thus given by θk,` which is assigned a Beta
prior distribution.
θk,` ∼ Beta(a, b), p(θk,` |a, b) =
θa−1k,` (1 − θk,`)b−1
B(a, b)
(3)
Since the Beta prior is conjugate to the Bernoulli likeli-
hood, the probabilities θk,` of links between each pair of
clusters can be analytically marginalized, yielding the fol-
lowing effective likelihood
p(A|z, a, b, α) =
K∏
k=1
K∏
`=k+1
B(mk,` + a, m¯k,` + b)
B(a, b)
, (4)
where K is the number of clusters, and mk,` and m¯k,` are the
number of links and non-links between clusters k and `.
3 Exact analysis of local optima
For networks with few enough nodes, it is computationally
feasible to find all local optima for all possible networks.
This can aid in revealing the relation between the topology
of the network and number of local optima, although this
might not generalize to larger networks.
The total number of possible partitions of a set of size N
is given by the Bell number BN [5], the first ten terms of
which is 1, 2, 5, 15, 52, 203, 877, 4140, 21147, 115975
(starting with B1). All set partitions can be enumerated us-
ing a simple algorithm [23], thus for a small network it is
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Figure 1: Distribution of the number of local optima for all for all non-isomorphic graphs with 3–8 nodes.
feasible to examine each clustering to check if it is a local
optimum. We need only consider the set of non-isomorphic
networks, the number of which is given by IN [4] where the
first ten terms are 1, 2, 4, 11, 34, 156, 1044, 12346, 274668,
12005168. Algorithms and software for enumerating all
non-isomorphic networks is available [2].
Using this approach we counted the number of local optima
in all networks up to N = 8. (A better optimized implemen-
tation might enable us to go up to 9 or 10, but probably not
much higher than that: For N = 11 the number of combi-
nations is in the trillions). The number of local optima is
shown in Fig. 1. As might be expected, the average num-
ber of local optima increases with the network size, but we
note also that for N > 5 a few networks have particularly
many local optima. Examining these outliers, we see that
they are networks with particularly strong symmetries. For
example, the 5-node network with most local optima is a
ring, . The nodes can be clustered to form the following
seven local optima:
Just as the 5-node network is topologically isomorphic
to the above ring, it is clear that clustering 3 - 7 are iden-
tical if the nodes are relabeled. Similarly, the three 8-node
networks with most local optima (38–39) are highly sym-
metric,
and the high number of local optima is again due to a large
number of identical clusterings under a relabeling of the
nodes.
4 Local optima for large networks
For larger networks it is not possible to investigate all pos-
sible cluster configurations, to find the ensemble of local
optima. Instead we will estimate local optima from a rep-
resentative set of cluster configurations. This set is either
obtained by a set of uniformly random [22] cluster config-
urations or by using a MCMC procedure to explore the pa-
rameter space, and find the local optimum for each visited
cluster configuration.
4.1 MCMC inference
Inferring the posterior distribution p(z|A, a, b, α), is not
possible in an exact analytical form. Instead, Gibbs sam-
pling can be used [18], by evaluating the posterior condi-
tional distribution of reassigning the nodes one at a time.
A node n is reassigned to some cluster ` according to the
following probability distribution:
p(zn = `|A, z\n, a, b, α) = p(A, z\n, zn = `|a, b, α)K+1∑
k=1
p(A, z\n, zn = k|a, b, α)
(5)
where z\n indicates that node i is ignored, and the summa-
tion is over assigning n to each of the existing clusters as
well as a new, empty cluster.
As the Gibbs sampler only evaluates one node at a time, it
is prone to get stuck in local optima and strugles to explore
the space for more complex problems [19, 20]. More so-
phisticated sampling strategies are therefore essential. One
is the split merge procedure, as proposed in [21], which
evaluates more nodes at a time by proposes of splitting a
single cluster in two, or merging two clusters to one.
4.2 Local posterior optimizer
To find local optima, we can use a similar procedure as
the Gibbs sampler, by iteratively evaluating reassignments
of one node at a time. But instead of randomly reassign
the node according to the probabilities in 5, the node will
deterministically be assigned to the cluster with the highest
probability. This will transform the Gibbs sampling into
a hill climbing optimization algorithm. While the Gibbs
sampler will search the entire space, this algorithm has no
mechanism for escaping local regions. It will stop when it
reaches a local optimum, from where no single node can be
reassigned to yield a better posterior.
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Network Nodes Links Description
Thurm 15 33 Social network formed from multiplex relations between employees in an office [26][28].
Sampson 25 74 Social network for novices in a monastery [25][29]. Binarized for mutual positive arcs.
Galesburg 31 39 Social network of friendship ties between physicians [25][30].
Karate 34 78 Social network between members in a karate club [24][32].
Dolphins 62 159 Social network of dolphin associations [24][31].
AdjNoun 112 425 Adjacency network of common nouns and adjective in ”David Copperfield” [24][33].
PolBooks 105 441 Network of books about US politics sold through Amazon.com, compiled by Krebs [24].
FoodWeb 128 128 Food web from Florida Bay documented in the rainy season[36], as in [27].
Jazz 198 2742 Social network of collaboration between jazz musicians[37], as in [27].
Neural 297 2148 Neural network of the C.elegans roudworm[34]. Directions and weights ignored, as in [27].
USAir 332 2126 Traffic network of airlines in the US. Treshold to 2126 binary links, as in [27].
Metabolic 453 2025 Metabolic network of the C.elegans roundworm, as in [27].
Table 1: Dataset of 12 real world networks.
4.3 Data and experiments
We use both real and synthetic network, that are all undi-
rected and unweighted. We use the 12 real world datasets
presented in the Table 1. We use two datasets of syn-
thetic networks. One consisting of 57 networks of sizes
N = 3, ..., 60. These networks are randomly generated uni-
form, with a 50 percent chance of an edge between any
pair of nodes. The other dataset consists of 500 random
networks sampled from the IRM. Each network has with
50 nodes and hyperparameters a = b = α = 1. For each
network z and θ is generated from the prior and two net-
work realizations are sampled, one used for training and
one used for testing.
The following experiments were performed:
• To assess the number of local optima and the size of
their basins of attraction, we computed the local op-
tima found by using the hill climbing algorithm with
100,000 random initial cluster configurations.
• To approximate the posterior distribution, we did
100,000 iterations of MCMC sampling of, each con-
sisting of performing one Gibbs sweep over all nodes
followed by 100 split merge proposals. Five restarts of
this strategy were performed for real world network,
while a single restart was performed for each of the
500 synthetic networks.
• To find the best local optima (approximately find
the global optimum), for each iteration of the above
MCMC strategy, we found the nearest local optimum
using the hill climbing algorithm.
In all experiments, the hyperparameters were kept constant,
α = a = b = 1. Table 2 shows the mean log posterior for
the three experiments on the 12 real networks.
Mean log posterior
Network
Optimizer MCMC
MCMC
+ Optimizer
Thurm −62.4 −64.5 −60.9
Sampson −124.6 −124.9 −120.8
Galesburg −147.8 −143.6 −141.3
Karate −201.6 −199.1 −196.2
Dolpins −534.3 −528 −521.4
AdjNoun −1429.8 −1427.3 −1411.8
Polbooks −1281.6 −1253.5 −1249.2
FoodWeb −3270.7 −3228 −3224.9
Jazz −4785.6 −4684.2 −4680.9
Neural −6986.6 −6839.3 −6824.4
USAir −4988.8 −4883.3 −4863.9
Metabolic −7478.8 −7030.5 −7011.5
Table 2: Mean log posterior for all clusterings encountered
in the three experiments for the 12 real networks.
5 Results and discussion
Number of local optima Fig. 2 shows the found num-
ber of unique local optima as function of network size and
number of edges. The number increases very quickly, and
for networks with more than approximately 30 nodes / 100
edges starts to level off because we sample only 105 ran-
dom initializations. Thus, we see that networks of this rel-
atively small size have tens of thousands of local optima,
and that the number increases super-exponentially with the
data size.
The number of local optima of the real networks appears
to follow the number of optima in the random graphs when
considered as a function of the number of edges. When
viewed by the number of nodes, the real networks have
substantially fewer local optima than the random graphs,
which is likely because the real networks are more sparse.
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Figure 2: The number of distinct local optima found in 12
real networks by initializing in 105 uniformly random parti-
tions and optimizing to the nearest local optimum. Results
for 100 uniform random graphs and the average number of
local optima in small nonisomorphic graphs are shown for
comparison.
Although the real networks are assumed to have some in-
herent clustering structure, this does not seem to influence
the number of local optima radically.
Basins of attraction Fig. 3 shows the posterior probabil-
ity of each unique local optimum as a function of how of-
ten the optimum is found in the 105 random initializations.
This illustrates the basins of attraction of the different local
optima. For the five smallest networks there is a clear pat-
tern: The most often found solution is among the those with
the highest posterior probability, and the basin of attraction
has clear positive correlation with the posterior probabil-
ity. For the 7 largest networks there is a big variance in
the posterior probability of the solutions that are not found
often. In general (except in the Metabolic network) the so-
lutions that are found most often tend to have high but not
the best posterior probability. This fits with our practical
experience that getting caught in a local optimum often is
not disastrous, since the local optima with the largest basins
of attraction in general are good (but clearly not the best)
solutions.
Comparison of most often found and best optima
Fig. 4 shows the best local optimum found and compares
with the most often found local optimum, in order to as-
sess the differences between the best and the most often
found clusterings. For the smaller networks a few simple
split/merge operations would be enough to move from the
most often found to the best solution. For the larger net-
works, the necessary operation seems more complicated
and affects up to 47% of the network nodes.
Predictive evaluation Fig. 6 shows the predictive perfor-
mance measured on held-out data of the top 50 local optima
found in the synthetic 50 × 50 networks, averaged over the
500 replications. The local optima are ranked both by their
posterior probability and by their likelihood on the training
data for comparison. Ranked by the posterior, the predic-
tive performance of the best local optimum is much better
than the second best, almost approaching the optimal per-
formance of the Bayes average. Looking at the prior of the
best clustering, it is clear that it has a strong influence, and
that the best clustering has relatively fewer clusters than
the subsequently ranked solutions. This makes intuitive
sense: The more regularized solution leads to better pre-
dictive performance.
Ranked by the training likelihood, we see that there are a
large number of solutions with almost equal posterior prob-
ability on the training set but which lead to sub-par predic-
tive performance. This demonstrates how maximizing the
likelihood is not a good strategy for this type of model.
Latent embedding visualization Fig. 5 illustrates the
posterior landscape with its multitude of local optima for
the Dolphins network.
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Figure 3: Posterior probability versus the probability of finding local optima. The plus indicates the local optima that is
found most often and the circle indicates the local optimum with the highest posterior probability. Random Gaussian noise
with standard deviation 0.5 is added to the x-values to aid the illustration.
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Figure 4: Comparison of the most often found (black) and the best (red) clustering (solutions marked in Fig. 3.) D denotes
the smallest number (percentage) of nodes that must be reassigned to move between the two clusterings.
Figure 5: Latent embedding plot (inspired by [1]) of the posterior distribution of the Dolphins network, centered on the
best local optimum. The figure was generated by finding all clusterings within a distance of 3 cluster reassignments from
those visited by the MCMC procedure as well as their local optima. These solutions were mapped to a 2-dimensional latent
space using curvilinear component analysis based on the minimum length sequence distance.
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Figure 6: Predictive performance on held-out test data of the top 50 local optima averaged over ensemble of 500 networks
with N = 50 nodes generated from the IRM. Local optima are ranked by posterior probability (top row) and likelihood
(bottom row) on training data. Also shown is Bayes optimal predictive performance, the value of the prior, and the number
of components.
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Appendix D
Nonparametric Bayesian
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Abstract—Diffusion magnetic resonance imaging enables mea-
suring the structural connectivity of the human brain at a
high spatial resolution. Local noisy connectivity estimates can
be derived using tractography approaches and statistical models
are necessary to quantify the brain’s salient structural organi-
zation. However, statistically modeling these massive structural
connectivity datasets is a computational challenging task. We
develop a high-performance inference procedure for the infinite
relational model (a prominent non-parametric Bayesian model
for clustering networks into structurally similar groups) that
defines structural units at the resolution of statistical support.
We apply the model to a network of structural brain connectivity
in full image resolution with more than one hundred thousand
regions (voxels in the gray-white matter boundary) and around
one hundred million connections. The derived clustering identifies
in the order of one thousand salient structural units and we find
that the identified units provide better predictive performance
than predicting using the full graph or two commonly used
atlases. Extracting structural units of brain connectivity at the
full image resolution can aid in understanding the underlying
connectivity patterns, and the proposed method for large scale
data driven generation of structural units provides a promising
framework that can exploit the increasing spatial resolution of
neuro-imaging technologies.
I. INTRODUCTION
Diffusion magnetic resonance imaging (dMRI) is an im-
portant non-invasive technique for studying the brain’s struc-
tural organization. By tracking the diffusion of mainly water
molecules that align with the orientation of the fibers in the
brain, local estimates of fiber orientation can be obtained.
These estimates are aggregated by tractography to derive
maps of structural connectivity between cortical gray matter
regions [5]. For the current dMRI technology these maps in
full image resolution constitute complex networks of structural
connectivity in the order of one hundred thousand regions and
one hundred million links (see Fig. 1).
While the quantified fiber orientation within small regions
of the brain as well as the subsequently derived local connec-
tivity estimates are very noisy, these estimates can be aggre-
gated to derive networks of whole brain connectivity within
larger regions of structural units. These structural units have
traditionally been based on automatic subdivision of the human
brain into a fixed number of pre-specified neuroanatomical re-
gions of interests (ROIs) [13], [7]. The Destrieux atlas [13], [8]
currently has around 150 ROIs whereas the Desikan-Killiany
atlas [7] has 68 ROIs. While these ROIs can be arbitrarily
subdivided to provide additional regions [14] they are not
explicitly based on the evidence obtained by the structural
connectivity data and may therefore not optimally reflect the
latent connectivity patterns of structural connectivity. Rather
than fixing the structural units to a predefined atlas, we set
out to learn the number of structural units and their spatial
representations from the raw high resolution networks obtained
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Fig. 1. Complex network of structural brain connectivity with 167 635 nodes
and around one hundred million links obtained using 5000 streamlines per
seed voxel. Left: Link density in each pair of the 68 regions of interest in the
Desikan-Killiany atlas. Right: Links between the first 200 regions.
using tractography. To accomplish this we develop a large
scale implementation of a prominent statistical network model,
the infinite relational model (IRM) [17], [24]. The IRM is
able to infer structurally consistent units at a resolution which
is determined based on statistical evidence. While structural
connectivity graphs have previously been clustered based on
IRM [3] as well as other tools such as modularity [14], this
is to the best of our knowledge the first attempt at modelling
structural connectivity at the full image resolution of current
dMRI technology.
This paper examines the capabilities of a large scale imple-
mentation of the IRM to identify structure in high-resolution
structural brain connectivity graphs. We study to what extend
we can perform inference on such large scale networks and
whether it is feasible to reliably detect the structural units in
a data driven manner using our implementation. In particular,
we investigate: i) What is the statistically salient resolution of
structural connectivity graphs, i.e., how many clusters are used
to represent high resolution structural connectivity data? ii)
How reliable can these salient structures be detected, i.e. how
consistent are the structural units with respect to initialization
and convergence of the sampler as well as the number of
streamlines? iii) Are the derived structural units better at
predicting connectivity than existing atlases, i.e. how well does
the connectivity patterns derived from the structural units of
one graph predict the connectivity of another graph obtained
from another set of whole brain diffusion weighted images
from the same subject?
II. STATISTICAL MODEL AND INFERENCE
A. Infinite Relational Modelling
The Infinite Relational Model (IRM) [17], [24] is a non-
parametric extension of the stochastic block model [19] in
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which vertices in a graph are grouped into homogenous
blocks according to their structural similarity. The IRM uses
the Chinese Restaurant Process (CRP) [2], [20] as prior for
the partitioning of vertices to groups thereby allowing for
an arbitrary number of groups. The IRM is defined by the
following generative process:
z ∼ CRP(α), groups, (1)
ηlm ∼ Beta(β+, β−), interactions, (2)
Aij ∼ Bernoulli(ηzizj ), links, (3)
where z is the group assignment, η is the probability of links
between each pair of groups, and A is the adjacency matrix of
the graph. As the beta prior on the elements of η is conjugate
to the Bernoulli likelihood these parameters can be analytically
integrated to form the joint distribution:
P (A, z|α, β+, β−) =
∫
P (A, z,η|α, β+, β−)dη (4)
=
αKΓ(α)
∏
k Γ(nk)
Γ(J + α)
∏
l≤m
B(N+lm + β
+, N−lm + β
−)
B(β+, β−)
,
where K is the number of groups, J is the number of vertices,
nk is the number of vertices assigned to the k’th group, N+lm
and N−lm are the number of links and non-links between group
l and m, and B(a, b) = Γ(a)Γ(b)Γ(a+b) is the beta function.
B. Inference by Markov Chain Monte Carlo (MCMC)
To infer the posterior distribution, P (z|A, α, β+, β−), we
use an MCMC procedure combining Gibbs and split-merge
sampling [17]. In Gibbs sampling the posterior conditional
distribution of placing one vertex at a time in any of the
existing groups or in a new empty group is evaluated and
the vertex is assigned according to this distribution. The
probability of assigning a vertex i to group ` is given by:
P (zi = `|A, z\i, h) =
P (A, z\i, zi = `|h)
K+1∑
`′=1
P (A, z\i, zi = `′|h)
, (5)
where h = {β+, β−, α} denotes the hyperparameters.
Rather than considering the assignment of a single vertex
at a time split-merge sampling as presented in [15] attempts
to merge or split existing clusters. Here, two vertices i and
j are selected at random. If they are currently assigned to
two different groups zi 6= zj , it is proposed to merge the
two groups. Else it is proposed to split the single group in
two. The procedure makes use of Gibbs sampling restricted
to the nodes of the considered group(s) in order to define
an intermediate launch state as well as to define the final
split configuration and its transition probability q(z|z∗). For
a split configuration q(z|z∗) is derived as the product of
the individual transition probabilities of the vertices to move
from the launch state to the final split configuration. As a
merge transition is deterministic the transition from a split to
a merge configuration has probability 1. Proposals are rejected
or accepted according to the Metropolis-Hastings acceptance
probability:
α(z∗|z) = min
[
1,
P (A, z∗|β+, β−, α)q(z|z∗)
P (A, z|β+, β−, α)q(z∗|z)
]
. (6)
C. Large scale computation
To get the computational performance necessary for the
IRM to model structural connectivity in full image resolution
we used a dedicated implementation optimized towards fully
utilizing the memory structure and processor architecture of
modern computers (see [1] for details). As the restricted Gibbs
sweeps turns out to be the most computational demanding
part of the split-merge sampling procedure, the performance
of both sampling strategies benefits from most of the same
optimizations. We store data in appropriate structures such that
the sampling algorithms access data elements from sequential
memory. In this way the access pattern takes advantage of
the memory cache structure allowing for significantly faster
memory accesses. To further speed up the Gibbs sampler we
store and update the sufficient statistics, N+ and N−, instead
of recalculating them in every Gibbs sweep. To ensure numeric
stability within machine precision, the posterior in Eq. 5 is
calculated in the log domain. The key operation then becomes
calculating the logarithm of the beta function which relies on
the gamma-function, Γ(a), as:
logB(a, b) = log Γ(a) + log Γ(b)− log Γ(a+ b) (7)
As we only allow integer values for the hyperparameters, we
use a lookup table of precalculated values for log Γ(a) which
speeds up the evaluation of the posterior.
III. DATA
To validate our proposed method, we used a dMRI data
set previously described in [23], [22]. The data was collected
at Danish Research Center for Magnetic Resonance and the
study was approved by the local ethics committee. One healthy
subject was scanned. The images were acquired on a Siemens
VERIO 3T scanner using a 32-channel head coil. Two high
resolution T1-weighted MRI images were acquired using a TR
of 1,900 ms, TE of 2.32 ms, a FA of 9◦, and 0.9mm3 isotropic
resolution. Two sets of whole brain diffusion weighted images
(DWI) were acquired in 61 non-collinear directions with a
b-value of b = 1500 s/mm2, and ten non-diffusion weighted
images (b = 0 s/mm2). For this the twice refocused spin echo
sequence with a TR of 11,440 ms and a TE of 89 ms. 61
axial slices with a resolution of 2.3 mm3 isotropic voxels and
Grappa = 2 were acquired [21]. A field map was acquired
using a double gradient echo sequence with a TR of 479
ms, TE1 of 4.92 ms, TE2 of 7.38 ms, and a resolution of
3mm3 isotropic voxels. The diffusion weighted images (DWI)
were pre-processed using SPM8 (www.fil.ion.ucl.ac.uk/spm).
To reduce motion artifacts and eddy current induced dis-
tortions an affine transformation between the DWIs based
on normalized mutual information was applied. The voxel
displacement map (VDM) was calculated based on the field
map resliced to DWI resolution using the field map toolbox of
SPM8 [16]. The VDM was applied to minimize geometric
distortions due to susceptibility artifacts. Finally the DWIs
were aligned and resliced with affine matrix to a T1 weighted
MRI using 7th degree B-spline interpolation [10]. The 61 non-
collinear diffusion weighting gradient directions were updated
using the same rotations and transformations as the resliced
images [18]. Segmentation of the white and gray matter was
performed based on the high resolution structural T1w images
using Freesurfer (surfer.nmr.mgh.harvard.edu) [6], [12], [11].
The Freesurfer reconstruction outputs, among others, the white
matter segmentation and the gray-white matter boundary. The
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Fig. 2. Average voxel-wise coefficient of variation (CV) as function of
number of streamlines in the tractography. The CV and the SNR are based
on tractography results repeated five times for each number of streamlines.
gray-white matter boundary for both hemispheres was con-
verted to volumes and transformed from Freesurfer conformed
space to native space. Likewise, the white matter segmentation
from the Freesurfer reconstruction was transformed to native
space. The diffusion parameters were estimated using FSL’s
BedpostX and probabilistic tractography was performed using
FSL’s Probtrackx2 with the omatrix3 option [4]. The trans-
formed white matter volume was used as seed in the trac-
tography and the transformed cortex labels as both target and
stop mask in the tractography. For all other options the default
settings were used. The cortex to cortex connectivity graph
were output from FSL’s probtrackx2 using the omatrix3 option.
We obtained four 167,635×167,635 connectivity graphs (i.e.,
scan and rescan for 1000 and 5000 streamlines per seed voxel).
Each link in the graphs took on the value of the number
of streamlines connecting the two voxels in the target mask
(gray/white matter boundary). The graphs were symmetrized
and binarized (i.e., for each graph the graph and its transpose
were added together and entries that were subsequently above
zero set to one).
IV. EXPERIMENTS AND RESULTS
A. Number of streamlines
To ensure that the network obtained by tractography is
robust, probabilistic tractography was performed with different
number of streamlines: Between 50 and 10,000 streamlines
per seed voxel were used. Each number of streamlines was
run five times. The voxel-wise coefficient of variation (CV)
between voxels within the seed mask in the images with equal
number of streamlines was calculated as CV = σµ , where σ
is the standard deviation and µ is the mean. The average CV
across all voxels was calculated [9] and is shown as function
of number of streamlines in Fig. 2. The number of streamlines
used in the subsequent experiments was selected on the basis
of the average CV: As the average CV seems to have reached a
stable level when using 1000 streamlines, and definitely when
using 5000 streamlines (Fig. 2) we compare these two values.
B. Model parameters, inference, and convergence
For each network we performed 10 separate runs, all with
the hyper parameters β+ = β− = 1 and α = blog(J)c, where
J is the total number of nodes. For each run, we performed 100
iterations of the following sampling procedure: Each iteration
began with a complete Gibbs sweep over all nodes. It was then
followed by the same number of split-merge operations as the
current number of clusters. In each split-merge operation we
performed 10 restricted Gibbs sweeps. Each of these iterations
took several hours to compute. Fig. 3 shows the logarithm
of the joint distribution for the different runs. It is clear
that the MCMC sampler does not converge (which was also
not to be expected [1]), but even when the sampler does
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Fig. 3. Logarithm of the joint distribution for the MCMC inference procedure
for the network based on 5000 streamlines. A zoom of the last 50 iterations
is shown to the right.
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Fig. 4. Normalized Mutual Information (NMI) between 10 independent runs
of the IRM and two atlases for network based on 1000 and 5000 streamlines.
not converge, the inferred grouping captures suboptimal but
relevant structures in the network. In the following we used
the inferred group structure after the last MCMC iteration.
C. Comparison and stability of estimated group structure
To compare the unsupervised groupings found by IRM
with the groupings provided by the two atlases, we use
the normalized mutual information (NMI) as a measure of
similarity between 0 and 1. For two groupings z and z′, we
use: NMI(z, z′) = 2·I(z,z
′)
H(z)+H(z′) where I(z, z
′) is the mutual
information between the groupings and H(z) is the entropy
of z. Fig. 4 shows NMI between all runs as well as between
the runs and the two atlases. It is evident that the inferred
groupings are very similar in the 10 runs as evidenced by the
relatively high NMI, both within and between the networks
based on 1000 and 5000 streamlines, respectively. Also, the
inferred grouping is somewhat similar to the two atlases with
an NMI score around 0.5-0.6.
D. Predictive performance
To assess how well the inferred structure fits the data,
we use a second structural connectivity network based on a
rescan of the same subject. Since any differences between the
two scans are due to noise in the processes of generating the
network, measuring how well we can predict the links in the
second graph can be used to quantify the utility of the inferred
structural units. To measure the predictive performance we
use the area under the receiver operating characteristic curve
(AUC) which allows us to compare predictions from the IRM
model with predictions made using other existing atlases or
predicting directly from the raw network data. The results
in Fig. 5 show that the IRM model outperforms predictions
from the raw graph as well as both the Desikan-Killiany and
Destrieux atlases both for networks based on 1000 and 5000
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Fig. 5. Performance as measured by the area under the receiver operating
characteristic curve (AUC) when predicting links in a network of structural
connectivity based on data from a second scan of the same subject.
streamlines. However, when inspecting the extracted structural
units (not shown) they were more diffuse compared to the
atlases which may hamper their interpretation. This may be
attributed both to the lack of convergence as well as lack of
spatial constraints in the modeling.
V. CONCLUSION
When analyzing whole brain structural connectivity in full
image resolution in the order of one thousand salient structural
units were identified by our large scale implementation of
the infinite relational model. The network based on 5000
streamlines had more structural units compared to the network
based on 1000 streamlines. However, the estimated group
structures were quite similar as quantified by NMI. Although
the MCMC sampler did not reach convergence the identified
groups were fairly robust to initialization while having some
similarity to the Destrieux and Desikan-Killiany atlases. No-
tably, the extracted structural units provided significantly better
predictive performances than predicting using the structural
connectivity graph itself or the two considered atlases.
The present paper is to the best of our knowledge the first
attempt at clustering structural connectivity in full resolution
and provides a promising tool for a more detailed account of
structural connectivity in general. In future work the influence
of image resolution and choice of hyper-parameters should be
investigated as should better sampling strategies.
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Predictive Validation of Human Brain Parcellation
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Abstract The organization of the human brain remains elu-
sive, yet is of great importance to the mechanisms of inte-
grative brain function. At the macroscale, its structural and
functional interpretation is conventionally assessed at the
level of cortical units. However, the definition and validation
of such cortical parcellations are problematic due to the ab-
sence of a true gold standard. We propose a framework for
quantitative validation of brain parcellations via statistical
prediction on independent brain connectivity data. We as-
sess the pertinence of three existing parcellations to account
for structural connectivity (SC) data, and compare them to
data-driven parcellations optimized for SC and random par-
cellations. We find that all three atlases perform better than
random, and that one, a recently proposed multi-modal atlas,
provides superior characterisation of SC compared to those
based solely upon surface morphology. Our analysis further
suggests that the SC data is better characterized by the inclu-
sion of more parcels than those contained in the considered
atlases.
Keywords Brain parcellation · Diffusion magnetic
resonance imaging (dMRI) · Whole brain structural
connectivity · Human connectome · Link prediction
1 Introduction
The vast complexity of the human brain [Braitenberg and
Schu¨z, 1991, Murre and Sturdy, 1995] and the incom-
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plete and noisy measurements available through neuroimag-
ing modalities require a pragmatic approach to the analy-
sis of the human connectome [Sporns et al., 2005, Hag-
mann, 2005]. Segregation into anatomical or functional
units provides interpretable and noise reduced network
nodes whose inter-connections approximate the brain’s or-
ganizational structure [Bullmore and Sporns, 2009, Sporns,
2012]. Much research is underway to delineate the struc-
tural and functional organization of the human brain [Smith,
2013, Van Essen et al., 2013b] but it remains unclear which
parcellation best accounts for such organization and how
this is quantified.
To provide a sound basis for analysis, the nodes pro-
vided by a given parcellation method must be robust across
a population, and fully represent their local infrastructure,
microscopical properties and connectional “fingerprint” —
their unique pattern of inputs and outputs [Passingham et al.,
2002]. For example, when defining cortical regions at the
macroscale it has been suggested that specific functions
of the areas, such as connectivity, reproducibility, conver-
gence, multimodality, evolutionary coherence, and inter-
subject variability, should all be taken into account [Amunts
and Zilles, 2015]. However, there still remains a lack of gold
standard evaluation strategies against which any particular
parcellation can be tested.
The exact method of parcellation employed depends
upon the application. Hence a wide variety of parcella-
tion schemes are currently available, including cortical sur-
face morphology (the Desikan-Killiany atlas [Desikan et al.,
2006], the Destrieux atlas [Fischl et al., 2004]), functional
activation (the AAL atlas [Tzourio-Mazoyer et al., 2002,
Gong et al., 2009]), parcellations derived from structural
connectivity (SC) [Ambrosen et al., 2014, Parisot et al.,
2016, Baldassano et al., 2015], and combinations thereof
including Brainnetome [Fan et al., 2016] (cortical surface
morphology and SC), and HCP MMP1.0 [Glasser et al.,
2016] (function- and structure-related features).
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The various parcellation schemes exhibit considerable
differences, e.g. number of parcels and parcel border loca-
tions, and no single parcellation appears to be universally ac-
cepted. The situation is exacerbated by studies showing that
subsequent graph measures are sensitive to the chosen par-
cellation scheme, both for structural [Hagmann et al., 2008]
and functional [Zalesky et al., 2010, Fornito et al., 2010]
analyses.
The differences in both the size, extent and downstream
effects of a parcellation illustrate that it is important to vali-
date its relevance to the application in question. Whilst reli-
ability is often purported as a proxy for validation [Thirion
et al., 2014, Fan et al., 2016, Glasser et al., 2016], it is not
sufficient because a method can be arbitrarily reliable yet
poorly account for brain organization. In contrast, the use
of data on brain organization that is independent of how a
parcellation is derived can in principle permit validation of
a parcellation. To achieve this, we herein describe how par-
cellations can be validated using statistical prediction based
upon independent brain connectivity data.
Our statistical prediction framework poses quantifi-
cation of parcellation quality as a link-prediction prob-
lem [Liben-Nowell and Kleinberg, 2007, Clauset et al.,
2008, Andersen et al., 2014, Ambrosen et al., 2014]. A
parcellation is thereby assessed by its ability to charac-
terize brain connectivity data from an independent modal-
ity. In particular, the approach quantifies how well network
structure is preserved in the independent modality by the
network organization induced by the parcellation. Herein,
we have used independent high-resolution SC data from
the Human Connectome Project (HCP) [Van Essen et al.,
2012, Moeller et al., 2010, Feinberg et al., 2010, Setsom-
pop et al., 2012, Xu et al., 2012] to validate three (non-
SC derived) atlases: Desikan-Killiany (68 parcels) [Desikan
et al., 2006], Destrieux (148 parcels) [Fischl et al., 2004]
and Human Connectome Project multi-modality parcella-
tion (HCP MMP1.0, 360 parcels) [Glasser et al., 2016].
Whereas the first two are based upon surface morphology,
the latter is a multi-modality atlas which includes fMRI
(both resting-state and task-based), cortical thickness and
myelin mapping. We contrast the predictive performance
of these atlases to SC-informed parcellations, as well as to
spatially-homogeneous random parcellations.
2 Materials and Methods
2.1 Diffusion imaging, tractography and construction of
connectivity graphs
The MRI data used in the preparation of this work were
obtained from the MGH-USC Human Connectome Project
(HCP) database (https://ida.loni.usc.edu/login.jsp) in the
”500 subjects” release. Acquisition parameters are described
in full for dMRI in [Moeller et al., 2010, Feinberg et al.,
2010, Setsompop et al., 2012, Xu et al., 2012, Sotiropou-
los et al., 2013], and for the structural scans in [Milchenko
and Marcus, 2013], and are listed in brief here. The
dMRI was acquired with a multiband factor of 3, cover-
ing 270 directions distributed over 3 diffusion shells of b-
values 1000, 2000 and 3000 s/mm2, plus 18 b = 0 (non-
diffusion weighted) scans. The nominal voxel size was
1.25mm isotropic. Both T1-weighted and T2-weighted struc-
tural scans at 0.7mm isotropic resolution were also acquired.
All pre-processing of the data, including correction
for sequence-dependent artefacts such as eddy-current dis-
tortion, was performed by the ”minimal preprocessing
pipeline” provided by the HCP project [Glasser et al., 2013].
This included the generation of native pial and white-matter
surfaces, and their coregistration to a standard vertex mesh.
This provides a one-to-one correspondance between the sur-
face vertices of every subject, and hence permits vertex-wise
analysis of tractography results across the HCP population.
Tractography was performed using a GPU implemen-
tation of FSL’s BedpostX [Herna´ndez et al., 2013] and
ProbtrackX2 [Jenkinson et al., 2012, Behrens et al., 2003b,
Behrens et al., 2007]. BedpostX parameters included a
specification of up to 3 fibres per voxel, and a decon-
volution model using zeppelins [Behrens et al., 2003b,
Behrens et al., 2007]. ProbtrackX2 was run in ”matrix3”
mode, with all voxels in the white matter (as specified
by a structural imaging mask) as seed points. The GM-
WM surface boundary and all subcortical grey-matter vox-
els were specified as tractography target masks. Stream-
lines were kept and entered into the resultant connectiv-
ity matrix if they succeeded in traversing opposite direc-
tions from a seed voxel and reaching two different tar-
get surface vertices or subcortical voxels. One thousand
streamlines were generated from every seed voxel. The
result of tractography is therefore a symmetric connec-
tivity matrix of size [(number of target surface vertices)+
(number of target subcortical voxels)]2. In this study, only
the surface vertices are analysed. Thus, SC graphs (n =
59,412 vertices) covering the cerebral cortex of both hemi-
spheres were generated for 26 subjects using data from
the Human Connectome Project (HCP) [Van Essen et al.,
2012, Moeller et al., 2010, Feinberg et al., 2010, Setsompop
et al., 2012, Xu et al., 2012]. Each subject’s SC graph was
binarised by thresholding at a connectivity strength of 200
streamlines (see Online Resource 1 regarding the choice of
threshold level). The structural connectivity graph of sub-
ject s can thus be represented by symmetric binary J × J
adjacency matrix As such that Asi j = 1 and A
s
i j = 0 respec-
tively denotes the existence or absence of a path from the
tractography in either direction between i and j.
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Fig. 1: The predictive validation framework using SC data. A) The native surfaces of all subjects are co-registered to a standard vertex mesh
to obtain one-to-one correspondance between the surface vertices of every subject [Glasser et al., 2013]. Tractography is performed between all
vertices of the surface by initialising 1000 streamlines in all white-matter voxels resulting in a weighted symmetric SC network for each subject.
B) The networks are thresholded to obtain binary links of SC (connections in left panel, dots in right panel). C) The considered parcellation. D)
The training networks are permuted according to the parcellation z in question and the link densities ρlm between and within parcels calculated
by aggregating all the training networks. E) The predictive performance is assessed by calculating the area under the curve (AUC) of the receiver
operator characteristics using the scores obtained from the training link-densities (grey background) to predict the links of the test network (overlaid
dots).
2.2 The predictive validation framework
Figure 1 outlines the proposed predictive procedure. Input
to the procedure is a parcellation z (zi = m indicates that
node i belongs to parcel number m) and the SC networks
of the training and test population considered. The average
density ρlm of links for the training graphs is computed be-
tween each pair of parcels (l 6= m) and within each parcel
(l = m), thereby representing the SC data in terms of the
aggregated average connectivities between parcels based on
the training population. These average connectivites are then
used to predict the SC of the test graphs, by predicting a link
between node i and j according to the score
sParcellationi j = ρziz j =
N+ziz j
N+ziz j +N
−
ziz j
for all i > j, (1)
where N+lm = ∑s∑i> j A
s
i jδzi=lδz j=m and N
−
lm = ∑s∑i> j(1−
Asi j)δzi=lδz j=m respectively are the number of (aggregated)
links and non-links in the training networks between nodes
in cluster zi and nodes in cluster z j. Notably, this score cor-
responds to the maximum likelihood estimate of the connec-
tion probability ηziz j assuming a stochastic block model, see
also Equation S14.
We evaluate the ability of these scores to predict links
in holdout data in order to quantify how well structure is
accounted for in the test graphs. A common procedure to
quantify predictive performance when predicting links in
networks is the area under curve (AUC) of the receiver oper-
ator characteristics (ROC) curve [Clauset et al., 2008, Miller
et al., 2009]. By using the AUC score it is possible to com-
pare predictions made using different parcellations as well
as non-parametric link prediction measures [Liben-Nowell
and Kleinberg, 2007, Clauset et al., 2008]. Links and non-
links are scored using a given modeling approach, and the
AUC then quantifies how well the two classes of links and
non-links are separated according to this score, where an
AUC score of 0.5 indicates that the scoring procedure is no
better than chance whereas an AUC score of 1 indicates that
a threshold value of the scoring procedure exists which pro-
vides a perfect separation of links from non-links. To pro-
vide values of reference for the scale of the AUC scores, we
estimate upper- and lower-bounds on the predictive perfor-
mance.
Upper bounds were estimated using data-driven SC
parcellations, based on the stochastic block model
(SBM) [White et al., 1976, Holland et al., 1983, Now-
icki and Snijders, 2001, Schmidt and Mørup, 2013, Ander-
sen et al., 2014, Ambrosen et al., 2014] as well as Ward
clustering [Ward Jr, 1963] as proposed in [Eickhoff et al.,
2011, Thirion et al., 2014, Baldassano et al., 2015]. These
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methods cluster nodes into homogeneous parcels according
to their structural similarity and are derived to optimally ac-
count for the SC profile of the whole brain. They thereby
provide an estimate of the upper bound for the predictive
performance that can be obtained on SC data using a parcel-
lation.
In the SBM, nodes are partitioned into a given finite
number of clusters K based on the Dirichlet distribution, al-
lowing for flexible cluster sizes. The probability of links in
the graph are generated according to a Bernoulli distribu-
tion, depending only upon the probability of observing links
between clusters, which in turn follows a Beta distribution.
The generative model is:
Links between nodes Asi j ∼ Bernoulli(ηziz j), ∀s, i > j
Link densities between clusters ηlm ∼ Beta(β+,β−), ∀l ≥ m
Clustering zi ∼Categorical(pi ), ∀i
pi ∼ Dirichlet(α )
To solve the clustering problem we seek a common parti-
tion z of all subject’s graphs, A1, . . . ,AS into K clusters of
nodes that exhibit similar structural connectivity patterns.
For a particular data set the model parameters are inferred
using a sequence of independent Markov Chain Monte Carlo
methods to sample from the posterior distribution (see On-
line Resource 1 for details about the sampling procedure).
Ward clustering [Ward Jr, 1963] is initialised by assign-
ing all nodes to their own cluster. In each step the two clus-
ters that, when merged, produce the least increase of the ob-
jective function are combined together as a new cluster. The
procedure terminates when all nodes are in the same cluster.
We used the implementation provided by [Baldassano et al.,
2015] using the squared dissimilarity measure W2 given by
Wi j =
√
∑
a6=i, j
(A˜ia− A˜ ja)2+ ∑
a6=i, j
(A˜ai− A˜a j)2 (2)
=
√
2 ∑
a6=i, j
(A˜ia− A˜ ja)2, (3)
where A˜i j = ∑s Asi j and last equality follows for undirected
graphs. The procedure additionally imposes the constraint
that only clusters that are spatially adjacent can be merged.
To provide an estimate of the lower bound of predictive
performance, we generated a parcellation based on k-means
clustering [MacQueen et al., 1967] defined to group nodes
based solely upon their Cartesian coordinates thereby form-
ing spatially homogeneous random parcels uninformed by
anatomy and SC. Given the vertices of the average surface
(v1,v2, ...,vn), where each observation is a 3-dimensional
real vector containing the (x,y,z)-coordinates of a ver-
tex, k-means clustering partitions the n observations into k
spatially-homogeneous clusters C = C1,C2, ...,Ck in which
each observation belongs to the cluster with the nearest
mean. The k-means clustering iteratively assigns observa-
tions to clusters and updates the cluster means, µ i, by mini-
mizing the within-cluster sum of squares.
argmin
C
k
∑
i=1
∑
x∈Ci
‖x−µ i‖2 . (4)
Finally, to ascertain that no substantial information
about SC is lost by representing SC data in terms of parcels,
we contrast the performance of parcellations to conventional
non-parametric link-prediction methods [Liben-Nowell and
Kleinberg, 2007]. Let di = ∑ j Asi j be the degree of node i.
We use the following well-established measures to score for
the existence of a link between node i and j [Liben-Nowell
and Kleinberg, 2007, Clauset et al., 2008]:
sCommon Neighbori j =∑
t
AsitA
s
jt (5)
sJaccardi j =
∑t AsitAsjt
J−∑t(1−Asit)(1−Asjt)
(6)
sAdamic/Adari j =∑
t
AsitA
s
jt
log(dt)
(7)
sPreferential Attachmenti j = did j (8)
sShortestPathi j =
1
ShortestPath(As, i, j)
, (9)
where ShortestPath(As, i, j) gives the shortest path in the
structural connectivity graph As. The above scores are av-
eraged over the S training subjects and evaluated on holdout
test data.
2.3 Considered Parcellations
We apply the predictive validation framework on the follow-
ing three prominent non-SC based parcellations; Desikan-
Killiany [Desikan et al., 2006], Destrieux [Destrieux et al.,
2010], and HCP MMP1.0 [Glasser et al., 2016].
2.3.1 The Desikan-Killiany atlas
The Desikan-Killiany atlas [Desikan et al., 2006] is based
on a dataset of 40 MRI scans from a variety of subjects in-
cluding young, middle-aged and elderly controls, as well as
patients with Alzheimer’s disease. Full details are available
elsewhere ([Desikan et al., 2006]), but are repeated here in
brief for completeness. A total of 34 cortical regions were
manually identified in each hemisphere on volumetric T1-
weighted MRI images using a ’sulcal’ approach (manually
tracing from the depth of one sulcus to another, thus incor-
porating the gyrus within) to define most structures, guided
by standard neuroanatomical conventions based on brain at-
lases, modifications to previous published definitions and
expert knowledge.
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The volumetric ROIs were transposed onto the inflated
cortical surface of each reconstructed brain and the final
anatomic labels were generated using anatomic information
regarding local curvature (e.g. the presence of sulci).
A cortical atlas was generated using a registration pro-
cedure that aligns the cortical folding patterns and proba-
bilistically assigns a neuroanatomical region to every point
in the cortical surface. This was done by generating a spher-
ical representation of each brain by minimizing the metric
distortion between the cortical and the spherical representa-
tions. The spherical surfaces were registered together. This
established a spherical surface-based coordinate system that
was adapted to the folding pattern of each individual subject,
thus allowing for increased precision in registering anatomic
features of the human brain across subjects. A spherical sta-
tistical atlas was used to label the cortical surfaces into neu-
roanatomical regions of interest.
2.3.2 The Destrieux atlas
The Destrieux atlas [Destrieux et al., 2010] is based on a
parcellation scheme that first divided the cortex into gyral
and sulcal regions, the limit between both being given by the
values of local mean curvature or average convexity of the
surfaces. Full details are available in [Destrieux et al., 2010],
but are repeated here in brief for completeness. A gyrus was
defined to be only the portion of the cortex that was visi-
ble on the pial view, whereas the remaining, hidden cortex
(banks of sulci) were defined as belonging to a sulcus. For a
few large structures, an additional sub-parcellation was used
based on estimated cytoarchitectonic and functional criteria
and some parcellations that were very small or very variable
were grouped with a larger neighboring parcellation unit.
Finally, each hemisphere was segmented into 74 different
sulco-gyral cortical units.
A set of 12 subjects was used to develop and test the
anatomical rules which labeled every point of the cerebral
cortex, while another dataset of 12 subjects was used to train
the automated labeling software.
The probability of a label at a certain vertex is based on
a number of pieces of information, including the curvature
and average convexity of the cortical surface, prior labeling
probability for that vertex, as well as the labels of vertices in
a local neighborhood.
2.3.3 The Human Connectome Project Multi-model
Parcellation (HCP MMP1.0) atlas
This recently released atlas [Glasser et al., 2016] comprises
180 parcels per hemisphere, and was generated using a novel
combination of machine-learning and interactive editing by
neuroanatomists. Using a combination of modalities, includ-
ing fMRI, myelin maps and structural imaging, 210 subjects
were aligned using an areal-matching algorithm, and subse-
quently the surface gradients of the different modalities were
used to propose parcel borders. These were then edited and
documented by neuroanatomists, and the subsequent parcel-
lations used, together with the multimodality data, to train a
classifier for automatic delineation of similar borders on a
validation set. The final group maximum probability map
(MPM) parcellation was then formed from the individual
probabilistic areal maps.
3 Results
We applied the proposed predictive framework indepen-
dently on: three single subjects, three populations of five
subjects, two populations of ten subjects, and one popula-
tion of 20 subjects. For all analyses the same six subjects
were held-out for prediction.
Figure 2, left panel, shows the impact of the amount
of training data on the attainable upper and lower bounds.
The figure shows the AUC curves for all the parcella-
tions as more training subjects are included (different line
styles). The results for single subjects show large uncer-
tainty and predictive performance substantially below pop-
ulation based prediction (SBM: AUC=0.9486 (22), Ward:
AUC=0.9615 (19), see Table 1: first column. Figures in
parentheses give the standard deviation of the mean of the
last digits across the different training networks), and hence
training with a single subject is insufficient to characterize
SC. However, already with five training subjects there is a
large reduction in variability and increase in AUC (SBM:
AUC=0.9790 (1), Ward: AUC=0.9799 (1)), and the inclu-
sion of 10 (SBM: AUC=0.9831 (2), Ward: AUC=0.9833 (2))
and 20 subjects (SBM: AUC=0.9857, Ward: AUC=0.9857)
only adds minor improvements (Table 1: columns 2 - 4).
Furthermore, for five or more training subjects, the ranking
of the atlases predictive performance remains constant, see
Figure S7 in Online Resource 1. Consequently, even a lim-
ited sample of 20 training subjects provides sufficient ro-
bustness for predictive accuracy.
Using 20 subjects as our training population, the pre-
dictive assessment of the different parcellation schemes
is investigated in Figure 2, right panel. The predic-
tive performance of the three tested atlases are repre-
sented by the red symbols and the corresponding per-
formance of the random (k-means) parcellation and data
driven parcellations given by the blue, yellow and green
curves respectively. With the number of parcels fixed
to match those of the three tested atlases, we respect-
fully derived the following performances; for 68 parcels
(Desikan-Killiany: AUC=0.9535, k-means: AUC=0.8886,
Ward: AUC=0.9654, SBM: AUC=0.9701), for 148 parcels
(Destrieux: AUC=0.9687, k-means: AUC=0.9153, Ward:
AUC=0.9777, SBM: AUC=0.9787), and for 360 parcels
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(HCP MMP1.0: AUC=0.9807, k-means: AUC=0.9339,
Ward: AUC=0.9836, SBM: AUC=0.9841), see Figure 2
(right panel). The vertical gap between the atlases and
the random parcellations demonstrates that all three at-
lases perform far better than what would be expected
by random if their parcels did not comply with the SC
data. When considering the differences in predictive per-
formance to the data-driven SC parcellations we find that
both Desikan-Killiany (downward-pointing triangle) and
Destrieux (upward-pointing triangle) have suboptimal per-
formance. However, the HCP MMP1.0 atlas (diamond) is
not only superior to the surface morphology-based atlases
but also almost on par with the best of the data-driven par-
cellations optimized to account for SC. We find these results
to be robust to the applied threshold level and size of training
population (considering at least five subjects for training),
see Online Resource 1 (Figure S7).
To estimate the parcellation resolution supported by the
SC data, we determined the beginning of the plateau regions
(Figure 2, right panel: SBM, 700 parcels, green star; and
Ward, 1000 parcels, yellow star), above which the predic-
tive performance does not improve significantly (assessed
using a paired t-test). These points can be interpreted as
the minimum number of clusters required to sufficiently
describe the SC data. The two data-driven models, SBM
(green curves) and Ward clustering (yellow curves), show
the same optimal predictive performance (AUC=0.9857).
As they are based on different modeling approaches (SBM:
Bayesian model with MCMC inference, Ward: deterministic
agglomerative hierarchical clustering) this implies that the
estimated upper bound is robust. In addition, both models
approach the AUC of the best non-parametric link-predictor
(shortest path, AUC=0.9875), shown as a black horizontal
line, suggesting that no important information regarding the
structural organization is lost when employing data-driven
parcellations.
To investigate the effect of increasing the number of
parcels to the maximum possible, we considered the limit
where each node is given its own (singleton) cluster. This
gave a much lower predictive performance (AUC=0.9336)
than all considered atlases and SC parcellations.
Additional scores for single subjects and populations
of 5 and 10 as well as scores obtained using standard
non-parametric link-prediction methods [Liben-Nowell and
Kleinberg, 2007] are given in Table 1 and in Online Re-
source 1 (Table S1).
3.1 Visualization of the parcellation structure
Figure 3 compares the parcellations from the three tested at-
lases together with the best performing SC parcellations us-
ing a population of 20 training subjects, both at the match-
ing number of parcels and the SBM parcellation with 700
parcels, beyond which no significant improvement is found.
Note how the parcellations found by SBM are spatially ho-
mogeneous even though the considered SBM does not incor-
porate any knowledge of spatial location. Additional parcel-
lations are visualised in Online Resource 1, Figures S2-S4.
The data-driven parcellations comply better with the exist-
ing atlases than the random parcellations (Online Resource
1, Figure S8).
4 Discussion
We here present a validation framework that permits quan-
titative assessment of any given parcellation scheme in the
absence of a gold standard reference (ground truth parcella-
tion). The framework uses statistical prediction to validate a
parcellation by its ability to characterize the structure of in-
dependent brain connectivity data. Using this framework we
validated three existing parcellations (not based on SC data)
in their ability to characterize the organization of SC data.
Our framework, in being able to rank the performance of
the prospective parcellations, shows that all three evaluated
atlases are able to capture many of the features of SC and
much better than would be expected by random. The frame-
work further permits quantification of the improvement in
predictive performance achieved by a recent multi-modality
approach by Glasser et al. [Glasser et al., 2016] over those
based solely upon surface morphology. In particular, we find
that the multi-modality approach has performance almost on
par with data-driven SC parcellations that are tailored to ac-
count for the organization of SC. These results are robust
to the choice of streamline-count threshold applied to gen-
erate the SC networks and are consistent for the population
based analyses, i.e. when at least five subjects are used in the
training population.
As the three tested atlases perform far better than the
lower-bound provided by the k-means random parcellations
this implies that the organization of SC is in compliance
with the atlases. The difference in predictive performance
between the atlases and the estimated upper-bound for pre-
diction given by the data-driven parcellations can be in-
terpreted as the predictive loss due to the mismatch be-
tween SC and atlas parcel boundaries. As the two surface
morphology-based atlases are unable to match the perfor-
mance of the data-driven methods this implies reduced co-
dependence between SC and surface morphology. However,
the HCP MMP1.0 atlas, being almost on par with the data-
driven parcellations, emphasizes the utility of having multi-
ple modalities.
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Fig. 2: Predictive performance measured by average AUC. Left panel: Predictive performance of the two data-driven SC parcellations as well as
the random k-means parcellation (different colors), when using 1, 5, 10, and 20 subjects in the training set (different line styles). The error bars
show the standard deviation of the mean across the training graphs. Right panel: Predictive performance using 20 training subjects of the three
considered atlases: Desikan-Killiany (downward-pointing triangle), Destrieux (upward-pointing triangle), and HCP MMP1.0 (diamond), as well
as k-means random parcellations (blue) and data-driven SC parcellations Ward (yellow) and SBM (green). The stars indicate the optimal number
of clusters, above which no significant increase in performance is observed for the two data-driven SC parcellations, based on a paired t-test. The
predictive performance of shortest path is shown as a black horizontal line. The error bars show the standard deviation of the mean across the six
test subjects.
4.1 Number of subjects
An important question answered by our framework is deter-
mining the number of subjects necessary to characterize SC
data. Although it is recommended to use as many training
subjects as possible, our validation framework demonstrates
that even with limited data (20 training subjects) the predic-
tive performance is sufficient to evaluate parcellations, and
the ranking of the atlases remains constant for five or more
subjects. Furthermore, the poor performance of data-driven
SC parcellations when trained on a single subject empha-
sizes the importance of inference at the population level in
order to sufficiently account for the organization of SC.
4.2 Parcellations preserve SC information
The best performing standard link prediction measure,
shortest path, provides an estimate of the predictive perfor-
mance that can be obtained taking all the SC information
into account, as opposed to the aggregated information em-
ployed when prediction occurs at the level of parcels. The
minor difference between the performance of shortest path
and the data-driven parcellations implies that the latter are
able to maintain the prominent information regarding the
connectivity structure present in the data. We thereby find
that the SC data is well represented using structural units
defined by parcels, supporting analysis of SC at the level of
structural units comprised of many vertices.
4.3 Number of parcels supported by SC data
In this work, we determined the optimum number of parcels
supported by SC by locating the point beyond which no sig-
nificant increase occurred in the data-driven SC parcella-
tions. We found that the data-driven parcellations in gen-
eral supported more parcels than the number specified in
the recently proposed HCP MMP1.0 atlas. Glasser et al. ac-
cordingly state that their parcellation may still underestimate
the true number of parcels at the macroscale, as their sub-
divisioning of areas such as the primary visual cortex are
coarser than reported previously [Glasser et al., 2016]. How-
ever, care must be taken when interpreting the estimated
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Fig. 3: Parcellations from the (left to right) Desikan-Killiany atlas and SBM with 68 parcels, the Destrieux atlas and SBM with 148 parcels,
HCP MMP1.0 and SBM with 360 parcels, and SBM with 700 parcels (green star in Figure 2 (right panel)), all visualised on the inflated surface.
SBM was trained on 20 subjects. The AUC score is the average score across the six test subjects for the specific parcellation shown. The standard
deviation of the mean is below 0.002 for all shown parcellations.
numbers of clusters supported by the SC data as we find
that it is dependent upon the number of subjects included
in the training data as well as the graph threshold level (see
Online Resource S2 (Figure S7)). Furthermore, an exact es-
timate of the optimal number of clusters is non-trivial due
to the broad range of resolutions that produce similar pre-
dictive performance. The optimum may also be influenced
by biases in the SC data, as discussed below, that can poten-
tially lead to overestimating the number of structural units.
However, as the results for the k-means parcellations show,
simply using a high number of clusters is not sufficient to
capture the complexity of the SC data. Furthermore, we ob-
served that the AUC did not continue to increase with more
clusters. In particular, the extreme case where all the clus-
tering models coincide (singleton clustering) exhibited poor
predictive performance (AUC=0.9336 for 20 subjects). Even
so, we observed that the performance of the singleton par-
cellations substantially improved when including more sub-
jects in the training set, and we anticipate that with unlimited
training data the averaging across training subjects may re-
duce the noise of the data to such an extent that the observed
performance drop of singleton clusters may disappear. Thus,
although our results point to the need for substantially more
parcels than available in the considered atlases, these results
may be heavily influenced by the level of noise and the bi-
ases, as discussed below.
4.4 Biases in the surface registration between subjects
A possible limitation to the results reported herein is the ac-
curacy of the initial vertex-to-vertex registration framework,
as provided by the HCP pipeline [Glasser et al., 2013]. As
this is driven by surface topology [Fischl, 2012], there exists
the possibility that the subsequent vertex alignment is bi-
ased towards anatomical landmarks (and therefore provides
atlases based upon surface morphology with an inherent pre-
diction boost). As anatomy may not be an optimal predictor
of SC, this means that the assumed vertex-to-vertex corre-
spondence may not fully reflect the nature of the SC data.
Hence, such a bias would exhibit itself as noise in the ver-
tex labeling, which would in turn propagate to the adjacency
matrix (graph). As a consequence, it would be more difficult
for a data-driven model to produce large homogeneous clus-
ters of vertices which all possess similar patterns of SC. This
would make larger clusters less likely, and so our predic-
tive framework could therefore support an over-parcellation.
Advanced vertex registration procedures, such as that em-
ployed in [Glasser et al., 2016], may improve matters as the
imposed predictive bias will be balanced between multiple
modalities.
4.5 Tractography biases
SC is established from dMRI data by integrating the de-
rived local estimates of fibre bundle orientations obtained
with standard tractography methods [Behrens et al., 2003a].
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However, just as for all other methods that estimate con-
nectivity, tractography has its own challenges and limita-
tions, e.g. gyral crown bias [Van Essen et al., 2013a, Rev-
eley et al., 2015, Donahue et al., 2016], which could affect
the precise location of parcel borders, path length dependen-
cies [Liptrot et al., 2014] and other factors which together
are known to impose unknown levels of Type I and Type
II errors on the estimated connections [Jones, 2010, Mor-
ris et al., 2008, Le Bihan et al., 2006, Jones et al., 2013].
These confounds, biases and shortcomings of tractography
are as yet not fully quantifiable due to the lack of a gold-
standard reference [Kno¨sche et al., 2015], and indeed are
not detectable as they will be present in both training and
test datasets. Yet, despite all the challenges in tractography,
we find that the existing atlases in general comply well with
the SC data and that the best performing atlas is almost on
par with the data-driven parcellations tailored for SC. This
indeed points to compliance of the organization of SC with
other modalities.
4.6 Other biases
No matter which connectivity modality is employed within
our prediction framework, the inclusion of more training
subjects, whilst increasing the signal-to-noise ratio, will not
be able to compensate for modality-specific biases present in
both training and test populations. However, the framework
introduced herein can easily be extended to include multi-
modality data such as fMRI, tracer studies, or histological
reconstruction of axonal trajectories [Amunts and Zilles,
2015]. As demonstrated by Glasser et al. [Glasser et al.,
2016], the incorporation of many independent data-sources
can mollify the effects of their individual biases. Indeed,
sufficiently many sources may even render the manually-
intensive verification of parcels unnecessary.
4.7 Thresholding of SC networks
As with any graph model of connectivity, false positives and
false negatives will occur as the incorrect presence or ab-
sence of links. Herein, as is common practice [Drakesmith
et al., 2015, Hagmann et al., 2007, Hagmann et al., 2008],
we attempt to remove many of the false positive connections
by thresholding the SC graphs prior to modeling. However,
this uniformly-applied strategy also increases the false neg-
ative rate. Unfortunately, whilst the false positive rate can
be reduced to zero by increasing the threshold, the mini-
mum false negative rate, achieved at null thresholding, will
be non-zero and can only be improved by better data acquisi-
tion and processing strategies. As such, it must be noted that
the chosen threshold level determines the balance between a
model’s specificity and sensitivity, and no optimal threshold
exists [Kno¨sche et al., 2015, Zalesky et al., 2016, Qi et al.,
2015, Dyrby et al., 2007]. Even though the applied thresh-
old of 200 streamline counts seems reasonable for this data
set, as different initialisations of the tractography are able
to predict each other very well (see Figure S1), the thresh-
old is still arbitrarily chosen. However, as discussed earlier,
the ranking of the considered atlases is maintained across
all tested thresholds, demonstrating robustness of the pro-
posed predictive validation procedure to the chosen thresh-
old level.
4.8 Outlook
Our predictive validation procedure shows that the recently
proposed HCP MMP1.0 atlas provides a reasonable model
of SC parcellation, and should be preferred to those based
solely upon surface morphology. We validated parcella-
tions using independent SC data, but the proposed valida-
tion framework is generic and therefore applicable to any
other brain connectivity mapping approach. As the number
of data-sources and data-derived approaches to structural
and functional connectivity, and thereby also parcellation
schemes, will only increase in the future, we foresee that
the prediction framework presented herein will prove to be
an important tool in assessing their quality.
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Table 1: Average AUC across six test subjects and five restarts when predicting unseen connectivity graphs using data-driven parcellations includ-
ing the singleton parcellation in which each node is given its own cluster, as well as the best performing non-parametric link predictor (shortest
path) and the three considered atlases. The scores are given for the optimal number of parcels (Online Resource 1, Figure S7). For k-means clus-
tering, the single subject score is given for 360 parcels, while remaining scores are given for 1000 parcels. The standard deviation of the mean on
the last digits, across different training networks, is given in parentheses.
Population size
Single (n=3) 5 (n=3) 10 (n=2) 20 (n=1)
UPPER BOUND ESTIMATES
Shortest path 0.9453 (25) 0.9830 (3) 0.9862 (2) 0.9875
SBM 0.9486 (22) 0.9790 (1) 0.9831 (2) 0.9857
Ward clustering 0.9615 (19) 0.9799 (1) 0.9833 (2) 0.9857
BRAIN ATLASES
HCP MMP1.0 0.9595 (9) 0.9777 (1) 0.9796 (5) 0.9807
Destrieux 0.9599 (9) 0.9670 (2) 0.9681 (9) 0.9687
Desikan-Killiany 0.9479 (7) 0.9524 (6) 0.9530 (14) 0.9535
LOWER BOUND ESTIMATES
k-means 0.9143 (9) 0.9381 (5) 0.9427 (4) 0.9451
Singleton 0.7027 (120) 0.8541 (27) 0.9016 (1) 0.9336
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S1 Supplementary material
S1.1 Threshold
The structural connectivity graphs are binarised by zeroing everything
below a chosen threshold. If the threshold chosen is too low the con-
nectivity graphs are dominated by false positives. On the other hand, if
a too high threshold is chosen then true connections are removed, lead-
ing to many false negatives. As probabilistic tractography is a proba-
bilistic process, re-running the tractography on the same dataset gives
a slightly different result. To investigate the effect of the chosen thresh-
old and to find the optimum, tractography was re-run on two subjects
and the connectivity graphs were created. The AUC between re-runs
of the tractography were calculated for a range of thresholds between
zero and 5300 counts. Figure S1 shows how well the runs pairwise
predict each other for different thresholds. For low thresholds the per-
formance is low due to all the false positives in the graphs. Around a
threshold of 200 the predictive performance stabilises with only a small
increase in the performance for higher thresholds. Based on this result
we chose a threshold of 200. To investigate the effect of our choice we
also ran all analyses with a threshold of 50 and 1000. This method to
find the threshold of the graphs can be applied in other studies, but the
specific threshold will depend upon the number of streamlines seeded
per voxel, the resolution of the data and parameters of the tractography
method.
Threshold [counts]
0 1000 2000 3000 4000 5000
A
U
C
0.8
0.85
0.9
0.95
1
S1 run 1 vs run 2
S1 run 2 vs run 1
S2 run 1 vs run 2
S2 run 2 vs run 1200 400 600 800 1000
0.97
0.98
0.99
Fig. S1: AUC vs. threshold. For two subjects (S1 and S2) the tractog-
raphy procudure was performed twice with different initialisation. The
figure shows how well the two runs predict each other for a range of
thresholds between zero and 5300 measured by AUC. The red stars
indicate the tested thresholds.
S1.2 Inference in the stochastic block model
To infer the clusters in the stochastic block model (SBM) we seek a
partition z of A1, . . . ,As into K clusters of nodes with similar structural
connectivity pattern. Let pi denote the probability distribution of any
node belonging to the individual clusters, such that p(zi = k|pi ) = pik,
where pi = {pi1, ...,piK} and ∑Kk=1 pik = 1.
To allow flexible cluster sizes, pi is considered generated from a
Dirichlet distribution:
p(pi |α ) = 1
B(α )
K
∏
k=1
piαk−1k , (S10)
where B is the multivariate beta function:
B(α ) = ∏
K
k=1Γ (αk)
Γ (∑Kk=1αk)
. (S11)
This reveals the following joint prior over z and pi :
p(pi ,z|α ) = p(pi |α )
J
∏
i=1
p(zi|pi ) = 1B(α )
K
∏
k=1
pimk+αk−1k , (S12)
where mk denotes the number of nodes belonging to cluster k, such that
∑Kk=1 mk = J.
Imposing equal concentration parameter on all clusters CK = α1 =
...= αK and marginalizing over pi we obtain the effective prior over z,
resulting in a so-called multivariate Po´lya distribution:
p(z|C) =
∫
p(pi ,z|C)dpi = Γ (C)
Γ (C+ J)
K
∏
k=1
Γ (CK +mk)
Γ (CK )
(S13)
For a given partition z the prior distribution on the probability ηlm
of observing a link between nodes of cluster l and cluster m is imposed
using the Beta distribution:
p(ηlm|β+,β−) = Γ (β
++β−)
Γ (β+)Γ (β−)
ηβ
+−1
lm (1−ηlm)β
−−1.
The probability of observing a link between node i and j for subject
s follows the Bernoulli distribution such that the likelihood of A =
{A1, . . . ,AS} is given by (see also [Andersen et al., 2014]):
p(A |η ,z)=
S
∏
s=1
∏
i> j
η
Asi j
ziz j (1−ηziz j )1−A
s
i j =∏
l≥m
ηN
+
lm
lm (1−ηlm)N
−
lm , (S14)
where N+lm and N
−
lm respectively denotes the sum of all links and non-
links between cluster l and m for all graphs in the population.
The conjugacy of the Beta prior and Bernoulli likelihood allows η
to be analytically marginalized, revealing the following joint distribu-
tion:
p(A,z|C,β+,β−) =
∫
p(z|C) · p(A |η ,z) ·∏
l≥m
p(ηlm|β+,β−) dη
= p(z|C) ·∏
l≥m
B(N+lm +β
+,N−lm +β
−)
B(β+,β−)
, (S15)
where B denotes the beta function:
B(a,b) =
∫
θ a−1(1−θ)b−1dθ = Γ (a)Γ (b)
Γ (a+b)
For a particular data set the model parameters are inferred using a
sequence of independent Markov Chain Monte Carlo methods to sam-
ple from the posterior distribution.
The clustering is inferred using a combination of full and restricted
Gibbs sampling procedures. In the full Gibbs sampling procedure, each
node i is in turn proposed to be re-assigned, based on the posterior dis-
tribution of the single node assignment, obtained using Bayes’ theorem
for equation S15:
p(zi = l|A ,z\i,β+,β−,C) = p(A ,z
\i,zi = l|β+,β−,C)
∑Km p(A ,z\i,zi = m|β+,β−,C)
(S16)
where z\i denotes the cluster assignments for all nodes ignoring node i
In the restricted Gibbs sampling procedure, two clusters are ran-
domly selected and three Gibbs sweeps are conducted, restricted to
re-partitioning the nodes within the two selected clusters.
The three hyperparameters β+,β−,C are sampled individually us-
ing a Metropolis-Hastings procedure, where proposals are drawn from
a Gaussian distribution with variance 1, centered at the current value
of the parameter.
For all results in the paper, the following sampling procedure was
utilized: one complete Gibbs sweep over all nodes followed by K re-
stricted Gibbs proposals, followed by 10 Metropolis-Hastings propos-
als for each of the hyperparameters. A total of 100 sweeps of the above
sampling procedure was performed. Following the last sweep of the
MCMC sampling, the clustering was optimized towards a local poste-
rior maximum using a hill-climbing procedure to repeatedly reassign
the nodes one at a time to the cluster resulting in the highest posterior
gain.
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S1.3 Reliability estimation by Mutual Information
In order to quantify similarity between two partitions z and z′ we use
normalized mutual information (NMI), defined as:
NMI(z,z′) =
2 ·MI(z,z′)
MI(z,z)+MI(z′ ,z′)
,
where the mutual information (MI) is given as:
MI(z,z′) =∑
kk′
P(k,k′) log(
P(k,k′)
P(k)P(k′)
),
with P(k,k′) being the probability that a node in cluster k in the first
partition is in cluster k′ in the second partition. NMI takes values be-
tween zero and one where one indicates that a permutation of the
groups exists such that the partitions are identical, and zero indicates
that the partitions are perfectly independent.
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S2 Supplementary figures
Desikan-Killiany
68 parcels
SBM Ward K-means
Fig. S2: Parcellations with 68 clusters for a population of 20 subjects and a threshold of 200, shown on the inflated surface. From left: The Desikan-Killiany
atlas, SBM parcellation, Ward clustering, and K-means clustering.
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Destrieux
148 parcels
SBM Ward K-means
Fig. S3: Parcellations with 148 clusters for a population of 20 subjects and a threshold of 200, shown on the inflated surface. From left: The Destrieux atlas,
SBM parcellation, Ward clustering, and K-means clustering.
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360 parcels
SBM Ward K-meansHCP_MMP1.0
Fig. S4: Parcellations with 360 clusters for a population of 20 subjects and a threshold of 200, shown on the inflated surface. From left: The Human
Connectome Project multi-modal parcellation (HCP MMP1.0), SBM parcellation, Ward clustering, and K-means clustering.
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(a)
(b)
Fig. S5: Flatmaps of the SBM parcellations with (a) 148 clusters and (b) 700 clusters overlaid with the borders of the Destrieux atlas.
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(a)
(b)
Fig. S6: Flatmaps of the SBM parcellations with (a) 360 clusters and (b) 700 clusters overlaid with the borders of the HCP MMP1.0 atlas.
142
A
U
C
T
h
r=
5
0
0.9
0.95
1
Single subjects Populations of 5 subjects Populations of 10 subjects Population of 20 subjects
A
U
C
T
h
r=
2
0
0
0.9
0.95
1
Number of clusters
0
10
0
20
0
30
0
40
0
50
0
60
0
70
0
80
0
90
0
10
00
A
U
C
T
h
r=
1
0
0
0
0.9
0.95
1
Number of clusters
0
10
0
20
0
30
0
40
0
50
0
60
0
70
0
80
0
90
0
10
00
Number of clusters
0
10
0
20
0
30
0
40
0
50
0
60
0
70
0
80
0
90
0
10
00
Number of clusters
0
10
0
20
0
30
0
40
0
50
0
60
0
70
0
80
0
90
0
10
00
k-means
Ward
SBM
Ward optimum
SBM optimum
Desikan-Killiany
Destrieux
HCP MMP1.0
Fig. S7: Average AUC across the six test subjects vs the number of clusters for thresholds of 50, 200 and 1000, and population sizes of 1, 5, 10 and 20.
The error bars indicate the standard deviation of the mean across the six test subjects. The stars mark the optimal number of clusters for the stochastic block
model (green) and ward clustering (yellow), as no significant increase in performance is observed by using more clusters. The optimal number of clusters
are found using a paired t-test.
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Fig. S8: Normalised mutual information (NMI) vs the number of clusters for thresholds of 50, 200 and 1000, and populations of of 1, 5, 10 and 20 subjects.
Dashed lines show the reliability of the methods, NMI between Desikan-Killiany and Destrieux (black), between Desikan-Killiany and HCP MMP1.0
(gray), and between Destrieux and HCP MMP1.0 (light gray). Solid lines show NMI between the three parcellation approaches, the stochastic block model
(green), ward clustering (yellow) and k-means clustering (blue), and Desikan-Killiany (downward-pointing triangles), Destrieux (upward-pointing triangles)
and HCP MMP1.0 (diamonds).
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S3 Supplementary tables
Table S1: Average AUC across six test subjects and five restarts when predicting unseen connectivity graphs using data-driven parcellations including the
singleton parcellation in which each node is given its own cluster, as well as the considered non-parametric link predictors and the three considered atlases.
The scores are given for the optimal number of parcels (SI, Figure S7). For k-means clustering, the single subject score is given for 360 parcels, while
remaining scores are given for 1000 parcels. In parentheses is given the standard deviation of the mean on last digit across different training networks.
Population size
Single (n=3) 5 (n=3) 10 (n=2) 20 (n=1)
SBM 0.9486 (22) 0.9790 (1) 0.9831 (2) 0.9857
Ward clustering 0.9615 (19) 0.9799 (1) 0.9833 (2) 0.9857
k-means 0.9143 (9) 0.9381 (5) 0.9427 (4) 0.9451
Singleton 0.7027 (120) 0.8541 (27) 0.9016 (1) 0.9336
Shortest path 0.9453 (25) 0.9830 (3) 0.9862 (2) 0.9875
Common neighbor 0.9339 (63) 0.9792 (9) 0.9843 (4) 0.9865
Jaccard 0.9368 (64) 0.9816 (2) 0.9855 (2) 0.9874
Adamic/Adar 0.9346 (63) 0.9798 (8) 0.9848 (3) 0.9869
Preferential attach. 0.5756 (25) 0.6100 (6) 0.6188 (2) 0.6247
HCP MMP1.0 0.9595 (9) 0.9777 (1) 0.9796 (5) 0.9807
Destrieux 0.9599 (9) 0.9670 (2) 0.9681 (9) 0.9687
Desikan-Killiany 0.9479 (7) 0.9524 (6) 0.9530 (14) 0.9535
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Appendix F
Functional Whole-Brain
Parcellation Improved by
the Inclusion of Structural
Connectivity
Functional Whole-Brain Parcellation Improved by the Inclusion of Structural
Connectivity. Kristoffer Jon Albers, Karen Sandø Ambrosen, Rasmus Røge,
Matthew G. Liptrot, Kasper Winther Andersen, Hartwig R. Siebner, Tim B.
Dyrby, Kristoffer H. Madsen, Mikkel N. Schmidt, and Morten Mørup. (prelim-
inary work).
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Abstract—Modern MRI techniques provide non-invasive high-
resolution images from which networks of whole-brain functional
and structural connectivity can be derived. Though it is com-
monly believed that structure and function emerge from the same
modular organization of the brain, it remains elusive how and
to what extend the two modalities are related. Assuming that
structure and function express the same fundamental organiza-
tion of the brain, we hypothesize that data-driven parcellation
based jointly on functional and structural connectivity should
better define processing units than parcellation based on each
modality separately. Whereas previous studies have primarily
focused on investigating how one modality can characterize
the other, we investigate how parcellations derived using both
modalities characterize the individual modalities, and compare
this to parcellations derived from the modalities individually.
We use a stochastic block-model as a data-driven approach
for clustering high-resolution whole-brain connectivity networks,
assuming identical parcellation across modalities and indepen-
dent connectivity structure between parcels. We evaluate the
parcellations by their ability to predict structure in held-out test
subjects’ functional and structural data: In predicting functional
connectivity, we show a substantial improvement by including
structural information, even when the functional networks are
averaged across 50 subjects; however, in predicting structural
connectivity, we show no benefit from including functional infor-
mation. We attribute this asymmetry to a higher level of noise in
the functional networks, possibly caused by the dynamic nature of
neuronal function in comparison to the static structural modality.
Our results reveal that the modular structures expressed by func-
tional and structural networks are consistent, but the connectivity
between parcels is substantially different.
I. INTRODUCTION
A prominent way to view the organization of the brain on
a macro scale is to consider two fundamental aspects: While
the cortex is segregated into specialized neuronal regions, the
cognitive functions emerges from integration of these regions
by coordinated activation [30]. Both in terms of its structural
organization and functional activity the brain can be studied as
a network, allowing network science to provide the statistical
foundation and methodology for investigating and quantifying
the organization of brain connectivity networks [8].
One approach of quantifying the latent structure in con-
nectivity networks is to partition the nodes into groups that
share a similar connectivity pattern within the network. The
stochastic block model (SBM) [21] is a data-driven Bayesian
clustering approach, which coupled with Markov Chain Monte
Carlo (MCMC) sampling has proven a valid tool for clustering
and investigating structure in complex networks [36], [25].
Notably, a non-parametric SBM modeling framework has
previously been used [4] for the joint modeling of structural
and functional connectivity based on low resolution networks
of 116 nodes defined by the AAL atlas [32] with the ability
to impose shared and individual segregated units of the two
modalities.
Magnetic Resonance Imaging (MRI) techniques provides
non-invasive means from which functional and structural con-
nectivity networks can be constructed. Structural connectivity
can be derived from diffusion MRI [14] by tracking white mat-
ter streamlines across the cortex such that structural networks
are obtained based on the anatomy of the brain. Functional
MRI captures images of functional whole brain connectivity by
indirectly measuring the time-dependent neural activity within
small regions of the brain (i.e., voxels) by monitoring the blood
oxygenation level dependent (BOLD) response [22]. Networks
of functional connectivity can be obtained, for instance as
mapped by the correlated activation of brain regions [8].
The extend to which the structural and functional organi-
zation is related and how to quantify the relationship remains
a challenging and prominent area of active research. Previ-
ous studies suggest that there are relations between the two
modalities. This can for instance be anticipated by the network
properties, such as functional connectivity networks exhibiting
various small-world attributes [1], which evolutionary could be
reflected by economical efficient structure [8]. Another hint
comes from the fact that various neurological disorders have
shown to cause alterations in both functional and structural
connectivity [11], [31], but to what extend any relation between
functional and structural connectivity effects brain disease
needs further investigation [34]. On the whole-brain scale
previous studies suggest that the functional connectivity to
some extend emerges from the structural organization [5],
[29], [15]. Data from both modalities are often modelled
individually but used to enhance each other, for example
by using one modality to define regions of interest that are
afterwards examined in the other modality, or by predicting
data from one modality from information obtained from the
other modality [5].
If structure and function express the same fundamental
organization of the brain they should both inform about
the brain’s organization into segregated processing units. We
thus hypothesize that data-driven parcellations based on joint
modeling of functional and structural connectivity data should
better define these processing units than modeling each modal-
ity separately with limited data. To investigate this, we use
the SBM which allows to infer a single parcellation based on
multiple networks and provides sound statistical evaluation of
the predictive performance of the inferred parcellations. We
exploit this to jointly model functional and structural data and
compare it with modelling data from the modalities individ-
ually. We further compare the results of joint modelling with
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           From             predict                      
           From             predict                      
           From             predict                      
Training
network
Training
network
Functional
parcellation
Joint
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Structural
parcellation
SBMSBM SBM
Construct network
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Construct network
from fMRI
Test
network
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Evaluate predictive performance
Fig. 1. Concept for the modelling approach. Networks are obtained from
both fMRI and dMRI neuroimages. The networks are split into training and
test data. The data-driven stochastic block model (SBM) is used to infer
parcellations based on functional training data, structural training data, and
jointly based on both functional and structural training data. Using the inferred
model parameters and training networks the predictive performance on test
data is computed.
the comprehensive HCP MMP1.0 atlas which is constructed
using multiple modalities as well as neuroanatomy [12].
II. DATA AND MODELLING FRAMEWORK
Figure 1 illustrates the modelling framework. Based on
fMRI and dMRI images, networks of structural and functional
connectivity are created for a number of subjects. The networks
are split into training and test data, such that parcellations are
inferred by SBM from the training data, while test networks
from unseen subjects are used to asses the quality of the
parcellations as quantified by the predictive performance. SBM
allows us to obtain a parcellation learned solely from either
the structural or functional test data as well as learning a
single parcellation jointly derived from data of both modalities.
Using the inferred model parameters and training networks the
predictive performance on the test networks is compared to
evaluate the influence of jointly modelling both modalities.
A. Data
Networks of brain connectivity were obtained using in-
dependent high-resolution data from the Human Connectome
Project (HCP) [33], [19], [10], [26], [35] database. Ignoring
the sub-cortical information the networks contained 59 412
vertices. We split the subjects into populations, such that we
obtained 5 non-overlapping groups of subjects for each of the
training population sizes of 1, 2, 10 and 50 subjects. For each
group we created a single functional and structural training net-
work based on the group average. Similarly we constructed test
networks based on the group average of 50 held-out subjects.
The fMRI networks were estimated from the preprocessed and
structurally denoised ICA-FIX cleaned version of the resting
state fMRI data, for further reference see [27], [16], [24].
We formed the networks by averaging the Pearson correlation
matrix estimated from the two sessions using both the left-
right and right-left phase encoding directions for each subject
(i.e., averaging four correlograms per subject each estimated
from 1200 time frames). The structural connectivity networks
were derived from the dMRI data preprocessed using the HCP
pipeline [13]. The fiber orientation estimation was done using
FSL’s BedpostX for multi-shell data [18] and the networks
were constructed by performing probabilistic tractography
using FSL’s Probtrackx2 [7], [6] run in ”matrix3” mode. 1000
streamlines were initiated in each white matter voxel and kept
if it reached two vertices of the white matter surface, resulting
in weighted graphs of streamline counts between vertices. The
adjacency matrices were added and binarized by thresholding
the graph at 1% density keeping only the strongest links.
The HCP MMP1.0 atlas [12] is based on multi-modal MRI
data from HCP and describes a total of 360 parcels split equally
across both hemispheres. It was created in a combined data-
driven and manual approach to obtain a single parcellation
of cortical regions, based on multiple neurobiological proper-
ties including both functional information and brain anatomy
obtained from 210 healthy subjects. It has previously been
shown to be very efficient for predicting structural connectivity
networks [3].
B. The stochastic block model
The stochastic block model (SBM) [21] partitions network
nodes into clusters with similar connectivity patterns. For
modelling binary networks, the model can be defined by
the following generative process, where m is used to index
modality:
Links in network: A(m)ij ∼ Bernoulli(η(m)zizj ), (1)
Cluster-link densities: η(m)lh ∼ Beta(β+, β−), (2)
Clustering: z ∼ Categorical(pi), (3)
Cluster proportions: pi ∼ Dirichlet(α). (4)
The probability of observing a link between two nodes i and
j in the network are considered generated according to a
Bernoulli distribution, only depending on the probability of
observing links between the clusters zi and zj that the nodes
belong to. The probability of observing links between two
clusters is considered independent given the assignment to
clusters and follows a Beta distribution. Finally, the nodes are
partitioned into K clusters based on the Dirichlet distribution.
Due to the conjugacy between the Dirichlet and Cateogrical
distribution, pi can be analytically marginalized (see [25] for
details). By imposing an equal concentration parameter for all
clusters the following effective prior for the clustering can be
obtained:
p(z|α) = Γ(α)
Γ(α+N)
K∏
l=1
Γ( αK + nk)
Γ( αK )
, (5)
where N is the number of nodes, nk is the number of nodes
in cluster k, and Γ(x) is the gamma function. Notably, we
use the SBM to obtain a single parcellation based on either a
network from one modality (either functional or structural) or
using both modalities. Let A represent the set of M networks,
containing either M = 1 or M = 2 modalities. The beta prior
is conjugate to the Bernoulli likelihood, which allows us to
obtain the following joint distribution as η can be analytically
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integrated out:
P (A, z|β+, β−, α) =
P (z|α)
M∏
m
∏
l<h
B(N
(m)+
lh + β
+, N
(m)−
lh + β
−)
B(β+, β−)
, (6)
where N (m)+lh and N
(m)−
lh respectively represent the number
of links and non-links between cluster l and h according to
network A(m), while B(a, b) = Γ(a)Γ(b)Γ(a+k) is the beta function.
C. Inference procedure
We infer the model parameters using a Markov Chain
Monte Carlo (MCMC) procedure. The parcellation is inferred
by Gibbs sampling, where the assignment zi for each node
i in turn is processed, based on the posterior distribution for
the assignment of i to each of the K clusters `. Using Bayes’
theorem this can be obtained from equation 6, where z\i is
the cluster assignments for all nodes ignoring node i:
P (zi = `|z\i, β+, β−, α) =
P (A, z\i, zi = `|β+, β−, α)
K∑
h=1
P (A, z\i, zi = h|β+, β−, α)
. (7)
For inferring the hyper-parameters we use a simple
Metropolis-Hastings procedure, where new proposals are
drawn from a Gaussian distribution centred at the current
parameter value with variance 1.
For all experiments the model parameters are inferred by
sampling 100 iterations of the following sampling procedure:
z is updated by one complete Gibbs sweep over all nodes
followed by 1000 MH-proposals for updating each hyper-
parameter β+, β−, α. Due to the size of the networks and
behaviour of the Gibbs sampler, it is not computationally
feasible to reach convergence [2]. We hence treat the last
sampled state as the inferred parameters. All experiments are
performed with K = 360 clusters which limits SBM to the
same complexity as the HCP MMP1.0 atlas.
D. Predictive performance by AUC
To assess and compare the quality of parcellations we use
the predictive framework established in [3]. The quality of a
parcellation is evaluated by how well it can be used to predict
unseen held-out networks. We quantify this performance by the
area under curve (AUC) of the Receiver Operator Characteris-
tics curve (ROC) [9], scored by the expected link probability
between clusters:
〈η(m)zizj 〉 =
N
(m)+
zizj + β
+
N
(m)+
zizj +N
(m)−
zizj + β
+ + β−
. (8)
As baseline we also compute AUC by using the
HCP MMP1.0 atlas instead of the inferred parcellations. In
this case we let β+ = β− = 0 and note that the AUC
values hence cannot be used to directly compare the quality of
parcellations between the atlas and SBM as the regularization
induced by these hyper-parameters in SBM may benefit pre-
diction. As baseline we also evaluate how well the raw training
networks can predict the test network.
E. Parcellation comparison by Mutual Information
The similarity of different parcellations can be quantified
using Mutual Information (MI). This constitutes a permuta-
tion invariant measure for the shared clustering information
between two parcellations z and z′ given by:
MI(z, z′) =
∑
cc′
P (c, c′) log
(
P (c, c′)
P (c)P (c′)
)
, (9)
where P (c) is the probability of observing a node in cluster
c while P (c, c′) is the probability of jointly observing a node
in cluster c in z and a node in cluster c′ in z′. We use the
normalized mutual information (NMI) to get a value between
zero and one:
NMI(z, z′) =
2 MI(z, z′)
MI(z, z) + MI(z′, z′)
, (10)
such that a value of one indicates that the parcellations are
identical.
III. RESULTS
Figure 2 and 3 respectively show the results of predict-
ing the functional and structural test networks based on the
following:
• Parcellations inferred from SBM trained on data for a
single modality.
• Parcellations inferred from SBM trained jointly on
both modalities.
• The fixed multi-modal HCP MMP1.0 atlas used to
predict test data based on the training networks with
the same modality.
• The raw graph match between the test networks and
training network with the same modality.
AUC scores are individually computed and averaged for the
5 training networks for each population size of 1,2,10 and 50
subjects, when predicting on the same 50 subject population
held-out network of respectively functional and structural
connectivity.
For both modalities the AUC score improves for larger
population sizes while the standard deviation decreases dras-
tically. The predictive performance for the atlas also improves
for larger population sizes but the model based approaches
presents more pronounced improvements. Considering the pre-
dictions based on the fixed HCP MMP1.0 atlas parcellations
as well as predictions based on the raw graphs we observe
that the structural networks are more similar than functional
networks. We attribute this to the structural connectivity data
being more static and less noisy than functional data.
Figure 2 shows that the model parcellations provide a better
prediction of functional connectivity when SBM is trained
on both modalites compared to just functional connectivity
data. Though this effect is true for all population sizes this
effect is reduced when the noise is reduced by including
larger populations. Interestingly for few subjects, the structural
parcellation predicts the functional data better than both a
functional and joint parcellation. This effect diminishes for
larger populations, and at 50 subjects the structural parcellation
allows for predictions on par with the functional parcellation
while the joint is slightly better. Figure 3 shows that predicting
structural connectivity does not benefit from joint modelling as
150
 st
ru
ctu
re
 
    
   
  fu
nc
tio
n
 
    
   
   
   
   
    
 jo
int
 
    
   
   
   
   
   
   
   
  a
tla
s
 
   
   
   
   
   
   
    
   
 ra
w 
gr
ap
h
 st
ru
ctu
re
 
   
   
   
fun
cti
on
 
   
   
   
   
   
   
   
joi
nt
 
   
   
   
   
   
   
    
   
  a
tla
s
 
    
   
   
   
   
    
   
   
ra
w 
gr
ap
h
 st
ru
ctu
re
 
    
   
  fu
nc
tio
n
 
    
   
   
   
   
    
 jo
int
 
    
   
   
   
   
    
   
   
 at
las
 
    
   
   
   
   
   
   
   
 ra
w 
gr
ap
h
 st
ru
ctu
re
 
    
   
  f
un
cti
on
 
    
   
   
   
   
    
 jo
int
 
    
   
   
   
   
    
   
   
 at
las
 
    
   
   
   
   
   
   
   
 ra
w 
gr
ap
h
0.942
0.897
0.929
0.952
0.641
0.972
0.953
0.966
 0.977
0.712
0.988
0.985
0.990 0.988
0.819
0.992 0.992
0.995 0.991
0.901
A
re
a 
U
nd
er
 C
ur
ve
Train
Predict functional population test network with 50 subjects
          1 subject                                 2 subjects                              10 subjects                              50 subjects
1
 
0.98
 
   
 
0.96
  
  
0.94
  
  
0.92
 
 
0.9
Fig. 2. AUC when prediction from the functional training networks to the single functional network for the test population of 50 subjects. For each training
population size, the bars show the average AUC score as obtained by using different parcellations: (1) SBM on the structural training networks, (2) SBM on the
functional training network, (3) SBM on both structural and functional training networks, (4) the atlas parcellation used with the functional training networks,
and (5) the raw graph match between the functional training and test networks. For each population size five training networks were utilized. The mean value
is shown above each bar while the whiskers indicate the standard deviation of the mean ( ± std /√5).
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Fig. 3. AUC when prediction from the structural training networks to the structural network for the test population of 50 subjects. For each training population
size, the bars show the average AUC score as obtained by using different parcellations: (1) SBM on the structural training networks, (2) SBM on the functional
training networks, (3) SBM on both structural and functional training networks, (4) the atlas parcellation used with the structural training networks, and (5)
the raw graph match between the structural training and test networks. For each population size five training networks were utilized. The mean value is shown
above each bar while the whiskers indicate the standard deviation of the mean (± std /√5).
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the model parcellations inferred from structural networks alone
gives a higher AUC for all considered training population sizes.
Figure 4 shows the Normalized Mutual Information for the
different parcellation strategies. The figure shows a high NMI
between the atlas and parcellations inferred from both structure
and joint modelling. Parcellations based on structural connec-
tivity is in better agreement with the atlas than parcellations
based on functional parcellations. For single subject networks
the NMI is higher between the atlas and SBM parcellations
than between individual SBM parcellations for both structure
and function. When more data is included in the modelling
the inferred parcellations becomes more in agreement for
both modalities. Especially between parcellations inferred from
function the NMI increases rapidly for larger population sizes.
This effect we attribute to the de-noising of the functional data
achieved when averaged over more subjects.
Figure 5 shows the estimated link density using the atlas
parcellation or a single SBM parcellation for joint modelling.
These results are based on the same single training network
of structural and functional connectivity for 50 subjects and
the two test networks also averaged over 50 subjects. The
estimated link densities are computed using equation 8. For
both the model and atlas parcellation the figure illustrates
the connectivity profile between the structure and function
training network, and between the test and training networks
for the same modalities. The figure shows that the functional
and structural connectivity profiles are very different. For both
SBM and the atlas the extracted structural connectivity profiles
are in high agreement while the functional connectivity data
is less in agreement in particular for the SBM parcellation.
IV. DISCUSSION
We have demonstrated that the stochastic block model
(SBM) intuitively can be used to jointly infer a parcellation
integrating functional and structural networks of brain con-
nectivity. Notably, while the segregated regions are the same
the framework proposed assumes the functional and structural
connectivity structure to be independent.
For both modalities the AUC between raw graphs improves
drastically the larger the population size. This shows that net-
works for larger populations ought to have an improved signal-
to-noise ratio and are thus more consistent. We, however, still
observe that the joint modelling provides a better predictive
performance for fMRI data. This provides evidence for the two
modalities indeed are organized in terms of shared segregated
processing units and that fusion of modalities is beneficial
when dealing with noisy data such as fMRI.
The effect of de-noising using larger population sizes is
also evident from the NMI of the inferred parcellations. For
single subjects the NMI is higher between any model inferred
parcellation and the atlas than between any two model parcel-
lations. As expected the NMI increases for larger population
sizes, and model parcellations becomes more similar than
compared to the atlas. The effect is most clearly visible for
functional networks. For a single subject, the NMI between
structure and function is actually higher than the NMI between
any two parcellations that are both inferred from function. This
emphasises that noisy functional data benefit by the inclusion
of structural information. Furthermore the NMI shows that par-
ticularly the structural parcellations to a great extend comply
with the multimodal HCP MMP1.0 atlas as also observed in
[3] and slightly better than the parcellations based on joint
modeling.
Similar to [17] we observe siginificant correspondence
between the extracted functional and structural connectivity
profiles. However, despite the fundamental functional and
structural processing units estimated as being the same we
observe that the functional and structural connectivity profiles
substantially differ when compared to the connectivity vari-
ability within each modality across independent population
data. Thus, while both modalities provide information regard-
ing the brains organization into segregated processing units
there are important differences in terms of the strenghts of
functional and structural connectivity beyond the variability
observed within each modality. Thus, while the segregated
units may be shared our results demonstrate that the data
generally violates assumptions of consistency of structural and
functional connectivity profiles. However for joint modelling
these connectivity profiles seem to be more consistent than for
the atlas, as evident from a slightly higher correlation between
function and structure for the SBM parcellation.
In the present study we considered the perhaps most
simple approach to extracting functional connectivity based
on zero lag pearson correlation [8], [28], [23]. Notably, it
is unclear how functional connectivity is best quantified and
several approaches exists including mutual information [8],
[20], [28], wavelet correlation [1], lagged correlation and
partial correlation, as well as approaches quantifying direction-
ality, see also [28], [23] for reviews. We presently considered
only positive correlation while negative functional correlations
arguable also relate to structure. We further notice that the
examined HCP fMRI data has a high temopral and spatial
resolution, which might give an poorer signal-to-noise ratio
than other protocols. Furthermore, we arbitrarily thresholded
the networks at 1 percent density. Future work should thus
investigate the influence of network construction.
We find that multimodal modeling is beneficial in particular
when facing noisy data. Importantly, or modeling assumed net-
work nodes were correctly aligned to correspond to the same
structure in the brain across subjects. Whereas misalignment
can be considered a source of noise, systematic modality spe-
cific biases will in general reduce potential structure-function
relationships. Our finding of large differences in functional and
structural connectivity profiles may thus be caused by modality
specific biases including biases in the functional and structural
network construction. We presently considered joint modeling
of structural and functional connectivity data, however, the
proposed framework naturally extends to general multimodal
modeling including additional modalities.
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Fig. 4. Normalized Mutual Information, NMI(z,z′), between model parcellations inferred from data of the same modality as well as between inferred
parcellations and the HCP MMP1.0 atlas. The NMI values are averaged over five comparisons for each approach (jointly modelling both modalities and
individually modelling structure and function) for each population size of 1, 2, 10 and 50 subjects. The results does not include NMI between different
parcellations inferred from the same group of subjects. For all bars the standard error of the mean (std±√5) is less than 0.011.
Fig. 5. Estimated link-densities for SBM with joint modelling of both modalities for a population of 50 subjects and using the atlas parcellation. The figure
illustrates the connectivity profiles for both functional and structural networks. It compares the estimated link density between the structural and functional
training networks for the same 50 subject population, and between the training and test networks for respectively structural and functional connectivity. The
plots shows for a single parcellation, while the correlations below the plots are the mean for all five training networks, all correlations are significant (p = 0)
by the 360× (360 + 1)/2 = 64.980 elements. The standard deviation of the mean on the last digits is shown in parentheses.
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Functional Whole-Brain Parcellation Improved by the Inclusion of
Structural Connectivity
Appendix G
Stochastic Blockmodels
For the stochastic blockmodels, this appendix presents how to derive the expres-
sion for the posterior distribution P (A, z) by marginalizing the cluster-link-
probabilities. Depending on the type of links in the network different model
definitions are preferable, with different distributions utilized for the likelihood
and conjugate prior.
Link types Likelihood Conjugate prior
Binary Bernoulli Beta
Counts Poisson Gamma
Categories Categorical Dirichlet
Continuous Normal Normal-Inverse-Gamma
G.1 Bernoulli likelihood and Beta prior
For a network with unweighted (binary) links, the link probabilities can intu-
itively be modelled using the Bernoulli distribution. With the Beta distribution
acting as conjugate prior, the generative model becomes:
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Links Aij ∼ Bernoulli(ηzi,zj )
Interactions ηlm ∼ Beta(β+, β−)
Groups (infinite) z ∼ CRP (α)
Groups (finite) z ∼ Dirichlet-Categorical(α)
For the interaction between two groups l and m, the Beta distribution gives:
Beta(ηlm|β+, β−) = Γ(β
+ + β−)
Γ(β+)Γ(β−)
ηβ
+−1
lm (1− ηlm)β
−−1
For all pairwise independent interactions, this gives:
P (η|β+, β−) =
∏
l≤m
Γ(β+ + β−)
Γ(β+)Γ(β−)
ηβ
+−1
lm (1− ηlm)β
−−1 (G.1)
For the link between two nodes i and j, the Bernoulli distribution gives:
Bernoulli(Aij |ηzizj ) = ηAijzizj (1− ηzizj )1−Aij
For all links A this gives:
P (A|η) =
∏
l≤m
η
N+lm
lm (1− ηzizj )N
−
lm , (G.2)
where N+ is the number of links between group l andm while N−lm is the number
of possible yet not observed links between group l and m.
By joining G.1 and G.2 we obtain the following joint distribution:
P (A, z,η|α, β+, β−) = P (z|α)× P (A|η)× P (η|β+, β−)
= P (z|α)×
∏
l≤m
(
Γ(β+ + β−)
Γ(β+)Γ(β−)
η
β+N+lm−1
lm (1− ηlm)β
−+N−lm−1
)
Due to the conjugacy, η can be marginalized:
P (A, z|α, β+, β−) =
∫ 1
0
P (A, z,η|α, β+, β−) dη
= P (z|α)×
∏
l≤m
(
Γ(β+ + β−)
Γ(β+)Γ(β−)
∫ 1
0
η
β+N+lm−1
lm (1− ηlm)β
−+N−lm−1 dηlm
)
With the beta-function defined as:
B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
=
∫ 1
0
θa−1(1− θ)b−1 dθ,
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we obtain:
P (A, z|α, β+, β−) = P (z|α)×
∏
l≤m
B(N+lm + β
+, N−lm + β
−)
B(β+, β−)
(G.3)
G.2 Poisson likelihood and Gamma prior
For a network where links represent discrete integer counts, the link probabilities
can intuitively be modelled using a Poisson distribution. With the Gamma
distribution acting as conjugate prior, the generative model becomes:
Links Aij ∼ Poisson(ηzi,zj )
Interactions ηlm ∼ Gamma(a, b)
Groups (infinite) z ∼ CRP (α)
Groups (finite) z ∼ Dirichlet-Categorical(α)
For the interaction between two groups l and m, the Gamma distribution gives:
Gamma(ηlm|a, b) = b
aηa−1lm e
(−bηlm)
Γ(a)
For all pair of groups this gives:
P (η|a, b) =
∏
l≤m
baηa−1lm e
(−bηlm)
Γ(a)
(G.4)
For the link between two nodes i and j, the Poisson distribution gives:
Poisson(Aij |ηzizj ) = e(−ηzizj )
η
Aij
zizj
Aij !
Here Aij is an integer count. Let pilm be the sum of links between l and m
while Nlm is the total pair of nodes between l and m. The distribution for links
between all nodes now becomes:
P (A|η) = 1∏
i≤j(Aij ! )
∏
l≤m
(
e(−ηlmNlm)ηpilmlm
)
(G.5)
By joining G.4 and G.5 we obtain the following joint distribution:
P (A, z,η|α, a, b) = P (z|α)× P (A|η)× P (η|a, b)
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= P (z|α)× 1∏
i≤j(Aij ! )
∏
l≤m
(
e(−ηlmNlm)ηpilmlm
) ∏
l≤m
baηa−1lm e
(−bηlm)
Γ(a)
= P (z|α)× 1∏
i≤j(Aij ! )
∏
l≤m
(
e−ηlm(Nlm+b)ηpilm+a−1lm
ba
Γ(a)
)
By integrating over η we obtain:
P (A, z|α, a, b) =
∫ ∞
0
P (A, z,η|α, a, b) dη
= P (z|α)× 1∏
i≤j(Aij ! )
∏
l≤m
(
ba
Γ(a)
∫ ∞
0
e−ηlm(Nlm+b)ηpilm+a−1lm dηlm
)
Given that ∫ ∞
0
xβe−αxdx =
Γ(β + 1)
αβ+1
,
we obtain:
P (A, z|α, a, b) = P (z|α)× 1∏
i≤j(Aij ! )
∏
l≤m
(
ba
Γ(a)
Γ(pilm + a)
(Nlm + b)pilm+a
)
(G.6)
G.3 Categorical likelihood and Dirichlet prior
For a network where links represent discrete categories, the link probabilities
can intuitively be modelled using a Categorical distribution. With the Dirichlet
distribution acting as conjugate prior, the generative model becomes:
Links Aij ∼ Categorical(ηzi,zj )
Interactions ηlm ∼ Dirchlet(β)
Groups (infinite) z ∼ CRP (α)
Groups (finite) z ∼ Dirichlet-Categorical(α)
For the interaction between two groups l and m, the Dirichlet distribution gives:
Dirichlet(ηlm|β) = Γ(
∑K
k=1(βk))∏K
k=1(Γ(βk))
K∏
k
ηβk−1lm,k
For all pair of groups this gives:
P (η|β) =
∏
l≤m
(
Γ(
∑K
k=1(βk))∏K
k=1(Γ(βk))
K∏
k
ηβk−1lm,k
)
(G.7)
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For the link between two nodes i and j, the categorical distribution over all K
discrete categories yields:
Categorical(Aij |ηzizj ) =
K∏
k=1
η
δ(Aij,k=1)
zizj ,k
,
where δ(Aij,k = 1) evaluates to 1 if a link of category k exists between node i
and j (with link-probability represented by ηzizj ,k). For all links we get:
P (A|η) =
∏
l≤m
K∏
k=1
η
Nklm
zizj ,k
(G.8)
where Nklm is the number of links between group l and m belonging to category
k.
By joining G.7 and G.8 we obtain the following joint distribution:
P (A, z,η|α, β) = P (z|α)× P (A|η)× P (η|β)
= P (z|α)×
∏
l≤m
(
Γ(
∑K
k=1(βk))∏K
k=1(Γ(βk))
K∏
k=1
η
βk+N
k
lm
lm,k − 1
)
Due to the conjugacy, η can be marginalized:
P (A, z|α, β) =
∫
P (A, z,η|α, β) dη
= P (z|α)×
∏
l≤m
(
Γ(
∑K
k=1(βk))∏K
k=1(Γ(βk))
∫ K∏
k=1
η
βk+N
k
lm
lm,k − 1 dηlm
)
For the Dirichlet distribution it holds that:∫
Dirichlet(θ|β) dθ = 1⇔
∫ K∏
k=1
θβk−1 dθ =
∏K
k=1(Γ(βk))
Γ(
∑K
k=1 βk)
by which we obtain:
P (A, z|α, β) = P (z|α)×
∏
l≤m
Γ(
∑K
k=1 βk)∏K
k=1(Γ(βk))
∏K
k=1(Γ(βk +N
k
lm))
Γ(
∑K
k=1(βk +N
k
lm))
(G.9)
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G.4 Normal likelihood and Normal-Inverse-Gamma
prior
For a network where weights are real values, the link probabilities can intu-
itively be modelled using a Normal distribution. The Normal-Inverse-Gamma
distribution can act as conjugate prior to a normal distribution with unknown
mean and variance. The generative model hence becomes:
Links Aij ∼ Normal(Mzizj , σ2zizj )
Interactions Mlm, σ2lm ∼ Normal-Inverse-Gamma(µ, λ, a, b)
Groups (infinite) z ∼ CRP (α)
Groups (finite) z ∼ Dirichlet-Categorical(α)
Link probability between any pair of nodes i and j is given as:
P (Aij |Mzizj , σ2zizj ) =
1
σzizj
√
2pi
exp
[
− (Aij −Mzizj )
2
2σ2zizj
]
Between group l and m: Let Nlm be the total number of links, let Nsumlm be the
sum of the weights of those links, let N
sum
sqrt
lm be the sum of the squared weights
of the links, and let nodepairs be the total number of pairs of nodes. We can now
write the distribution for all pair of nodes as follows:
P (A|M,σ2) =
∏
i≤m
(
1
σzizj
√
2pi
exp
[
− (Aij −Mzizj )
2
2σ2zizj
])
=
∏
l≤m
((
1√
2pi
)Nlm ( 1
σlm
)Nlm
exp
[
−N
sum
sqrt
lm +M
2
lmNlm − 2Nsumlm Mlm
2σ2lm
])
=
(
1√
2pi
)node
pairs ∏
l≤m
((
1
σlm
)Nlm
exp
[
−N
sum
sqrt
lm +M
2
lmNlm − 2Nsumlm Mlm
2σ2lm
])
(G.10)
The prior must depend on both Mlm and σ2lm. If these are not independent, the
prior becomes:
P (Mlm, σ
2
lm) = P (Mlm|σ2lm)P (σ2lm)
A conjugate prior for the normal distribution with unknown mean and variance
is a Normal-Inverse-Gamma distribution, such that:
P (σ2lm) = Inverse-Gamma(σ
2
lm|a, b)
P (Mlm|σ2lm) = Normal(µ, σ2lm/λ)
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stating that the dependence is a linear relation between the variances of the
normal distributions for Mzizj and Aij .
The Normal-Inverse-Gamma prior becomes:
P (Mlm, σ
2
lm|µ, λ, a, b) =
√
λ
σlm
√
2pi
ba
Γ(a)
(
1
σ2lm
)a+1
exp
[
−2b+ λ(Mlm − µ)
2
2σ2lm
]
=
√
λ√
2pi
ba
Γ(a)
(
1
σ2lm
)a+1 12
exp
[−2b− λ(Mlm − µ)2
2σ2lm
]
Letting clusterpairs denote the total pair of clusters, the prior over all pairs of clusters
is:
P (M,σ2|µ, λ, a, b) =
( √
λ√
2pi
ba
Γ(a)
)cluster
pairs ∏
l≤m
((
1
σ2lm
)a+1 12
exp
[
−2b+ λ(Mlm − µ)
2
2σ2lm
])
(G.11)
Let C denote the product of the constants in the likelihood and prior:
C =
(
1√
2pi
)node
pairs
( √
λ√
2pi
ba
Γ(a)
)cluster
pairs
Joining the prior and likelihood yields:
P (A, z,M, σ2|α, µ, λ, a, b) = P (z|α)×P (A|M,σ2)×P (M,σ2|µ, λ, a, b)
= P (z|α)× C ×
∏
l≤m
((
1
σ2lm
) 1
2Nlm+a+1
1
2
exp
[
−N
sum
sqrt
lm −M2lmNlm + 2Nsumlm Mlm − 2b− λM2lm − λµ2 + 2µMlm
2σ2lm
])
(G.12)
From this expression we can in turn marginalize M and σ2.
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Only the exponent in G.12 depends on M . To marginalize M we hence inte-
grating over the exponent for all Mlm for all clusters l ≤ m.
Consider the integral for a normal distribution:∫
1√
2piσˆ2
exp
[
− (xˆ− µˆ)
2
2σˆ2
]
dx = 1
⇔
∫
1√
2piσˆ2
exp
[
− xˆ
2
2σˆ2
+
xˆµˆ
σˆ2
− µˆ
2
2σˆ2
]
dx = 1 (G.13)
⇔
∫
exp
[
− xˆ
2
2σˆ2
+
xˆµˆ
σˆ2
]
dx =
√
2piσˆ2 exp
[
µˆ2
2σˆ2
]
(G.14)
By defining
αˆ =
1
2σˆ2
, βˆ =
µˆ
σˆ2
, γˆ =
µˆ2
2σˆ2
(G.15)
The exponent in G.13 can be written as:
exp
[
−αˆxˆ2 + βˆxˆ− γˆ
]
. (G.16)
Restructuring the exponent in expression G.12 we can define α, β and γ;
such that the exponent can be written as
exp
[−αM2lm + βMlm − γ] (G.17)
which can be used to map between the exponents G.17 and G.16, such that:
Mlm = xˆ , α = αˆ , β = βˆ,
From the expressions G.15 we get:
σˆ2 =
1
2αˆ
, µˆ =
βˆ
2αˆ
which can be used in order to express σˆ2 and µˆ by σ2 and µ:
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σˆ2 =
1
2α
=
σ2lm
Nlm + λ
, µˆ =
β
2α
=
Nsumlm + µ
Nlm + λ
(G.18)
Integrating over M in G.17 as in G.14 gives:∫
exp
(−αM2lm + βMlm − γ) dM = √2piσˆ2 exp( µˆ22σˆ2
)
exp (−γ)
=
√
pi
2σ2lm
Nlm + λ
exp
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(Nsumlm + µ)
2
(Nlm + λ)2σ2lm
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exp
[
−N
sum
sqrt
lm + 2b+ λµ
2
2σ2lm
]
(G.19)
The joint distribution given by equation G.12 can now be expressed without
Mlm:
P (A, z, σ2|α, µ, λ, a, b) = P (z|α)× C ×
∏
l≤m
((
1
σ2lm
) 1
2Nlm+a+1
×
√
2pi
Nlm + λ
× exp
[
1
σ2lm
1
2
(
(Nsumlm + µ)
2
Nlm + λ
−
(
N
sum
sqrt
lm + 2b+ λµ
2
))])
(G.20)
The integral of the inverse gamma distribution is given by:∫
βˆαˆ
Γ(αˆ)
x−αˆ−1 exp(− βˆ
x
) dx = 1
⇔
∫
x−αˆ−1exp(− βˆ
x
) dx =
Γ(αˆ)
βˆαˆ
(G.21)
From equation G.22 integrate over σ2 by setting:
αˆ = −1
2
Nlm − a
βˆ =
1
2
(
(Nsumlm + µ)
2
Nlm + λ
−
(
N
sum
sqrt
lm + 2b+ λµ
2
))
Inserted into the form in G.21 we get the final expression for the posterior,
withoutM or σ2, where α denotes the concentration parameter of the clustering
prior:
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P (A, z|α, µ, λ, a, b) = P (z|α)× C×∏
l≤m
(
×
√
2pi
Nlm + λ
× Γ
(− 12Nlm − a)(
1
2
(Nsumlm +µ)
2
Nlm+λ
− (N
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sqrt
lm + 2b+ λµ
2)
)(− 12Nlm−a)
)
.
(G.22)
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Abstract
While data-driven segmentation plays an important role in understanding and
analysing patterns of associations within social survey data, comparing the quality of
segmentations obtained by different methods remains challenging. In this paper we
propose to quantify the quality of segmentations of human values using a proposed
statistical framework, where the model fit of different segmentation methods are
evaluated based on their capabilities to predict unmodelled hold-out data. By
comparing clusterings of human values survey data from the forth round of European
Social Study (ESS-4), we show that demographic markers such as age or country
predicts better than random, yet are outperformed by data-driven segmentation
methods. We present that a Bayesian version of Latent Class Analysis (LCA)
outperforms the standard maximum likelihood LCA in predictive performance and
is more robust for different number of clusters.
Keywords
Latent class analysis, statistical modeling, Prediction, human values.
Introduction
The recent trend of globalization facilitated by world-wide communication- and internet
technologies has affected people’s identity- and value formation, since common values
can now be easily shared across geographical boundaries. This implies that cultural
values within common regions and nations become differentiated if traditional local
values are being mixed with universal values promoted by the fast paced globalization.
Investigating the heterogeneities between and within nations has become a prominent
1Technical University of Denmark, Department of Applied Mathematics and Compute Science.
2Copenhagen Business School, Department of International Business Communication.
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topic among researchers in various disciplines such as cross-cultural psychology,
sociology, and marketing sciences.
The emerging heterogeneities are often investigated by utilizing various clustering
methods — automated search procedures for partitioning a data set into groups of similar
data points. In practice, clustering is often based on heuristic methods (Fraley and Raftery
2002), where the data is partitioned in order to maximize the between-cluster differences
and/or minimize the within-cluster differences according to a given cost function. A
popular example of this class of algorithms are centroid based clustering, such as
k-means, in which data points are iteratively reallocated to clusters until no further
improvement can be obtained. Another example is hierarchical agglomerative clustering,
in which pairs of clusters are iteratively merged in order to optimize the chosen criterion,
often being the shortest or average distance between clusters or the within-cluster
variance (Ward 1963). Heuristic methods can be both conceptually intuitive and simple
to apply, and often have very reasonable computational times. These methods, however,
lack a statistical foundation, which limits the way relevant questions, such as determining
an appropriate number of clusters, can be theoretically evaluated (Picard 2007).
Probabilistic based clustering methods exists, including mixture models such as
Latent Class Analysis (LCA) (McCutcheon 1987), which has become one of the most
widely used tools for conducting clustering analysis within many different research
fields (Berzofsky et al. 2014). In the social sciences, LCA has been used to extract
different patterns of people’s behaviors, attitudes or value priorities (Szakolczai and
Fu¨sto¨s 1998; Magun and Rudnev 2008, 2015; Moors and Vermunt 2007). In sociology
and cross-cultural psychology, LCA has been applied to analyze patterns of various
survey responses such as the European Social Survey and the World Value Survey (Eid
et al. 2003; Magun et al. 2015; Kankarasˇ et al. 2010; Finch and Bronk 2011; Rudnev
et al. 2014). Magun et al. (2015) applied an extended version of the traditional LCA,
the so-called Factor Mixture Model (Muthe´n 2008) to analyze the response patterns of
21 question items in the Portrait Value Questionnaire (PVQ21) (Schwartz et al. 2001)
available from the 4th round of the European Social Survey 2008-2009 (ESS) for 29
European countries (Jowell et al. 2007), and identified five clusters based on data from
approximately 55 000 respondents.
In the aforementioned works, the number of clusters is most often identified based on
a model selection criterion such as the Bayesian Information Criterion (BIC) or Akaike
Information Criterion (AIC). Since a more complex model with more latent classes can
always fit the data better, these criteria make a trade-off between the model fit and the
complexity of the model in terms of the number of parameters, to avoid overfitting.
While these criteria are valid asymptotically under certain assumptions, it is debatable
which criterion to use. Nylund et al. (2007) compares several approaches to estimating
the number of clusters in LCA and similar mixture models, and concludes that the
(very computationally demanding) bootstrap likelihood ratio test (BLRT) performs best,
followed by BIC; however, it is clear that the model selection criterion is important and
has a strong influence on the estimated number of clusters.
One of the purposes in value segmentation is to identify subgroups of individuals
who share behaviours or attitudes in a manner, such that they can be characterized as
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accurately as possible by their latent class membership. From this point of view, it is
important to estimate an appropriately large number of clusters of which members share
homogeneous response patterns that are clearly distinguished from patterns indicated by
other clusters. On the other hand, the “assumption of within-segment homogeneity may
be overly restrictive and result in a loss of explanatory and predictive power” (Allenby
et al. 1998). In other words, it is difficult to identify an appropriate number of clusters that
are both specific and homogeneous, yet not so restrictive that their explanatory power is
lost.
In an exploratory latent class analysis, the objective is often to identify a single
clustering that best complies with the data, in order to provide a directly interpretable
characterization of the response patterns in the data. In the classical maximum likelihood
(ML) approach to LCA, the final result is the clustering which maximizes the probability
of the data under the model. An issue with the ML approach is that it does not directly
take into account the statistical uncertainty associated with the solution. If the number
of clusters is low, such that each cluster has a substantial number of data associated
with it, the clusters will be statistically well defined, whereas if the number of clusters
is high relative to the number of data, the uncertainty may be substantial. An advantage
of the Bayesian approach to data modeling, in contrast with ML, is that the final result
is a posterior probability distribution of latent classes rather than a single clustering.
If needed, the Bayesian posterior can still be summarized by a single clustering that
is Bayes-optimal according to a specified utility function (Rastelli and Friel 2016);
however, in terms of explanatory power, utilizing the uncertainty by averaging over the
posterior distribution often yields better predictions.
In this paper we compare the classical maximum likelihood LCA (Lanza et al. 2007)
with a Bayesian LCA in which the posterior uncertainty of the latent classes is taken
into account. To simplify the presentation, we limit the discussion to binary data, but we
note that extensions to categorical, ordered categorical, and nominal data is possible.
We apply the ML and Bayesian LCA models to a human value questionnaire data
set similar to the data analyzed by Magun et al. (2015). We show that the maximum
likelihood and Bayesian approaches lead to similar clusterings, but that the Bayesian
approach has superior predictive performance on held-out data because it incorporates
uncertainty in its estimate. We further demonstrate how the Bayesian LCA can be used
in a predictive approach to model order selection, in which an appropriate number of
clusters is identified by optimizing the predictive performance on held-out data.
Data and method
Values play a central role for explaining individuals’ belongings to social groups and
the motivational basis of attitudes and behavior. Values have been studied by researchers
in sociology, psychology and anthropology for portraying societies, organizations, and
individuals.
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Figure 1. Circular model illustrating the relations between the 10 basic values of Schwartz’
theory.
The schwartz dataset
Schwartz’s theory of 10 basic values is one of the most widely applied value theories, and
has been integrated among others in the World Value Survey (WVS) and the European
Social Survey (ESS). According to Schwartz (2012), his theory is capable of capturing
characteristics of value priorities both at an individual and at a societal level, and it also
accommodates primary characteristics of values previously defined by prior theorists
(e.g. Allport 1961; Feather 1995; Kluckhohn 1951; Morris 1956; Rokeach 1973).
The 10 basic values (Schwartz 2012; Smith and Schwartz 1997) are listed in
the following: self-direction, stimulation, hedonism, achievement, power, security,
conformity, tradition, benevolence and universalism. In Schwartz theory, these 10 basic
values are organized in a circular model indicating two aspects of value relations:
conflict values vs. congruent values (see Figure 1). For example, a person with a
higher stimulation value who seeks an exciting and varied life may likely undermine
the tradition- or security values (conflict relation). On the other hand, a person who
prioritizes the achievement value in his/her life may prioritize the power value too
(congruent relation). In Figure 1, the stimulation value and the tradition- or security
values are located in opposing positions, whereas the achievement- and power values
are next to each other. In other words, the circular model effectively surveys the conflict
vs. congruent relations among these 10 basic values (Schwartz 2007, 2012).
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Schwartz et al. (2001) further categorizes the 10 basic values into four superordinate
values as follows: openness to change, self-enhancement, conservation and self-
transcendence as shown in Figure 1. Among these, the values belonging to the category
openness to change are opposed to the values belonging to the category conservation. In
the same way, the values in the self-enhancement category are opposed to the values in
the self-transcendence category.
This theory of 10 basic values has been assessed by a number of scientists (Bilsky et al.
2011; Davidov et al. 2011) who elaborate on Schwartz’s theory to a dynamic model.
The dynamic underpinning of the value structure describes that the values belonging
to self-enhancement and openness to change directly regulate “how one expresses
personal interests & characteristics” (Schwartz 2012), whereas the values belonging to
conservation and self-transcendence regulate “how one relates socially to others and
affects them” (Schwartz 2012). In addition, the values belonging to self-enhancement and
conservation are anxiety-based values that prevent loss of goals (a self-protection against
threats), whereas the values belonging to openness to change and self-transcendence are
anxiety-free values that promote gain of goals (self-expansion and growth) (Schwartz
2012).
Considering these aspects of Schwartz’s theory, it is expected that the explorative
pattern analysis of these value priorities indicated by individuals uncover heterogeneous
structures of societies that are more or less invisible for the traditional cross-cultural
comparative analysis. Our quantitative data analysis employs the fourth round of the
European Social Study, ESS-4: 2008-2009 (Jowell et al. 2007) accessible from the
ESS organization∗, in order to be able to contrast our results with existing works such
as Magun et al. (2015). The dataset contains responses from approximately 55 000
respondents from 29 European countries. The questionnaire includes a simplified version
of the Portrait Values Questionnaire (PVQ) developed by Schwartz et al. (2001) that
consists of 21 question items portraying people expressing different goals, aspirations, or
wishes that point implicitly to the importance of a value (Schwartz 2012).
Specifically, 21 questions are classified into 10 basic values as follows: Self-Direction
(Important to think new ideas and being creative, Important to make own decisions
and be free); Stimulation (Important to try new and different things in life, Important
to seek adventures and have an exciting life); Hedonism (Important to have a good
time, Important to seek fun and things that give pleasure); Security (Important to
live in secure and safe surroundings; Important that government is strong and ensures
safety); Conservation (Important to do what is told and follow rules; Important to
behave properly); Tradition (Important to follow traditions and customs; Important to
be humble and modest, not draw attention); Benevolence (Important to help people and
care for others well-being; Important to be loyal to friends and devote to people close);
Universalism (Important to understand different people; Important to care for nature and
environment; Important that people are treated equally and have equal opportunities);
Achievement (Important to show abilities and be admired; Important to be successful
∗http://www.europeansocialsurvey.org/
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and that people recognize achievements); Power (Important to be rich, have money and
expensive things, Important to get respect from others).
From the original dataset accessible from ESS-4, respondents missing a response to
any of these 21 question items were removed, which resulted in 51 641 respondents used
in our analysis. We randomly select 80 percent of the respondents as training data with
the remaining 20 percent used as hold out data for evaluating the predictive performance
of the models. The answers to the 21 questions in the ESS-questionnaire are given by the
following six ordered categories:
1, Very much like me.
2, Like me.
3, Somewhat like me.
4, A little like me.
 1, Positive response
5, Not like me.
6, Not at all like me.
}
0, Negative response
Here categories 1 through 4 semantically represents positive responses while category 5
and 6 represents negative responses (see also Glu¨ckstad et al. 2016). As shown in Table 1,
the asymmetry between positive and negative responses in the data is pronounced, with
an average of 87 percent positive responses across all question items. As our primary
objective is to highlight differences between the maximum likelihood and Bayesian LCA
methods, we limit the discussion to the corresponding models for binary observations.
We find it reasonable to binarize the data with the threshold for the two categories set to
separate between positive and negative responses, as argued in Glu¨ckstad et al. (2016).
This allows us to analyze the data using binary LCA methods, but we emphasize that
similar results could be obtained by analyzing the ordered categorical data.
Latent class analysis
Within social sciences, observed data often exhibit some form of heterogeneity even
though the underlying source cannot be observed directly. The goal of LCA is then
to partition the population of data items into groups of similar items, based on the
latent concepts that cause observed correlations within the data. For the ESS-data, the
clustering problem becomes to split the N respondents into K clusters, based on the
structure of their response patterns for theQ = 21 questions. The binarized ESS data can
be considered as a binary matrix with with N rows (the respondents) and 21 columns
(the question items):
X =

x1,1 x1,2 ... x1,21
x2,1 x2,2 ... x2,21
...
...
. . .
...
xN,1 xN,2 ... xN,21
 . (1)
We examine and compare two LCA approaches for modeling the ESS-data:
173
Value group Question Mean of six-scale Percent positive
Openness to change
Creative 2.59 90.54
New things 2.96 84.12
Good time 2.95 84.35
Own decisions 2.21 95.79
Adventures 3.88 59.25
Fun 3.09 81.38
Conservatism
Secure 2.27 93.81
Follow rules 2.99 82.57
Modest 2.72 89.19
Safety 2.27 94.13
Behaviour 2.56 91.92
Traditions 2.60 89.62
Equality 2.09 96.74
Self- Understand 2.38 95.86
transendence Help people 2.20 97.73
Friends 1.97 98.48
Nature 2.13 97.42
Rich 3.89 59.57
Self- Abilities 3.02 82.37
enhancement Success 3.03 82.64
Respect 3.06 81.47
Mean of all responses 2.71 87.09
Table 1. The 21 questions of the ESS dataset, split into four value groups. The table lists the
mean when considering the six level answer categories as scalable continuous data and lists
the percentage of positive answers for each question item.
1. The classical maximum likelihood LCA (McCutcheon 1987) using the
expectation-maximization (EM) algorithm, which has proven useful in many fields
(Berzofsky et al. 2014). We utilize the SAS implementation of LCA presented in
(Lanza et al. 2007).
2. A Bayesian version of LCA, particularly a finite Bayesian mixture model (BMM)
with Bernoulli likelihood and Beta prior, using a Markov chain Monte Carlo
procedure for inferring the posterior distribution.
In the LCA models, the data items are assumed being generated from a mixture of
probability distributions, where each mixture component represents a latent cluster. In
the case of binary observations, the likelihood can be expressed in terms of the latent
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class memberships, zn and the response probabilities ηk,q as
p(X|η, z) =
N∏
n=1
Q∏
q=1
Bernoulli(xn,q; ηzn,q), (2)
where N is the number of respondents, Q is the number of questions, and zn is the latent
cluster assignment of respondent n. Thus, each binary response, xn,q is modeled by a
Bernoulli distribution (biased coin flip) with parameter ηzn,q specific for the particular
question and latent cluster. Equivalently, the likelihood can be expressed in terms of the
probability of membership of each latent class, γk,
p(X|η, γ) =
N∏
n=1
[
K∑
k=1
γk
Q∏
q=1
η
xn,q
k,q (1− ηk,q)1−xn,q
]
. (3)
The maximum likelihood estimate of the LCA is usually computed using an EM
procedure which iteratively optimizes the expected log-likelihood function.
Bayesian LCA
The Bayesian LCA differs from the classical LCA by introducing prior distributions
on the parameters. Here, we choose vague (non-informative) flexible priors, which only
influence the results minimally. For the response probability parameters η, we use a
separate Beta distribution for each question. The Beta distribution has two so-called
hyper-parameters, which we denote β+q and β
−
q , that flexibly can specify a suitable
distribution on ηk,q ∈ [0, 1]. To choose the hyper-parameters, we take a hierarchical
Bayesian approach, and endow them with a vague hyper-prior p(βk,q) ∝ 1/βk,q . This
allows us to effectively let the data define appropriate prior distributions for the response
probabilities for each question and for each cluster. An advantage of the Beta priors is
that the Beta distribution is conjugate to the Bernoulli likelihood, which makes it possible
to analytically marginalize (integrate out) the parameters, significantly simplifying
the inference procedure. For the cluster assignments z we use a standard Dirichlet-
Categorical prior, which has a single hyper-parameter, the so-called concentration
parameter α that governs the cluster size distribution. Again, we take a hierarchical
Bayesian approach, and endow α with a vague prior, p(α) ∝ 1/α.
The Bayesian LCA model can be summarized by the following generative process:
zn ∼ Dirichlet-Categorical(α) Clustering of respondents (4)
ηk,q ∼ Beta(β+q , β−q ) Response probability (5)
xn,q ∼ Bernoulli(ηznq) Response (6)
The model parameters are inferred using Markov chain Monte Carlo, simulating
samples from the posterior distribution p(z|X). The cluster labels z are inferred using
Gibbs sampling, while the hyper-parameters α, β+1 , ..., β
+
Q , β
−
1 , ..., β
−
Q are individually
inferred using a Metropolis-Hastings sampling procedure. Technical details regarding
the model specification and inference procedure are described in the Appendix.
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Evaluating predictive performance
A key advantage of using a generative probabilistic approach to clustering is that the
model provides a principled approach to evaluating the model fit by prediction on held-
out test data. Given a model fitted on data X , the predictive likelihood of the 21 binary
observations x∗ from a new respondent is given by
p(x∗|z,X) =
K∑
k=1
γˆk
Q∏
q=1
ηˆ
x∗q
k,q(1− ηˆk,q)1−x
∗
q , (7)
ηˆk,q =
nk,q + β
+
q
mk + β
+
q + β
−
q
, γˆk =
mk +
α
K
N
, (8)
where nk,q is the number of positive responses in cluster k on feature q, and mk is the
size of cluster k. As a measure of model fit, we average the logarithm of this expression
over the held-out test observations, to yield an estimate of the predictive log-likelihood.
The predictive log-likelihood can be used to estimate the appropriate number of clusters,
by fitting models with a varying number of clusters and comparing their predictive power.
Results and Analysis
Segmentations of respondents can be obtained in multiple ways. First we explore the
data by partitioning the respondents according to the demographics parameters within
the dataset itself. This is illustrated using respondents age, country of origin and
combinations thereof. We evaluate how well groups identified by this approach captures
characteristics of shared value priorities as expected (Schwartz 2003).
Using the predictive framework, the demographics based segmentations are compared
with the data-driven modelling techniques. We use the Predictive log-likelihood on hold-
out data as the measure to compare the predictive performance of the different clustrering
techniques. Segmentations obtained by standard maximum likelihood and Bayesian LCA
are furthermore compared both in terms of their predictive performance and according to
their capability of partitioning the respondents according to their response patterns, value
priorities and demographics.
Segmentations based on demographics
Based on the respondents’ answers to the 21 questions, they can individually be
positioned on the two value dimensions spanned by the Schwartz circle, as illustrated
in Figure 2 for all respondents in the training data. The position on the horizontal axis
is computed as the sum of positive responses to the 6 questions associated with the
openness to change value group subtracted by the sum of positive responses to the 6
questions associated with the conservation value group. The position on the vertical
axis is likewise computed as the sum of positive responses to the 5 question associated
with self-transcendence subtracted by the sum of positive responses to the 4 questions
associated with self-enhancement. The figure is coloured to indicate the number of
respondents that share the same position in both dimensions.
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Figure 2. The entire training data projected onto the two value-dimensions of the Schwartz
circle in Figure 1. Color intensity indicates number of respondents. The ellipse indicates one
standard deviation from the mean of all respondents.
The most common shared position is (0,1), corresponding to an equal number of
positive responses to the conservation and openness to change value groups and one more
positive answer in the self-transcendence value group than in self-enhancement. Because
the self-transcendence value group is associated with one more question item than self-
enhancement respondents that answers positive to all 21 questions will be positioned
here.
Schwartz (2003) expects positive correlation between age and conservation values,
i.e., older people tend to have stronger conservation values and self-transcendence values
and vice versa (see also Tyler and Schuller 1991; Veroff et al. 1984). This effect is
clearly shown in Figure 3 where the respondents are partitioned according to age-groups.
The position on the value dimensions are here computed as the average response for all
respondents in a given age-group. In the figure, the age-groups are further subpartitioned
according to four geographical regions; Nordic countries, West European countries,
Mediterranean countries and Post-Communist countries as classified by Magun et al.
(2015). The geographical subpartitioning illustrates that the diversity of value-orientation
is similar within all regions: The young age-groups share values associated with personal
focus while older age-groups share values associated with social focus.
Although the figure shows that there exists between-region similarities on the personal
to social focus diagonal (that can be explained by age), it indicates that there is between-
region diversity on the protection to growth diagonal. Figure 4 further supports that
this between-region diversity can be explained by nationality. Here respondents are
partitioned according to nationality only. The figure indicates that respondents from post-
communist countries commonly share values associated with personal protection while
respondents from west and north European countries share more growth oriented values.
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Figure 3. Clustered according to age groups (young, middle and old), the training data is
projected on the value axis of the Schwartz circle shown in figure 1. Respondents in the data
without an associated age are ignored.
From Figure 3 and Figure 4 the two demographic markers (age-group and geographical
region) seem fairly capable of separating the data according to the value dimensions of
Schwartz’s theory.
Segmentations inferred by LCA
Both the traditional and the Bayesian LCA models were fitted to the training data for
the following number of clusters K = {5, 10, 20, ..., 70}. As the result of the inference
for the LCA models can be influcence by initial conditions, the models were fitted 5
times with different random initial conditions for each K, resulting in five independently
inferred clusterings for each K.
To asses the stability of the solutions, Figure 5 compares the sizes of the inferred
clusters, both when varyingK and for two independent clusterings fitted for the sameK.
The figure indicates that there are slight differences in the size distribution for the same
K. For K = 5 and K = 10 the distribution of cluster sizes seems to be rather similar
between the two models. For higher K standard LCA seems to relatively assign more
respondents to the largest cluster.
Evaluating the predictive performance
The predictive log-likelihood for various number of clusters is shown in Figure 6, where
predictions were made on the 20 percent held-out data. The figure shows the average
over five re-runs of both standard and Bayesian LCA for the different number of clusters.
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Figure 4. Clustered according to country, the training data is projected on the value axis of
the Schwartz circle shown in Figure 1. Each country is positioned according to the average
value for all respondents in the training data. Country names are abbreviated as in Figure 9.
Figure 5. Stacked cluster sizes of clusterings inferred by multiple runs of the models on the
training data. The figure shows results for two independent runs performed for
K = {5, 10, 20, 30} number of clusters respectively for the models.
For comparison, the predictive performances of clusterings obtained from K-means
(using city-block distance measure) and Hierarchical clustering (using the Ward linkage
function) are shown. As a baseline, the predictive performance using a random partition is
included. Furthermore, the figure shows the predictive performance of using clusterings
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based directly on demographic variables in terms of respondents gender (2 clusters),
country (29 clusters), region (4 clusters), age (86 clusters), age-group (3 clusters), and
region and age-group (12 clusters, as in Figure 3).
The predictive log-likelihood of standard LCA reaches a maximum at around K = 20
clusters and drops when K is increased. The predictive performance of Bayesian LCA
is higher than maximum likelihood LCA. It increases until around K = 30 clusters and
remains stable from then on, demonstrating that Bayesian LCA is less prone to over-
fitting.
A key advantage of the predictive approach is that it can be used for model order
selection. While the Bayesian LCA does not over-fit for larger K, the predictive log-
likelihood levels off which indicates that a model of order K = 20 is complex enough
to capture most of structure within data. In order to interpret and compare inferred
clusterings, a less complex clustering might be desired. Figure 6 shows that already at
K = 5 the LCA models infers clusterings that better describe data than segmentations
obtained by heuristic based methods or demographics - even for much higher K.
All the evaluated demographic-based clusterings clearly provide better than random
predictions, except for gender which is only slightly better than random; however, as
might be expected, the predictive performance obtained using only demographics is
inferior to the clustering approaches, that are fitted on training data to optimally capture
the statistical structure in the data.
When creating a clustering such that the training data is partitioned according to
nationality, i.e 29 clusters (which is in the vicinity of the optimal number of clusters
identified by the models), the predictive log-likelihood becomes significantly lower
than for the two models. The same is true for the other demographics markers, clearly
indicating that the models identify information beyond demographics and that there is
statistical support for this in the data.
Though both K-means and Hierarchical clustering performs significantly better than
using the demographic markers they perform worse than LCA, especially for low K.
The predictive performance for the Bayesian model reaches a maximum at a higher
number of clusters than for standard LCA. This indicates that the Bayesian framework
allows the model to reveal a more complex structure by partitioning the data into
more clusters. From the maximum, the predictive performance of the Bayesian model
remains constant for higher number of clusters, while it drops for the non-Bayesian LCA,
allowing it to fit the data into more clusters while not over-fitting to the training data.
However figure 5 shows that a higher number of clusters results in more small clusters,
while the distribution of the larger clusters seems to remain rather constant.
Bayesian LCA allows for empty clusters and hence do not guarantee that the data will
be split into all K clusters. This allows the model to be less sensitive to the selected
number of clusters. IfK is high enough, the Bayesian model will simply not partition the
data into all the available clusters and the predictive performance will remain high.
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Figure 6. The average predictive log-likelihood versus the number of clusters. For the LCA
models, the results are averaged over 5 random restarts of the inference procedures.
Response patterns of LCA clusterings
Table 2 shows proportions of positive responses to the PVQ21 question items indicated
by members of the respective clusters for K = 5. The figure demonstrates that the
Bayesian model has extracted clusters that are highly similar to those extracted by
standard LCA. For both models, the largest cluster is dominated by positive responses
to all 21 questions, while the other clusters are dominated by negative responses to
the questions associated with one or two subordinate values. Cluster 2 is negative
towards ’openness to change’ and ’self-enhancement’. Cluster 3 is negative towards ’self-
enhancement’ and slightly negative towards ’conservation’. Cluster 4 is slightly negative
to all subordinate values except ’openness to change’. Cluster 5 is negative towards
’openness to change’ and ’self-enhancement’. For K = 5, all clusters have positive
responses to the questions associated to the subordinate value ’self-transcendence’.
Table 3 shows proportions of positive responses for clustering with K = 20. Here the
models can recover clusters associated to negative responses for the ’self-transcendence’
subordinate value. For Bayesian LCA this is seen in cluster 14 to 20 and for standard LCA
this is in cluster 13 and 16 to 20. As seen from figure 5 these clusters are fairly small, in
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Table 2. Proportions of positive responses to th PVQ21 question items, when modelling with
K = 5. The clusters are ordered according to size.
total consisting of 3.6% and 3.8% of all respondents respectively for the two models. In
the training data just 2.14% of the respondents answers positive to only one or two of the
questions associated with ’self-transcendence’. This indicates that the added complexity
ofK = 20 allows the models to contain small clusters and capture such specific response
patterns. The added complexity also allows the models to identify clusters that do not
contain negative responses for entire subordinate value groups, but also simply for a
single or a few questions across value groups.
For both K = 5 and K = 20 a relatively large proportions of sample belongs to the
first cluster which do not indicate specific value priorities.
Subordinate value positions of LCA clusterings
Based on averaging the responses for the four subordinate value groups, the clusters
can be positioned on the two value dimensions of the Schwartz circle: conservation to
openness to change and self-enhancement to self-transcendence.
This is illustrated in Figure 7 for Bayesian LCA withK = 5. This figure is comparable
to Figure 3 in Magun et al. (2015) where five clusters named as ”Growth”, ”Strong
Personal Focus”, ”Weak Personal Focus”, ”Strong Social Focus” and ”Weak Social
Focus” are plotted. Though the first, largest cluster in Figure 7 do not indicate any
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Table 3. Proportions of positive responses to th PVQ21 question items, when modelling for
K = 20. The clusters are ordered according to size.
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Figure 7. The clusters inferred by Bayesian LCA for K = 5 clusters, projected onto the two
dimensions spanned by the value axis of the Schwartz circle.
specific value, the figure identifies clusters for ”social focus”, ”strong personal focus”,
”weak personal focus” and ”growth”. Similar to Magun et al. (2015) the figure shows
no clustering for the ”protection” value and forms the value diagonal: ”social focus” to
”personal focus”.
The overview of the clusters positioned on the value dimensions for various K for
both models are plotted in Figure 8. The clusters are ordered according to their size,
with cluster 1 containing most respondents. The clusters are positioned according to their
average score with a coloured area spans the standard deviation for the cluster. The figure
shows that the clusters are scattered on the three focus areas: Growth, Personal focus and
Social focus similar to Magun et al. (2015). For K = 5 the inferred clusters are very
similar for the two models. For higher K the position of the cluster centroids differs, yet
the distribution of clusters seem to span similar areas of the value space and form the
diagonal ”Personal focus” to ”Social focus”.
Demographics of LCA clusterings
Figure 9 depicts how the populations in the respective 29 countries are distributed
across the clusters identified by the Bayesian LCA. The countries are separated into
four regions ”Nordic countries”, ”West European countries”, ”Mediterranean countries”
and ”Post-Communist countries” as classified in Magun et al. (2015). The figure shows
that the countries are internally diverse, as the individual countries populations are split
across the clusters and tend to be represented in all clusters. Especially for K = 5 it
is evident that there are regional differences. Nordic and West European countries are
more represented in the growth and social focus cluster (cluster 3 and 4), while the
Post-Communist countries seem to be better represented in the clusters leaning towards
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Figure 8. The extracted clusters of the two models for various K, projected on the two value
axis of the Schwartz circle shown in figure 1. The clusters are positioned according to their
average score and numbered according to their size. The coloured area around a number
spans the standard deviation for the cluster.
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Figure 9. Distribution of the residents of the 29 countries within the inferred clusters. The
figure compares Bayesian LCA with K = 5 and K = 20 and illustrates the clusters projected
onto the two value dimensions of the Schwartz circle.
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protection and personal focus (cluster 2 and 5). The same effect is evident for K = 20
where Mediterranean and Post-Communist countries are less represented in the bigger
growth-oriented clusters (cluster 7 and 10).
This is also captured by the inferred clusterings, as shown in Figure 10. The figure
illustrates how the age-groups are distributed across the inferred clusters. The age-groups
seem to be similarly distributed when considering all countries as well as the four region
individually.
For K = 5 the percentage of respondents in the individual clusters depends on the
age-group, with the same tendency accross regions. For K = 20 the percentage of
respondents in cluster 2 differs between regions though it seems to be similar for
the three agegroups within all regions. This indicates that the cluster represents a
grouping of respondents, who share values independent of age. Cluster 2 is positioned
slightly towards self-transcendence while being neutral on the openness to change to
conservation axis. From Table 3 we identify that cluster 2 leans slightly towards self-
transcendence mainly as a result of negative responses to the importance of rich question.
The inferred clusters of both Bayesian and traditional LCA are represented in all value
dimensions, indicating that the models are capable of capturing both the between-country
and within-country diversity simultaneously.
Conclusion
In this paper we have addressed the problem of comparing how well different
segmentations capture the underlying structure in data, by comparing models using the
presented predictive framework. This highlights the key advantage of using a generative
probabilistic approach, namely that the model provides a statistically salient evaluation
of model fit based on evaluating the predictive log-likelihood on hold out data.
Prediction remains the intuitive and natural data-driven approach for measuring
and evaluating performance. In this paper we have demonstrated how the predictive
framework benefits sociological studies, by allowing comparisons of the model fit of
different segmentation methods for identifying group-structure within human values
survey data from the forth round of European Social Study (ESS-4). In particular
we compared the predictive performance of segmentations based on demographics
and Latent Class Analysis (LCA). Though demographics can characterize some of
the structure within data, LCA showed a significant better predictive performance,
highlighting that groups within the data are not only based on demographics and can
not be identified by demographic markers alone.
Comparing the predictive performance we found that LCA performs better than
both hierarchical and K-means clustering. The Bayesian version performs best, and
does not seem to overfit the training data for larger number of clusters. The the
extracted clusterings of Bayesian and standard LCA are however fairly similar. The
inferred clusters of both Bayesian and traditional LCA are represented in all value
dimensions. LCA is capable of capturing both between-region and within-region
diversity simultaneously. Interpreting the clusters in terms of demographic composition,
similar correlations are identified as expected from the demographics alone. However,
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Figure 10. Distribution of age-groups within the inferred clusters. The figure compares
Bayesian LCA with K = 5 and K = 20 and shows the distribution for all countries as well as
the four regions individually. The figure is based on the training data, split according to age
(young: younger than 35 years, middle: 35 to 54 years old, old: older than 54 years).
Respondents with no associated age information in the data are ignored.
the predictive performance of modelling significantly outperforms simply clustering
according to demographics. This indicates that the data statistically support to describe
the population in greater details than simply determined by demographics, and that
mixture modelling to some extend is capable of quantifying this structure.
The introduction of globalized communication technologies has provided means
for common value priorities to easily be promoted across geographical boundaries.
188
Our segmentation results appropriately reflect the trend of value priorities commonly
shared across regions while still observing regional and national specific characteristics,
as expected when human value priorities transcends geographical and local social
boundaries and divides into more complex personality types shared across borders or
cultures.
Appendix
Bayesian LCA model specification
The goal of the clustering problem is to split the N respondents into K clusters, based
on the structure of their response patterns for the Q = 21 questions. Consider the data
set represented by a binary matrix as in expression (1). The Bernoulli distribution is a
probabilitity distribution of a binary random variable x, that takes on the value 1 with
probability θ and 0 with probability 1− θ, resulting in the following probability density
function:
p(x|θ) = θx(1− θ)1−x for x ∈ {0, 1} (9)
The probability that a given respondent i answers positive to question q is set to follow
the Bernoulli distribution:
xiq ∼ Bernoulli(η`q), (10)
In the simplest case, this probability can be considered to be the same and independent for
all respondents and only depend on the particular question q and the latent cluster ` = zi
that the respondent belongs to; parametrised by η`q . For K clusters, we can consider
a mixture of K Bernoulli distributions, such that the likelihood of all the responses X
becomes:
p(X|η) =
N∏
i=1
Q∏
q=1
ηzi,q
xi,q (1− ηzi,q)1−xi,q =
K∏
`=1
Q∏
q=1
η`,q
N+`,q (1− η`,q)N
−
`,q , (11)
where N+`,q and N
−
`,q respectively denotes the total sum of positive and negative
responses for all respondents in cluster ` to question q. Conceptually, a reasonable
choice for η`,q should be based on the ratio of positive and negative responses to the
question q for the respondents in cluster `.
The Beta-distribution is given by:
p(µ|β+, β−) = 1
B(β+, β−)
µβ
+−1(1− µ)β−−1 for µ ∈ [0, 1] , β+, β− > 0, (12)
where B() denotes the beta function, with Γ() being the gamma function:
B(β+, β−) =
∫ 1
0
θβ
+−1(1− θ)β−−1 dθ = Γ(β
+)Γ(β−)
Γ(β+ + β−)
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The prior belief in the ratio of positive and negative responses is set to follow the
Beta-function, which mathematically convenient acts as conjugate prior to the Bernoulli
likelihood:
η`q ∼ Beta(β+q , β−q ), (13)
where the believed ratio of the response ratio only depends on the particular question q.
The conjugacy of the two distributions means that the posterior distribution of the
model belongs to the same family of distributions as the Beta-prior. This conjugacy
allows η to be analytically marginalized (integrated), revealing the following joint
distribution:
Bernoulli(X|η) ·Beta(η|β+,β−) =
K∏
`=1
Q∏
q=1
B(N+`,q + β
+
q , N
−
`,q + β
−
q )
B(β+q , β
−
q )
, (14)
Let pi = {pi1, ..., piK} denote the probability distribution for any respondent to belong
to the clusters, such that p(zi = `|pi) = pi`. To allow for flexible cluster sizes, the
clustering z of the respondents into K clusters is based on the Dirichlet distribution:
p(pi|c) = 1
B(c)
K∏
k=1
pick−1k , where B(c) =
Γ(
∑K
k=1 ck)∏K
k=1 Γ(ck)
(15)
With no prior information to pick one cluster above another, a symmetric distribution is
preferred. With equal concentration parameters: αK = c1 = ... = cK , the following joint
prior over z and pi is obtained:
p(pi,z|c) = p(pi|c)
N∏
i=1
p(zi|pi) = 1B(c)
K∏
k=1
pimk+ck−1k , (16)
where mk is the number of respondents in cluster k. Marginalizing over pi reveals the
following effective prior over z
p(z|α) =
∫
p(pi,z|c) dpi = Γ(α)
Γ(α+N)
K∏
k=1
Γ( αK +mk)
Γ( αK )
, (17)
being the Po´lya distribution depending on the single parameter α.
Finally, the joint posterior distribution of the model is obtained when joining (14) and
(17):
p(X, z|α, β+, β−) =
Γ(α)
Γ(α+N)
K∏
k=1
Γ( αK +mk)
Γ( αK )
K∏
`=1
Q∏
q=1
B(N+`,q + β
+
q , N
−
`,q + β
−
q )
B(β+q , β
−
q )
(18)
190
Inference in the Bayesian LCA model
The model parameters are inferred by a sequence of Markov Chain Monte Carlo methods.
The clustering is inferred using a procedure of both full and restricted Gibbs sampling.
In the full Gibbs sampling, all respondents are iteratively proposed reassigned to the K
clusters based on the posterior distribution of the cluster-assignment for the particular
respondent, obtained by Bayes’ theorem for equation (18):
p(zi = `|X, z\i, α, β+, β−) = p(X, z
\i, zi = `|α, β+, β−)∑K
k=1 p(X, z
\i, zi = k|α, β+, β−)
(19)
In the restricted Gibbs sampling, two clusters are randomly selected and three Gibbs
sweep are perform, restricted to re-partitioning the nodes within the selected clusters.
The model contains a number of hyper-parameters:
α , β+1 , ..., β
+
Q , β
−
1 , ..., β
−
Q
They are all sampled independently using a Metropolis-Hastings procedure. Here,
proposals for each of the parameters are drawn from a Gaussian distribution centred at
the current value of the parameter and with variance 1. The proposals are accepted or
rejected according to the Metropolis-Hastings accepting criterion, being the ratio of how
likely the model is when using the proposed parameter value compared to the current
value.
For all experiments, our sampling strategy consists of 1000 sweeps of the following
sampling procedures. First a complete Gibbs sweep over all respondents is performed
followed by three proposals of the restricted Gibbs sampling and 10 Metropolis-Hastings
proposals for each of the hyperparameters.
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