Bio-ontology development is a resource-consuming task despite the many open source ontologies available for reuse. Various strategies and tools for bottom-up ontology development have been proposed from a computing angle, yet the most obvious one from a domain expert perspective is unexplored: the abundant diagrams in the sciences. To speed up and simplify bio-ontology development, we propose a detailed, microlevel, procedure, DiDOn, to formalise such semi-structured biological diagrams availing also of a foundational ontology for more precise and interoperable subject domain semantics. The approach is illustrated using Pathway Studio as case study.
low-hanging fruit with OBO or SKOS and its use for data annotation and computational linguistics, and (ii) if one can represent not only relationships, but also the components of a relationship) and its semantics (e.g., graph-based, model-theoretic), which is interesting from a logic and philosophical perspective, but less relevant for practical ontology development and therefore not pursued here.
Encoding Peculiarities. Domain ontology developers tend to distinguish between what it is 'understood
to represent' and the computational representation. That is, one can take, say, Cell to be a universal, class, or concept, and represent it as an OWL class Cell in an ontology, but one also can store Cell in a database table, by which it mathematically has become an instance yet 'think of it' and pretend it to be a universal, class, or concept. This is of particular relevance for SKOS and some OBO ontologies. For instance, the Gene Ontology is downloadable in OBO or OWL format-i.e., its taxonomy consists of, mathematically, classes-and as a database-i.e., mathematically it is a taxonomy of instances.
This need not concern the subject domain experts, but it does affect how the ontology can be used in ontology-driven information systems. For SKOS, there is no such choice: each particular SKOS 'concept' is serialised as an instance, regardless whether one models it directly into SKOS or transforms an OWL ontology into SKOS. For instance, if one would have chosen to represent that insuline is a subtype of a peptide, then one declares the SKOS ex:peptide rdf:type skos:Concept and ex:insulin ex:broaderGeneric ex:peptide which are, in the mathematical sense, about instances. Hence, also in an OWL to SKOS transformation, each OWL class becomes a SKOS instance due to the mapping of skos:
Concept to owl:Class [46] . This is a design decision of SKOS, that, once known, can be handled easily in the application layer, in a similar way to GO.
A different encoding peculiarity is to exploit OWL 2 punning features to squeeze second-order rules in a first-order setting to avail of its software infrastructure: convert all class-level classes and expressions (the TBox) into individual assertions (ABox), encode the second-order rules in the TBox and classify the classes-converted-into-individuals accordingly. An example of this approach is the application of OntoClean [47] .
Hence, one has to be careful with the distinction between the 'intended meaning' and the actual encoding.
First Steps Toward Formalization of Biology Diagrams
As some point in the bio-ontology development, one has to choose a representation language. For both categories of scenarios mentioned in the introduction, the first step of the formalization is to assess the "icon vocabulary" of the diagram drawing tool for unary 'object-like' entities and n-ary (n ≥ 2) 'relationshiplike' entities. Among the n-aries, one then distinguishes between generic relationships, such as parthood, participation, dependence, and constitution, and other recurring relationships, which are the general relationships specific to the domain, such as development, regulation, and transformation in the life sciences subject domain. From here onwards, the formalisation steps differ for the chosen languages. The relatively straight-forward procedure for OBO and SKOS is included in the guidelines in Section 2.4 only.
For OWL 2 DL, one also assess a few sample diagrams to check for cardinality restrictions, i.e., if a particular (type of) n-ary is linked to more than one unary, and checks for sequences of the same or different n-aries, which indicate possible transitivity or property chaining. n-aries where n ≥ 3 can be approximated by reification without the identification constraint, but this makes the overall ontology logically complicated and difficult to understand for the domain expert, and therefore should be used sparingly even if one were to use an n-ary ontology design pattern.
For an arbitrary expressive logic language, there are more options to consider, such as spatiality and temporality, which both feature in many diagrams implicitly. Spatiality is often represented with sections of different background colour, lipid bi-layers, or the name of the (type of) cell, tissue, or organ, therefore requiring inclusion of both spatial relations as well as spatial entities at the appropriate level of granularity.
Temporal aspects are normally represented as chains of unaries and n-aries with indicative labels like transports, transcribes, or flows, though, in general, the temporal dimension has not been investigated widely for ontologies. For both spatial and temporal extensions, a wide range of theories are available (we will return to this in Section 4). n-aries where n ≥ 3 can be represented as such.
Foundational Ontology Modelling Choices
Most real bio-ontologies do not exist in isolation, but are linked to other ontologies, be they other domain ontologies or foundational ontologies. Using a foundational ontology with its generic categories of entity types and core relationships across subject domains can facilitate bio-ontology interoperation [2] , it speeds up ontology development, and it has been shown to improve its quality [48] . Some of such ontologies are DOLCE [30] , BFO(+RO) [29, 28] , GFO [27] , and SUMO [31] .
The principal modelling choice they introduce, is that it forces one to choose between n-aries as unaries (classes in OWL) or n-aries as n-aries (object properties in OWL icon that may have some "converter" icon Pollutant concentration [7] , which makes it rather inviting to simply add it as a data property in an OWL ontology instead of the DOLCE/BFO approach with qualities as unaries.
At the time of writing, there are no full mappings between the extant foundational ontologies, so one has to choose one; how to choose the most appropriate one for the task at hand and why that one, is a separate task, which is beyond the current scope.
DiDOn Procedure to Formalise a Diagrammatic Vocabulary
The considerations and decision points described in the previous sections are structured into the Diagram to Domain Ontology, DiDOn. This has a preliminary step of requirements analysis (item 0; more detail can be found elsewhere), then the core steps with the analysis of the elements in the graphical language and how to represent them formally in the ontology (items 1-6), from which the rules to populate the ontology with entities from the individual diagrams can be constructed (item 7). If desired, steps 1-6 can be enforced in a software-mediated formalisation workflow and/or incorporated into existing macro-level methodologies for ontology development. The procedure is as follows.
0. The usual ontology requirements analysis (such as scope, purpose, sample usage, type of queries, desired reasoning services, etc.), including (a) Choose a representation language, informed by, among others, Figure 2 and Table 1 i. Add part-of and/or has-part and its relational properties (to the extent possible in the language), and assess if proper parthood is needed as well;
ii. Add participates-in and/or has-participant and declare its domain as, as a minimum, Continuant and range as Occurrent (or Perdurant in DOLCE);
iii. Add inheres-in (or: depends-on) and declare its domain as DependentContinuant (or NonPhysicalEndurant) and range as IndependentContinuant (or PhysicalEndurant);
(c) Declare all domain-specific n-aries as classes, suitably positioned as a subtype of Occurrent; ii. Add the relationships between the class, Quality and Quale (in DOLCE, they are qt and ql, respectively);
(e) Consider also sample diagrams;
i. An n-ary has relations to > 1 unary? If yes: record that cardinality will have to be included when processing the diagrams;
(f) Proceed to item 8;
6. N -aries as relationships. Do:
(a) Consider also sample diagrams:
i. An n-ary has relations to > 1 unary? If yes: note cardinality;
ii. Chaining of n-aries? If yes: note concatenation;
iii i. Declare unaries as subclasses of (a suitable subclass of) Continuant in the class hierarchy;
ii. Include (or ascertain inclusion when using owl:import to import the foundational ontology) generic object properties, as described in item 5b, but for the part-of object property characteristics, declare it only transitive and reflexive;
iii. Declare domain-specific binaries as OWL object properties; We shall see an application of a more detailed ontology population algorithm for OWL with n-aries as relationships in the case study.
Case Study: Analysis of the Pathway Studio Graphical Vocabulary
The purpose of the case study is to demonstrate the usability and detailed workings of the procedure (as opposed to hiding that in an application). To this end, a graphically fairly comprehensive modelling tool, Pathway Studio (PS) [23] , was chosen out of one of many graphical pathway tools [50] . PS lets the user build pathways and analyse them on the relationships between genes, proteins, cell processes and diseases. It is useful for illustrative purpose, because of the expressiveness of its vocabulary and the generation of its source data. The source data for the PS diagrams that come with the installation originate from a combination of NLP of scientific literature and manual examination, correction, and curation. Given the difficulty of ontology learning through NLP tools, one can envision a two-step process from manual examination and NLP of scientific articles to PS, and from PS to expressive ontology, which, in turn, can be used to improve NLP. To give an idea of its usage, and thereby providing hints toward desired reasoning scenarios, hence, contributing to choosing a representation language, several specific user requirements were abstracted from the biological examples: Compound X (e.g., a potential drug) binds and activates Y , which is a main switch in pathway Z that should be interrupted to cure the disease. Sample queries are:
Q1: Is Y involved in some other pathway?
Q2: What are the characteristics of the other pathways that Y is involved in? E.g., are they spatially separated (e.g., in different tissues), is there an analogue in another species?
Q3: Given that one binds and activates Y with X, is there an activation of some Y by X that is also a signaling molecule in pathway Z ?
Q4: Is it known that there is some endogenous X similar to X that also binds and activates Y ? Q1 can be a simple class-query, but the others show that OBO and SKOS are insufficient to meet the desired inferences, hence OWL or arbitrary FOL should be chosen to formalise the Pathway Studio Vocabulary (PSV). To foster interoperability with other ontologies, OWL 2 DL is chosen. Note that this still permits simplification to an NLP ontology for text mining to find data for the diagrams or for data annotation, as well as an extension to a more expressive language, which will be discussed in Section 4.
Pathway Studio Vocabulary Inventory
Let us now start with the first step in the DiDOn procedure: the basic analysis of the PSV. The following high-level informal descriptions are intended to give a non-biochemist an indication of the kind of things in the PSV depicted in Figure 3 . Subject domain semantics especially useful in the formalization is italicized when they first appear. • Protein: biopolymer consisting of many linked α-ami-no acids. Shapes denote subclasses:
-Kinases are enzymes, i.e., proteins with a function/role to catalyse the addition of a phosphate to a molecule (opposite of phosphatases).
-Phosphatases are also enzymes, catalysing the removal of a phosphate from a molecule.
-Ligand is a molecule that binds to a receptor, sometimes also referred to as substrate;
-Transcription factor is a molecule that binds to a transcription factor binding site and thereby
regulates expression of a gene that is located relatively nearby the site where that molecule binds.
-Receptor: the receiving molecule in a receptor-ligand binding, i.e., a molecule with a role; depending on the location, it can be a protein when [in/on] a membrane or a Nuclear receptor (purple oval) bound to DNA, hence, a receptor is generally the less-mobile one of the receptor-ligand binding (the ligand 'arrives at' the receptor).
• Small Molecule is a pervasive notion that appeals to intuition for its informal description : refers to, can be added, multiple cell parts are included already, so that one can retrieve that partonomy and select the appropriate location (e.g., Cytoplasm).
The algorithm for the relationships is determined by the colour, adornments, and direction of the arrow, and that the assertion for the direction has to be added in the inverse. The reason for the latter is that while retinoic acid expresses RARA (see Figure 1) , this is not the case for all retinoic acid molecules; conversely, it does hold that RARA is expressed by some retinoic acid molecule, hence RARA ∃expressed by.RetinoicAcid is the appropriate axiom to add to the ontology. This works analogously with the other relationships.
A partial design-level algorithm for the arrows is described in Algorithm 2, which can be executed after Algorithm 1.
This completes one execution path through the DiDOn procedure.
Discussion
As the PS case study demonstrates, one clearly can obtain a lot of information from the diagrams for an expressive bio-ontology. The DiDOn procedure in Section 2.4 aids in this process. One may ask why a formalisation procedure and why specifically the DiDOn procedure is any good. Concerning the former, a procedure brings the formalization decisions to the fore, requires the developer to make the modelling decisions explicit, and be able to coherently communicate and document that so that within as well as across ontology development projects this can be harmonised, or at least made clear. Concerning the latter, first, it has to be noted that there are no extant AI techniques that transform the bio-diagrams into bio-ontologies in a structured way, although the SMBL to OWL transformation under way with SMBL Harvester may have a promising intersection with the work presented here. Second, it goes beyond oneoff community of practice by expounding a method of formalization of the informal 'legacy' resources to standardised knowledge representation languages that is sufficiently generic to work with any graphical language of bio-diagrams, yet not too generic to render it of little use for biological resources. Moreover, third, it incorporates foundational ontology use to also handle subject domain semantics as opposed to a mere formalization into an arbitrary logical theory. Consequences of this aspect are the inclusion of the hitherto neglected representation decision to represent n-aries as classes vs n-aries as relationships, and the reuse of classes and relationships that are also used in other bio-ontologies and adjusting the representation of attributes so as to foster interoperability upfront, which improve the quality of the ontology as has been demonstrated in, e.g., [48] . Fourth, it acknowledges that different migration paths may be viable, and how, ensuring all essential tasks are carried out in a consistent manner and therewith making repeatability of the process possible and opening up the way for structured transformations 2 and linking of ontologies that took a different formalisation route and therewith facilitating ontology interoperability. The OWLPathS seed ontology with its formalisation in OWL 2 DL, import of BFO+RO foundational ontologies and link with
BioTop and PRO meets all these quality features. Given the relative comprehensiveness of the procedure, DiDOn may contribute to standardising decisions made for and during the formalisation within and across domain ontology development projects or even be incorporated in the drawing tools.
The procedure, however, does not help with the transformation of some of the implicit information that requires subject domain knowledge, such as knowing that a kinase is an enzyme. Other bottom-up approaches face this hurdle to an even greater extent: NLP for science has to use both general NLP rules and bio-adjusted heuristics [15] , (e.g., the suffix "-ase" denotes the name of an enzyme).
OBO and SKOS
Having demonstrated DiDOn with OWL+BFO+relationships leaves room for remarks on transformations to OBO and SKOS. It is useful to note that if one already has one formalisation, then the others can be obtained at least semi-automatically. There are online scripts that transform an OWL file into OBO or SKOS; an example of OWLPathS converted to SKOSPathS with Manchester's OWLtoSKOS converter [56] is available online at http://www.meteck.org/files/ontologies/SKSOPathS. As described in Section 2.2.1, classes become instances in SKOS and each usage of a unary in the actual diagrams is skos:broaderGeneric its respective core entity.
In the direction from SKOS to OWL, and provided one wants a real ontology and not some arbitrary OWL file, then once again one has to choose a foundational ontology, decide to represent n-aries as relations or as classes, and choose a suitable expressive language, i.e., following steps 4-7 in DiDOn. Some work to at least partially automate this idea has been carried out [57] .
Concerning item 4 of the procedure-the use of a foundational ontology-one may question why it was not placed before OBO and SKOS. No foundational ontology is available in SKOS or OBO, other than an OBO version of BFO. Aside from BFO-in-obo, one also could choose to develop a BFO-in-SKOS and add that to step 3, and/or extend the SKOS vocabulary with the Relation Ontology relations. All other extant foundational ontologies require a much more expressive language to enable representation of the intended semantics (BFO too, in fact, as we will discuss in Section 4.2). Nevertheless, one could argue, even an 'ultra-ultra-light' version may be useful. However, this also makes it easier to introduce errors in the transformation due to the lower precision and accuracy that later on has to be re-analysed to represent it correctly anyway. A hitherto unexplored alternative option might be to use the expressive ontology for modelling only and to remove axioms as required by the application scenario, instead of removing them owl:import statements to link the pathways.
All these topics are active fields of research.
Nevertheless these potentially missing aspects of the diagrams-potentially, because they are not necessary for all ontologies and ontology-driven information systems and do not occur in all diagrammatic languages-the basic formalization of the icon vocabulary already provides a solid basis to simplify and speed up ontology development compared to manual efforts or NLP. In addition, using a more expressive language invites the domain expert to be more precise so as to resolve ambiguities, a benefit which was already observed in [7] for eco-ontologies. Only then can it be checked computationally if the many diagrammatic pathways are consistent together and gaps can be found easily, which motivates further modelling in case the missing knowledge was known or can serve as impetus for laboratory experimentation. Added benefits of the approach are that such diagrams also can be deployed as intermediate representation of the knowledge so as to facilitate understanding and communication between logicians and the content providers.
Also, it can bring the information modelled in such diagrams-often hidden or locked in, e.g., expensive
hardcopy textbooks-into the open access domain for free use and reuse.
We are in the process of taking DiDOn to the implementation-level. This comprises, on the one hand, zooming in on converting diagrams to an ontology in the subject domain of microbiology and health with, initially, opportunistic infectious diseases, and, on the other hand, developing full software-support for DiDOn (a proof-of-concept tool for Step 4 of DiDOn is already available [67] ).
Conclusions
To speed up and simplify bio-ontology development, we proposed the DiDOn procedure to formalise semistructured life science diagrams, which operates at the micro-level of ontology development by providing a structured approach to representing different pieces of information in the ontology. DiDOn is aimed at extracting explicit and implicit knowledge from diagram-based 'legacy' resources in such a way so that also the subject domain semantics can be preserved and that it can be carried out in a clear, traceable, and reproducible way. Four trajectories for formalization were identified-OBO, SKOS, OWL 2 DL, and arbitrary FOL-with the option to integrate it with a foundational ontology so that both a formal and precise subject domain semantics is generated when populating the ontology. This was demonstrated with the extensive icon vocabulary of Pathway Studio and OWL 2 DL, BFO, and n-aries as binary relations.
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The OWL 2 DL direct semantics (a model-theoretic semantics) can be consulted online [42] and the essentials of DLs are described in [68] . Here we summarise the OWL 2 DL syntax and semantics only insofar as is necessary to have a self-contained paper; the interested reader is referred to [42] for further details. By standard OWL notation, OP denotes an object property, OPE denotes an object property expression, C denotes a class, and CE a class expression. -· C is the class interpretation function that assigns to each class C ∈ V C a subset (C) C ⊆ ∆ I ; · C is extended to class expressions as follows -ObjectAllValuesFrom(OPE CE), {x | ∀y : (x, y) ∈ (OP E) OP implies y ∈ (CE) C };
-ObjectSomeValuesFrom(OPE CE), {x | ∃y : (x, y) ∈ (OP E) OP and y ∈ (CE) C };
-ObjectMinCardinality(n OPE CE), {x | {y | (x, y) ∈ (OP E) OP and y ∈ (CE) C } ≥ n};
-ObjectExactCardinality(n OPE CE), {x | {y | (x, y) ∈ (OP E) OP and y ∈ (CE) C } = n};
-· OP is the object property interpretation function that assigns to each object property OP ∈ V OP a subset (OP ) OP ⊆ ∆ I × ∆ I and such that · OP is extended to Inv(OP) with the meaning {(x, y) |
-· I is the individual interpretation function that assigns to each individual a ∈ V I an element (a) I ∈ ∆ I .
Further, with respect to satisfaction of OWL 2 DL class expression axioms in interpretation I w.r.t.
ontology O, the class axioms SubClassOf(
Regarding property axioms, SubObjectPropertyOf(OPE 1 OPE 2 ) if (OP E 1 ) OP ⊆ (OP E 1 ) OP , and for the relevant object property characteristics only transitivity: Trans(OPE), ∀x, y, z : (x, y) ∈ (OP E) OP and (y, z) ∈ (OP E) OP implies (x, z) ∈ (OP E) OP (parthood is reflexive, antisymmetric, and transitive, but antisymmetry cannot be expressed in OWL 2 DL and reflexivity only on simple object properties).
Given that OWL 2 DL is based on Description Logics (DL), we shall use the more concise DL notation.
For instance, the DL statement
Protein Molecule
i.e., all individuals that are proteins are also molecules, can be represented equivalently in FOL as ∀x(P rotein(x) → M olecule(x)) and in OWL 2 DL functional syntax as
SubClassOf(Protein Molecule).
The ObjectSomeValuesFrom in Definition 2 is the serialised rendering of the existential quantification (∃), an Inv(OP) is denoted as OP − , ObjectComplementOf(C) as ¬C, and EquivalentClasses(CE 1 CE 2 )
as CE 1 . = CE 2 . 
Algorithm 1 PS Polygon to OWL

