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1
Introduction
Substantial technical progress in the last two decades enabled the development and
fabrication of nanoscale devices that exhibit explicit quantum mechanical properties on
a macroscopic level. The ability to gain external control of such devices allows one to put
the fundamental laws of quantum mechanics to a test. A lot of effort in this direction
certainly was driven by the emerging discipline of quantum information processing whose
basic aim is not only to test quantum mechanics, but rather to understand how its
principles can actually be used for the manipulation, storage, and communication of
information.
Computers based on intrinsic quantum mechanical devices will not only process infor-
mation faster than today’s computers. Rather, they are able to run specially designed
quantum algorithms to perform tasks that go beyond the capability of any classical
approach. For the implementation of a quantum algorithm it is necessary to ensure
and control the unitary evolution of an array of quantum mechanical two-level systems,
i.e. a qubit register. Solid-state quantum systems using charge or spin degrees of free-
dom of confined electrons or holes, and also superconducting qubits based on Josephson
junctions are currently very promising candidates for its realization. However, one of
the major remaining challenges is decoherence: The interaction of the qubits with their
environment affects the indispensable quantum coherence and entanglement of the quan-
tum states. Thus, understanding of decoherence in quantum computer architectures is
crucial for the development of successful qubit operations in scalable solid state systems.
Several strategies are pursued to beat decoherence [1, 2]. An active scheme is quan-
tum error correction [3–5], which requires a redundant encoding of a logical qubit by
several two-level systems, so-called physical qubits. Standard error correction protocols
are designed to work efficiently if the physical qubits are subject to independent errors.
This condition can be realized by putting the qubits far apart so that it is reasonable to
assume that they couple to uncorrelated noise sources. Decoherence-free subspaces are
a passive variant of quantum error correction [6–9]. In this scheme, one logical qubit
is encoded by several physical qubits in such a way that the logical qubit states do
not couple to the environment at all. Consequently, the quantum code works perfectly
coherent and neither the detection nor the active correction of errors is needed. Ideal
decoherence-free subspaces occur when the qubit-environment coupling exhibits symme-
tries such that the physical qubits interact with perfectly correlated noise, an idealized
situation that can be achieved by co-located qubits. In several physical situations,
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however, spatial correlations in the fluctuations of the environment can be present and
neither of the ideal cases outlined above is perfectly realized. In the present thesis we
focus on these non-ideal situations. Our goal is to study the consequences of spatially
correlated quantum noise for the dissipative entanglement dynamics and the fidelity of a
qubit register. We investigate the interplay of decoherence and spatial qubit separation.
The following sections give an overview of the basics of quantum information pro-
cessing and briefly review the ideas of quantum error correction and decoherence-free
subspace encoding and their respective relations to independent and collective noise
models. We then present in Chap. 2 a system-bath model that takes spatial separations
of qubits explicitly into account. It is shown how various physical situations can be
mapped to our model. For the case in which the environment induces pure phase noise,
the reduced qubit dynamics possesses an exact solution which we present in an explicit
form in Chap. 3. Since it is not always feasible to achieve exact results for the dissipa-
tive system dynamics, we consider in Chap. 4 a time-convolutionless master equation
approach and derive a non-Markovian master-equation for weak qubit-bath coupling.
An application of this approximate equation to our pure phase noise model allows for
an unambiguous comparison with an exact solution and shows that the emerging results
can even be exact, despite the fact that they are based on second-order perturbation
theory. As a first application of the analytical results, we discuss in Chap. 5 the dephas-
ing of a single qubit for various spectral densities of the environment. We concentrate
on the short-time dynamics of the qubit coherence. It is shown that algebraic decay
laws lead to a fast initial loss of the coherence which in the standard description with
exponential decay rates shows up as a reduced initial amplitude of coherent qubit os-
cillations. Analytical expressions quantifying the amount of this reduced visibility are
derived and its dependence on temperature and qubit-bath coupling strength is studied.
In Chap. 6 the entanglement dynamics of two spatially separated qubits is considered
and the robustness of the two-qubit decoherence-free subspace with respect to physi-
cal parameters such as temperature, qubit-bath coupling strength and qubit separation
is investigated. We then focus on the time evolution of a spatially extended N -qubit
register with linear qubit arrangement. Explicit expressions for the fidelity loss of the
register are presented and the scaling of decoherence as a function of the number of
qubits and their separations is studied.
Since the exact solution for the reduced dynamics of a qubit register subject to pure
phase noise involves rather complex expressions, an intuitive picture of the observed be-
havior can be hard to find. For a more qualitative understanding we study in Chap. 7 the
reduced dynamics in an approximate treatment in the spirit of the Bloch-Redfield theory.
It is shown that a direct application of the Bloch-Redfield theory to a spatially extended
system of qubits leads to a violation of causality and predicts spurious decoherence-free
subspaces. We reveal why this approach fails and derive a non-Markovian causal master
equation that captures the main effects of the spatial separation. Compared to gen-
eral non-Markovian master equations, our causal master equation has the advantage
of being more intuitive and of allowing for algebraic methods, e.g. within a symmetry
analysis. In Chapter 8 two qubits subject to bit-flip noise are studied using the causal
master equation approach. We investigate how spatial noise correlations influence the
relaxation of solid-state qubits. It is shown that by collective exchange of bosons via a
thermal environment effects similar to superradiance and subradiance are possible even
2
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for rather large qubit distances and at high temperatures.
1.1 Quantum information processing
Quantum mechanics since its birth in the 1920s became one of the most successful
theories of modern science. It sheds light on a vast number of physical phenomena
that are not accessible by purely classical methods. Although the concepts of quantum
theory often appear to have little relation with the human experience of nature, it is
capable to correctly describe physical effects on the nanometer scale.
Entanglement is one of those inherently quantum mechanical properties that can
emerge when individual parts of a bi- or multipartite quantum system interact with
each other [10, 11]. It leads to correlations between observable physical properties of
the quantum systems that, from a classical point of view, appeared to Einstein as a
“spooky action at a distance” and caused him, Podolsky, and Rosen in 1935 to formulate
the so-called “EPR paradox” [12], a quantum-mechanical Gedankenexperiment with a
highly counterintuitive and apparently nonlocal outcome. Indeed, entanglement is a phe-
nomenon in which the quantum states of two or more objects have to be described with
reference to each other, even though the individual objects may be spatially separated
and not interacting anymore. It can emerge already for the simple case of two quantum
mechanical two-level systems: As a consequence of the superposition principle of quan-
tum mechanics, each two-level system individually can be in a superposition of two basis
states |0〉 and |1〉, but once both systems have interacted with each other, a possible
state of the two systems as a whole is (|01〉+ |10〉)/√2. This state vector contains the
full information about the total system. However, all information is contained in joint
properties and only by a projective measurement on either of the two-level systems, the
state of the other one can be predicted with certaincy. It is this “spooky action” on
which quantum teleportation and quantum cryptography are based on [1, 13–15].
Quantum mechanics is required to understand and also tailor properties of micro- and
optoelectronic devices as for example semiconductor based integrated circuits and mi-
croprocessors used in the electrical industry nowadays. However, once these properties
are established, the actual operation of such devices can be described on the basis of
classical theories, e.g. by classical electrodynamics. Put differently, even though the
components of a classical computer are designed and developed by using the knowledge
about quantum mechanical effects, they are operated classically and consequently imple-
ment classical Boolean logic, i.e. process a unit of information in the form of a classical
bit which carries either the value 0 or 1. A thrilling question is what happens when
the physical basis for the computer becomes explicitly quantum so that the classical
approximation fails. Will such a quantum computer be more powerful than a classical
one? In 1982, Feynman put this question in another form by asking whether a classical
computer ever could efficiently simulate quantum mechanical systems [16]. To simulate
N interacting two-level systems one generally has to keep track of 2N complex numbers.
Thus, the problem size grows exponentially with N which renders it unrealistic to classi-
cally simulate even a few hundred two-level systems in a reasonable time. On the other
hand, this line of argumentation demonstrates the large amount of information that is
present in a quantum system. It led to the conclusion that only quantum systems can be
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able to efficiently simulate themselves [16–18] and thus outperform classical computers.
For a device that is supposed to process quantum information, one has to define how
information is stored and in which way an input can be transformed into the desired
output. These decisions are still hardware independent and the most natural approach
is the network model [1, 2, 16, 19, 20]: In analogy to the way in which classical binary
information is processed, quantum information can be stored in a register of quantum
mechanical two-level systems. In this context the two-level system is called a quantum
bit or qubit. The qubit register is initially prepared in a definite state, the input.
By controlling the Hamiltonian of the register and hence its time evolution, the input
register state is in a prescribed way changed to an output state, i.e. a computation is
performed. It turns out that all possible unitary operations in the Hilbert space of the
qubit register can be decomposed to a sequence of universal quantum gates [1] which
only involve single- and conditional two-qubit operations. Such a sequence of gates
defines a quantum algorithm. Modifications and alternatives to the network model have
been proposed that can efficiently run quantum algorithms, among them are quantum
cellular automata, the one-way quantum computer, and adiabatic as well as topological
quantum computers [21–28].
The speedup that can be gained by doing a computation quantum mechanically is
a consequence of what is termed “quantum parallelism”: A classical gate g which, for
example, processes a binary string of two digits N = 2 has to be evaluated four times
to get all possible output values g(00), g(01), g(10), and g(11). Due to linearity of
quantum mechanics, a corresponding quantum gate can be fed with the superposition
of all possible input states, i.e. g(|00〉+ |01〉+ |10〉+ |11〉) and returns a superposition of
all possible outcomes at the same time, g(|00〉) + g(|01〉) + g(|10〉) + g(|11〉). The initial
creation of the superposition is efficient since its complexity grows linearly with the
number N of qubits [2]. The single computational step of the quantum gate, however,
replaces 2N steps of the classical counterpart [19]. However by a measurement, the
superposition of all possible outcomes is reduced to one actual outcome so that it seems
that the computational power, though present, is not accessible. In fact, the advantage of
the quantum parallelism manifests itself when one is interested not to find all answers
to all possible inputs but rather to find global characteristics, e.g. to decide whether
a function is constant or not, or to find its period [18, 29, 30]. Prominent examples
for efficient and quite useful quantum algorithms that outperform all known classical
variants are the search in an unsorted database with a quadratic speed-up [31,32], and
the factorization of integers [33] with exponential performance gain. In particular the
latter has gained much interest, since most forms of encryption technology today as for
example the widely-used RSA public key cryptography are based on the fact that it is
easy to quickly perform multiplications of prime numbers, but – by classical means –
hard to do the opposite, i.e. to factorize a large integer into its prime factors [34].
An exponential speedup of a quantum algorithm over any classical algorithm for the
same computational task is fundamentally a feature of quantum entanglement [35]. It is
possible to imitate some important properties of quantum computing by using classical
waves, e.g. classical light beams, since they admit the possibility of superpositions of
modes [36]. However, regardless of how much the waves interact with each other, their
joint state is always a product state. The total state space of all classical waves is the
Cartesian product of the individual spaces, whereas quantum-mechanically it is the ten-
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Figure 1.1: Image of a vertically stacked pair of self-
assembled quantum dots (dark gray) taken by cross-
sectional transmission electron microscopy [47].
sor product. Only in the latter case linear combinations of product states can be formed
such that they give rise to quantum entanglement, i.e. an exponential performance gain
is not only due to superposition and interference, but also entanglement [37, 38]. Note
that algorithms that are based solely on single-qubit superpositions exist [39, 40]. Al-
though they involve only separable states, they may outperform classical variants with
polynomial speedup. Nevertheless, it is in principle still possible to simulate them effi-
ciently on a classical computer.
1.2 Qubit realizations
A vast variety of different physical systems have been considered for the experimental
realization of quantum bits [41]. One approach is the encoding of qubits in ensembles of
nuclear spins of dissolved molecules [42]. Well established techniques of nuclear magnetic
resonance are used to manipulate the spin states. Although based on an ensemble rather
than on single qubits, an important proof-of-principle of quantum computation was
achieved by this setup in factoring the number 15 into its prime factors 3 and 5 based on
a quantum algorithm [43]. Another possibility is to use a chain of trapped ions to encode
quantum information in the internal states of the ions as well as in the vibrational modes
of the chain; the qubit register is then manipulated by means of external lasers [44].
Optical implementations of qubits encoding the information in photons also play an
important role for quantum information processing [45]. They have been among the
first physical systems to enable the realization of multipartite entanglement and are
successfully applied for experimentally realizing quantum cryptography [15].
A common problem of the aforementioned approaches is the difficulty to scale up the
architecture from a few-qubit system to a many-qubit system. This requirement is one
of the five Di-Vincenzo criteria for the implementation of a quantum computer [46]:
• A scalable physical system with well-defined qubits
• The ability to initialize the qubits in a known pure state
• The ability to realize a universal set of quantum gates
• Decoherence times much longer than the gate operation times
• A qubit-specific possibility to perform a measurement with high fidelity
In current setups, ion trap quantum registers of at most 8 qubits have been realized
[48]. However, it is believed that at least 20-50 qubits are needed to perform non-
trivial quantum computational tasks beyond proof-of-principle applications [1,2]. Solid-
state based realizations of qubits may reach the criterion of scalability more easily.
Very promising candidates are for example superconducting qubits based on Josephson
junctions [49] and quantum dot qubits. In the following, we will focus on the latter.
A quantum dot is an artificially structured system in which charge carriers (electrons
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Figure 1.2: Lateral double quantum dot defined by metal surface electrodes, taken from Ref. [58]. Left:
Schematic view. Negative voltages applied to metal gate electrodes (dark gray) lead to depleted regions
(white) in the two-dimensional electron gas (2DEG). Right: Scanning electron micrograph for a slightly
different layout showing the gate electrodes (light gray) on top of the surface (dark gray). The white
dots indicate the location of the two quantum dots.
or holes) can strongly be confined in three spatial directions to exhibit a discrete level
structure. Depending on whether charge or the spin degrees of freedom of the confined
carriers are utilized to form the qubit, one differs between charge or spin qubits. There
is a rich variety of approaches to realize the desired confinement. For example, self-
assembled quantum dots are grown epitaxially by depositing layers of lattice-mismatched
materials, like InAs on a GaAs substrate [50]. Due to the lattice strain the layers
assemble into small self-organized islands with typical confinement lengths of the order
of a few to tens of nanometers, see Fig. 1.1. Quantum information may then be encoded
in neutral and charged excitonic states and probed and manipulated optically [47,51–54].
Several dots can, for example, be vertically stacked [55] so that quantum dot molecules
are formed whose coupling is controllable by static electric fields [56,57].
Another sort of quantum dots is realized by means of semiconductor heterostructures
such as GaAs/AlGaAs, see Fig. 1.2. The dots are defined by locally depleting the two-
dimensional free electron gas at the heterointerface with electric fields that are created
by applying negative voltages to metal gate electrodes on top of the heterostructure. In
this way, small islands of electrons can be isolated from the rest of the two-dimensional
electron gas. The gate voltages allow one to precisely control the number of free electrons
from several hundreds down to zero [59, 60]. Qubits based on the charge degree of
freedom use an odd number of electrons confined in a double quantum-dot structure
[61–63]. The excess electron moves between the dots like in a double-well potential whose
asymmetry and tunneling barrier can be controlled by the gate voltages. The logical
qubit states are defined by the localization of the unpaired electron in the left or right dot.
In such double-dot charge qubits, coherent oscillations have been realized experimentally
[64–66], and strong decoherence was observed due to the coupling of the electron to
external degrees of freedom, in particular to phonons and charge fluctuations in the
substrate, as well as to electromagnetic noise in the environment [62,67–72]. By contrast,
in the quantum dot spin qubit the quantum information is encoded in the spin state of a
single electron or in the singlet and triplet states of two electrons [53,58,73,74]. The spin
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Figure 1.3: Schematic representation of two qubits (green boxes) interacting (a) with a common bath,
and (b) with two independent baths.
degree of freedom is expected to be better isolated from the environment, although at
the same time it is harder to control and readout. Nevertheless, substantial experimental
progress enabled the readout and the coherent manipulation of single electron spins, as
well as the realization of two-qubit gates, see Ref. [58] for a recent review. Relevant
decoherence mechanisms in spin qubits based on GaAs/AlGaAs heterostructures are
spin-phonon coupling [75,76] and in particular hyperfine interaction with nuclear spins
of the bulk material [77–80]. Recently, a lot of efforts exist to form gated quantum
dots in alternative materials for which nuclear spins are supposed to be less detrimental,
as for example carbon nanotubes [81–83] and Si/SiGe heterostructures [84]. There are
alternative approaches for qubits in semiconductors based on donor impurities embedded
in a crystal matrix, e.g. buried phosphorus dopants in silicon [85]. In such systems, a
qubit can be defined by the nuclear spin states of the dopant [86] or, similar to the gated
double quantum dot, by the charge degree of freedom of a single electron shared by two
donor atoms [87,88].
1.3 Collective vs. independent noise
As mentioned above, one major obstacle for realizing quantum bits in the solid state is
decoherence, i.e. the inevitable coupling of the quantum system to environmental degrees
of freedom (or bath) which causes unwanted errors of the qubit state. Decoherence here
means both dephasing, i.e. loss of phase coherence in superpositions of the logical qubit
states |0〉 and |1〉, as well as dissipation, i.e. processes in which the populations of the
quantum states are modified so that bit flips |0〉 ↔ |1〉 occur.
For a theoretical description of decoherence in many-qubit systems it is frequently as-
sumed that depending on the qubit separation either all qubits couple via a collective co-
ordinate to one common bath or each qubit couples to a separate heat bath, see Fig. 1.3.
In the former model the qubits experience perfectly correlated noise which allows for
a qubit-permutation symmetry in the system-environment coupling. In such situations
the quantum information eventually can be preserved by the use of decoherence-free
subspaces S = {|sk〉} of the qubits’ Hilbert space Hs that effectively decouple from the
influence of the environment [6–9]. For a qubit-environment coupling of the form
Hsb =
∑
ν
Xν ⊗ ξν , (1.1)
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where Xν and ξν are qubit operators and bath operators, respectively, the states |sk〉
are decoherence-free if they are degenerate eigenstates to all coupling operators [9],
Xν |sk〉 = λν |sk〉 , for all ν and k . (1.2)
Furthermore, the coherent evolution of the qubits by a system Hamiltonian Hs has to
leave the subspace S invariant.
As an example which explains nicely the idea of decoherence-free subspace encoding,
let us consider the situation depicted in Fig. 1.3a in which two qubits ν = 1, 2 with
Hilbert space Hs = Hs,1⊗Hs,2 couple collectively to a common environment such that
Hsb = (X1 +X2)⊗ ξ . (1.3)
Suppose that by this interaction the qubits undergo a pure dephasing process that puts
a random phase between the logical qubit states |0〉ν and |1〉ν of each qubit ν, which we
define as the eigenstates of the Pauli matrix σz with respective eigenvalues +1 and −1.
To this end, the first qubit couples via X1 = σz ⊗ 1 and the second via X2 = 1 ⊗ σz.
Condition (1.2) implies that there exists a decoherence-free subspace S spanned by the
two states |s1〉 = |01〉 = |0〉 ⊗ |1〉, and |s2〉 = |10〉 which both are eigenstates of the
collective coupling operator X1 +X2 with zero eigenvalue. Hence it is possible to encode
one logical qubit in the two-dimensional subspace S of two physical qubits by using the
states |sk〉 as new logical basis states. Since the noise acts collectively on both qubits,
the states in the subspace S acquire random, but equal phase shifts so that the relative
phase of any linear combination of them remains stable.
Since the first observations of such “subdecoherence” [6], the idea of avoiding errors by
decoherence-free subspace encoding has been put to a general mathematical framework,
for a review see Ref. [9]. It turned out that decoherence-free subspaces are a particular
case of quantum error correcting codes [1,3–5], where again a logical qubit is encoded in
a subspace S (the code space) of several physical qubits. The encoding is such that the
information represented in the code can actively be restored after any one of the errors
occurred for which the code was designed. To restore the information, first a syndrome
is measured that identifies which error has to be corrected for, and then a conditional
subsequent recovery operation is applied that projects the erroneous qubit state back to
the code space. This procedure is repeatedly performed with a rate 1/tcycle which must
be kept high enough to sufficiently suppress uncorrectable errors. For decoherence-free
subspaces, the existence of symmetries in the system-bath coupling manifests itself in
the absence of errors to any order in error rate p, that is the probability of an error
per cycle time [1, 89]. By contrast, error correcting codes are based on a perturbative
treatment, i.e. they are designed to prevent decoherence to a given order in the error
rate but allow for residual errors to take place. The underlying key assumption for the
efficient use of quantum error correcting codes is that errors in different qubits occur
independently [4, 5], i.e. it is presumed that physical qubits couple to different heat
baths, see Fig. 1.3b. Then the interaction Hamiltonian takes the form (1.1) with totally
uncorrelated bath coordinates ξν . This constitutes the limiting case of independent
decoherence for which no decoherence-free subspace can be found [8].
To exemplify the idea of quantum error correction let us again consider the case
of phase noise as discussed above. In contrast to collective decoherence, the phase
8
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coherence of each qubit ν now gets randomized independently. This process may be
interpreted in terms of rotations Rν(ϕ) = diag(eiϕ, e−iϕ) around the z axis by a random
angle. Although the influence of noise is continuous, the repeated application of the
error measurement introduces a natural discretization of the possible errors [4]. For the
example of phase noise, the effective rotation Rν of qubit ν after time tcycle may be
understood as a linear combination of two basic errors, namely no error [the identity
1 = Rν(0)] and phase flip error σz = Rν(pi), i.e. a state is transformed according to
α |0〉ν + β |1〉ν σz−−→ α |0〉ν − β |1〉ν . (1.4)
An adequate error-correcting code must be designed such that its protocol can detect
and correct those basic errors up to the probability at which they occur. Suppose that
in the linear combination of errors for a single qubit, a phase flip occurs with relative
probability p, i.e. the probability of no error is 1−p. We look for a protocol that encodes
one logical qubit into several physical qubits such that the probability that we cannot
recover the correct logical qubit state is less than the probability p of an error without
any encoding. To this end, it is convenient to represent the phase flips in the basis
|+〉 = 1√
2
(|0〉+ |1〉), |−〉 = 1√
2
(|0〉 − |1〉) , (1.5)
with σx |±〉 = ± |±〉. Thus, a phase flip in the standard basis appears in the |±〉 basis
as a bit flip |+〉 ↔ |−〉. We then can use the repetition code [3]
α |+〉+ β |−〉 → |s〉 = α |+ + +〉+ β |− − −〉 , (1.6)
which maps one logical qubit to an entangled state of three physical qubits, i.e. the code
space S is spanned by the two states |+ + +〉 and |− − −〉. Note that this encoding
operation does not copy the quantum state since the latter is prohibited by the no-
cloning theorem [90].
Let us assume that an error occurred in at most one of the three qubits. One has
to decide which qubit, if any, is erroneous without destroying the encoded information.
This error syndrome can be determined by a measurement of the parity σxνσxν′ for each
qubit pair νν ′. If, for instance, the erroneous state is |s′〉 = α |−+ +〉+ β |+−−〉, the
parity of pair 12 is equal to the parity of pair 13, but it is different from pair 23. From
that we can deduce that the first qubit was affected and the state can be corrected by
the projection [|+ + +〉〈−+ +| + |− − −〉〈+−−|] |s′〉 = |s〉 . (1.7)
It is clear that if all qubits acquired an error, which happens for independent qubits
with probability p3, the legal codeword |+ + +〉 cannot be distinguished from the legal
codeword |− − −〉 and vice versa, i.e. no error can be detected at all. If the phase
of two qubits was flipped, a spurious single-qubit error is detected and, thus, wrongly
corrected. This happens with probability 3p2(1 − p). In total, the probability of an
error remaining uncorrected is 3p2− 2p3 and, thus, one benefits from error correction if
p < 1/2, provided that the errors in different qubits are independent of each other.
The two examples above demonstrate that passive error protection by decoherence-
free subspace encoding and active quantum error correction work efficiently in mutually
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exclusive limiting cases. Ideas exist to concatenate both strategies by forming clusters
of qubits [89], i.e. groups of nearby qubits are formed and protected by decoherence-free
subspaces and quantum error correction is applied to the set of groups. In experimental
realizations, however, physical qubits will never be exactly co-located; first, they must be
individually addressable and, second, the system which implements the qubit will have
a natural finite extension. We cannot put the qubits arbitrarily far apart, as well, since
in order to get them entangled, we must be able to control their mutual interaction.
If correlations in the fluctuations of the environment are present, i.e. if their length
scales and the distances between qubits are comparable, neither a collective decoherence
model nor an independent decoherence model is justified. For example for charge qubits
based on quantum dots or donor impurities, a relevant source of decoherence is the
coupling to substrate phonons [64, 66–68, 72, 87, 91–93]. Widely separated dots at high
temperatures will experience uncorrelated noise due to the phonon bath. However, at
lower temperatures and smaller separations, spatial correlations become important. In
a typical solid-state substrate, the sound velocity is of the order of c ≈ 103m/s. At
a temperature of T = 1K phonons with long wavelengths of at most λ ≈ 50nm are
dominant and typical donor or dot separations are of the order of several tens to hundreds
of nanometer. Thus, for low temperatures and multi-qubit setups the identification of
a crossover regime between collective and independent decoherence requires models in
which the qubit separation and the phonon bath are taken explicitly into account. The
development and the study of such models is the topic of this thesis.
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We will now present a heat-bath model which allows for spatial noise correlations with
the collective and independent noise models as limiting cases for vanishing and infinite
qubit separation, respectively. This constitutes the starting point for our calculations in
the subsequent chapters. We formally derive the model for the case of a one-dimensional
environment starting from an appropriate Lagrangian and then generalize it to higher
dimensions. Finally, we relate it to various microscopic coupling mechanisms that are
important for specific qubit realizations.
2.1 Heat-bath model
A successful approach to the description of irreversible dynamics within quantum me-
chanics is the use of system-bath theories. The system of interest interacts with its
environment, i.e. external degrees of freedom which act as a heat bath. The combined
set, system plus bath, is considered as a closed system so that the usual rules of quan-
tum mechanics apply. In particular, the dynamics governed by the total Hamiltonian H
(of the system, the environment, and their interaction) is unitary. However, due to the
interaction the system and the bath may get entangled and energy may be exchanged.
These processes lead to dephasing and dissipation in the reduced system dynamics.
The total Hamiltonian of a heat-bath model reads
H = Hs +Hb +Hint , (2.1)
where Hs describes the system of interest, Hb is the Hamiltonian of the heat-bath and
Hint their interaction. A macroscopic environment usually has many more degrees of
freedom than the system of interest. For that reason, it is plausible to argue that the
coupling of the system to a single environmental degree of freedom is weak, i.e. it is
reasonable to assume that Hint is a bi-linear interaction between system operators Xν
and bath operators ξν [94]. Note that this assumption does not immediately imply that
also the total system-environment coupling is weak, since a single degree of freedom of
the system is generally influenced by many external ones. The interaction Hamiltonian
may also include an additive counter term Hc, which is a function of system operators
and depends on the properties of the system-bath coupling. It typically removes a
11
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x1 x2 x3
x
Qb 1 Qb 2 Qb 3
Figure 2.1: Schematic representation of three
qubits (green boxes) interacting via a coupling to
the bosonic field (red line) at their positions xν .
renormalization stemming from the coupling,
Hint = Hsb +Hc =
∑
ν
Xνξν +Hc . (2.2)
2.2 System-bath coupling
In this work we are interested in the influence of an environment to a system of qubits.
Assuming that the environment itself is only weakly perturbed by the presence of the
qubits, its response to the perturbation exerted by the system is linear and one may
model the environment by a set of independent harmonic oscillators. Modelling a quan-
tum heat bath by independent bosons has a long standing history in quantum dissipa-
tion [95–101] and is usually referred to as Ullersma, Caldeira-Leggett, or independent-
boson model [94, 102–109]. To achieve a microscopic model for quantum dissipation
that takes also the wave propagation in the bath into account, we couple the qubits
to a bosonic field. Locally, at a fixed point in space, the modes of the quantized field
can be regarded as a set of independent bosons. In addition, the wave nature of the
field allows for spatial correlations between different points in space. We describe the
space in which the field propagates by coordinates x and denote the qubit positions in
this d-dimensional space by xν , where ν = 1, 2, . . . N labels the qubits. The aim of this
section is to give a general motivation for the model we are going to use and to high-
light its relation to the problem of atom-photon interaction which provides a natural
example for the coupling of a system to a bosonic field [110]. Subsequently, in Sect. 2.3
we show in more detail how various physical situations can be mapped to the model,
in particular we consider the coupling of solid-state qubits to the bosonic environment
formed by substrate phonons.
2.2.1 The one-dimensional case
To ease the presentation we restrict ourselves to a one-dimensional environment d = 1
where the field ψ(x) is a scalar function of the position coordinate. It can be considered
as the displacement of a string at position x. The model obtained for this case will then
be generalized to higher dimensions.
We first consider only a single system that couples to this field, but for the moment
we do not specify the system any further. We assume that it can be described by
a Lagrangian Ls(q, q˙) where q is the generalized coordinate and q˙ the corresponding
velocity. Motivated by the minimal-coupling (mc) scheme of quantum electrodynamics
12
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we start with the total Lagrangian [111]
Lmc = Ls(q, q˙) +
∫
dxLb(ψ, ψ˙, ∂xψ) +
∫
dx q˙h(x)ψ . (2.3)
The integrand of the second term in Eq. (2.3) is the Lagrangian density of the field.
For instance, for a free bosonic field, i.e. a massless Klein-Gordon field, the Lagrangian
density is Lb = (ψ˙)2/2 − c2(∂xψ)2/2, where c is the field velocity. The last term in
Eq. (2.3) describes the coupling of the field to the velocity q˙ where h(x) is an interaction
range function that typically peaks at the position of the system. For an electron
interacting with the electromagnetic field, h(x)q˙ corresponds to the current density
−eq˙δ(x−q). Note, however, that q is not necessarily a spatial coordinate and in general
has to be distinguished from x. Thus, in the following we avoid mixing the variables q
and x by writing expressions as δ(x−q). In other words, we will distinguish between the
q-space and the space in which the field propagates. We formally write the Lagrangian
Lmc =
∫
dxLmc with the total Lagrangian density Lmc = Lsδ(x− x1) + Lb + q˙hψ.
Coupling the field to the velocity q˙ brings along the disadvantage that the conjugate
momentum of the system coordinate q is not purely kinetic,
pmc =
∂Lmc
∂q˙
=
∂Ls
∂q˙
+
∫
dxh(x)ψ . (2.4)
Hence, the resulting system Hamiltonian Hs = pmcq˙ − Ls does not coincide with the
proper energy of the system defined as sum of its kinetic and potential energies [111].
To bring the Lagrangian in line with our intention, we transform it by adding the
time derivative of a function f(q, ψ, t). This transformation is always possible without
altering the corresponding Euler-Lagrange equations. We choose f(q, ψ, x, t) = −qh(x)ψ
which in the quantum optics literature is known as the Göppert-Mayer transformation
[111,112]. The new Lagrangian density then reads L = Lmc + ddtf = Ls +Lb−qh(x)ψ˙
so that the field couples to the generalized coordinate q rather than to the velocity q˙, as
expected. This type of Lagrangian was used by Unruh already in an early investigation
of decoherence in a qubit register [113]. Note that the canonical momentum ∂L /∂q˙ is
now determined solely by the Lagrangian density Ls of the system.
We now apply the transformed Lagrangian density to model the coupling of N qubits
to the field,
L = Ls +Lb −
N∑
ν=1
Xνhν(x)ψ˙ . (2.5)
The first term represents the system of N qubits and the second term models the field.
The last term is the time-derivative coupling between the field and generalized system co-
ordinates Xν with hν(x) being an interaction range function for qubit ν. Typically this
function peaks at the qubit position x = xν . The corresponding Hamiltonian density
is obtained in a straightforward manner. The conjugate momenta of the system coordi-
nates do not mix with the field so that the Lagrangian density Ls directly transforms
to the corresponding Hamiltonian density of the system, Ls → Hs. The field variable
Π(x) conjugate to ψ(x) is Π = ∂L /∂ψ˙ = ∂Lb/∂ψ˙ −
∑
ν Xνhν . For the Klein-Gordon
field, we find the full Hamiltonian density
H =Hs +Hb +Hsb +Hc , (2.6)
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with
Hb =
1
2
[
Π2 + c2(∂xψ)2
]
, (2.7)
Hsb =
N∑
ν=1
Xνhν(x)Π , (2.8)
Hc =
1
2
[
N∑
ν=1
Xνhν(x)
]2
. (2.9)
Finally, the total Hamiltonian is obtained by integration,
H =
∫
dxH . (2.10)
For the example of a qubit register in the absence of a direct interaction between the
qubits, the first term in Eq. (2.6) denotes the system Hamiltonian
Hs =
∫
dxHs =
~
2
N∑
ν=1
Ωνσνz , (2.11)
where σνz is a Pauli matrix for qubit ν with energy splitting ~Ων . The last term in
Eq. (2.6) results in a counter term Hc =
∫
dxHc. In the language of quantum optics,
this term can be interpreted as dipolar self-energy [111]. The qubit-qubit distance is
typically larger than the interaction range of a qubit with the field, i.e. the width of
hν(x). Then the overlap between the interaction ranges of different qubits is small and
only the pure quadratic terms h2ν(x)X2ν contribute to the counter term. For two-level
systems, the coupling operators are Pauli matrices so that X2ν is a c-number and the
counter term results in a renormalization of the energy scale.
To obtain a quantized description of the field, let us consider the Fourier-transform Πk
and ψk of Π(x) and ψ(x), respectively. For example, we have Πk =
∫
dxΠ(x)e−ikx/
√
2pi.
It is convenient to introduce normal coordinates bk and b∗k by the following linear com-
binations
bk =
1√
2~ωk
(Πk + iωkψk) , b∗k =
1√
2~ωk
(Π∗k − iωkψ∗k) , (2.12)
with the dispersion relation ωk = c|k|. In a quantized picture, the real-valued field
variables Π and ψ are represented by hermitian operators. Note that in reciprocal space
the fields are complex valued so that for instance Π∗k corresponds to the non-hermitian
operator Π†k. We restrict ourselves to a bosonic commutation relation [Π(x), ψ(x
′)] =
i~ δ(x−x′) which in reciprocal space translates to [Πk, ψ†k′ ] = i~ δ(k−k′). The prefactors
in the definition of the normal variables bk and b∗k have been chosen so that in the
quantized picture their corresponding operators bk and b
†
k obey the usual commutation
relation [b(k), b†(k′)] = δ(k−k′). Hence, the operators b†k and bk are the familiar creation
and annihilation operators for mode k. After a back-transform to the x-space, we find
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for the displacement ψ(x) and its conjugate momentum Π(x)
ψ(x) =
−i√
2pi
∫
dk
√
~
2ωk
(
bkeikx − b†ke−ikx
)
, (2.13)
Π(x) =
1√
2pi
∫
dk
√
~ωk
2
(
bkeikx + b
†
ke
−ikx
)
. (2.14)
Using the expansions (2.13) and (2.14), the bath Hamiltonian in Eq. (2.6) reads
Hb =
∫
dxHb =
∫
dk ~ωkb†kbk where we have set the ground state energy to zero. As
expected, the bath consists of a set of independent harmonic oscillators with frequencies
ωk. The interaction Hamiltonian Hsb =
∫
dxHsb is obtained likewise and reads
Hsb =
N∑
ν=1
Xν
∫
dk hν,−kΠk , (2.15)
where hν,k is the Fourier transform of the interaction range function hν(x). In a dipole
approximation one assumes hν(x) ∝ δ(x− xν), i.e. hνk ∝ exp(−ikxν). The interaction
then takes the form
Hsb = ~
N∑
ν=1
Xν
∫
dk gk
(
bkeikxν + b
†
ke
−ikxν
)
, (2.16)
where for convenience, we introduced a prefactor ~. In many cases, the interaction range
function hν(x) peaks at the qubit position and shows a broadening. Regarding the
coupling of an confined electron to phonons, the width is determined by the localization
of the electron’s wavefunction, e.g. the size of the quantum dot. As a consequence, the
coupling to modes of large wavevectors k gets suppressed, i.e. |gk| vanishes for large
k. Typically one recasts the properties of the qubit-bath coupling into the spectral
density [99,100]
J(ω) =
∫
dk |gk|2δ(ω − ωk) . (2.17)
The finite extension of the interaction range thus results in a decay of the spectral
function for large frequencies ω, providing a cutoff frequency ωc. The analytical form
of the decay depends much on the nature of the coupling but is often assumed to be
exponentially [97], i.e. J(ω) ∝ exp(−ω/ωc) for large ω.
Typically, the environment of the qubits is of a finite volume, like for example the
substrate that hosts the quantum dots. One may employ periodic boundary conditions
so that the wavenumber k assumes discrete values. The integral in Eq. (2.16) then
converts into a sum,
∫
dk . . .→√2pi/L∑k . . ., where L is the length of the string. We
adopt this notation in the following and write
H =
~
2
N∑
ν=1
Ωνσνz +
∑
k
~ωkb†kbk + ~
N∑
ν=1
Xνξν , (2.18)
with the bath coordinate
ξν =
∑
k
gk
(
bkeikxν + b
†
ke
−ikxν
)
. (2.19)
15
2 Coupling qubits to bosonic fields
For N = 1 qubit located at x1 = 0, Eq. (2.18) is identical to the standard spin-boson
Hamiltonian [97].
2.2.2 Generalization to higher dimensions
The model presented in the last section is easily generalized to higher bath dimensions
d = 2, 3. We now also include the possibility that there may be different boson branches
κ = 1, 2, . . ., analogously to the description of phonons in a crystal [114]. Furthermore,
we also allow that a qubit ν couples via multiple operators Xν1, Xν2, . . . to the bath.
The number of these operators can in general be different from the dimension d and
we collect them formally by a vector Xν . The generalized total Hamiltonian, which
provides the starting point for our discussions in the subsequent chapters reads
H = Hs +Hb +Hsb , (2.20)
Hb =
∑
k,κ
~ωkκb†kκbkκ , (2.21)
Hsb = ~
N∑
ν=1
Xν · ξν , (2.22)
with a vector-valued bath coordinate
ξν =
∑
k,κ
(
gν,kκbkκ + g∗ν,kκb
†
k,κ
)
. (2.23)
Assuming equal coupling strengths for all qubits ν, the vector gν,kκ depends on ν only
through a phase that determines the position of the qubit, gν,kκ = gkκ exp(ik · xν).
Then we define the spectral density Jκ(ω) for branch κ and the total spectral density
J(ω) by
J(ω) =
∑
κ
Jκ(ω) =
∑
κ
∑
k
|gkκ|2δ(ω − ωkκ) . (2.24)
2.3 Microscopic coupling mechanism
For different physical realizations of qubits the relevant noise sources of the environment
and the nature of the coupling can be quite different. The model presented in the
preceding section is generic enough to capture a broad range of different possibilities.
Before we proceed using our model Hamiltonian (2.20), we will give an overview of some
important microscopic coupling mechanisms and their relation to our model.
2.3.1 Interaction with photons
For many realizations of qubits in the optical regime, the electromagnetic background
radiation forms a relevant source of decoherence that leads, for example, to relaxation
or spontaneous emission. The model presented in the last section directly relates to the
microscopic coupling of a two-level system to the quantized electromagnetic field. Here,
we demonstrate this fact for the example of a single-electron atom. The field operator
of the electron is denoted as φ(x) =
∑
n anϕn(x), where ϕn(x) is the wavefunction that
16
2.3 Microscopic coupling mechanism
belongs to the nth bound state of the electron with energy En. With the electronic
creation and annihilation operators a†n and an, respectively, we can write the electronic
Hamiltonian in the second-quantized form Hs =
∑
nEna
†
nan. For the atom at position
x1, the interaction with the field in dipole-approximation reads [111,115]
Hsb = −e
∫
d3xφ†(x)[x ·E(x1)]φ(x) , (2.25)
where the center-of-mass motion was neglected. The electric field operator is given by
E(x) = i
∑
k
√
~ωk
20V
uk
(
bkeik·x − b†ke−ik·x
)
, (2.26)
with real mode vectors uk. In the two-level approximation, one keeps only the two lowest
energy levels n = 1, 2 of the atom. We can shift the energy scale by −(E2 +E1)/2 and
write the system Hamiltonian in the basis {|ϕ2〉 , |ϕ1〉} in the convenient form Hs =
~Ωσz/2 with Ω being the transition frequency. In terms of creation and annihilation
operators we find for the interaction Hsb =
∑2
n,n′=1 a
†
nan′dnn′ · E(x1) with the dipole
matrix element dnn′ = −e 〈ϕn|x|ϕn′〉. Since the energy eigenstates have a well-defined
parity, elements with n = n′ vanish and we can write Hsb = E(x1) · [d12 |ϕ1〉〈ϕ2| +
d∗12 |ϕ2〉〈ϕ1|]. Using the notation uk ·d12 = |uk ·d12| exp(iηk) the atom-field interaction
corresponds to the model (2.22) with
Xν =
(
σνx
σνy
)
, and gν,k = ieik·xν
√
ωk
2~0V
|uk · d12|
(
cos ηk
− sin ηk
)
. (2.27)
Note that after a rotating-wave approximation and by assuming gν,k ∝ δ(k − k0) we
obtain the Jaynes-Cummings model as a special case.
2.3.2 Carrier-phonon interaction
For solid-state based quantum information processing, the qubit is embedded in a con-
densed matter environment and the interaction with phonons of the crystal is one im-
portant source of decoherence. Depending on how the qubit and its logical states are
realized, the microscopic origin of the qubit-phonon coupling can be different. For in-
stance, for a charge qubit in a semiconductor double-dot structure, the two positions of
a confined (excess) electron, either in the left or the right dot form the qubit. Phonons
that directly couple to the position of the electron thus influence its coherence. By
contrast, if the qubit is realized by the spin states of a confined electron, the coupling
to phonons is typically mediated by an admixture mechanism like the spin-orbit inter-
action. Note, however, that a qubit-phonon interaction can be relevant also for other
setups that are not directly solid-state based, for instance in an ion-trap experiment
where the motional bus provides a source of decoherence since it is subject to heating
and dissipation [44].
In semiconductors, there are three major mechanisms for an interaction of confined car-
riers with phonons [114,116,117]: deformation potential coupling to longitudinal acoustic
phonons, piezoelectric coupling to longitudinal and transversal acoustic phonons, and
polar (Fröhlich) coupling to optical phonons. We here concentrate on the first two
mechanisms.
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Deformation potential coupling
The lattice vibrations cause local shifts in the band structure of the semiconductor which
lead to changes in the potential energy of the carrier, i.e. the electron or hole. These
deformations are due to acoustic phonons and result in an effective electron-phonon (and
hole-phonon) interaction called deformation potential coupling. For long wavelengths
the contribution to the energy of the electron is proportional to the relative volume
change ∇ ·ψ(x), where ψ(x) is the phonon displacement operator given by [114]
ψ(x) = i
∑
k,κ
√
~
2ρV ωkκ
ukκeik·x
(
bkκ + b
†
−k,κ
)
, (2.28)
with ukκ being the real polarization vector, u−k,κ = −uk,κ. In terms of the stress tensor
Sij =
1
2
(
∂ψi
∂xj
+
∂ψj
∂xi
)
=
∑
k,κ
Skκ,ij , (2.29)
where
Skκ,ij = −
√
~
8ρV ωkκ
[ukκ,ikj + ukκ,jki]eik·x
(
bkκ + b
†
−k,κ
)
, (2.30)
one can write the deformation potential as V (x) = −D∇ ·ψ(x) = −D trS. The defor-
mation potential constant D depends on the properties of the material and generally is
different for electrons and holes because of their different effective masses. Only longi-
tudinal polarizations contribute to ∇ ·ψ so that we can consider the branch κ =‖ with
polarization uk‖ = k/k. Then one finds
V (x) = D
∑
k
√
~
2ρV ωk‖
keik·x
(
bk‖ + b
†
−k,‖
)
, (2.31)
and the carrier-phonon interaction is given by Hsb =
∫
d3x ρc(x)V (x), where the carrier
density ρc(x) =
∑
nn′ a
†
nan′ϕ
∗
n(x)ϕn′(x) in second quantization with respect to the
carrier states. Hence, the deformation coupling reads
Hsb =
∑
nn′
a†nan′
∑
k
MdkFk,nn′
(
bk,‖ + b
†
−k,‖
)
, (2.32)
with the coupling matrix element
Mdk = D
√
~
2ρV ωk‖
k , (2.33)
and the form factor
Fk,nn′ =
∫
d3xϕ∗n(x)e
ik·xϕn′(x) . (2.34)
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Piezoelectric interaction
A crystal deformation in a piezoelectric material induces an electric field which affects
a charge carrier by means of the Coulomb potential. The deformation can be caused
by lattice vibrations and, thus, gives rise to an effective carrier-phonon interaction,
called piezoelectric interaction [114]. Consequently, it is only present for piezoelectric
materials which lack inversion symmetry like GaAs, but not for Ge or Si. Using the
piezoelectric tensor  which depends on the crystal structure, the polarization relates
to the strain by P = S. By Maxwell’s equations the polarization is in turn related to
an electrical field. It turns out that the component of the piezoelectric field transversal
to k/k is proportional to (cs/c)2 where cs and c are the sound velocity and the speed
of light, respectively [117]. Thus, the piezoelectric field is nearly longitudinal and one
can introduce an corresponding electric potential V = −iek · P/k201, where 1 is
an effective dielectric constant that accounts for screening effects caused by electron-
electron interactions and optical phonons [118]. For a zincblende structure like in GaAs,
the piezoelectric tensor depends only on a constant h14 = xyz = yzx = zxy and the
other components vanish. Then the piezoelectric potential reads
V (x) =
∑
k
√
~
2ρV ωkκ
2ih14e
01
Akκeik·x
(
bkκ + b
†
−k,κ
)
, (2.35)
with a geometrical factor Akκ = −A−k,κ that takes the anisotropy of the piezoelec-
tric tensor into account. For the zincblende structure Akκ = kxkyukκ,z + kykzukκ,x +
kxkzukκ,y. One can now proceed as for the deformation potential to obtain the piezo-
electric interaction
Hsb =
∑
nn′
a†nan′
∑
k,κ
MkκFk,nn′
(
bkκ + b
†
−k,κ
)
, (2.36)
with the coupling matrix element
Mpzkκ =
√
~
2ρV ωkκ
2ih14e
01
Akκ . (2.37)
The form factor is given in Eq. (2.34). Note that in general longitudinal as well as
transversal phonons couple to the charged carrier. In contrast to the deformation po-
tential, the matrix element (2.37) for electrons and holes is the same (besides the sign
of the electrical charge e), but it depends on the direction k of the wavenumber due
to the geometrical factor Akκ. Often an effective isotropic piezoelectric interaction is
constructed by averaging over the solid angle [119]. In relevant quantities like the spec-
tral bath density, it enters the absolute value squared of the coupling matrix element,
i.e. the average of |Akκ|2 over the solid angle is needed.
The deformation potential and the piezoelectric interaction matrix elements (2.33)
and (2.37) may be combined into a total matrix element Mkκ = M
dp
k + M
pz
kκ. Note
that because the matrix element of the deformation potential is real and the matrix
element of the piezoelectric interaction is purely imaginary and both mechanisms do not
interfere, |Mkκ|2 = (Mdpk )2 + |Mpzkκ|2. Assuming a linear dispersion relation ωk = csk
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for the acoustic phonon branch, one finds for the coupling matrix element (2.33) of
the deformation potential Mdpk ∝
√
k whereas for the piezoelectric interaction Mpzk ∝
1/
√
k. Thus, it is generally expected that for transitions involving low frequency phonons
the interaction via the piezoelectric component is dominant whereas the deformation
potential becomes relevant for transitions involving higher energies. In quantum dots,
the localization a of the carrier wavefunction provides a natural cutoff frequency ωc ≈
cs/a for the phonon spectrum due to the form factor, i.e. the contribution of phonons
with higher frequencies than ωc is suppressed. Thus, the relative contributions of the
deformation potential and piezoelectric interactions depend stronly on the temperature
as well as the dot size, and neglecting one of these mechanisms can be justified in certain
parameter regimes [71,120–122].
Example: double-dot charge qubits
To relate the above discussed coupling mechanisms to our model, let us consider a
double-dot charge qubit [61, 67, 71, 123]. Typically, the system Hamiltonian is written
in the tunnel basis, i.e. the state |0〉 refers to the situation where an (excess) electron is
in the left dot whereas |1〉 is the state where the electron is in the right dot. Then the
qubit Hamiltonian takes the form
Hs =

2
σz +
∆
2
σx , (2.38)
where  is the energy level difference of the dots and ∆ the tunnel amplitude connecting
the dots. We denote by an and a
†
n the annihilation and creation operators for state
n = 0, 1 so that the interaction Hamiltonian reads
Hsb =
∑
nn′
a†nan′
∑
kκ
Fk,nn′(Mdpk +Mpzkκ)
(
bkκ + b
†
−k,κ
)
. (2.39)
In the simplest case, one may assume a small tunneling between the dots [123], i.e. the
overlap between the wavefunctions ϕ0(x) = 〈x|0〉 and ϕ1(x) of the electron in the left
and the right dot to be small so that the form factors Fk,nn′ associated to the non-
diagonal elements with n 6= n′ can be neglected [67,72,123]. The diagonal elements are
determined by the electron density |ϕ0,1(x)|2 in the left (right) dot that we assume to
have equal shape, i.e. |ϕ1(x)|2 = |ϕ0(x−d)|2 where d is the vector connecting the centers
of the dots. For quantum dots in semiconductor heterostructures, the two-dimensional
free electron gas is strongly confined in z-direction. The charge distribution in the x-y-
plane can typically be assumed to be Gaussian so that for the left dot, located at x1,
one obtains the form factor
Fk,00 =
∫
d3x |ϕ0(x)|2eik·x =
∫
d3x δ(z − z1) 12pia2 e
ik·x− (x−x1)2+(y−y1)2
2a2 (2.40)
= eik·x1−(k
2
x+k
2
y)a
2/2 , (2.41)
and accordingly for the right dot Fk,11 = Fk,00 exp(ik · d). By keeping in Eq. (2.39)
only terms with n = n′, we can write the interaction in the form
Hsb = σz
∑
kκ
Fk,00(1− eik·d)
2
(Mdpk +M
pz
kκ)
(
bkκ + b
†
−k,κ
)
, (2.42)
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where an irrelevant energy shift has been ignored. Thus, this (single-qubit) interaction
Hamiltonian corresponds to our model (2.20) by setting
X = σz, and gν,kκ =
Fk,00
2~
(1− eik·d)(Mdpk +Mpzkκ) . (2.43)
As it turns out, the corresponding spectral density (2.24) features characteristic oscil-
lations with a frequency scale ω = cs/d resulting from the phase factor exp(ix · d) in
(2.42) [67]. In recent works, the interaction of a double-dot charge qubit with phonons
via the piezoelectric coupling [67,71,123] and also via deformation potential coupling was
studied [68]. Assuming a three-dimensional Gaussian charge density, the spectral density
was considered to be ohmic for the piezoelectric coupling mechanism [67,123], and super-
ohmic ∝ ω3 for the deformation potential coupling [69]. However, for semiconductor
heterotructures where electrons are strongly confined in the interface, a two-dimensional
Gaussian shape of the charge density seems more realistic, and the spectral density for
the piezoelectric interaction was found to be super-ohmic ∝ ω3 with an analytical decay
∝ 1/ω for large frequencies [71,92].
2.3.3 Spin-phonon interaction
Finally, let us also briefly discuss the interaction of phonons with the spin of an electron.
Hereby, we focus on the mechanisms that are the most relevant ones for electron spins
localized at a donor atom or confined in a quantum dot. One may divide the differ-
ent types of spin-phonon interaction into two groups: direct spin-phonon interactions
and by admixture mechanisms like spin-orbit coupling mediated indirect spin-phonon
interactions [75, 124].
Direct spin-phonon interactions
Direct spin-phonon interactions can result from parameter fluctuations in the spin-
dependent parts of the electronic Hamiltonian caused by lattice vibrations. Two impor-
tant examples are (i) the modulation of an anisotropic g-factor and (ii) a direct coupling
of the spin to the lattice strain by fluctuations of the electron-phonon potential in the
spin-orbit interaction [124–128].
With an external magnetic field B = (Bx, By, Bz) the interaction of the former mech-
anism takes the form [129]
Hsb = µB
∑
i,j=x,y,z
gijσiBj , (2.44)
where µB is Bohr’s magneton and the tensor gij is sensitive to lattice deformations. This
coupling was considered in recent calculations for P-donor electron spins in Si-Ge type
materials [129,130]. For donor states with tetrahedral symmetry like P in Si or Ge, the
interaction can be written as [129]
Hsb = aµB
[
S˜xxσxBx + S˜yyσyBy + S˜zzσzBz
]
+ bµB
[
S˜xy(σxBy + σyBx) + c.p.
]
,
(2.45)
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where c.p. means cyclic permutations and a and b are material constants [125,126,130].
The tensor S˜ij is the strain tensor (2.29) averaged over the orbital wavefunction of the
donor, i.e. S˜ij =
∑
kκFkSkκ,ij . Thus, the interaction (2.45) is related to our model
(2.20) by taking X = (σx, σy, σz) and the x-component of gkκ as
gkκ,x = Fk [aµBSkκ,xxBx + bµB(Skκ,xyBy + Skκ,zyBz)] , (2.46)
and the other components follow from cyclic permutation.
Another mechanism exists due to which the spin can couple directly to phonons [75,
127,131–133]: An electron with momentum p moving in an electrical field E experiences
(in its rest frame) an effective magnetic field ∝ E×p. The spin of the electron interacts
with this magnetic field with a Zeeman energy, i.e. spin and orbital degrees of freedom
are coupled. For an electron in a solid, the lattice strain causes local electrical fields and
the spin-orbit interaction directly couples them to the electron spin. The interaction
can be written as [127,133]
Hsb =
1
2
V0 [σx(Sxypy + Sxzpz) + c.p.] , (2.47)
where Sij is the lattice stress tensor (2.29) and V0 = 8 × 107cm/s for GaAs. This
Hamiltonian has to be averaged over the relevant spatial (orbital) part ϕ(x) of the
electron wavefunction, where the position x in the stress tensor (2.29) and p in the
interaction (2.47) have to be considered as position- and momentum operator of the
electron. In the presence of an external magnetic field with vector potential A, we have
to replace the kinetic momentum p in Eq. (2.47) by p+ eA/c. With the definition
fkκ,ij = − (ukκ,ikj + ukκ,jki)
∫
d3xϕ∗(x)
1
2
{
eix·k,
−i
~
∂
∂xj
+
eAj
c
}
ϕ(x) (2.48)
where {·, ·} is the anti-commutator, we arrive at our model (2.20) by identifying
X =
σxσy
σz
 , gkκ = V02
√
~
8ρV ωkκ
fkκ,xyfkκ,yz
fkκ,zx
 . (2.49)
Spin-phonon interaction via spin-orbit coupling
The second group of spin-phonon interactions that we want to discuss here are indirect
couplings of lattice vibrations to the spin via an admixture mechanism, i.e. a term in the
electronic Hamiltonian that does not allow to define a common spin quantization axis,
with the spin-orbit coupling being the most important example [134–136]. For electron
spins in GaAs quantum dots, this mechanism for spin relaxation due to phonons is
actually the dominant one [58,75,76,133].
An electron in the conduction band of a semiconductor subject to an additional confin-
ing potential may be described in an effective mass approximation: Assuming that the
characteristic extension of the confining potential is larger than the typical periodicity
of the lattice potential, the electron wavefunction is approximated by a product of an
oscillating Bloch function with fixed band index and a modulating envelope function.
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For the envelope function one can derive an effective Hamiltonian that models a free
electron with renormalized mass, i.e. the influence of the lattice is recast to an effective
mass and the presence of other bands is neglected. Multi-band k·p -theory [135,137,138]
provides a generalization to this scheme and also takes the effects of more bands into
account. The influence of couplings between different bands leads to additional spin-
dependent interactions in the effective Hamiltonian. A prominent and important exam-
ple is the Dresselhaus spin-orbit coupling. It results from a lack of inversion symmetry
of the crystal (bulk inversion asymmetry) [134, 135]. It is, thus, relevant for materials
like GaAs with zincblende structure, but is absent for Si. With x, y, and z pointing
along the main crystallographic axis, the Dresselhaus term for bulk GaAs reads [134]
HSO,D ∝ σxpx(p2y − p2z) + c.p.
In the case of a semiconductor heterostructure based on a material with bulk inver-
sion asymmetry (e.g. GaAs/AlGaAs quantum dots), one is interested in the spin-orbit
coupling in the two-dimensional electron gas. The relevant two-dimensional Dresselhaus
term can be obtained by averaging the bulk term over the electron wavefunction along
the growth direction. For a GaAs/AlGaAs heterostructure grown along the [001] direc-
tion, we can replace in the bulk Dresselhaus spin-orbit coupling pz by 〈pz〉 ≈ 0 and p2z
by 〈p2z〉 ≈ const. to obtain
HSO,D = λ
(1)
D (−σxpx + pyσy) + λ(3)D (pxp2yσx − pyp2xσy) , (2.50)
with the coupling constants λ(i)D . The linear-in-p Dresselhaus term typically dominates
the cubic term for a strong spatial confinement in the z-direction, since the former is
proportional to 〈p2z〉.
The interface potential in the heterostructure itself is usually asymmetric along the
growth direction. This asymmetry leads to a further spin-dependent correction in the
effective Hamiltonian of the electron and is called Rashba-Bychkov spin-orbit coupling
(spin-orbit coupling due to structure asymmetry) [134,135]. It reads
HSO,R = λR(−pyσx + pxσy) . (2.51)
The form of this contribution can be explained in terms of the standard expression for
spin-orbit coupling ∝ σ · (E × p) when one considers the potential asymmetry in the
heterointerface as an effective local electrical field in z-direction, E = (0, 0, Ez) [58].
Very recently, the Rashba and Dresselhaus coefficients λR and λ
(i)
D have been measured
in GaAs/InGaAs quantum wells using opical detection schemes [139].
The two spin-orbit terms in the effective Hamiltonian lead to an admixture of spin-up
and spin-down states (assuming a magnetic field parallel to the growth direction that
defines the Pauli spin quantization axis) [75,124]. The spin-orbit interaction is typically
small so that virtual “spin-up” and “spin-down” states can still be defined, e.g. by the
sign of the spin expectation value along the magnetic field. Nevertheless, the small
admixture allows phonons (which interact with the orbital degrees of freedom of the
electron via the deformation potential and piezoelectric coupling discussed above) to
flip the spin state. Thus, there is an indirect spin-phonon interaction mediated by the
spin-orbit coupling. To obtain an effective spin-phonon interaction Hamiltonian, one
may treat the spin-orbit terms perturbatively, e.g. in first order by a Schrieffer-Wolf
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transformation [76]. This eliminates the spin-orbit terms making the carrier-phonon
interaction Hamiltonian dependent on the spin state. It can be shown [76, 140] that
after projecting to the orbital ground state of the electron, the interaction assumes the
form (2.20) with
X =
(
σx
σy
)
, and gkκ =
(
gkκ,1
gkκ,2
)
, (2.52)
where the coupling matrix elements gkκ,i depend on the carrier-phonon interaction
constants, the spin-orbit coupling parameters as well as the external magnetic field.
When recast to a spectral density, one finds for spin qubits realized in a semiconduc-
tor heterostructure a super-ohmic behaviour J(ω) ∝ ω5 for the spin-orbit mediated
deformation-potential coupling and J(ω) ∝ ω3 for the piezoelectric mechanism [140,141].
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Pure phase noise
The system-bath model presented in the previous chapter describes a spatially extended
quantum system coupled to a bosonic field. Like in our case, the environment of a
quantum system can frequently be modeled as an ensemble of harmonic oscillators.
If the coupling is linear in the oscillator coordinates, one can formally eliminate the
environment to obtain a closed equation for the dissipative quantum system. Such
equations are in general not easy to deal with and, accordingly, only a few exact solutions
exist in dissipative quantum mechanics, e.g. for the dissipative harmonic oscillator [142–
145] and its parametrically driven version [146]. Recently, an exact solution has been
found also for the dissipative Landau-Zener problem at zero temperature [147]. A whole
class of system-bath models that can be solved exactly are those in which the system
Hamiltonian and the system-bath coupling commute [6,148–160,162,163]. In the present
section, we focus on such a pure phase-noise model. On short time scales, phase noise
is considered as the main source of decoherence in solid state environments; on longer
time scales, bit-flip noise, i.e. relaxation becomes relevant as well [49, 130]. The former
case is characterized by a system-bath coupling Hsb that commutes with the system
Hamiltonian,
[Hs, Hsb] = 0 . (3.1)
Although pure phase noise allows an exact solution of the system dynamics, the evalua-
tion of the exact expressions can be rather complex and often relies on approximations.
We here evaluate the exact solution in explicit form [159].
3.1 Exact reduced dynamics
We consider a system-bath Hamiltonian of the form (2.20) as discussed in the previous
chapter. To ease the notation we assume that each part ν of the system couples via a
single operator Xν to the field, i.e. the interaction
Hsb = ~
N∑
ν=1
Xνξν . (3.2)
The system operators Xν are assumed to commute pairwise with each other since for
N qubits coupled to the bosonic field the operators Xν act on different parts of the
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total N -qubit Hilbert space. The qubits couple to the field at positions xν and the
corresponding field operators ξν read
ξν = ξ(xν) =
∑
kκ
(
gkκbkκeik·xν + g∗kκb
†
ke
−ik·xν
)
. (3.3)
For ease of notation we will henceforth suppress the explicit notation of the branch index
κ.
At time t = t0 we choose an initial condition of the Feynman-Vernon type, i.e. one for
which the total density operator R of the system and the bath can be factorized into a
system and a bath contribution ρ and ρb, respectively,
R(t0) = ρ(t0)⊗ ρb(t0). (3.4)
The factorizing initial condition is a standard assumption in the theory of open quantum
systems [99–101]. Moreover, it is expected in most applications of quantum information
processing because a proper implementation of quantum algorithms in a quantum com-
puter requires the ability to prepare the qubits in well defined pure states [1]. In other
words, we must be able to assume that at a certain instance of time the state of the
qubits is well known and, thus, uncorrelated with the environment. Another justification
for a factorizing initial state in view of quantum computation is the following [129]: The
application of operations like single qubit rotations and two-qubit gates typically involve
temporary interactions with external controls that are strong compared to interactions
with sources of quantum noise being always present. Usually, it is assumed that these
control functions will erase the fragile entanglement that qubits develop with the bath
modes at times during which they were left alone, i.e. during the system evolves with
purely bath induced interactions. One may expect that only a part of the environment,
the low frequency modes, can be prepared factorized from the qubits [164], whereas the
high-frequency components lead to renormalization effects. Nevertheless, for evaluating
the relative importance of the quantum noise effects on the internal qubit dynamics, we
assume that the qubit-bath system is set to uncorrelated at t = t0.
Typically, the bath is initially at thermal equilibrium. If the initial expectation value
of the coupling operators Xν do not vanish, the coupling (3.2) entails a force on the
bath oscillators. Then the natural initial state ρb = ρb(t0) of the bath is rather a
displaced thermal state which falls in the class of non-squeezed Gaussian states. A
convenient basis for these states is provided by the coherent states {|βk〉} defined by the
eigenvalue equation bk|βk〉 = βk|βk〉. Owing to the overcompleteness of this basis, any
hermitian operator can be written in a diagonal form, which assigns to each operator a
P -function [101,165]. In particular, the bath density operator can be written as
ρb =
∫ ∏
k
d2βk Pk(βk, β∗k)|βk〉〈βk| , (3.5)
where d2βk denotes integration over the complex plane. Henceforth, we assume that
the P -function of each mode k is a Gauss function, such that
Pk(βk, β∗k) =
1
pink
exp
(−(βk − β¯k)(βk − β¯k)∗
nk
)
. (3.6)
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As a central property of a Gaussian state, all expectation values are fully determined
by β¯k = 〈bk〉b and nk = 〈b†kbk〉b − |〈bk〉b|2, where
〈. . .〉b = trb(ρb . . .) (3.7)
denotes the expectation value with respect to the bath state ρb. An important particular
case is the canonical ensemble of the bath at temperature T for which
ρb(t0) = ρ
eq
b ∝ exp
(
−
∑
k
~ωkb†kbk
kBT
)
. (3.8)
It corresponds to the P -function (3.6) with β¯k = 0 and nk being the Bose distribution
function, i.e. 2nk = coth(~ωk/2kBT )− 1.
It is convenient to set the initial time t0 = 0 and to work in the interaction-picture rep-
resentation with respect to the uncoupled system and bath H0 = Hs +Hb. Operators A
in this representation are denoted by a tilde, i.e. they transform to A˜(t) = U †0(t)AU0(t),
where U0(t) = exp(−iH0t/~). The condition (3.1) for pure phase noise implies that
[Hsb, U0] = 0, i.e. the interaction-picture coupling operators remain time-independent,
X˜ν(t) = Xν . For the bosonic annihilation and creation operators one finds b˜k(t) =
bk exp(−iωkt) and b˜†k(t) = b†k exp(iωkt), respectively.
The dynamics of the system plus the environment is governed by the Liouville-von
Neumann equation
i~
d
dt
R˜(t) =
[
H˜sb(t), R˜(t)
]
. (3.9)
We are exclusively interested in the state of the system, so our goal is to find the time
evolution of the reduced density operator ρ˜(t) = 〈R˜(t)〉b. The system Hamiltonian Hs
and the set of coupling operators Xν possess a complete set of common eigenstates,
that is the product eigenbasis |n〉 = |n1, n2, . . . , nN 〉 of the coupling operators which we
define by Xν |n〉 = χν,nν |n〉 where χν,nν is the nν-th eigenvalue of the operator Xν . In
what follows, we consider the reduced matrix elements ρ˜m,n = 〈m|ρ˜|n〉 in this basis. The
explicit solution of the Liouville-von Neumann equation is deferred to App. A, where
we find for the density matrix elements the closed exact expression
ρ˜m,n(t) = ρm,n(0) eiφm,n(t)−
P
k
∣∣P
ν(χν,mν−χν,nν )ykν
∣∣2
×
∏
k
Ck
(∑
ν
[χν,mν − χν,nν ] ykν
)
.
(3.10)
with the quantum characteristic function [101]
Ck(z) =
∫
ezβ
∗
k−z∗βkPk(βk, β∗k)d
2βk , (3.11)
and the complex numbers ykν = g∗ke
−ik·xν (1 − eiωkt)/ωk . The time-dependent phase
φm,n(t) corresponds to a Lamb-shift and is brought about by time-ordering. It depends
on the separations xνν′ = xν − xν′ and reads
φm,n(t) =
∑
k
|gk|2ωkt− sin(ωkt)
ω2k
∑
νν′
eik·xνν′
[
χν,mνχν′,mν′ − χν,nνχν′,nν′
]
. (3.12)
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This phase corresponds to an effective coherent evolution with Hamiltonian
Hs,eff =
∑
νν′
fνν′XνXν′ , (3.13)
where the function fνν′ depends on the separations xνν′ , but not on the temperature.
Put differently, the phase arises from an indirect pairwise interaction between different
parts ν and ν ′ of the system mediated by the vacuum fluctuations of the bosonic field.
This interaction gives rise to interesting effects, for example the creation of entanglement
between initially unentangled and spatially separated qubits [162,166].
For the case of a Gaussian distribution (3.6) of the bath modes, it is possible to
calculate the integral in the characteristic function (3.11) explicitly. We then obtain our
final result
ρ˜m,n(t) = ρm,n(0) e−Λm,n(t)+i[φm,n(t)+ϕm,n(t)] . (3.14)
The amplitudes of the density matrix elements (3.14) are changed by the time-dependent
damping amplitude
Λm,n(t) =
∑
k
|gk|2 1− cos(ωkt)
ω2k
[1 + 2nk]
∣∣∣∣∣∑
ν
eik·xν [χν,mν − χν,nν ]
∣∣∣∣∣
2
. (3.15)
The phase ϕm,n(t) depends on the shifts β¯k of the Gaussian initial state (3.6) and reads
ϕm,n(t) = 2
∑
k
∑
ν
Im
(
β¯kg
∗
k
ωk
eik·xν
[
1− eiωkt]) (χν,mν − χν,nν ) . (3.16)
Note that it vanishes for a thermal bath state. At time t = 0 both the damping (3.15)
as well as the phases (3.12) and (3.16) vanish, so that Eq. (3.14) is consistent with the
initial condition. As expected for pure dephasing, populations are preserved, i.e. the
diagonal matrix elements obey ρ˜m,m(t) = ρ˜m,m(0). This implies that generally neither
the reduced nor the total system will reach thermal equilibrium. However, the relative
phases between system eigenstates |n〉 will be randomized so that off-diagonal density
matrix elements — the so-called coherences — may decay, which reflects the process of
decoherence.
3.2 Exact results in explicit form
Given the physical parameters of the qubit-bath coupling, i.e. the microscopic coupling
constants gk, the dispersion relation ωk, and the variations nk of the bath state ρ
eq
b , the
exact time evolution of the reduced density matrix can be computed. In doing so, the
remaining summations in the expressions for the damping (3.15) and the phase (3.12)
have to be carried out. In principle, this can be established numerically. However, for a
detailed theoretical study of the reduced dynamics and the influence of a nonlocal system-
bath coupling, the knowledge of the matrix elements in an explicit form is desirable.
We thus evaluate explicit expressions for various spectral bath densities. Thereby, we
focus on a thermal initial state (3.8) for which the phases (3.16) vanish and where
1 + 2nk = coth(~ωk/2kBT ) in the damping (3.15). Moreover, we consider acoustic
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bosons, i.e. branches with dispersion relation ωk = ck, where k = |k|. Here, c is the
velocity of the field, which defines the transit time tνν′ = |xνν′ |/c of the field from the
coupling ν to ν ′.
For the evaluation of the damping and phase factors it is convenient to introduce the
spectral bath density
J(ω) =
∑
k
|gk|2δ(ω − ck) . (3.17)
With the help of the spectral density, summations over the wave vector k can now be
replaced by a frequency integral plus an integration over the solid angle. The angle
integral can be carried out explicitly only when the dependence of the microscopic
coupling strengths on the angle, i.e. its anisotropy, is known. To proceed further one
may construct an effective isotropic interaction by averaging the coupling constants
|gk|2 over the solid angle. This procedure is exact for isotropic coupling mechanisms
like the electron-phonon interaction via the deformation potential (see Sect. 2.3), and
it turns out that it is reasonable even for anisotropic couplings like the piezoelectric
interaction [71,114,120]. Thus, we define an angular averaged coupling constant gk, e.g.
for the three-dimensional model by
|gk|2 = 14pi
∫ 2pi
0
dϕ
∫ pi
0
dθ sin(θ)|gk|2 , (3.18)
where the wave vector is expressed in spherical coordinates k = (k, θ, ϕ). We then find
for the time-dependent phase (3.12) in the continuum limit
φ
(d)
m,n(t) =
∑
ν,ν′
[χν,mνχν′,mν′ − χν,nνχν′,nν′ ]φ(d)(τ, τνν′) , (3.19)
φ(d)(τ, τνν′) =
∫ ∞
0
dω J(ω)G(d) (ωtνν′)
ωt− sin(ωt)
ω2
. (3.20)
Here, G(d)(x) denotes a dimension-dependent geometrical factor stemming from the
integration over the solid angle for which we obtain
G(1)(x) = cos(x) , (3.21a)
G(2)(x) = J0(x) , (3.21b)
G(3)(x) =
sin(x)
x
, (3.21c)
with J0 beinh the zeroth-order Bessel function of the first kind. Note that G(d)(0) = 1
for all dimensions, and for large arguments G(d) decays to zero for d = 2, 3 but not for
d = 1. For the damping rate (3.15), we find in the continuum limit
Λ(d)m,n(t) =
∑
ν,ν′
[χν,mν − χν,nν ][χν′,mν′ − χν′,nν′ ]Λ(d)(τ, τνν′) , (3.22)
Λ(d)(τ, τνν′) =
∫ ∞
0
dω J(ω)G(d)(ωtνν′)
1− cos(ωt)
ω
coth
(
~ω
2kBT
)
. (3.23)
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Note that only pairwise terms contribute to the phase (3.19) and the damping (3.22).
The evaluation of the remaining frequency integrals crucially depends on the geometrical
factor G(d) and thus on the dimension of the environment. Furthermore, the spectral
bath density needs to be specified. In the following, we outline the derivation for the
important cases d = 1 and d = 3 and we consider spectral densities of the form
J(ω ≥ 0) = α ω
s
ωs−1c
e−ω/ωc , (3.24)
with the dimensionless qubit-bath coupling parameter α, the cutoff frequency ωc and the
exponent s that depends on the dimension and the microscopic origin of the coupling.
For instance, in Sec. 2.3 we have seen that for the coupling of a confined electron
to phonons via the deformation potential |gk|2 ∝ k. With a factor k2 for a three-
dimensional environment we obtain a super-ohmic spectral density with s = 3. By
contrast, for a quasi one-dimensional environment we end up with an ohmic spectral
density s = 1. A more detailed discussion on the relation of the spectral density to the
geometry of the environment, in particular in the context of semiconductor quantum
dots, can be found in Refs. [71,72,120,162]. Here we will focus on both ohmic as well as
super-ohmic spectral densities with integer s = 1, 2, ... In particular, we do not discuss
sub-ohmic damping with s < 1.
The cutoff frequency ωc provides a natural scaling of time and energy, so that for ease
of notation, we introduce the dimensionless time τ = ωct, transit times τνν′ = ωctνν′ ,
and temperature θ = kBT/~ωc. The calculation of the integral in Eq. (3.23) is deferred
to App. B, where we obtain the explicit expressions for the damping
Λ(1)(τ, τνν′) = αRe IΛνν′(s, τ) , (3.25)
Λ(3)(τ, τνν′) = α
{
Re IΛνν(s, τ), for τνν′ = 0
1
τνν′
Im IΛνν′(s− 1, τ) otherwise.
(3.26)
The function IΛνν′ reads
IΛνν′(s, τ) = (−θ)s−1
[
2F (s−1)
(
θ[1− iτνν′ ]
)− F (s−1)(θ[1− i(τνν′ − τ)])
− F (s−1)(θ[1− i(τνν′ + τ)])]
+ Γ(s− 1)
(
cos
[
(s− 1) arctan( τ1−iτνν′ )]
[τ2 + (1− iτνν′)2]
s−1
2
− (1− iτνν′)1−s
)
,
(3.27)
where Γ(z) denotes Euler’s Gamma function, F (z) = log Γ(z) and F (m) is its m-th
derivative, which equals the Polygamma function Ψm−1(z). Note that the expression
Iνν′(1, τ) for the ohmic case is obtained by taking the limit s → 1. The phase shift
(3.20) reads
φ(1)(τ, τνν′) = αRe I
φ
νν′(s, τ) , (3.28)
φ(3)(τ, τνν′) = α
{
Re Iφνν(s, τ), for τνν′ = 0
1
τνν′
Im Iφνν′(s− 1, τ) otherwise ,
(3.29)
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with the function
Iφνν′(s, τ) =
τΓ(s)
(1 + iτνν′)s
−
sin
[
(s+ 1) arctan
(
τ
1−iτνν′
) ]
[τ2 − (1− iτνν′)2](s−1)/2
. (3.30)
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Exact solutions from
approximate master equations
Although pure dephasing constitutes an important contribution to the decoherence of
a quantum system, it is not always feasible to achieve exact results for the dissipative
system dynamics. In such cases, one can benefit from an approximate treatment in the
spirit of a perturbative master equation approach. To this end we first revisit the time-
convolutionless master equation approach and present a non-Markovian master equation
for weak system-bath coupling, which is typically termed “Born master equation” [100].
By neglecting memory effects of the heat bath, one eventually obtains from the Born
master equation a Markovian description of the reduced system known as Bloch-Redfield
theory [167].
By applying the Born master equation to the pure phase noise model we show that
the results of this approximate equation can even be exact [168], despite the fact that
it is based on second-order perturbation theory. We reveal that this equivalence holds
if and only if the initial state of the bath can be mapped to a Gaussian phase-space
distribution function, which for example is the case for a thermal bath initial state.
4.1 Time-local master equation approach
A common and successful approach to dissipative quantum dynamics is provided by
master equations, i.e. differential or integro-differential equations of motion for the re-
duced density operator ρ˜ [100, 101, 169]. There exist various formally exact quantum
master equations in time-convolutionless [170–181] and time-nonlocal form [182–184]
which, however, generally cannot be solved explicitly so that one often has to resort to
a perturbative treatment, see App. C for an overview.
In the following, we employ the time-convolutionless version of such master equations.
It is of the form
˙˜ρ(t) = K(t)ρ˜(t) , (4.1)
with a time-dependent superoperator K(t). Note that there arises no inhomogeneity
since we are assuming a factorizing initial state (3.4), which leads to a linear equation
of motion [185]. Equation (4.1) is formally exact and possesses an apparently simple
form, but it generally cannot be solved analytically. Thus, it is convenient to expand the
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generator K(t) in powers of the interaction, i.e. K(t) = ∑`K`(t). By a direct calculation
[173,174,186] or by using a time convolutionless projection operator technique [100,177,
181,187] it is possible to obtain an expression for the `th order generator K`. In doing so,
we assign to a superoperator G of the total system a reduced superoperator 〈G〉 defined
by its action on a system operator X, that is 〈G〉X = trb{G(Xρb)}. With this notation,
the time-convolutionless generators read K1(t) = 〈L(t)〉, and
K`(t) =
∫ t
t0
dt1
∫ t1
t0
dt2 . . .
∫ t`−2
t0
dt`−1〈〈L(t)L(t1) . . .L(t`−1)〉〉oc (4.2)
for ` = 2, 3, . . . The symbol 〈〈. . .〉〉oc denotes an ordered cumulant [169, 174], i.e. a sum
of certain products of reduced superoperators of the form 〈L(t)L(t1) . . .〉.
4.1.1 Weak system-bath coupling: Born master equation
The fact that the Liouvillians at different times generally do not commute makes it
practically impossible to write down an explicit expression for the `th cumulant for
large `. However, for weak system-bath coupling it is possible to employ the so-called
Born approximation, i.e. to neglect higher than second order terms in the expansion
of the generator. Thus, we may approximate K(t) ≈ K1(t) + K2(t). Fortunately the
second time-ordered cumulant takes the simple form 〈〈L(t)L(t1)〉〉oc = 〈L(t)L(t1)〉 −
〈L(t)〉〈L(t1)〉. Using the explicit expression (3.2) for the bi-linear coupling Hsb we
obtain the standard time-local Born master equation
d
dt
ρ˜(t) = −i
∑
ν
〈ξ˜ν(t)〉b
[
X˜ν(t), ρ˜(t)
]
−
∑
ν,ν′
∫ t−t0
0
dt′ κνν′(t, t′)ρ˜(t) , (4.3)
with t ≥ t0, the superoperator
κνν′(t, t′)[. . .] = Sνν′(t, t− t′)
[
X˜ν(t),
[
X˜ν′(t− t′), . . .
]]
+ iAνν′(t, t− t′)
[
X˜ν(t)
{
X˜ν′(t− t′), . . .
}]
,
(4.4)
and the anti-commutator {A,B} = AB + BA. In Eq. (4.4) we have defined the sym-
metric and anti-symmetric bath correlation functions
Sνν′(t, t′) = 12〈{∆ξ˜ν(t),∆ξ˜ν′(t
′)}〉b , (4.5)
Aνν′(t, t′) = 12〈[∆ξ˜ν(t),∆ξ˜νν′(t
′)]〉b . (4.6)
Here, the operator-valued fluctuation ∆ξ˜ν(t) = ξ˜ν(t)−〈ξ˜ν(t)〉b. Note that for a thermal
initial state (3.8) of the bath, the mean value 〈ξ˜ν(t)〉b of the bath coordinate vanishes.
For the more general Gaussian initial state (3.5) this is not the case so that the mean
value explicitly appears in the master equation (4.3).
Although this master equation is in a time-convolutionless form, it still is non-Markovian
owing to the explicit dependence on the initial time t0. Using the coherent state repre-
sentation (3.6) for a Gaussian bath state, we can evaluate the mean value of the bath
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coordinate ξ˜ν and the correlation functions (4.5) and (4.6) in an explicit form and find
〈ξ˜ν(t)〉b =
∑
k
(
gkβ¯kei(k·xν−ωkt) + g∗kβ¯
∗
ke
−i(k·xν−ωkt)
)
, (4.7)
Sνν′(t, t− t′) =
∑
k
|gk|2 cos(ωkt′ − k · xνν′)(1 + 2nk) , (4.8)
Aνν′(t, t− t′) = −
∑
k
|gk|2 sin(ωkt′ − k · xνν′) . (4.9)
Note that the correlation functions Sνν′(t, t′) and Aνν′(t, t′) depend on time differences
t− t′ only, with Aνν′(t, t′) independent of the initial state of the bath.
4.1.2 The Markov approximation: Bloch-Redfield theory
If the correlation functions vanish sufficiently fast, it is convenient to employ a Markov
approximation, i.e. to neglect the memory effects of the heat bath [99, 100, 167]. This
is reasonable if the typical time scale tdec with which the system decoheres is large
compared to the correlation time tb of the heat bath. The latter can be defined by the
time scale over which the correlation functions are effectively non-vanishing. Then one
may extend the upper integration limits in Eq. (4.3) to infinity,∫ t−t0
0
dt′ κνν′(t, t′) ≈
∫ ∞
0
dt′ κνν′(t, t′) , (4.10)
which constitutes the long-time limit of the Born master equation. This approximation
leads to a coarse graining of time, i.e. the Markovian master equation will be valid for
time steps dt  tb only. When written in the eigenbasis of the system Hamiltonian
Hs, and assuming a thermal initial state of the bath so that the first term in Eq. (4.3)
vanishes, we arrive at the standard Bloch-Redfield equation [167] of the form
˙˜ρm,n(t) =
∑
m′,n′
Rmn,m′n′ ρ˜m′,n′(t) , (4.11)
with the so-called Redfield tensor R. This Markovian equation of motion with its static
decay rates leads typically to exponential decay laws, which for a two-level system can
be quantified by T1 and T2 times. They are defined as the inverse of the exponential
decay rates. The T1 time characterizes the relaxation of the system, i.e. the change in
the diagonal elements of the reduced density matrix, whereas the T2 time characterizes
the dephasing, that is the decay of the non-diagonal matrix elements. The Markovian
description is in line with Fermi’s golden rule which entails that relaxation rates depend
on the spectral density of the environment at the transition frequency of interest. In
quantum optics, where the bath is the electromagnetic field that causes pure relaxation,
the Bloch-Redfield equation has proven its use since many decades. However, we will
see later in Chap. 7 that it violates causality when applied to the reduced dynamics of
a spatially extended quantum system.
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4.2 When second order is exact
Let us give our attention again to the non-Markovian Born master equation (4.3). The
pure phase-noise model considered in the first section provides an ideal testing candidate
for the master equation, since it is then possible to compare its results with an exact
analytical solution. We expect that the master equation (4.3) provides better results
for weaker coupling of the system and the heat bath, since it is based on a perturbative
expansion. However, we now show that within the time-local master equation approach
even the exact result of the phase noise model can be obtained already in second order
of the system-bath coupling [168]. To ease the presentation, we will concentrate on
an interaction Hamiltonian of the form Hsb = ~Xξ for the rest of this section, i.e. in
Eq. (3.2) we choose N = 1. However, the statements hold true for the general case as
well.
4.2.1 Comparison with the exact solution
It is convenient to expand the master equation (4.3) into the eigenbasis of the system-
bath interaction. We then obtain for a matrix element 〈m|ρ˜|n〉 = ρ˜m,n the differential
equation
˙˜ρm,n(t) =
[
− i(χm − χn)〈ξ˜(t)〉b − (χm − χn)2
∫ t
0
dτ S(t, t− τ)
− i(χ2m − χ2n)
∫ t
0
dτ A(t, t− τ)
]
ρ˜mn(t) ,
(4.12)
where we have set the initial time t0 = 0. The expectation value of the bath coordinate
ξ˜ and the correlation functions S and A are obtained from Eqs. (4.7)–(4.9) by setting
xν = xνν′ = 0.
To compare the master equation (4.12) with the exact solution (3.14), we compute
the time-derivative of the latter. We find the relations
ϕ˙m,n(t) = (χm − χn)〈ξ(t)〉b , (4.13)
φ˙m,n(t) = −(χ2m − χ2n)
∫ t
0
dτ A(t, t− τ) , (4.14)
Λ˙m,n(t) = (χm − χn)2
∫ t
0
dτ S(t, t− τ) , (4.15)
which reveal the surprising fact that the exact solution obeys the quantum master equa-
tion (4.12). Or put differently, for pure phase noise the exact result can be obtained
within second-order perturbation theory from the master equation (4.12). In turn, from
the exact relations (4.13)-(4.15) one can get information about the spectral properties
of the bath by comparing our results with the experimentally observed dephasing at
short times. For large times t, this master equation becomes the standard Markovian
Bloch-Redfield equation. Thus, the latter contains the exact long-time limit of the rates
(4.13)–(4.15). Moreover, for our model the Redfield equation is of Lindblad form, i.e. al-
though it will not yield the exact result for short times, the complete positivity of the
reduced density operator is conserved [188,189].
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4.2.2 Time ordered cumulants and Gaussian bath initial state
We have seen that for pure dephasing, the time-local master equation (4.1) derived
within second order perturbation theory provides the exact time evolution of the reduced
density matrix. This implies that in the expansion of the Liouvillian K(t), all higher
order contributions vanish, which on the one hand nicely simplifies practical calculations.
On the other hand, it poses the question whether we face a coincidence or whether there
is any profound reason for the equivalence. In order to underline the latter point of
view, we now demonstrate that for phase noise, the time-ordered cumulant in the `th
order generator (4.2) is proportional to the usual classical cumulant of the initial bath
state. Consequently, we can argue that for the Gaussian initial state (3.6), the series
K(t) = ∑`K`(t) terminates after ` = 2, which implies that the second-order time-local
master equation (4.12) is exact.
We start out by defining averages with respect to the P -function as
〈· · · 〉P =
∫
· · ·
∏
k
P (βk, β∗k)d
2βk . (4.16)
With this notation, the exact solution (3.10) reads
ρ˜m,n(t) =
〈
exp
{∫ t
0
dt′ fmn(t′)
}〉
P
ρ˜m,n(0) , (4.17)
with the complex valued function
fmn(t) = iφm,n(t)−
∑
k
{
(χm − χn)2 |yk(t)|
2
2
− (χm − χn)[yk(t)β∗k − y∗k(t)βk]
}
.
(4.18)
The average in Eq. (4.17) is obtained from a distribution function for the c-numbers βk.
Thus, it can be formally considered as the averaged solution of a stochastic differential
equation that obeys a time-local differential equation of the form (4.1), but with the
generator K now being a c-number, not an operator. Thus, we can adapt the line of
argumentation given by van Kampen for classical Gaussian stochastic processes [174]:
Differentiating the Taylor expansion of Eq. (4.17), we find
˙˜ρm,n(t) =
[
〈fmn(t)〉P +
∫ t
0
dt1〈fmn(t)fmn(t1)〉P
+
∫ t
0
dt1
∫ t1
0
dt2 〈fmn(t)fmn(t1)fmn(t2)〉P + . . .
]
ρ˜m,n(0).
(4.19)
A time-local equation of motion for ρ˜m,n(t) can be obtained by inserting ρ˜m,n(0) from
Eq. (4.17), which yields [174]
˙˜ρm,n(t) =
∞∑
`=1
∫ t
0
dt1
∫ t1
0
dt2 . . .
∫ t`−2
0
dt`−1
× 〈〈fmn(t)fmn(t1) . . . fmn(t`−1)〉〉P ρ˜m,n(t) ,
(4.20)
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where 〈〈. . .〉〉P denotes the cumulants with respect to the P -function. Note that for
the cumulants of a classical process, time-ordering is not relevant [174]. Thus the only
difference of this expansion and the one in Eq. (4.2) for the quantum master equation
is that the latter contains time-ordered cumulants.
For a Gaussian P -function, all cumulants of βk and β∗k beyond second order vanish
[190]. Since fmn(t) is linear in these variables, the same is true for the cumulants in
Eq. (4.20) and, consequently, only the terms with ` = 1, 2 contribute to this expansion.
Evaluating the expansion coefficients explicitly, one finds that they are identical to those
of the second-order time-local master equation (4.20).
We find that the equivalence of the second-order master equation and the exact so-
lution is based on two requirements: First, the coupling operator X needs to be diag-
onal in the eigenbasis of the system, i.e. its interaction-picture representation is time-
independent, X˜(t) = X, so that it can be effectively treated as a c-number. Hence the
quantum mechanical time-ordering affects only the bath coordinate ξ˜(t) for which we
can express multi-time expectation values as cumulants of the P -function. In that way,
we can circumvent the tedious task of normal-ordering the operators bk and b
†
k. With
this precondition, secondly, the Gaussian initial state of the bath ensures that the cumu-
lant expansion terminates after the second order and agrees with the expansion of the
master equation (4.1). For any non-Gaussian state infinitely many higher-order cumu-
lants are non-zero, both in the classical case [191–193] and in the quantum mechanical
case [194–196]. Consequently, the expansion of the Liouvillian is of infinite order and
any truncation represents an approximation. If one of these conditions, pure phase noise
and a Gaussian initial state, is violated, there might still exist an exact solution, but
it can no longer be obtained within second-order perturbation theory, as for example is
the case for the dissipative harmonic oscillator [142,144].
Let us finally stress that the second-order Nakajima-Zwanzig master equation [182,
183], which we did not consider here, can be expressed in terms of cumulants (the
so-called partial cumulants) as well [197, 198]. Note that the ordered and the partial
cumulants up to second order coincide, see App. C. However, the Nakajima-Zwanzig
equation is an integro-differential equation for the reduced density matrix, i.e. the past
system dynamics enter the master equation via a memory kernel. Since it is not in time
local form it cannot yield the exact result for the model discussed here [199]. Thus, phase
noise constitutes an example for which the time-local approach is more accurate than
the time-nonlocal one when comparing their perturbation expansions up to the same
order. This outcome is in agreement with some recent findings for harmonic oscillator
baths [200, 201] and for spin baths [202, 203]. Nevertheless, the quality of each of the
approaches seems to be model dependent [197, 204–206]. The second-order time-local
master equation employed in this work agrees with the exact solution at any time. In
particular in the long-time limit, it becomes Markovian and identical to the standard
Bloch-Redfield master equation, which for pure phase noise is of Lindblad form. This
also explains the previously observed “excellent agreement” [207] between the exact
dynamics and results obtained within Bloch-Redfield theory.
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4.3 Conclusion
Quantum systems under the influence of pure phase noise represent an important spe-
cial case of dissipative quantum mechanics owing to the existence of an exact solution.
Moreover, on short time scales, on which the coherent system dynamics cannot manifest
itself, the behavior of the phase noise model is even generic [152]. Despite the exact sol-
ubility of the phase noise problem, it is often convenient to study the reduced dynamics
within a master equation approach based on second-order perturbation theory in the
system-bath coupling. For a general Gaussian initial bath state, of which the thermal
Gibbs state is a special case, we have demonstrated that the coherence decay is deter-
mined by the symmetric bath correlation function, while the anti-symmetric correlation
function gives rise to a time-dependent phase shift. For the pure-phase noise model, the
(time-nonlocal) second-order Nakajima-Zwanzig constitutes an approximation of the the
reduced dynamics. For the time-local version of such a master equation, by contrast,
we have found that it provides the exact solution. After noticing that this facilitates
practical calculations, one might wonder why and when this equivalence holds true. By
mapping the initial bath density operator to a P -function, we showed that a formal ex-
pansion of the time-local master equation for phase noise is in fact an ordinary cumulant
expansion. Consequently, for a Gaussian initial bath state, all terms beyond the second
order vanish, so that the master equation becomes exact. Thus for a bosonic heat bath,
there are two conditions for the exact agreement: First, the system-bath coupling must
commute with the system Hamiltonian constituting the case of pure phase noise and,
second, the initial state of the bath must correspond to a Gaussian P -function.
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Fast initial decoherence
As a first application of the analytical results obtained in Chap. 3 we discuss the exact
pure dephasing of a single qubit N = 1. For various spectral densities of the environment
the different stages are identified during which the single qubit coherence decays, and
it is shown that only for an ohmic spectral density and for long times, the coherence
decay settles exponential, i.e. can be described by a constant rate 1/T2. By contrast,
the dynamics during short and intermediate times generally follows algebraic decay laws.
They lead to a fast initial loss of the coherence which in a purely exponential description
of the dynamics would show up as a reduced visibility of the coherent qubit oscillations.
We derive analytical expressions quantifying the amount of this reduced contrast and
analyze its dependence on temperature and qubit-bath coupling strength.
5.1 Single qubit dephasing
As discussed in Chap. 3 we choose at time t = 0 an initial condition of the Feynman-
Vernon type, i.e. the bath is initially not correlated with the qubit and in thermal
equilibrium at a temperature T . To ease the notation, we again use the cutoff frequency
ωc of the spectral density (3.24) of the bath to introduce the scaled time τ = ωct and
the scaled temperature θ = kBT/~ωc. In the eigenbasis {|0〉 , |1〉} of the qubit in which
the Pauli-matrix σz is diagonal, σz |n〉 = (−1)n |n〉, the qubit Hamiltonian reads
Hs =
~Ω
2
σz , (5.1)
with ~Ω being the level splitting. In this basis, the reduced density matrix takes the
form
ρ˜(τ) =
(
ρ˜0,0(0) ρ˜0,1(0)c(τ)
ρ˜1,0(0)c(τ) ρ˜1,1(0)
)
, (5.2)
where have already used that for pure dephasing the populations ρ˜n,n = 〈n|ρ˜|n〉 do not
change in time. The non-diagonal elements ρ˜n,m evolve according to Eq. (3.14). Their
amplitude is determined by the decoherence function
c(τ) = e−Λ0,1(τ) (5.3)
with the damping amplitude (3.22). Note that the decoherence function is independent
of the Lamb-shift (3.19) since this shift results from an effective qubit-qubit interaction,
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i.e. it contributes only when at least two qubits are present. The discussion of the
single-qubit decoherence simplifies further since it does not involve transit times, i.e. in
Eq. (3.25) we can set τ11 = 0 so that we obtain the explicit expression
Λ0,1(τ) = 8α(−θ)s−1
[
F (s−1)
(
θ
)− ReF (s−1)(θ[1 + iτ ])]
+ 4αΓ(s− 1)
(
cos
[
(s− 1) arctan(τ)]
[1 + τ2]
s−1
2
− 1
)
,
(5.4)
which contains the full information about the time-dependent loss of coherence of a
single qubit subject to pure dephasing. Note that this exact result simply scales linearly
with the qubit-bath coupling strength α.
To quantify the coherence of the qubit, one typically refers to a basis-independent
measure as for example the purity P = tr ρ˜2. However, for phase noise the single-qubit
matrix (5.2) depends on time only by the decoherence function c(τ) and, thus, it is
sufficient to focus on this quantity in the following. To begin with, for extremely short
times τ  1, i.e. t 1/ωc, we can use the expansion F (s−1)(θ)−ReF (s−1)(θ[1 + iτ ]) ≈
τ2θ2Ψs(θ)/2. The expansion of the terms in round brackets of the second line in Eq. (5.4)
reads τ2s(1− s)/2, so that in total we find
Λ0,1(τ) ≈ αf(θ)τ2 , (5.5)
i.e. the damping amplitude initially depends quadratically on time and vanishes for
τ → 0, in agreement with the initial condition c(0) = 1. The prefactor reads f(θ) =
4(−θ)s+1Ψs(θ)−2s! and for low temperatures it depends only weakly on the temperature,
f(θ) ≈ const +O(θ2). The quadratic time dependence in Eq. (5.5) reveals the presence
of a quantum Zeno regime [208, 209], namely the inhibition of the coherence decay
by repeated projective measurements: By measuring the qubit n-times during the time
τ = n∆τ and projecting it back to its initial state, the coherence after time τ is cn(∆τ) ≈
[1−Λ01(∆τ)]n ≈ 1−αf(θ)τ2/n. Thus, the coherence can be kept stable by sufficiently
frequent measurements n → ∞. This limit corresponds to the application of an error
correcting code with a correction rate nωc large enough so that after each correction
step the “no-error” syndrom is detected. A number of quantum codes utilizing this error
prevention in the Zeno limit have been proposed [210–213], and their relations to other
approaches for error suppression like bang-bang control or dynamical decoupling was
explored [214, 215]. Recently, the performance of continuous quantum error correction
was studied and it was found that the suppression of decoherence for noise sources
featuring a quantum Zeno regime is enhanced as compared to Markovian models leading
to a pure exponential decay of the coherence [216].
5.1.1 Ohmic spectral density
Let us first study the decoherence for an ohmic spectral density (3.24) for which the
corresponding damping amplitude is obtained by taking in Eq. (5.4) the limit s→ 1,
Λ0,1(τ) = 8α
[
log
Γ(θ)
|Γ(θ[1 + iτ ])| −
1
4
log(1 + τ2)
]
. (5.6)
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Figure 5.1: Loss of coherence of a single
qubit subject to pure phase noise for an
ohmic spectral density s = 1 and different
temperatures θ, (a) on a linear timescale
with coupling strength α = 0.05 and (b)
on a logarithmic timescale with coupling
strength α = 0.01. The insets shows
the corresponding damping rate λ(τ) =
Λ(τ)/τ .
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Figure 5.1a shows the resulting time evolution of the decoherence function c(τ) for
different temperatures θ = kBT/~ωc on a logarithmic y-axis. As expected, decoherence
is faster for higher temperatures. The exact coherence loss is not purely exponential:
At short times and in particular for low temperatures it features a fast non-exponential
decay which settles exponential only for larger times.
In Fig. 5.1b the time evolution of the decoherence function c(τ) is plotted on a log-
arithmic time scale which enables the identification of three stages in the single-qubit
time evolution [6,164]: Very shortly after the preparation, i.e. for times τ > min{1, θ−1},
the fluctuations of the bosonic field are not yet effective, leading to a “quiet regime” in
which essentially no single-qubit decoherence takes place. Then, for low temperatures
θ < 1, there is an intermediate stage, 1 > τ > 1/θ, where the main origin of single-qubit
decoherence is quantum vacuum fluctuations. They lead to a fast loss of the coherence.
Finally for times larger than the thermal coherence time, τ ? 1/θ, thermal fluctuations
dominate the coherence loss, leading to the above mentioned exponential decay. To
analyse this behaviour more quantitatively, we consider the damping rate λ(τ) defined
by c(τ) = exp[−τλ(τ)],
λ(τ) =
Λ0,1(τ)
τ
. (5.7)
Expanding Eq. (5.6) for times τ ? max{1, θ−1}, we find at long times
λ(τ) = 4piαθ − 8αθ
τ
log τ + λ1(α, θ)
1
τ
+O
(
τ−3
)
, (5.8)
with the prefactor
λ1(α, θ) = 4α log
Γ2(θ)
2piθ2θ−1
. (5.9)
The rate λ(τ) is plotted in the inset of Fig. 5.1b on a logarithmic time axis. During an
initial time interval it starts to increase rapidely but for larger times τ ? 1/θ saturates
to a constant value which is given by the first term of the expansion (5.8), i.e. by
λ(∞) = 4piαθ. We found in the previous chapter that for pure dephasing, a Markovian
description of the reduced dynamics yields the exact time evolution for long times. The
decay rate 1/T2 obtained from the Bloch-Redfield approach (4.11) reads
1
T2
= lim
ω→0
J(ω) coth
( ω
2θ
)
(5.10)
so that 1/T2 = 4piαθ for an ohmic spectral density, which indeed coincides with the exact
rate in the limit τ →∞. Thus, for long times the quantum coherence decays exponen-
tially and the exponent −λ(τ)τ diverges, leading to a complete dephasing c(∞) = 0. In
Fig. 5.2 the exact decoherence at a fixed temperature θ = 10−3 is opposed to a pure
exponential coherence decay with rate 1/T2. We find that the exact coherence loss is for
all times larger than what the exponential decay predicts. In fact, for θ > the difference
arises by the intermediate decoherence stage when mainly vacuum fluctuations affect
the qubit. The coherence loss during this regime is determined by the prefactor (5.9) of
the third term in the expansion (5.8) and reads
v1(α, θ) = e−λ1(α,θ) =
(
2piθ2θ−1
Γ2(θ)
)4α
. (5.11)
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Figure 5.2: Dephasing of a single qubit
coupled to an ohmic environment with
temperature θ = 10−3 and α = 0.01.
The exact dynamics (solid line) is com-
pared with a purely exponential decay
(dotted line) with rate 1/T2 = 4piαθ.
The dotted horizontal line indicates cor-
responding reduced visibility (5.11), see
text.
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Figure 5.3: Values of the correction factor
v1(α, θ) given in Eq. (5.11), color-coded ac-
cording to the sidebar. The dotted horizon-
tal line indicates the critical temperature
θ∗.
Note that the second term in Eq. (5.8) is already two orders of magnitude less than the
first for times τ ? 103 and thus, for not too large temperatures, can safely be neglected
in the long-time limit.
The factor (5.11) describes how much a purely exponential decay law deviates from
the exact coherence at long times. In other words, when extrapolated back to the initial
time τ = 0, the exponential amplitude decay of coherent qubit oscillations exhibits a
reduced visibility of which Eq. (5.11) is a quantifier. For the parameters in Fig. 5.2 it
assumes a value of 0.816 and is indicated by the horizonal dotted line. Note that for an
ohmic environment the amount of the reduced visibility depends on the duration of the
vacuum-fluctuation dominated regime which, in turn, is longer for lower temperatures.
This fact is nicely reflected by the temperature-dependence in Eq. (5.11).
Fig. 5.3 shows the value of the visibility (5.11) for a wide range of temperatures θ and
coupling strengths α. Interestingly, there is one particular temperature θ∗ for which the
correction factor equals unity, irrespective of the coupling strength α. Using Eq. (5.11),
we find θ∗ ≈ 0.262, i.e. T∗/ωc ≈ 1.99 × 10−12K s. Thus, at this moderate temperature
T∗ a Markovian master equation performs best, but dephasing rates ∝ T∗ are already
high. Note that for larger temperatures the factor (5.11) assumes rather large values;
in this temperature regime, the second term in Eq. (5.8) becomes more important and
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Figure 5.5: Pure dephasing of a single qubit for super-ohmic environments with qubit-bath coupling
strength α = 0.01. Tablet (a) shows the time evolution of the decoherence function c(τ) for spectral
densities with s = 2, 3, 4, and 5 at a fixed temperature θ = 0.01; the inset depicts the dynamics of
the corresponding daming rates on a logarithmic time scale. In tablet (b), the dependence of the final
stable coherence c(∞) on the temperature is shown for different spectral densities s = 3, 4, 5, and 6.
Note that the case s = 2 is not shown since the final coherence vanishes.
has to be taken into account.
For most experiments in quantum information processing the system is cooled to low
temperatures to obtain lower dephasing rates. If the short-time dynamics is not resolved
and thus one gets stuck with a characterization of the decoherence by a time T2, it is
inevitable that visibilities v1(α, θ) < 1 must be taken into account. A typical example
is shown in Fig. 5.4 for a low temperature θ = 10−3, and a small coupling strength
α = 0.05. The corresponding visibility (5.11) takes the value v1 ≈ 0.36. Assuming a
qubit frequency of Ω = 10−2ωc, Fig. 5.4 shows that the coherence abruptly decays to
a value 0.36 already during the first three coherent oscillations of the qubit. Only then
the typical exponential decay, i.e. the 1/T2-process sets in.
5.1.2 Super-ohmic spectral densities
Let us now discuss pure dephasing caused by baths with super-ohmic spectral densities
proportional to ωse−ω/ωc . Figure 5.5a shows the exact time evolution of the decoherence
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function c(τ) = exp[−Λ0,1(τ)] for different s = 2, 3, . . . at a temperature θ = 10−2. The
damping Λ0,1(τ) is given in Eq. (5.4). During a short time scale τ ≈ 1, the coherence
drops suddenly to a value which is less for larger s. For s = 2, the coherence keeps
on decaying but as shown below, the decay never becomes exponential. For s ≥ 3, the
coherence decay simply stops at long times, i.e. the decoherence is incomplete.
From the exact damping amplitude (5.4) we find the rate (5.7) for long times τ  1:
λ(τ) = 0 + δs,2
8αθ
τ
log(τ) + λs(α, θ)
1
τ
+O(τ−2) (5.12)
with λs(α, θ) = 8α
[
(−θ)s−1[Ψs−2(θ)− δs,2 log(θ)]− (s− 2)!2
]
. (5.13)
In fact, the vanishing of the first (constant) term in the expansion leads to the important
conclusion that super-ohmic baths do not give rise to exponentially decaying coherences.
In other words, the T2 time scale for pure dephasing diverges. The appearance of the
Kronecker-delta in Eq. (5.12) indicates that s = 2 is a particular case: The second term
of Eq. (5.12) for long times leads to an algebraic decay c(τ) ∝ τ−8αθ. So although for
s = 2 we found T2 =∞, the dephasing will finally be complete, i.e. c(∞) = 0.
For s = 3, 4, . . . the situation is different. The damping rate (5.12) vanishes as τ−1,
and hence the coherence saturates. The coherence loss vs equals the final stable value
c(∞) and is determined by the prefactor (5.12) in the expansion (5.13), i.e.
c(∞) = vs(α, θ) = e−λs(α,θ) . (5.14)
Figure 5.5b shows the dependence of the stable coherence on the temperature for differ-
ent spectral densities. For low temperatures θ > 1 it depends only weakly on tempera-
ture and after an expansion we find its value
vs(α, θ) ≈ exp
{
8α
(
(s− 2)!
2
+ (−1)s
[
Ψ0(2− s)
Γ(2− s) −
θγE
Γ(3− s) +
pi2θ2
6Γ(4− s)
])}
, (5.15)
where γE ≈ 0.5772 is the Euler–Mascheroni constant. Note that the effective cutoff
frequency of the bosonic modes is typically determined by the characteristic size a of
the quantum dot so that the low temperature regime is given by T > ~c/akB.
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The fact that the third term of the expansion (5.12) determines the final coherence
just means that in the independent-boson model the state of the qubit dephases only
during a short time. Figure 5.5b reveals that the coherence for super-ohmic baths with
s = 3, 4, . . . drops to its final value during a time of the order of the inverse of the cutoff
frequency. As a measure of this time scale, we define the critical time τ∗ at which the
coherence has dropped to half of its initial value.
For s = 3 and different coupling strengths α, the temperature dependence of the
critical time is depicted in Fig. 5.6. It exhibits a weak but non-monotonous dependence
on temperature: For low temperatures the decay time increases for increasing tempera-
ture, in agreement with the findings of Ref. [217] where the polarization of the optical
response in self-assembled GaAs quantum dots was studied theoretically. For the same
system, the non-monotonous behaviour of the coherence decay was also measured ex-
perimentally [218]. The confinenment of the charge carriers in the quantum dots used
in this experiment was a ≈ 3nm for the growth direction axis, and approx. 13nm for
the lateral directions. With a sound velocity of c = 3.3× 103m/s for accoustic longitu-
dinal phonons, we identify the inverse of the confinement a with our cutoff frequency,
ωc = c/a. The measured maximum of the decay time τ∗ is at a temperature T ≈ 18K
which relates to θ = akBT/~c ≈ 2. This is in good agreement with the curve in Fig. 5.6
for a coupling α = 0.05. The corresponding decay time t∗ = τ∗/ωc ≈ 1ps fits well with
measured data of Ref. [218].
An environment with a spectral density J(ω) ∝ ω3 is an important case of our general
formulas. Using expression (5.14) with s = 3, we identify in Fig. 5.7 the temperatures
θ and coupling strengths α that support different upper bounds for the deviation p =
1−v3(α, θ) from the perfect visibility. From Eq. (5.14) we find that at low temperatures
and for a given tolerable error p, the condition p < 1 − exp[−4α(1 + pi2θ2/3)] must be
fulfilled. If in addition the qubit-environment coupling is weak, we are surely in the
limit αθ2  1. Then the visibility is limited solely by the intrinsic coupling strength
and the above condition reduces to α < − log(1− p)/4. For example, if we can tolerate
an upper bound p = 10−4 of the error, we have to demand small coupling strengths
α < 2.5× 10−5.
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Pure dephasing of spatially
separated qubits
We now focus on the influences of phase noise on a spatially extended N -qubit register.
The analytical expressions obtained in Chap. 3 allow us to study the consequences of
finite spatial qubit separations in an exact manner, for all temperatures and qubit-bath
coupling strengths. By varying the qubit-qubit distance from zero to infinity, the results
will interpolate between the two limiting cases of collective and independent noise.
We first focus on the entanglement of two qubits (N = 2) prepared in particular Bell
states which for vanishing qubit separation are known as robust and fragile entangled
states. We discuss how the entanglement changes upon increasing their separation
and find for a wide range of physical parameters, that the dynamics shows highly non-
Markovian features [159]. We also study the robustness of the two-qubit decoherence-
free subspace with respect to physical parameters such as temperature and qubit-bath
coupling strength. Moreover, we clarify the relation between two-qubit entanglement
and the dynamics of single-qubit coherence which we already discussed in some detail
in the previous chapter. As a generalization of the robust entangled Bell state we then
investigate the time evolution of N qubits in a linear arrangement prepared in the so-
called W state. Explicit expressions for the coherence loss are presented and the scaling
of decoherence as a function of the number of qubits and their spatial separations is
studied [160].
In the following, we consider a system Hamiltonian of the form
Hs =
~
2
N∑
ν=1
Ωνσνz , (6.1)
and the interaction (3.2) with the qubit coupling operators Xνz = σνz. Here, σνz is
a Pauli matrix for qubit ν and ~Ων is its level splitting. Since we will not address
the coherent control of individual qubits explicitly, the specific choice for the energy
splittings is not of major relevance. Note that there is no direct interaction between the
qubits. However, a direct qubit-qubit interaction of Ising-type
∑
νν′ Jνν′σνzσν′z or, more
generally, any qubit Hamiltonian that commutes with Eq. (6.1) can be added leaving
the results of this chapter unchanged. We will consider the elements ρ˜m,n = 〈m|ρ˜|n〉 of
the qubits’ density matrix in the computational basis
|n〉 = |n1, n2, . . . , nN 〉, where σνz |n〉 = (−1)nν |n〉 , (6.2)
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with nν = 0, 1, i.e. we set χν,mν = (−1)mν in the damping (3.22) and the phase (3.19)
of the exact solution (3.14).
6.1 Robust and fragile entangled qubit pairs
Yu and Eberly [153] studied the entanglement dynamics for two qubits coupled to the
same heat bath at identical positions, in particular for a preparation of the maximally
entangled Bell states
|ψrobust〉 = |ψ−〉 = |01〉+ |10〉√
2
, |ψfragile〉 = |ψ+〉 = |00〉+ |11〉√
2
, (6.3)
where |n〉 = |n1, n2, . . . , nN 〉 denotes the N qubit state with nν = 0, 1 [cf. Eq. (6.2)]. The
notation |ψ±〉 has been introduced for writing equations more efficiently. In Ref. [153] it
was found, that the “robust state” lives in a decoherence-free subspace and consequently
its entanglement is preserved. Indeed, when both qubits couple via a collective coordi-
nate X = σ1z +σ2z to the same bath coordinate, the states |01〉 and |01〉 are eigenstates
of X to the same eigenvalue. Hence, they fullfill the condition for a decoherence-free
subspace. By contrast, the states |00〉 and |11〉 are eigenstates to different eigenvalues
and thus superpositions of them like the “fragile state” aquire relative phase shifts and
decohere. In the following we will consider the robust and fragile initial states (6.3)
and employ the model dicussed in Chap. 3 which takes a finite qubit separation into
account, i.e. the two qubits couple at positions x1 and x2 to the bath, respectively. We
have already found the exact solution (3.14) for the reduced density matrix ρ˜(t) of the
qubits. Here, the tilde again denotes the interaction picture representation.
Two-qubit entanglement can be measured by the concurrence C defined by Wooters
[219]:
C[ρ˜] = max{0,
√
λ1 −
√
λ2 −
√
λ3 −
√
λ4} . (6.4)
Here, λi denotes the eigenvalues of the matrix ρ˜σ1yσ2yρ˜∗σ1yσ2y in decreasing order, and
ρ˜∗ is the complex conjugate of the reduced density matrix ρ˜ . For maximally entangled
states, one finds C = 1, while C vanishes for incoherent mixtures of product states.
It was noticed [153] that for phase noise and two qubits with vanishing separation
initially in either of the states (6.3), the concurrence is given by the absolute values of
particular density matrix elements ρ˜m,n = 〈m|ρ˜|n〉, namely C− = 2|ρ˜01,10| and C+ =
2|ρ˜00,11|, respectively. These relations hold for spatially separated qubits as well [159].
Since all quantities considered in the following are given by absolute values of single
density matrix elements, the phases φm,n in the exact solution (3.14) do not contribute,
i.e. |ρ˜m,n(t)| = exp[−Λm,n(t)], with the time-dependent damping Λm,n(t) given in
Eq. (3.15). The respective concurrences C±(t) for the robust and fragile entangled
states thus read
C±(t) = e−Λ±(t) , (6.5)
with Λ+ = Λ00,11 and Λ− = Λ01,10. For accoustic bosons, we find from Eq. (3.22) the
damping
Λ(d)± (t) = 8
∫ ∞
0
dω J(ω)
[
1±G(d)(ωt12)
] 1− cos(ωt)
ω2
coth
(
~ω
2kBT
)
, (6.6)
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where the index d denotes the dimension of the environment and t12 = |x1 − x2|/c
is the transit time of a field distortion from one qubit to the other. In the following
we will consider the qubits embedded in both an one-dimensional environment (d =
1) and a three-dimensional environment (d = 3). Quasi one-dimensional geometries
may, for example, be realized by carbon nanotubes or linear ion traps. They represent
configurations in which the requirements of qubit protection and adressability are well-
balanced, and where we expect the effects of spatial noise correlations to be most overt.
In this case, the spectral density J(ω) is typically of the ohmic type [97]. For the three-
dimensional environment, we consider a super-ohmic spectral density proportional to
ω3 for low frequencies. Thus, we identify s = d in the spectral density (3.24) and write
J(ω) = J (d)(ω) = αω
(
ω
ωc
)d−1
e−ω/ωc , (6.7)
Below, we will compare the concurrence of a qubit pair with the single-qubit coherence
|ρ0,1(t)/ρ0,1(0)| = exp{−Λ(d)0,1(t)}, which we define for N=1, i.e. when only one qubit is
present. The corresponding damping rate Λ(d)0,1 was discussed in detail in the preceeding
section [cf. Eq. (5.4) with s→ d] and is formally given by the rhs of Eq. (6.6) but with the
replacement 1±G(d) → 12 . Thus it is the geometrical factorG(d) given in Eq. (3.21) which
determines the difference between single-qubit decoherence and entanglement decay of
a qubit pair. In particular, the dimension dependence of G(d) will turn out to be crucial
but has been ignored in prior studies [154]. Since the geometrical factor G(3)(x) vanishes
for large arguments, we find for qubits coupled to a three-dimensional bath in the remote
limit t12 → ∞ for both concurrences the relation C(3)± (t) = exp[−2Λ(3)0,1(t)]. This was
also obtained for a model consisting of independent baths [157].
An intriguing corollary to Eq. (6.5) is the exact relation
C
(d)
+ (t)C
(d)
− (t) = exp[−4Λ(d)0,1(t)] , (6.8)
which for arbitrary separation links the concurrences to the single-qubit coherence. It
implies that if one of the concurrences vanishes, the single-qubit coherence must vanish
as well. A finite single-qubit coherence, in turn, requires non-vanishing concurrences. In
Sect. (5.1) we found that for a super-ohmic environment with a spectral density J (3), the
single-qubit coherence indeed saturates for long times to a finite value. We thus expect
that the decay of two-qubit concurrences in a three-dimensional environment for both
the robust and the fragile states is incomplete. In fact, below we show that for physically
relevant qubit separations, a distinction of robust and fragile states is meaningful only
for one-dimensional geometries.
In order to evaluate the concurrences (6.5), we again introduce the scaled time τ = ωct
and transit time τ12 = ωcx12/c, and the scaled temperature θ = kBT/~ωc. We then find
from Eq. (3.25) for the one-dimensional environment the concurrence
C
(1)
± (τ) = e
−2Λ(1)0,1(τ)
∣∣∣∣Γ(θ[1− i(τ12 − τ)])Γ(θ[1− i(τ12 + τ)])Γ2(θ[1− iτ12])
∣∣∣∣±8α∣∣∣∣1 + τ2(1− iτ12)2
∣∣∣∣±4α
(6.9)
with the single-qubit coherence
e−Λ
(1)
0,1(τ) =
∣∣∣∣Γ(θ[1 + iτ ])Γ(θ[1− iτ ])Γ2(θ)
∣∣∣∣4α (1 + τ2)2α , (6.10)
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Figure 6.1: Time evolution of the concurrence for the robust (left) and the fragile (right) Bell state for
various spatial separations cτ12/ωc. The qubits couple with a strength α = 0.01 to a one-dimensional
(a,b) and a three-dimensional bath (c,d) at temperature θ = kBT/~ωc = 0.015. For qubit frequencies
Ω = 0.1ωc, the time range in the upper (lower) plots corresponds to 13 (0.3) coherent oscillations.
where Γ is the Euler Gamma function. The corresponding expressions for a three-
dimensional environment read
C
(3)
± (τ) = e
−2Λ(3)0,1(τ) exp
{
± 8α
(
θ
τ12
Im
[
2Ψ0(θ[1− iτ12])−Ψ0(θ[1− i(τ − τ12)])
−Ψ0(θ[1− i(τ + τ12)])
]
+
τ2(τ2 − τ212 + 3)
(1 + τ212)(τ4 − 2τ2
[
τ212 − 1
]
+
[
1 + τ212
]2)
)}
,
(6.11)
e−Λ
(3)
0,1(τ) = exp
{
−4α
(
2θ2 Re
[
Ψ1(θ)−Ψ1(θ[1− iτ ])
]− τ2(τ2 + 3)
(1 + τ2)2
)}
, (6.12)
where Ψ0 and Ψ1 are Di-Gamma and Tri-Gamma functions, respectively. The impor-
tance of Eqs. (6.9) and (6.11) lies in the fact that they explicitly yield the concurrences
at all times for arbitrary spatial separations τ12, from a perfect decoherence-free sub-
space (τ12 = 0) to uncorrelated noise (τ12 → ∞). In both expressions, the respective
single-qubit coherences (6.10) and (6.12) appear.
6.1.1 Robust Bell state
Let us first focus on the entanglement of a qubit pair that starts out in the robust state
|ψ−〉 and couples to a one-dimensional heat bath. Figure 6.1a depicts the time-evolution
of the concurrence for a temperature kBT well below the cutoff energy scale ~ωc. For
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Figure 6.2: Final value (6.13) of the
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atures. The coupling strength is α =
0.005.
vanishing separation, τ12 = 0, the concurrence C
(1)
− (τ) remains at its initial value 1. This
reflects the fact that then |ψ−〉 lives in a decoherence-free subspace and, consequently, is
robust. For τ12 > 0, we find that the concurrence initially decays until the transit time
τ12 is reached. At time τ = τ12, the decay comes to a standstill and the concurrence
remains at the finite value
C
(1)
− (τ →∞) = (1 + τ212)4α
∣∣∣∣Γ(θ[1− iτ12])Γ(θ)
∣∣∣∣16α , (6.13)
which becomes (1 + τ212)−4α for θ → 0. Figure 6.2 shows this final concurrence as a
function of the transit time τ12 for various temperatures θ = kBT/~ωc. As for the
dynamics of the single-qubit coherence (see Fig. 5.1), three regimes can be identified:
For very small separations x12 < c/ωc, the concurrence remains at C = 1, while for
c/ωc < x12 < ~c/kBT , the entanglement is no longer perfect, but still at an appreciably
large value. For large separations, x12 > ~c/kBT , the concurrence essentially decays to
zero. The latter limit is a prerequisite for the application of quantum error-correction
schemes that assume that the qubits experience uncorrelated noise.
The time evolution in Fig. 6.1a allows the interpretation that before the transit time is
reached, uncorrelated noise affects the qubits and entails an entanglement decay. After
the transit time, the noise at the two positions is sufficiently correlated to establish
a decoherence-free subspace. In the remote limit τ12 → ∞, the concurrence of the
robust state finally vanishes and, thus, the residual entanglement for finite τ12 can be
attributed to spatial bath correlations. We emphasize that for a one-dimensional bath,
this scenario holds true for all temperatures.
An intuitive physical picture for the observed entanglement dynamics is that at long
times, decoherence is governed by the low-frequency modes of the bath. Owing to their
large wavelengths, these modes act effectively as a collective bath coordinate which leaves
the entanglement robust. In higher dimensions, the role of the low-frequency modes is
suppressed and, thus, the long-time behaviour may be significantly different [6].
Figure 6.1c reveals that for a three-dimensional bath, in general the concurrence (6.11)
decays and saturates at a finite value which stays larger for closer qubits. In the ex-
perimentally relevant limit of low temperatures and τ12θ2 > 1, the final concurrence
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emerges as
C
(3)
− (τ →∞) = exp
{
−8α
(
1− 1
1 + τ212
+
pi4τ212θ
4
45
)}
. (6.14)
However, the saturation generally occurs already at a time τ  τ12, i.e. long before a
field distortion can have propagated from one qubit to the other. Cooperative effects
are though still visible by a small stepwise increase of the concurrence at the transit
time, see the solid line in Fig. 6.1c at time τ ≈ τ12. In Ref. [154] a pronounced peak
instead of a monotonous step was found for the same model. However, the dimension
dependence of the geometrical factor was ignored in this work and the one-dimensional
expression (3.21a) was used instead of the correct three-dimensional form (3.21c).
We numerically estimate the duration τ∗ of the concurrence decay by the time at
which 90% of the decay has happened. Figure 6.3 shows that τ∗ ≈ 1. In particular, τ∗
is independent of the spatial separation τ12, unless the qubits are very close. Hence the
saturation of C(3)− (τ) cannot be explained as a delayed build-up of a decoherence-free
subspace. Instead, a single-qubit mechanism is at work, since at times τ < τ12, the
qubits experience effectively uncorrelated noise. This conjecture is supported by the
resemblance of C(3)− (τ) to the single-qubit coherence exp[−Λ(3)0,1(τ)] shown in Fig. 5.5. A
second difference to the one-dimensional case concerns the remote limit of the qubits: For
τ12 →∞, the stationary value is still finite. In this limit, G(3) in Eq. (6.6) is negligible
and the concurrence is given by the square of the finite single-qubit coherence.
The concurrence (6.14) depends only quadratically on τ12 and, thus, is rather robust
against variations of the separation, provided the separation is small. Such robustness
was predicted [220] and confirmed experimentally [221] for symmetry-breaking perturba-
tions. Interestingly, Eq. (6.14) shows that the concurrence is robust against temperature
variations as well, about which the theory in Ref. [220] makes no predictions.
6.1.2 Fragile Bell state
If the qubits are initially in the fragile state |ψ+〉, a one-dimensional bath causes an
entanglement decay that becomes faster once the transit time is reached; see Fig. 6.1b.
As for the robust state |ψ−〉, cooperative effects only set in after a time τ12. Whether
the qubits are spatially separated or not, for a one-dimensional environment their con-
currence C(1)+ (τ) ultimately decays to zero. By contrast, for the three-dimensional case,
the concurrence (6.11) for the fragile state shown in Fig. 6.1d decays, but the final
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value C(3)+ (τ → ∞) is nonzero, in contrast to earlier statements [153, 156]. For low
temperatures such that θ > 1, τ−1/212 , the long-time limit is given by
C
(3)
+ (τ →∞) = exp
{
−8α
(
1 +
1
1 + τ212
+
2pi2θ2
3
)}
. (6.15)
This asymptotic value can be increased by reducing the temperature and by increasing
the qubit separation. For a separation τ12 ? 1, C(3)+ (∞) = C(3)− (∞), i.e. the concur-
rence of both the “robust” and the “fragile” state become identical [cf. the solid lines in
figs. 6.1c,d]. Hence, only for a one-dimensional environment where spatial correlations
are overt for arbitrary qubit separations τ12 it is meaningful to distinguish between the
robust and fragile entangled states.
6.1.3 Discussion
The explicit evaluation of the exact reduced dynamics of two qubits with a nondemoli-
tian coupling to a bosonic heat bath made it possible to investigate the consequences
of a spatial qubit separation. We focused on two Bell states whose entanglement for
vanishing separation is either robust or fragile. The most significant consequence of
a finite spatial separation is that the entanglement of the robust Bell state no longer
remains robust: It decays initially, yet after a time t∗ = τ∗/ωc, it saturates. For a
physical realization with a GaAs substrate, the sound velocity is c ≈ 3 × 103 ms−1.
Thus, for an order of magnitude estimate with a typical lateral confinement length a
in gated quantum dots of several tens of nanometer, the effective cutoff frequencies of
the phonon spectrum is ωc = c/a ≈ 1012 s−1. This is an order of magnitude smaller
than typical Debye frequencies 5 × 1013 s−1. Then a qubit separation x12 = 100 nm
corresponds to the transit time τ12 = t12ωc = 102. With a temperature T = 10 mK
we have kBT/~ωc ≈ 10−3. This implies that ω−1c is typically the smallest timescale of
the problem, while the transit time is less than or, for higher temperatures or larger
separations, of the same order as the thermal coherence time.
Indeed, it is interesting to find stable finite bipartite entanglement even at high tem-
peratures in our macroscopic system-bath model, which resembles recent results for a
quite different model [222]. The duration t∗ of the entanglement decay depends sensi-
tively on the dimension of the environment and its spectral density. In one dimension
with an ohmic spectral density, it equals the transit time of the field from one qubit
to the other. In Fig. 6.4 the entanglement dynamics of both the fragile and the robust
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state is compared for a fixed transit time t12ωc = 200 with the square of the single-qubit
coherence (6.10), i.e. the first exponential in the expression for the concurrences (6.9).
The curves nicely demonstrate that for times before the transit time, the entanglement
decay is determined solely by single qubit decoherence. Although not obvious from the
general expression of the concurrences, we conjecture that only the first exponential
factor in Eq. (6.9) contributes until the transit time is reached. This again confirms
the interpretation that for times less the transit time the dynamics shows up as if both
qubits would couple to independent heat baths. For ohmic heat baths, the coherence of
a single qubit decays and thus both the fragile and the robust state initially decohere.
After the transit time, the dissipative dynamics of both qubits is no longer independent
since spatial bath correlations are build up so that the picture of independent heat baths
no longer holds true. For the one-dimensional environment, these correlations are per-
fect since the geometrical factor G(1) does not decay. After the transit time, a delayed
decoherence-free subspace exists so that the entanglement decay of the “robust” state
suddenly stops. Since the entanglement is no longer perfect, we may call it rather a
“decoherence-poor” than a “decoherence-free” subspace.
In principle, the same interpretation is true for the three-dimensional environment
with a super-ohmic spectral density: Spatial correlations set in at time τ12, but their
cooperative effects are small for transit times τ12 ? 1 because of the τ−112 dependence
of the geometrical factor G(3). Hence, the entanglement saturation is governed by a
single-qubit effect and t∗ is approximately given by the inverse of the cutoff frequency
ωc. Although not visible in the figures shown here, a decoherence-poor subspace caused
solely by spatial correlations exists also for the three-dimensional case, but only for
very short transit times τ12 < 1, i.e. distances x12 < c/ωc. For substrate phonons of
a semiconductor quantum dot qubit, the cutoff frequency typically is determined by
the dot size. Hence, such short qubit separations are unphysical since they are smaller
than the size of a single dot. However, the cutoff of the phonon spectrum is ultimatly
limited by the Debye temperature of the substrate, so that one might find appropriate
parameter regimes for very small quantum dots.
For the fragile Bell state, a three-dimensional environment in combination with a
finite qubit separation prevents the entanglement from decaying entirely. If the qubits
are sufficiently well separated, i.e. for x12 ? c/ωc, the entanglement of the “fragile” and
the “robust” Bell state even assumes practically the same final value. In the above
example, this is already the case if the qubit-qubit distance is larger than 1µm, which is
realistic for solid state qubits. For typical parameters, the concurrence initially drops to
and then remains at values of the order 0.9 already long before a first coherent oscillation
is performed. Thus, uncorrelated phase noise creates decoherence-poor subspaces, which
might be used for quantum information processing when complemented with quantum
error-correction protocols.
6.2 Incomplete pure dephasing of a qubit register
The results of the last section show that not all qubit states are equally sensitive to the
influence of an environment. Depending on the symmetries of the qubit-environment
coupling, there can exist decoherence-free subspaces of the qubit Hilbert space that
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Figure 6.5: Schematic representation of N qubits labeled by numbers ν in a linear arrangement. The
qubits (green boxes) are equally spaced with a distance x12 and interact via a coupling to the substrate
phonon field (red line). The dashed green line indicates the noise correlations of qubit ν with its
neighbours ν − 1 and ν + 1 at time t = t12.
are effectively decoupled from the environment. A perfect decoherence-free subspace
requires the presence of perfectly correlated noise, which can be fullfilled if the distance
of the qubits vanishes. However, for two spatially separated qubits we found above that
entanglement is no longer perfectly stable but undergoes an initial decay. This puts
limitations on the applicability of the concept of decoherence-free subspaces, since at
best decoherence-poor subspaces emerge instead.
We now turn to the effects of phase noise on the N -qubit generalization of the robust
entangled state, namely the so-called W state [223]. It is a coherent superposition of all
states with exactly one qubit in state 1 while all the others are in state 0,
|WN 〉 = 1√
N
( |100 . . . 0〉+ |010 . . . 0〉+ . . .+ |000 . . . 1〉 ). (6.16)
Note that for two qubits (N = 2), the state |W2〉 equals the robust Bell state |ψ−〉
discussed above.
The motivation to focus on the initial states (6.16) is twofold: First, W states play
an important role in several protocols for quantum information processing, for example
quantum teleportation [224,225], superdense coding [225] and quantum games [226], so
that their sensitivity to an environment is relevant in itself. In quantum optics, the W
states have already been realized, first with three [227–229] and recently even with eight
qubits [48]. Proposals exist to produce W states in atomic gases [230] and in solid-state
environments [231–234]. Thus, understanding the scaling of multi-qubit decoherence
is experimentally relevant, as many groups take the challenge of implementing more
complex qubit architectures with solid-state devices.
Second, it is important to understand the scalability of the present few-qubit setups,
because decoherence is expected to become more pronounced as the number of qubits
increases. Among all fully entangled N -qubit states the W states are special in that
they maintain their N -qubit entanglement under collective dephasing (i.e. for vanishing
qubit separations). Now if already the W states start to loose their entanglement due
to a finite spatial separation of the qubits, then this is a strong indication that for other
fully entangled N -qubit states, the situation would be worse. Or, to put it simply, a
good way to give the most optimistic estimate about N -qubit decoherence is by focusing
on the W states. Below we find explicit expressions for their coherence loss which shows
how decoherence scales as a function of the number of qubits, and demonstrates the
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Figure 6.6: Time-dependent frequency shifts (6.19)
for three qubits N = 3. The time axis is in units of
the nearest-neighbour transit time τ12 = 2×103. The
coupling strength α = 0.005.
consequences of spatial qubit separations. Note that the stability of the W states with
respect to the system size N has been studied previously [235–237], however only for
local decoherence models where the qubits couple to effectively independent heat baths.
For the geometry of the qubits we consider a linear arrangement with equal nearest-
neighbor separations xν,ν+1 = x1 − x2 sketched in Fig. 6.5. Then the transit time
between qubits ν and ν ′ becomes tνν′ = |xνν′ |/c = |ν − ν ′|t12. To elaborate on the
impact of spatially correlated noise, we assume the chain of qubits to be embedded
in a medium with a channel structure, i.e. we treat the bosonic field as effectively one-
dimensional and as in the section above, assume that the spectral density is of the ohmic
type, J(ω) = αωe−ω/ωc .
The fact that no bit flips occur under pure dephasing is reflected in the structure of
the exact solution which we obtained in Sec. 3.1 [cf. Eq. (3.14)]: The matrix elements
ρ˜m,n of the reduced N -qubit density operator ρ˜ that are initially zero remain zero for
all times, so that for the state |WN 〉, the dissipative quantum dynamics is restricted to
the states
|j〉 = |00 . . . 1j . . . 0〉, j = 1, 2, . . . , N. (6.17)
Thus, the W state takes the form |WN 〉 =
∑
j |j〉 /
√
N , and at most N2 out of 22N
density matrix elements are nonvanishing. Initially they are all equal, i.e. 〈j|ρ˜(0)|j′〉 =
ρ˜jj′(0) = 1/N . From the Hamiltonian (6.1) of the N -qubit register directly follows,
that the states |j〉 possess the eigenenergies ~ωj = ~2
∑N
ν=1 Ων − ~Ωj and a back-
transformation of the coherence ρ˜jj′(t) to the Schrödinger picture provides the phase
factor exp[i(ωj − ωj′)t].
6.2.1 Frequency shifts and damping factors
To begin our discussions of the decoherence of the W state, let us consider the Lamb-
shifts (3.19) that appear in the exact solution of the reduced dynamics. Recall that
they can be interpreted as a result from an effective coherent interaction of the qubits
mediated by the vacuum fluctuations of the bosonic field. On the one hand they are
not present when looking at a single-qubit system. On the other hand they did not
contribute in our study of two qubits in the previous section, since the concurrences for
the Bell states only involve absolute values of single density matrix elements. However,
for the N -qubit W states which we are discussing now, the Lamb-shifts become impor-
tant and result in a frequency shift δΩj which we obtain in the following way: Upon
noticing that one can separate the phases (3.19) into terms that depend on only j or j′,
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we write φjj′(t) = φj(t)−φj′(t). Each φj(t) turns out to consist of a finite contribution
and a contribution that grows linearly in time, i.e. φj(t) = ϕj(t) − δΩj t. The linear
contribution leads to a static frequency shift. For the ohmic spectral density, we obtain
δΩj = −α
N∑
ν,ν′=1
(−1)δjν+δjν′ 1
1 + τ2νν′
, (6.18)
ϕj(τ) = −α2
N∑
ν,ν′=1
(−1)δjν+δjν′
∑
±
arctan[τ ± τνν′ ] , (6.19)
where again the scaled time τ = tωc and the scaled transit times τνν′ = ωctνν′ are used.
Thus the effective energy splitting of qubit j becomes ~(Ωj + δΩj). Note that both
δΩj and ϕj(τ) depend on the transit times tνν′ and the system size N but not on the
temperature. δΩj arises from an induced static exchange interaction and its onset is
described by ϕj(τ) [162]. Figure 6.6 shows that the onset takes place until the transit
time between the two outmost qubits of the chain is reached, i.e. during times τ ≤ τ1N .
Later on the onset functions ϕj(τ) become static and equal for all qubits j, hence their
pairwise differences vanish. Note that the dominant contribution to the static shift δΩj
stems from the diagonal terms ν = ν ′ in Eq. (6.18), whereas the non-diagonal terms are
suppressed by a factor τ2νν′ , respectively.
We henceforth work in the interaction picture with respect to the renormalized qubit
energies so that the density matrix element ρ˜jj′ reads
ρ˜jj′(τ) =
1
N
e−Λjj′ (τ)+iϕjj′ (τ) , (6.20)
with the damping given in Eq. (3.22). The time-dependent phases ϕjj′(τ) = ϕj(τ) −
ϕj′(τ) contribute only for times τ < τ1N until the Lamb-shifts are static, see above.
Thus, they influence the decoherence process only during an initial stage.
The coherence loss is given by the damping factors exp[−Λjj′(τ)]. For two qubits, the
state |W2〉 equals the robust Bell state |ψ−〉 discussed in Sect. 6.1, and, thus, the damping
factor exp[−Λ12(τ)] reduces to the robust concurrence C− given in Eq. (6.9). Since
the general W state (6.16) for N qubits involves only pairwise qubit-qubit coherences
ρ˜jj′ , the corresponding damping factors exp[−Λjj′(τ)] are straightforwardly obtained by
replacing τ12 with τjj′ in Eq. (6.9). We find
e−Λjj′ (t) = e−2Λ0,1(τ)
∣∣∣∣Γ(θ[1− i(τjj′ − τ)])Γ(θ[1− i(τjj′ + τ)])Γ2(θ[1− iτjj′ ])
∣∣∣∣±8α
×
∣∣∣∣1 + τ2(1− iτjj′)2
∣∣∣∣±4α ,
(6.21)
where the first exponential is the single-qubit coherence given in Eq. (6.10).
6.2.2 N-qubit fidelity
With the exact dynamics known, the only remaining question is how to quantify the
entanglement. If there were no interaction with the environment, then the qubits would
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Figure 6.7: Exact time evolution of the fidelity
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remain in their pure entangled W state (6.16), which in density-matrix notation reads
ρ(0) = |WN 〉〈WN |. After the dissipative time evolution, the qubit state deviates from
this “ideal” output state ρ˜ideal(t) = ρ(0). The question is how much. A proper measure
for this quantity is the fidelity [238] F (t) = tr{ρ(t)ρideal(t)}. In our case it reads
F (t) = tr {ρ(0)ρ˜(t)} = 〈WN |ρ˜(t)|WN 〉. (6.22)
In general, the fidelity is bounded by 0 ≤ F ≤ 1, where F = 1 corresponds to a pure
state [1]. For qubits subject to pure dephasing, the somewhat more strict condition∑
j ρ
2
jj(0) ≤ F ≤ 1 applies, because the populations do not change. In particular the
inequalities 1/N ≤ F ≤ 1 will hold for the initial state |WN 〉, as illustrated below.
To give another argument why fidelity makes a good measure of entanglement for our
particular purpose, we emphasize that for two qubits prepared in the state |W2〉, it
directly relates to the concurrence via the relation C(t) = 2F (t)− 1.
We note in passing that for other initial states that are not pure N -qubit entangled
states, one should be careful to use fidelity as an entanglement measure, for example
because it may remain constant while the system undergoes nontrivial dynamics [72].
Finding other entanglement measures for three or more qubits is an active field of
research [38,223,239,240]. Their numerical evaluation can be rather involved, especially
for larger systems. These issues need not concern us here, since we start with an N -
qubit entangled pure state for which the fidelity is a good measure of entanglement. It
has the additional advantage that it is easily evaluated analytically for larger systems
as well.
For the robust state (6.16), the fidelity becomes
F (t) =
1
N
N∑
j,j′=1
ρ˜jj′(t), (6.23)
where the coherences ρ˜jj′ are given in Eq. (6.20). The time evolution of the fidelity for
N = 3, N = 5, and forN = 7 qubits is shown in Fig. 6.7. We find that whenever a transit
time is reached, i.e. at times τ = τjj′ the fidelity decay is slowed down. This resembles
the behavior of the concurrence for two qubits shown in Fig. 6.1a. For a larger number
of qubits, the fidelity saturates at a lower value. In order to gain a more quantitative
understanding of the fidelity saturation, we focus on the final fidelity F (∞). In the zero-
temperature limit, which provides a lower bound for the coherence loss, we find from
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Eqs. (6.20) and (6.21) the density matrix elements ρ˜jj′(∞) = [1 + τ212(j − j′)2]−4α/N .
Hence the fidelity (6.23) saturates to
F (∞) = 1
N
[
1 + 2
N−1∑
q=1
1− q/N
(1 + q2τ212)4α
]
. (6.24)
Although we start out with a “robust” entangled state, this final fidelity F (∞) can
be as low as 1/N , which marks the large-distance limit τ12 = x12ωc/c → ∞. More
generally, we find that for zero temperature, the final fidelity decreases with increasing
cutoff frequency ωc, increasing spatial separation, and for a larger qubit-bath coupling
strength α.
An intriguing aspect of the fidelity is its scaling behavior as a function of the system
size N . Will F (∞) decay to zero for larger arrays of qubits, or converge to a finite value?
For large N we can neglect the term 1/N in Eq. (6.24) and replace the sum over q by
an integration over the continuous variable x = q/N . Then we obtain
F (∞) ' 2
∫ 1
0
dx
1− x
(1 +N2τ212x2)4α
= 2 2F1
(
1
2
, 4α,
3
2
,−N2τ212
)
+
1− (1 +N2τ212)1−4α
N2τ212(1− 4α)
, (6.25)
where the evaluation of the integral yields Gauss’ hypergeometric function 2F1. The
expression (6.25) is valid for a general coupling constant α, but beyond weak coupling
its value is rather small. We will now approximate Eq. (6.25) for α  1. Furthermore,
in a solid state environment typically many cutoff wavelengths 2pic/ωc will fit between
two neighboring qubits, so that ωct12  1, as we argued above in the discussion on page
55. Since we already assumed N  1 to arrive at the integral (6.25), we are surely in
the limit Nωct12  1. Then we can approximate the hypergeometric function by its
asymptotic expansion for large fourth argument. We finally obtain
F (∞) '
[
Γ(12 − 4α)
Γ(32 − 4α)
− 1
1− 4α
]
1
(Nτ12)8α
. (6.26)
Hereby we found the important result that although the final fidelity is smaller for larger
systems, the scaling is only algebraic in N . This stability under dephasing is a property
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of the initial N -qubit W state (6.16). Clearly, for nonvanishing transit time this state
lives in a decoherence-poor rather than in a decoherence-free subspace. Equation (6.26)
shows that at zero temperature, the final fidelity is determined by two dimensionless
numbers, the one number being α and the other the ratio between the array length
Nct12 and the cutoff wavelength 2pic/ωc.
In Fig. 6.8, we compare for two values of α the exact expression (6.24) for the final
fidelity as a function of N with the weak-coupling approximate result (6.26). Clearly, for
state-of-the-art well-isolated qubits with typically α = 0.001, the agreement is excellent
already for N ? 5, while for α = 0.01 convergence is reached for N ? 10. The figure
clearly shows that in the weak coupling limit α  1, the final fidelity F (∞) in (6.26)
is almost independent of the length of the array. For α < 0.005 the factor in square
brackets in Eq. (6.26) is less than 1.05, so that the large-N expression for the final
fidelity could be further simplified as F (∞) ' (Nτ12)−8α.
The above estimates were derived in the limit of strictly zero temperature, so that
the question arises up to which temperature they still represent a reasonably good
approximation. A closer inspection of the exact result (6.21) reveals that this is certainly
the case if the condition
~c
kBT
 Nct12 (6.27)
holds, i.e. if the thermal coherence length of the bath is much larger than the length
of the array. Assuming T = 10 mK, the thermal coherence length is 2.3µm. This
value corresponds to an array length of 24 qubits with a nearest-neighbor distance
x12 = ct12 = 100 nm. The final fidelity that we obtain for T = 0 in Eq. (6.26) can
therefore be considered as an upper bound for what could be realized in state-of-the-art
quantum information processing experiments on arrays of qubits.
6.2.3 Discussion
Decoherence of an array of qubits can be a rather complex process that proceeds in
several qualitative different stages, even in the case of pure phase noise which we investi-
gated here: If the qubits are coupled to the bosonic field of the substrate vibrations, the
dynamics during a first, very short period is essentially noiseless. In a second stage, the
bosonic vacuum fluctuations are most relevant, while finally, thermal noise dominates.
The spatial separation of the qubits brings in further time scales, namely the transit
times of sound waves between the qubits.
Here, robust entangled N -qubit W states were considered which do not decohere for
vanishing qubit separations. For finite separations we find instead that the qubits start to
dephase. However, the dephasing slows down whenever the elapsed time reaches a tran-
sit time, until it eventually comes to a standstill. The final N -qubit quantum coherence
increases with decreasing qubit-qubit separation, qubit-bath coupling strength, cutoff
frequency, and temperature. By contrast, single qubits in the same one-dimensional
environment would loose all quantum coherence for all finite values of these bath param-
eters. Note that the two-qubit W state is identical to the robust-entangled Bell state
and the saturation of entanglement does not occur for fragile two-qubit states.
Cooperative effects can be advantageous or detrimental, depending on the specific
protocol that one has in mind. For example, one may fight decoherence by creating
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decoherence-free subspaces. To that end, one could bring the qubits close together and
use the W states for quantum information processing because their entanglement is
robust. Nevertheless, the qubits must be sufficiently well separated, either to enable
their individual manipulation or because of their finite extensions. We found that this
requirement prevents the realization of decoherence-free subspaces. Cooperative effects
are still advantageous, since decoherence-poor subspaces are built up instead. Good
results require the length of the array of qubits to be smaller than the thermal coherence
length ~c/kBT .
Alternatively, one may wish to implement active quantum error-correction schemes,
where logical qubits are redundantly encoded into several physical qubits. Here, by
contrast, the cooperative effects are detrimental, since standard error-correction schemes
[1, 241] and recent generalizations to non-Markovian baths [242, 243] will only work
perfectly if the physical qubits couple to spatially uncorrelated baths. Neighboring
physical qubits should then be separated by more than the thermal coherence length
~c/kBT . By reducing the temperature, single-qubit dephasing is suppressed, but the
assumption of uncorrelated baths becomes worse. This suggests that there may be an
optimal working temperature for quantum error correction, given a geometry of physical
qubits.
Thus the calculations show how well decoherence-free subspaces or quantum error-
correction protocols could be realized with linear arrays of qubits. The aforementioned
conflicting requirements for both strategies seem to rule out the implementation of both
strategies in one experiment.
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7
Causal master equation
The exact solvability of the pure phase noise model allowed us in the last chapter to
study the decoherence a spatially extended qubit register in an exact manner. Altough
analytical expressions for the reduced dynamics can be obtained, they involve rather
complex expressions and, thus, an intuitive picture of the observed behavior can be
hard to find. For a better and more qualitative understanding, one may benefit from an
approximate treatment in the spirit of a Bloch-Redfield master equation approach. As
we have seen in Sect. 4.1.2, a cornerstone of the Bloch-Redfield theory is the underlying
Markov-approximation, i.e. neglecting memory effects of the bath by assuming the bath
correlation time to be the smallest time scale of the problem. In this way the Bloch-
Redfield theory provides a direct access to the dephasing and damping rates.
The non-local interaction of separated qubits via the environment, however, introduces
memory effects that arise when bath distortions can propagate from one qubit to another
during a finite time. This timescale can be much larger than the intrinsic memory time of
the bath. As will be detailed below, a direct application of the standard Bloch-Redfield
theory to a spatially extended system of qubits leads to a violation of causality. A
consequence of this deficiency is the prediction of spurious decoherence-free subspaces.
In this chapter, we adress this issue and identify why the standard Bloch-Redfield
theory fails. We derive a causal master equation that on the one hand captures the
main effects of the spatial separation while one the other hand still is intuitive [160].
Compared to other non-Markovian master equations whose coefficients in general pos-
sess a complex time-dependence, the causal master equation has the advantage of still
allowing algebraic methods to be applied to the problem of decoherence [8, 9]. This
can lead to additional insight in cases in which tracing out the bath degrees of freedom
reveals symmetries that are obeyed by the dissipative central system, but not by the
system-bath Hamiltonian. In particular, the causal master equation allows a separation
of the reduced dynamics into time regimes for which different strategies of error correc-
tion can be adapted. Moreover, the causal master-equation approach is applicable to
problems that do not possess an exact solution.
Finally, we compare the results of the causal master equation for the pure phase noise
model with the exact dynamics obtained above. This enables a better interpretation of
the latter and at the same time a critical examination of the validity of the former. It is
shown that not only retardation effects but also non-Markovian decoherence stemming
from the short-time dynamics can be taken into account by using results for the reduced
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visibility of single qubit coherences found in Sec. 5.1.
7.1 Spurious effects from Bloch-Redfield theory
The Bloch-Redfield equation (4.11) is based on a perturbative treatment of the qubit-
environment coupling, followed by neglecting memory effects in the kernel of the re-
sulting quantum master equation. Thereby one entirely ignores the dependence of the
dynamical equations on the qubits’ history and, thus, on the initial preparation. To
learn about the consequences of a fully Markovian description for the reduced dynam-
ics of a spatially extended system, let us again consider two separated qubits prepared
in the robust Bell state |ψ−〉 [cf. Eq. (6.3)]. We found that for pure phase noise, the
concurrence of the qubits is for all times determined by the relevant non-diagonal ele-
ment of the density matrix, i.e. C(t) = 2|ρ˜01,10(t)|. By a straightforward calculation,
one can show that the application of the Bloch-Redfield equation (4.11) to this matrix
element yields ˙˜ρ01,10 = 0, for all dimensions and spectral densities of the environment,
and in particular for all distances x12 of the qubits. In other words, in the Markovian
description, on which the analysis of decoherence-free subspaces often relies [9,244,245],
the dynamics shows up as if the qubit separation would vanish, and consequently the
concurrence remains robust for all times. This is in clear contrast to the exact dynamics
depicted in Fig. 6.1a,c, where the concurrence initially decays and only at later times, a
decoherence-poor subspace is build up.
7.2 Taking causality into account
Taking the above considerations as a motivation, we now derive a generalization of the
Bloch-Redfield master equation that is able to capture the retardation effects stemming
from a finite field velocity. In doing so we pursue closely the standard approach that
leads to a Markovian equation of motion. In this way, it can be identified where it fails
and how to improve it accordingly.
Our starting point is the non-Markovian Born master equation (4.3) considered in
Sec. 4.1.1. At the initial time t = t0, we assume that the bath is in thermal equilibrium
for which the master equation reduces to the form
d
dt
ρ˜(t) = −
∑
ν,ν′
∫ t−t0
0
dt′ κνν′(t, t′)ρ˜(t) , (7.1)
where t ≥ t0 and the super-operator
κνν′(t, t′)[. . .] = Sνν′(t′)
[
X˜ν(t),
[
X˜ν′(t− t′), . . .
]]
+ iAνν′(t′)
[
X˜ν(t)
{
X˜ν′(t− t′), . . .
}]
.
(7.2)
The symmetric and anti-symmetric bath correlation functions Sνν′(t′) and Aνν′(t′) are
given in Eqs. (4.8) and (4.9), respectively. By replacing summations over the wave
vector k with frequency integrations over the spectral bath density J(ω), we find in the
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continuum limit
Sνν′(t′) =
∫ ∞
0
dω J(ω)G(d)(ωtνν′) cos(ωt′) coth
(
~ω
2kBT
)
, (7.3)
Aνν′(t′) = −
∫ ∞
0
dω J(ω)G(d)(ωtνν′) sin(ωt′) , (7.4)
with the dimension-dependent geometrical factor (3.21).
To discuss the master equation (7.1) in more detail we first consider the local terms,
i.e. those with ν = ν ′, for which the transit time tνν′ vanishes. Hence, the geometrical
factor in the correlation functions equals unity, so that they reduce to the standard
symmetric and anti-symmetric bath correlation functions Sνν(t′) = S(t′) and Aνν(t) =
A(t′), respectively, which are well known from local heat-bath models [97, 99–101, 169].
As detailed in App. B.2 we find for the spectral densities (3.24) the explicit expressions
S(t′) = αω2cΓ(s+ 1)
[
cos[(s+ 1) arctan(ωct′)]
(1 + ω2c t′
2)
s+1
2
+
(
2kBT
~ωc
)s+1
Re ζ
(
s+ 1, 1 +
kBT
~ωc
[1 + iωct′]
)]
,
(7.5)
A(t′) = −αω2cΓ(s+ 1)
sin[(s+ 1) arctan(ωct′)]
(1 + ω2c t′
2)
s+1
2
. (7.6)
Then one can introduce a Markov approximation in the usual way: If the standard
correlation functions S(t′) and A(t′) contribute to the integral in Eq. (7.1) essentially
only in a small time interval of size tb around t′ = 0, then for t− t0  tb, we can extend
the t′-integration to infinity, i.e. we impose the approximation∫ t−t0
0
dt′ κνν(t, t′) ≈
∫ ∞
0
dt′ κνν(t, t′) . (7.7)
This expression implies a coarse-graining in time so that the resulting master equation
is valid only for time steps larger than the bath correlation time tb. In general, the
bath correlation time depends on the properties of the spectral density J(ω) and the
bath temperature. If the temperature is not too low and the spectral density is fairly
smooth and decays sufficiently fast for ω → 0 and ω →∞, as is the case here, then the
correlation time is only weakly temperature dependent and reads tb ≈ 1/ωc [246].
In the above treatment of the local terms, i.e. those with ν = ν ′, we have followed the
route towards a Markovian equation of motion. For the nonlocal terms, however, the
arguments of the last paragraph are not valid any more. For ν 6= ν ′, the geometrical
factor in the correlation functions (7.3) and (7.4) becomes important. It turns out that
the line of argumentation for the different dimensions d remains the same, although the
explicit calculation for d = 2, 3 is more involved. Thus, to ease the following presentation,
we restrict ourselves to a one dimensional environment d = 1 and use the corresponding
geometrical factor (3.21a). By applying trigonometric addition formulas to the integral
kernels of the correlation functions, one recognizes that it is possible to express them by
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linear combinations of the standard correlators
Sνν′(t′) = 12
[S(t′ − tνν′) + S(t′ + tνν′)] , (7.8)
Aνν′(t′) = 12
[A(t′ − tνν′) +A(t′ + tνν′)] . (7.9)
Thus, the correlation functions Sνν′(t′) and Aνν′(t′) are generally not peaked at t′ = 0,
but at t′ = ±tνν′ . It turns out that this is true for the higher-dimensional cases d = 2, 3
as well, although the relations (7.8) and (7.9) may look different.
A finite transit time tνν′ for a realistic qubit separation typically exceeds the bath
correlation time tb. Then we have to distinguish the cases t− t0 < tνν′ and t− t0 > tνν′ .
In the former case, the peak of the correlation functions lies outside the integration
interval so that the integral is small and, consequently, will be neglected. By contrast,
in the latter case the peak fully contributes and the integral can again be extended to
infinity. In summary, this amounts to the approximation∫ t−t0
0
dt′ κνν′(t, t′) ≈ Θ(t− t0 − tνν′)
∫ ∞
0
dt′ κνν′(t, t′) , (7.10)
where Θ(t) is the Heaviside step function. For ν = ν ′, this expression coincides with
Eq. (7.7).
Inserting the approximation (7.10) into the weak-coupling master equation (7.1) and
setting again the initial time t0 = 0, we find as the main result of this section, the causal
master equation (CME)
d
dt
ρ˜(t) = G(t)ρ˜(t) (7.11)
with the time-dependent superoperator
G(t)[. . .] = −
N∑
ν,ν′=1
Θ(t− tνν′)
∫ ∞
0
dt′
(
Sνν′(t′)
[
X˜ν(t),
[
X˜ν′(t− t′), . . .
]]
+ iAνν′(t′)
[
X˜ν(t),
{
X˜ν′(t− t′), . . .
}])
.
(7.12)
The step functions ensure causality which requires that the cross terms can only be
active after the propagation time between the respective qubits has passed. In the limit
of vanishing separation, the causal master equation reduces to a standard Bloch-Redfield
equation. Compared to the non-Markovian time-local master equation (7.1), the causal
master equation is much simpler and faster to solve. Besides beeing more intuitive, it
allows for analytical calculations and algebraic methods like a symmetry analysis to
be applied to the problem [8, 9]. Below, we will demonstrate that the causal master
equation indeed reproduces the effects of spatial bath correlations in the qubit register
rather well, while a standard Bloch-Redfield approach clearly fails.
7.3 Incomplete pure dephasing revisited
Let us now apply the causal master equation to a qubit register subject to the dephasing
induced by an ohmic environment, i.e. the problem defined in Sects. 6.1 and 6.2. The
68
7.3 Incomplete pure dephasing revisited
qubit coupling operators Xν = σνz commute with the system Hamiltonian (6.1), so that
the interaction-picture operators stay time-independent, X˜ν(t) = σνz. Then the time
integration in the generator (7.12) of the causal master equation involves only the bath
correlation functions and we obtain for the density matrix element ρ˜m,n the equations
of motion
d
dt
ρ˜m,n =
[
−ΛCMEm,n (t) + iφCMEm,n (t)
]
ρ˜m,n , (7.13)
with the damping
ΛCMEm,n (t) =
αpikBT
~
N∑
ν,ν′=1
Θ(t− tνν′)
[
(−1)mν − (−1)nν ][(−1)mν′ − (−1)nν′ ] , (7.14)
and the phase shift
φCMEm,n (t) =
N∑
ν,ν′=1
Θ(t− tνν′) αωc1 + ω2c t2νν′
[
(−1)mν+mν′ − (−1)nν+nν′ ]. (7.15)
This master equation is non-Markovian due to the appearance of the step functions,
which change the effective damping and phase shift whenever a transit time tνν′ is
reached. These stepwise time-dependent frequency shifts and decay rates are charac-
teristic features of the causal master equation. We will see, that it is these steps that
allow the causal master equation to follow more closely the time-dependent variations of
shifts and decay rates of the exact dynamics than the standard Bloch-Redfield formalism
manages to do with its static shifts and decay rates.
As in Sec. 6.1, we first consider as an initial state the robust Bell state |ψ−〉 defined
in Eq. (6.3). From the master equation (7.13), we find that the concurrence CCME =
2|ρ˜01,10| obeys
d
dt
CCME(t) = −8αpikBT~ [1−Θ(t− t12)] CCME(t) . (7.16)
This differential equation is readily integrated to provide the solution
CCME(t) =
{
e−8αpikBTt/~ , 0 ≤ t < t12
e−8αpikBTt12/~ = const. , t ≥ t12 ,
(7.17)
i.e. the concurrence decays exponentially until the transition time is reached and there-
after remains constant. This clear separation of two dynamical regimes facilitates an
intuitive interpretation: For times t < t12, the qubits have not “seen” each other so that
we are in a regime of single-qubit decoherence. Indeed, during this first time interval
the causal master equation (7.13) coincides with a standard Bloch-Redfield approach in
which the qubits are coupled to truly independent heat baths. Consequently, the rela-
tive phase between the qubits is randomized and the concurrence decays. However, for
t > t12, both qubits experience perfectly correlated quantum noise and undergo collec-
tive decoherence. Thus, the concurrence decay comes to a standstill and a decoherence-
poor subspace can emerge.
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Figure 7.1: Time evolution of the concurrence C for two qubits initially prepared in the robust state |ψ−〉
for various transit times t12: In panel (a) the exact time evolution (solid lines) is compared to the results
obtained from the causal master equation (7.17) (dashed). The temperature is kBT = 10−4~ωc and the
coupling strength α = 0.005. Inset: Blow-up on a logarithmic scale for the transit time t12 = 5×104/ωc.
Panel (b) compares the exact and the master equation result (7.20) taking short-time decoherence into
account.
This time evolution is compared to the exact solutions in Fig. 7.1a. We find that
generally the causal master equation describes the slow decay of the concurrence and its
saturation very well. The benefits of the causal master equation become obvious: Since
the Bloch-Redfield treatment is recovered by setting the transit time t12 = 0, Eq. (7.16)
reveals that dCBR/dt = 0 for all times, i.e. the concurrence remains at its initial value.
This spurious robustness of the concurrence is, however, in clear contrast to the exact
result.
At very short times, however, the causal master equation does not capture the initial
slip of the concurrence. The reason for this is, that the dynamics on timescales that
are comparable to the bath correlation time cannot be resolved in a coarse-grained time
approximation underlying the causal master equation. The same generally holds true
for Markovian quantum master equations, in particular for the standard Bloch-Redfield
approach. As a consequence, the causal master equation overestimates at long times
the final, stable concurrences of the respective decoherence-poor subspaces, i.e. provides
an upper bound for the quality of robust entanglement. To overcome this quantitative
failure, one has to take the short-time decoherence into account. In Sec. 5.1 we discussed
the reduced visibility of a single qubit, and found explicit formulas for the coherence
loss not captured by exponential decay laws [cf. Eqs. (5.11) and (5.14)]. If the transit
times between the qubits are larger than the time scale t∗ during which the fast initial
decoherence takes place, each qubit experiences this coherence loss independently of the
others. Then it is possible to directly incorporate the reduced visibility factors (5.11)
for the ohmic and (5.14) for super-ohmic environments. For the ohmic case discussed
here the visbility was found to read
v1(α, θ) =
(
2piθ2θ−1
Γ2(θ)
)4α
. (7.18)
Thus, we apply the following correction scheme: For times t < t∗, the coherence of
each qubit is reduced independently by a factor (7.18). This provides a new initial
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condition at time t∗ for the causal master equation, i.e. the initial qubit state ρ˜(0) is
first mapped to ρ˜(t∗) according to
ρ˜m,n(t∗) = vH(m,n)s ρ˜m,n(0) (7.19)
and for times t > t∗ evolves according to the causal master equation (7.13). Here |n〉 is
the eigenbasis of the system-bath coupling andH(m,n) =
∑
ν |mν−nν | is the Hamming
distance of the two binary strings m and n. Its appearance in Eq. (7.19) ensures that
a multi-qubit coherence is reduced according to the number of qubits contributing to
it. Note that diagonal matrix elements are not changed since in the eigenbasis of the
coupling, the short-time dynamics only influences the phase coherences.
For the matrix element ρ˜01,10 which is relevant for the two-qubit robust Bell state
discussed above we find ρ˜01,10(t∗) = v21(α, θ)ρ˜01,10(0), and the solution (7.17) of the
causal master equation for the concurrence becomes
CCME(t) =
{
v21(α, θ)e
−8αpikBTt/~ , t∗ ≤ t < t12
v21(α, θ)e
−8αpikBTt12/~ , t ≥ t12 ,
(7.20)
where t∗ is the time scale of the coherence loss quantified by the visibility factor (7.18).
In Sect. 5.1 we found for the ohmic model t∗ = min{1/ωc, ~/kBT}. Figure 7.1b shows
that with the short-time decoherence taken into account, the causal master equation
does not only render the stepwise change of the decoherence rates, but also agrees
quantitatively with the exact result.
For a more detailed investigation of the quality of the corrected causal master equation,
we compare the final values of the concurrence, limt→∞C(t). Figure 7.2 depicts the
difference of the exact solution and the causal master equation result (7.20), δC =
C(∞) − CCME(∞), as a function of transit time and temperature. It demonstrates
that the final value obtained from the causal master equation agrees perfectly with the
exact result unless the transit times are smaller than the time scale t∗ of the short-time
decoherence. In fact, for those qubit separations the initial loss of decoherence is stopped
by spatial correlations already before it completes. Hence, the visibility prefactor (7.18)
overestimates the initial loss of coherence in this parameter regime, i.e. the difference
δC of the concurrences is positive.
Let us finally apply the master equation (7.11) also to the case of a linear N -qubit
arrangement with equal nearest-neighbor spacings x12 as discussed in Sec. 6.2.2. We
again consider the initial preparation in the robust state (6.16) using the shorthand
notation (6.17). To calculate the fidelity F defined in Eq. (6.23), we need to compute the
values of the density matrix elements ρ˜jj′ . Unlike for the two-qubit concurrence, phase
shifts now also play a role. The time-dependent phase shift φCMEjj′ (t) [see Eq. (7.15)]
can be written as the difference of two terms, one of them only depending on j and
the other only on j′. Both terms describe stepwise time-dependent frequency shifts of
the corresponding qubits. Interestingly, after the longest transit time t > t1N , these
shifts in the causal master equation become static and φCMEjj′ (t) agrees with the exact
result (6.18) of Sect. 6.2.2, i.e. φCMEjj′ (t) = δΩj − δΩj′ . For an unambiguous comparison
of fidelities in the exact and in the causal master-equation formalism, it is an important
result that we can work in the same interaction picture with the same renormalized
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Figure 7.2: Difference between the exact
result and the causal master equation re-
sult (7.17) for the final value of the con-
currence, δC = C(∞)−CCME(∞), for the
robust entangled 2-qubit state |ψ−〉. The
coupling strength is α = 0.005. The in-
set depicts δC for the fixed temperatures
θ = kBT/~ωc = 10−4 (solid), θ = 10−3
(dashed) and θ = 10−2 (dash-dotted), re-
spectively.
qubit frequencies Ωj → Ωj + δΩj . It remains to be discussed what is the effect of the
stepwise frequency shifts in the causal master equation for times t < t1N . It is the non-
diagonal terms ν 6= ν ′ in Eq. (7.15) that make up the difference between the frequency
shifts at time t = 0 and the exact static renormalization at times t > t1N . However, this
difference is very small due to large factors ω2c t2νν′  1 in the denominator of Eq. (7.15),
and can safely be neglected in the following.
From the causal master equation (7.13) we then obtain
d
dt
ρ˜jj′(t) = −8αpikBT~ [1−Θ(t− tjj′)]ρ˜jj′(t) . (7.21)
Interestingly enough, in the present case only two types of terms of the master equa-
tion (7.13) contribute: the local terms with ν = ν ′ and those with |ν− ν ′| = |j− j′|. As
a consequence, the decay rate of ρjj′(t) changes only at the transit time tjj′ .
In order to evaluate the fidelity (6.23), we integrate Eq. (7.21) and sum over all density
matrix elements ρ˜jj′(t) so that we obtain
FCME(t) =
1
N2
N∑
j,j′=1
[
Θ(tjj′ − t)e−8αpikBTt/~ + Θ(t− tjj′)e−8αpikBTtjj′/~
]
. (7.22)
For vanishing qubit separation, the master equation predicts FCME(t) = 1, i.e. a de-
coherence-free behavior. For x12 > 0, however, all coherences ρ˜jj′ initially decay and
so does the fidelity. When the smallest transit time t12 is reached, a perfect correlation
between nearest neighbors is built up and the coherences ρ˜j,j+1 saturate. Since these
N−1 coherences are no longer time-dependent, the fidelity decay is reduced accordingly.
This process continues until ultimately all transition times have passed, i.e. until t = t1N ,
and the fidelity decay comes to a standstill.
In Fig. 7.3, we compare this behavior to the exact solution. For very low temperatures
[panel (a)], we observe that the master equation reproduces the reduction of the fidelity
decay whenever a transit time is reached. The relative difference between the exact
result and the causal master equation is of the order of 10% as in Fig. 7.1a for the case
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Figure 7.3: Exact time evolution of the fi-
delity F (t) (solid lines) and result (7.22)
obtained from the causal master equation
(dashed lines) for N = 3 and N = 6 qubits,
respectively. The temperatures are kBT =
10−4/~ωc (a) and kBT = 10−3/~ωc (b). The
transit time between nearest-neighbor qubits
is t12 = 5 × 104/ωc and the qubit-field cou-
pling strength α = 0.005. The inset in panel
(b) shows the data for N = 3 on a logarithmic
time axis.
of two qubits, but can be corrected by applying the scheme (7.19) discussed above (not
shown). If the temperature becomes larger [panel (b)] such that the nearest neighbor
separation exceeds the thermal coherence length, the fidelity decay is determined by
thermal noise. In that case, F already saturates to a rather small value before the first
transit time is reached. The inset of Fig. 7.3b shows that then even the uncorrected
causal master equation agrees quantitatively.
7.4 Conclusions
We have shown that the common Bloch-Redfield master equation cannot account for
the intrinsically non-Markovian effects stemming from spatial bath correlations. For a
qubit register, the Bloch-Redfield approach predicts spurious decoherence-free subspaces,
which in fact are at best decoherence-poor.
In order to capture delocalization effects with a master equation, we have derived
a modified Bloch-Redfield approach that ensures causality for the qubit-qubit interac-
tion mediated by the substrate. A characteristic feature of the proposed causal master
equation is that it selects the Bloch-Redfield kernel depending on the time elapsed since
the preparation. This means that the time evolution is governed by a time-dependent
Liouville operator which renders the dynamics non-Markovian. Besides being a proper
tool for studying retardation effects in models that do not possess an exact solution, the
causal master equation describes the time evolution in an intuitive and concise manner.
Thereby, it enables decoherence studies with algebraic methods which possibly will pro-
vide suggestions for coherence stabilization. The causal master equation proved to be
reliable for all those parameter sets for which the standard Bloch-Redfield theory for a
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single qubit is reliable. This is the case for sufficiently high temperatures or small enough
coupling strengths such that initial-slip effects are small. However, we have shown that
when adequate corrections for the short-time dynamics are taken into account as well,
i.e. when the reduced visibility factors of Sect. 5.1 are considered, the master equation
approach is applicable to much wider parameter regimes and agrees quantitatively well
with the exact solution that can be obtained for pure phase-noise models.
74
8
Spatially separated qubits subject
to bit-flip noise
Already over 50 years ago, Dicke pointed out that the radiative decay in an ensemble
of gas atoms can exhibit collective effects [247]: Although the atoms may not couple
directly to each other, they interact with a common radiation field so that they cannot be
considered independently. For a system of two identical two-level atoms the consequence
is that when separated by distances smaller than their characteristic wavelength, the
decay rate due to spontaneous emission is enhanced or suppressed, depending on whether
the initial state is symmetric or anti-symmetric with respect to atom exchange, i.e. one
finds superradiance and subradiance, respectively. Cooperative radiation of atoms is a
well studied subject in quantum optics [110,248], and only recently it was demonstrated
experimentally for a lateral arrangement of quantum dots that superradiant behavior
can also be found in a solid state system [249].
Collective effects by electromagnetic interaction in three dimensions typically disap-
pear very fast as soon as the Dicke limit is left, i.e. whenever the (real or artificial) atoms
are not co-located [110]. Recently it was found that for relaxation caused by a homo-
geneous isotropic Markovian and three-dimensional reservoir, there is no multi-particle
decoherence-free subspace outside the Dicke limit [245]. The situation may be different
for one-dimensional structures for which we showed in the previous chapters that at
least for pure dephasing, spatial correlations are more overt although decoherence-poor
subspaces emerge if qubits are separated. For solid-state qubits, phonons in the sub-
strate are an important source of decoherence. As bosonic excitations, lattice vibrations
are also candidates for the realization of mechanical counterparts of quantum optical
phenomena [250]. The technical improvements during the last years made it possible to
fabricate nanodevices as for example quantum wires and carbon nanotubes whose elec-
tronic, but also vibrational properties differ drastically from bulk material [251–254].
It is thus an interesting question how spatial correlations influence the entanglement
properties of solid-state qubits in such quasi one-dimensional geometries.
In contrast to pure dephasing, including bit-flip noise usually renders the qubit-
environment model no longer exactly solvable. Therefore one has to resort to approxima-
tion schemes like, e.g, a master-equation approach. The causal master equation derived
in Chap. 7 is applicable to such problems, in particular because it captures the effects
of spatial noise correlations very well. We now employ this approach to study the dis-
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sipative entanglement dynamics of two spatially separated qubits in a one-dimensional
bosonic environment. As in our discussion of pure dephasing, our focus here is on two
entangled Bell states, one that is relaxation-free, i.e. robust under collective bit-flip noise,
whereas the other is not. Note that in quantum optics it is typically assumed that atoms
couple to a single field mode or a continuum initially in its vacuum state [110,255–259].
This is well justified since the thermal energy is in most cases negligible as compared to
optical transition frequencies. By contrast, we here focus on the solid state and allow for
a thermal initial state of the phonon bath. We find that at distinct qubit separations,
noise correlations can considerably suppress the decoherence also at temperatures as
large as the corresponding qubit energy splittings.
8.1 Model
As in Chap. 6, we consider a qubit register with Hamiltonian (6.1). We focus on two
qubits in the following, so that in the energy eigenbasis |n〉 = |n1n2〉 the system Hamil-
tonian simplifies to
Hs =
~Ω1
2
σ1z +
~Ω2
2
σ2z , (8.1)
where again σνz is a Pauli-matrix for qubit ν = 1, 2, ~Ων is the respective level splitting,
and the basis states obey σzν |n〉 = (−1)ν |n〉, nν = 0, 1. For bit-flip noise, the qubits
couple via operators Xν to the bath that do not commute with Hs. In this way bath
fluctuations eventually can flip the eigenstates of the qubits and, thus, lead to relaxation.
We here choose an interaction of the form
Hsb = ~σ1xξ1 + ~σ2xξ2 , (8.2)
i.e. we set the coupling operators Xν = σνx. In the interaction representation with
respect to Hs they are time-dependent and read X˜ν(t) = σxν cos(Ωνt) − σyν sin(Ωνt).
The bath coordinate ξν is given in Eq. (3.3) and depends on qubit ν through its position
xν . For collective decoherence, i.e. for vanishing distance of the qubits, we have ξ1 =
ξ2 = ξ and as in the case of pure dephasing one expects to find also here a robust
two-qubit state which does not suffer from decoherence. Such a state must obey the
condition (1.2), i.e. is an eigenstate of the collective coupling coordinate σ1x + σ2x. We
here consider the maximally entangled singlet state
|S〉 = 1√
2
(|01〉 − |10〉) , (8.3)
which is an eigenstate with eigenvalue 0 and, moreover, a stationary state of Hs. In
the language of quantum optics, this Bell state is the anti-symmetric, subradiant Dicke
state [110]. As an example for a fragile state, we consider the symmetric (superradiant)
superposition, i.e. the maximally entangled triplet state
|T 〉 = 1√
2
(|01〉+ |10〉) . (8.4)
Note that also (|00〉+ |11〉)/√2 is an eigenstate of the collective coupling operator and
one might expect that like the singlet state it is robust under bit-flip noise for vanishing
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qubit separation. However, the coherent dynamics of the qubit register according to the
Hamiltonian Hs maps this state into parts of the qubit Hilbert space that are affected
by the noise. Indeed, for two equal qubits Ω1 = Ω2 the superposition (|00〉+ |11〉)/
√
2
acquires a relative phase exp(−2i~Ωt) and evolves to states which are not decoherence-
free.
8.2 Causal master equation in energy eigenbasis
Since the bit-flip model does not allow for an exact solution, we employ the causal master
equation (7.11) for weak qubit-bath coupling. It is convenient to express the causal
master equation in the eigenbasis |n〉 of the system defined by Hs |n〉 = En |n〉. For the
two qubits with Hamiltonian (8.1) we find the energies E00 = −E11 = ~(Ω1 + Ω2)/2
and E01 = −E10 = ~(Ω1 − Ω2)/2. With the transition frequencies ~ωmn = Em − En
the causal master equation (7.11) can be written in the form
d
dt
ρ˜m,n(t) = −
∑
ll′
2∑
νν′=1
Θ(t− tνν′)Rmnll′,νν′ ei(ωmn−ωll′ )tρ˜l,l′(t) , (8.5)
with the generalized Redfield tensor
Rmnll′,νν′ = −δl′n
∑
k
Γmkkl,νν′ + Γl′nml,νν′ − δlm
∑
k
Γ∗nkkl′,ν′ν + Γ
∗
lmnl′,ν′ν , (8.6)
Γmkln,νν′ = 〈m|Xν |k〉 〈l|Xν′ |n〉Lνν′(ωln) . (8.7)
The functions Lνν′
Lνν′(ω) =
∫ ∞
0
dt [Sνν′(t) + iAνν′(t)]e−iωt (8.8)
are given by a Laplace transform of the bath correlation functions (7.3) and (7.4) eval-
uated at the corresponding transition frequencies ωln. They depend on the details of
the qubit-bath coupling as well as the pairwise qubit-qubit separations x12 = x1 − x2.
For vanishing distance of the qubits, the functions Lνν′ are all equal, and the master
equation (8.5) reduces to the standard Bloch-Redfield form.
The oscillating exponential factor on the right hand side of Eq. (8.5) stems from
the time dependence of the coupling operators Xν in interaction representation. In a
secular approximation one would neglect these oscillating terms keeping only those with
m = n and l = l′, or m = l and n = l′ for which the phase in the exponent necessarily
vanishes [167]. In the presence of degeneracies in the spectrum of Hs one should be
more careful [260,261], since there can be more terms with vanishing phases. Below, we
will not use the secular approximation unless explicitly noted. If so, only those terms
are neglected for which the total phase ωmn − ωll′ is finite, irrespective of the indices
m,n, l, and l′.
With the coupling operators Xν = σνx, most of the elements in the tensor (8.7) vanish.
To be definite, one finds
〈m|Xν |k〉 〈l|Xν′ |n〉 = (1− δmνkν )δmν¯kν¯ (1− δlνnν )δlν¯nν¯ , (8.9)
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Figure 8.1: Reduced dynamics for two qubits initially prepared in the robust Bell state |ψa〉 and subject
to collective relaxation. The temperature kBT = 10−3~ωc and the coupling strength α = 0.005. The
level splittings are (a) Ω1 = Ω2 = 0.1ωc and (b) Ω1 = 0.08ωc and Ω2 = 0.12ωc The data in panel (b) is
obtained by using the secular approximation.
where ν¯ = 2 if ν = 1, and ν¯ = 1 if ν = 2. In particular, Eq. (8.7) vanishes for terms
with m = k or l = n, and only those terms contribute for which the function Lνν′(ω)
is evaluated at the frequencies ω = 0,±Ω1,±Ω2. Nevertheless, in contrast to the pure
dephasing model where one obtains independent equations of motion for each reduced
density matrix element [cf. Eq. (3.14)], the master equation (8.5) constitutes a set of
coupled differential equations with time-dependent coefficients.
8.3 Super- and subradiance at a distance
Let us start with a discussion of numerical results. To this end, the set of differential
equations is integrated by an explicit Runge-Kutta method [262]. We first focus on
the limiting case of a vanishing qubit separation, i.e. both qubits undergo collective
amplitude damping. Figure 8.1a shows the reduced dynamics for two qubits with equal
frequencies Ων = Ω = 0.1~ωc at a low temperature kBT = 10−2~Ω. It confirms that the
singlet state |S〉 is indeed a robust state. In particular the amplitude of the coherence
ρ˜01,10 does not change in time and remains at its initial value 0.5. Likewise, there is no
energy exchange with the environment which can already be seen by the fact that the
ground state |11〉 of the qubits remains unpopulated, i.e. ρ˜11,11(t) = 0. As a consequence,
the purity P (t) = tr ρ˜2(t) of the reduced density matrix stays constant as well as the
bipartite entanglement of both qubits which we measure by the concurrence C(t) defined
in Eq. (6.4).
The situation is different if the qubits are not equal. An example is shown in Fig. 8.1b
for the same parameters as in panel (a), but for a detuning of the qubit frequencies of
Ω2 − Ω1 = 0.4ωc. Then the eigenenergies E01 and E10 of the qubit Hamiltonian are
not equal anymore and a superposition of the states |01〉 and |10〉 undergoes a coherent
evolution. This renders the initial singlet state to be no longer stationary, i.e. it gets
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Figure 8.2: Reduced dynamics of two equal
qubits with Ω = 10−2ωc initially prepared in the
singlet state |S〉, for two different qubit separa-
tions (a) x12 = 6.9c/Ω, and (b) x12 = 15.7c/Ω.
The temperature kBT = 10−1~Ω and the cou-
pling strength α = 0.005.
affected by the noise and the coherence ρ˜01,10 decays. As a consequence, the reduced
density operator no longer represents a pure but rather a mixed state and the purity
decays. However, for longer times the purity starts to increase again. This can be
explained by the fact that due to relaxation, the two-qubit ground state ρ˜11,11 gets
populated so that for low temperatures and at long times, the qubit system reaches a
thermal equilibrium with a dominant population of the ground state. Hence the final
state is nearly pure. The coherence decay is responsible for the initial loss of the purity,
whereas for larger times the relaxation to the ground state takes over. This is nicely
reflected by the fact that the purity starts to change its slope just after the time at
which the amplitude of the coherence ρ˜01,10 and the population ρ˜11,11 cross.
We now turn to the interesting question to which extend relaxation paired with a finite
qubit separation influences the entanglement decay of the qubits. Figure 8.2 shows the
reduced dynamics of two qubits with equal frequencies Ων = Ω = 0.01ωc again for the
robust initial preparation but for a finite qubit separation. The respective transit times
are (a) t12 = x12/c = 6.9/Ω, and (b) t12 = 15.7/Ω, i.e. the transit time in both cases
is larger than the coherent oscillation period 2pi/Ω. In other words, the separations are
outside the Dicke limit so that for the case of a three dimensional environment, collective
effects would hardly be observed [110]. For the one-dimensional geometry which we
discuss here, Fig. 8.2a shows that at time t = t12 the decay of the coherence ρ˜01,10 is
significantly slowed down, paired with a slowdown of the decay to the ground state.
As a consequence, the initial decay of the purity and of the concurrence is decreased,
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as one would expect for a robust entangled state. The concurrence additionally shows
characteristic fast oscillations. They stem from the counter-rotating terms in the qubit-
bath coupling (8.2), i.e. the energy non-conserving terms σ+ν b
†
k and σ
−
ν bk. Figure 8.2b
shows that also at a larger distance the reduced dynamics is changed when the transit
time is passed. However, the robust state now behaves more like a fragile one: The
entanglement decay is enhanced when both qubits “see” each other, accompanied with
an enhanced relaxation to the ground state.
Thus, cooperative effects in the presence of relaxation are quite different from what
we found for pure dephasing: The entanglement decay of a robust entangled state
does in general not stop when spatial noise correlations are build up. In fact, for the
same initial preparation cooperative effects can slow down or enhance the decay of the
entanglement. In order to see this more clearly, we show in Fig. 8.3a the time evolution
of the concurrence for a broad range of transit times t12, from t12 = 0 to a transit
time that corresponds to six coherent oscillation periods, i.e. to t12 = 6 × 2pi/Ω. The
temperature was chosen to be an order of magnitude less than the level splitting ~Ω. We
observe that for all finite distances of the qubits, i.e. for all t12 > 0, the entanglement
initially decays. When the distance is a multiple of the resonant wavelength λ = 2pic/Ω,
however, the entanglement decay stops at the transit time t12 = x12/c. The concurrence
still shows small oscillations that stem from the counter-rotating terms in the coupling,
as mentioned above. For all other qubit separations, the entanglement decays to zero in
the limit t→∞. Thus, the entanglement dynamics of the robust entangled singlet state
shows both a robust and a fragile behavior which alternates periodically by increasing
the qubit separation. The final stable value for resonant qubit distances x12 = nλ
decreases for increasing n = 0, 1, 2, . . .. This is a consequence of causality reflected by
the unit step functions in the causal master equation (8.5), i.e. both qubits initially
decay independently until the transit time t12 is reached.
In Fig. 8.3b the concurrence dynamics is depicted for the same parameters as in
panel (a), however at a temperature that is an order of magnitude larger, kBT = ~Ω.
One observes that even at this high temperature, there is finite stable entanglement
when the qubits are separated by at most two resonant wavelengths n = 1, 2, although
the respective final value of the concurrence decreases. Note also that at this high
temperature, the robust entanglement is much more sensitive to a deviation of the qubit
distance from the exact resonance condition. For a distance of the qubits larger than two
resonant wavelengths, and also for smaller separations for which the resonance condition
is not met, we see that the entanglement decays to zero already during a finite time. This
abrupt disappearance of the entanglement was originally predicted for two qubits that
independently undergo spontaneous emission and termed entanglement sudden death
[263]. Only recently, entanglement sudden death was also measured experimentally in
an optical setup [264, 265] and this phenomenon was shown to exist for qubits coupled
to a common environment as well, both for pure bit-flip noise as well as pure phase noise
[266,267]. Whether one can observe entanglement sudden death depends typically much
on the particular choice of the initial preparation. However, recently it was found that
when each qubit is subject to independent thermal noise and relaxes to its equilibrium
state asymptotically, the entanglement between them always vanishes in a finite time
irrespective of the initial states of the qubits [268,269]. Our discussion shows that spatial
noise correlations present in a common heat bath can force or suppress entanglement
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Figure 8.3: Time evolution of the concurrence C(t) of two qubits with equal level splitting Ω = 10−2ωc
initially prepared in the robust singlet state |S〉 for various qubit separations x12 = ct12. The time axes
are scaled with respect to the oscillation period 2pi/Ω and the qubit-bath coupling strength α = 0.005.
The temperature is (a) kBT = 10−1~Ω and (b) kBT = ~Ω.
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sudden death, depending on the qubit separation.
Before we proceed our discussion, we briefly test whether the frequently employed
secular approximation changes any of the findings discussed above. Figure 8.4a shows
the concurrence dynamics for the same parameters as in Fig. 8.3a, but within the secular
approximation. One observes that within this approximation the dynamics is described
very well, in particular it also shows the characteristic periodic dependence of the robust
and fragile behavior. However, the fast concurrence oscillations shown in Fig. 8.3a
are not present. To compare the data more quantitatively, the difference δC of the
concurrence without and within the secular approximation is plotted in Fig. 8.4b. It
shows that both results deviate in particular for small times and for resonant transit
times. The average difference is about 0.05 for our choice of parameters.
To gain a better understanding of the above results, let us examine the causal master
equation (8.5) analytically. The real part of the Redfield tensor (8.6) is responsible for
the relaxation and dephasing rates, whereas the imaginary part provides an environment
induced shift of the transition frequencies ωmn [260, 270]. Since the matrix elements of
the coupling operators σνx are real-valued, the real part of the rates (8.7) are determined
solely by the functions (8.8). After a lengthy but straightforward calculation one obtains
for the one-dimensional environment
ReLνν′(ω) =

J(|ω|)
2 pi cos(ωtνν′)
[
coth
(
~|ω|
2kBT
)
− signω
]
if ω 6= 0,
limω→0
J(ω)
2 pi coth
(
~ω
2kBT
)
if ω = 0.
(8.10)
Thus, for rates that involve finite transition frequencies ω, i.e. for the exchange of quanta
with energy ~ω between the qubit system and the environment, the rates show an
oscillatory dependence on the transit time tνν′ . In particular for equal qubit frequencies
Ων = Ω and at resonant qubit distances where Ωtνν′ is a multiple of 2pi, the values of
ReLνν′(ω = Ω) are equal for all ν and ν ′. Note that this is trivially the case when
the functions Lνν′ are evaluated at zero frequency ω = 0. Thus, for times t ≥ t12 at
which both the local terms (ν = ν ′) as well as the non-local terms (ν 6= ν ′) contribute
to the causal master equation (8.5), the damping rates of the density matrix elements
at resonant qubit distances coincide with the rates obtained for vanishing separation.
For the singlet state this means that it shows a robust behavior at resonant distances,
in line with our findings above.
The argumentation of the last paragraph does not rely on the particular choice of the
initial state. Thus, one expects that quite generally the entanglement decay of qubits
placed at resonant distances is for times larger than the transit time, t > t12, the same
as for vanishing qubit separation, irrespective of the initial preparation. As an example,
the time evolution of the concurrence for the qubits prepared in the maximally entangled
triplet state |T〉 is depicted in Figure 8.5. If the qubits are co-located, the symmetric
preparation is known to show a enhanced decay of the populations, i.e. superradiance
[110]. We here find that the collective decay of the qubits leads to a sudden death of
their entanglement. The same happens not only when the distance of the qubits vanishes
but also when their distance is a multiple of the resonance wavelength. Similar to the
singlet state, the behavior of the triplet periodically changes with increasing separation
from fragile to robust. In particular when the qubit-qubit distance is an odd multiple
of the half resonance wavelength, the entanglement saturates to finite value.
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Figure 8.4: (a) Concurrence dynamics for the same parameters and initially preparation as in Fig. 8.3a,
but within secular approximation. Panel (b) depicts the difference δC of the concurrences without
[Fig. 8.3a] and within the secular approximation [panel (a)].
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Figure 8.5: Concurrence dynamics for two qubits prepared in the fragile triplet state |T〉 for various
qubit separations x12 = ct12. The parameters are the same as in Fig. 8.3a.
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Figure 8.6: Concurrence dynamics of two qubits for various qubit distances x12 = ct12. The respective
level splittings are ~Ω1 = 0.95~Ω and ~Ω2 = 1.05~Ω, with Ω = 10−2ωc The temperature kBT = 10−1~Ω
and the qubit-bath coupling strength α = 0.005.
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8.4 Conclusion
The observed robust entanglement of qubits prepared in the singlet and the triplet
state depends not only on the assumption that the qubits are placed exactly at the
respective resonant distances, but also on the assumption that their level splittings are
equal. As shown above, the entanglement no longer is perfectly stable if the distance
deviates from the resonance conditions, and for a fixed threshold of the entanglement,
the admissible tolerance depends on the temperature of the bath. The question arises
how robust the collective entanglement effects are under variations of the level splittings,
in particular when the qubits are not co-located. For the singlet state |S〉 this situation
is depicted in Fig. 8.6 for qubit frequencies Ω1 = (1 + δ)Ω and Ω2 = (1 − δ)Ω with
the common frequency Ω = 10−2ωc and a relative deviation of δ = 0.05. It shows that
the singlet state no longer possesses stable final concurrence even for a vanishing qubit
separation t12 = 0. Nevertheless, the entanglement decays only very slowly. For our
choice of parameters, the concurrence at time t = 15 × 2pi/Ω is still at a considerable
large value of C ≈ 0.98. By contrast, if the distance is finite, the entanglement becomes
quite fragile. At the resonant distances with transit times t12 = n 2pi/Ω, the loss of
entanglement is decreased when spatial correlations start to build up, but the entangle-
ment continues decaying for longer times. Thus, when the level splittings of the qubits
are detuned, their entanglement is not as robust as for vanishing separation.
8.4 Conclusion
We considered the dissipative entanglement dynamics of two qubits subject to thermal
ohmic noise in a one-dimensional environment. Similar to subradiance and superradi-
ance known from quantum optics, the entanglement of two equal qubits initially prepared
in the singlet (triplet) state is robust (fragile) if the distance between them vanishes. In
contrast to pure dephasing of qubits, the entanglement of the robust initial preparation
in general decays to zero if the distance of the qubits becomes finite. However, for both
the robust as well as the fragile initial state, there are distinguished qubit distances
for which the entanglement saturates to a finite value. For the singlet state this is the
case when both qubits are separated by any multiple of the resonance wavelength 2pic/Ω,
whereas for the triplet state, the distance has to be an odd multiple of the half resonance
wavelength. By increasing the qubit-qubit separation, we found that the entanglement
dynamics periodically alternates between a robust and fragile behavior. This is the case
for both initial states and even for large distances. It is interesting to find at resonant
distances a considerable suppression of decoherence also for temperatures comparable
to the qubit energy splitting, although the robustness is for higher temperatures much
more sensitive to deviations from the resonance condition. An interesting application
of these results could be the protection of qubits from phonon decoherence in quasi
one-dimensional systems like quantum dot structures in carbon-nanotubes [83,271]
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9
Summary and Conclusion
We investigated the decoherence of a qubit register caused by spatially correlated quan-
tum noise and developed theoretical tools to describe the associated reduced qubit dy-
namics. A main focus was put on the consequences for the qubit entanglement and
the register fidelity. We modeled the environment as a bosonic field and allowed for a
non-local qubit-field coupling to take the effects from a finite propagation time of field
distortions between separated qubits into account. A natural realization of this model
is the coupling of quantum dot spin and charge qubits to the phonon field of the under-
lying substrate. Nevertheless, we tried to keep the discussion general enough to study
the generic effects of spatial noise correlations.
One part of the work concentrates on the case where the bath fluctuations induce pure
dephasing of the qubit states. This allowed us to study the reduced qubit dynamics in an
exact manner and to benchmark the validity of perturbative master equation approaches
for weak qubit-bath coupling that are typically applied to the problem of decoherence.
It turned out that the time-local version of such master equations yields the exact result
for the reduced dynamics, even though it is based on a second-order perturbation theory.
Since in the long-time limit it corresponds to the Markovian Bloch-Redfield theory, the
latter predicts the exact long-time decay rates. For a bosonic heat bath, two conditions
are necessary for the exact agreement: First, the system-bath coupling must commute
with the system Hamiltonian constituting the case of pure phase noise and, second, the
initial state of the bath must correspond to a Gaussian P -function. By contrast, the
expansion of the time-nonlocal (Nakajima-Zwanzig) master equation, although often
believed to be more accurate than the time-local version, represents an approximation
when truncated at any finite order.
We showed that the frequency integrals which are of central importance for pure de-
phasing can be solved explicitly. By using these explicit expressions we analyzed in
detail the coherence decay of a single qubit which frequently is quantified by a single ex-
ponential decay rate given by the inverse of the dephasing time T2. We found that only
for an ohmic spectral density of the environment the dephasing time is finite, i.e. after
a transient time the coherence decays exponentially. For super-ohmic spectral densities
the rate vanishes. Still for short times, non-Markovian errors lead to algebraic decay
laws and fast initial loss of coherence. This behavior is not captured by a pure expo-
nential description of the dynamics and shows up as a reduced visibility of the coherent
qubit oscillations. The corresponding time scale depends on the spectral density of the
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environment, and for an ohmic density also on the temperature. The amount of this
reduced visibility has been quantified by explicit expressions. For typical temperatures
below the corresponding cutoff frequency of the spectral density, they show for ohmic en-
vironments a quite strong dependence on the temperature. By contrast for super-ohmic
environments, a further lowering of the temperature does not lead to a substantial sup-
pression of the fast initial decoherence, i.e. it is determined solely by the microscopic
qubit-bath coupling strength. One should note that these results are expected to be
valid also in the presence of bit-flip noise, since on short time scales on which the co-
herent system dynamics cannot manifest itself, the behavior of the phase noise model
is generic. Future work may employ our expressions of the reduced visibility to exam-
ine whether quantum error correction can overcome the fast initial coherence loss or
to identify for concrete qubit realizations the parameter regimes in which unavoidable
single-qubit errors hinder the feasibility of fault-tolerant quantum computing.
For the entanglement dynamics of two qubits, we found that robust entangled initial
preparations, i.e. decoherence-free states of the two-qubit Hilbert space, are no longer
perfectly robust if the qubit distance becomes finite. However, the entanglement of
those states saturates at a finite value and a decoherence-poor subspace is built up. The
duration of the initial entanglement decay depends sensitively on the dimension of the
environment and its spectral density. In one dimension with an ohmic spectral density,
it equals the transit time of a field distortion from one qubit to the other. In this case we
found that perfect spatial correlations can emerge. By contrast, for a three-dimensional
geometry with its super-ohmic spectral density, the two-qubit entanglement saturates
during a time given by the inverse of the cutoff frequency. In this case a finite stable
entanglement in the presence of dephasing is generally not due to spatial correlations.
It rather is determined by single-qubit dynamics. As a consequence it turned out that
for typical qubit separations a distinction between robust and fragile entangled states
is only meaningful for one-dimensional geometries.
By studying the fidelity dynamics of a qubit register prepared in a robust W state, it
turned out that the dephasing slows down whenever the elapsed time reaches a transit
time between two qubits of the chain. When the transit time across the whole array
is reached, the decay comes to a standstill. Single qubits in the same environment, by
contrast, would loose all quantum coherence. This demonstrates that perfect noise corre-
lations can be present also for large qubit registers when embedded in a one-dimensional
environment. Although the fidelity for preserving the initial register state is smaller for
larger systems, the scaling is only algebraic in the system size. This stability under
dephasing is a property of the initial N -qubit W state.
To obtain a tool that allows to study approaches for coherence stabilization of spatially
extended systems with algebraic methods, we derived a modified Bloch-Redfield ap-
proach that ensures causality for the qubit-qubit interaction mediated by the substrate.
In contrast to the standard Bloch-Redfield theory which predicts spurious decoherence-
free subspaces for a spatially extended qubit register, our causal master equation selects
the Bloch-Redfield kernel depending on the time elapsed since the initial preparation.
It describes the dynamics in a concise manner and allows for an intuitive interpretation.
Finally, we investigated the entanglement dynamics of two separated qubits in a one-
dimensional geometry subject to bit-flip noise. For two equal qubits, collective effects
similar to superradiance and subradiance were found. However, they are not limited to
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the Dicke-limit but emerge as the qubits collectively exchange bosons via a thermal en-
vironment provided that their separation is a multiple of the half resonance wavelength.
Depending on this distance, both the anti-symmetric (robust) and the symmetric (frag-
ile) initial preparations exhibit robust and fragile behavior that interchanges periodically
by increasing the separation. With increasing temperature of the environment, the max-
imal resonant distance at which a robust behavior is visible decreases, and collective
effects become more sensitive to deviations from the resonance condition. Nevertheless,
even at temperatures as high as the qubit energy splitting, finite stable entanglement
can emerge for qubit distances of at most two resonance wavelengths. Whereas equal
qubit frequencies proved to be crucial to observe collective effects of separated qubits, a
small detuning leaves subradiant behavior nearly unchanged if the qubits are co-located.
The influence of noise is typically considered as purely detrimental, but quasi one-
dimensional nanodevices open up possibilities where it may also be used and tailored
to keep entanglement alive. Based on our results one should explore optimal geometric
configurations for qubit realizations. We have seen that both perfectly uncorrelated as
well as perfectly correlated noise can be present in one experiment. Decoherence-free
subspace encoding is efficient for the former case whereas quantum error correction is
efficient for the latter case. These conflicting requirements seem to rule out the simul-
taneous implementation of both strategies, e.g. by a static concatenation of both codes
forming clusters of qubits. However, we identified time regimes in which either limit
is realized. This suggests the possibility of time-dependent error correction protocols
that dynamically adapt the appropriate error detection and recovery operation. The
development of such protocols represents an intriguing line of future research.
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Exact reduced dynamics
We here outline the derivation of the exact reduced dynamics of a spatially extended
quantum system subject to pure phase noise caused by a bosonic heat bath.
A.1 Preconditions
We consider a general quantum system described by a Hamiltonian Hs that consists of
ν = 1, 2, . . . , N parts. Each part couples via a hermitian operator Xν at a position xν
to a bosonic field. The total Hamiltonian of system and bath is given in Eq. (2.20), the
coupling is bi-linear and reads
Hsb =
N∑
ν=1
Xνξν , (A.1)
with bath coordinates
ξν = ξ(xν) =
∑
kκ
gkκbkκeik·xν + g∗kκb
†
kκe
−ik·xν . (A.2)
To ease the notation, we suppress the explicit summation over the branch index κ in the
following. The total Hilbert space Hs of the system is assumed to be a product space
Hs = Hs,1 ⊗Hs,1 ⊗ . . .⊗Hs,N (A.3)
and the coupling operator Xν acts on the subspace Hs,ν for part ν, only. Thus, the
operators Xν pairwise commute with each other. Furthermore, for pure phase noise we
require that the interaction Hsb commutes with the system Hamiltonian,
[Hsb, Hs] = 0 . (A.4)
For this reason, the system Hamiltonian Hs and the set of coupling operators Xν possess
a complete set of common eigenstates, i.e. the product eigenbasis |n〉 = |n1, n2, . . . , nN 〉
of the coupling operators which is defined by Xν |n〉 = χν,nν |n〉 where χν,nν is the nν-th
eigenvalue of the operator Xν .
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The dynamics for the total density operator R(t) of the system plus the bath is
governed by the Liouville-von Neumann equation
i~
d
dt
R˜(t) =
[
H˜sb(t), R˜(t)
]
. (A.5)
The tilde denotes the interaction-picture representation with respect to H0 = Hs +Hb,
i.e. A˜(t) = U †0(t)AU0(t), where U0(t) = exp{−iH0t/~}. In particular, one finds that
the interaction-picture qubit operators remain time-independent, X˜ν(t) = Xν . For the
bosonic annihilation and creation operators we obtain b˜k = bk exp(−iωkt) and b˜†k =
b†k exp(iωkt), respectively.
We choose an initial condition of the Feynman-Vernon type, i.e. one for which the total
density operator at time t = 0 can be factorized into a system and a bath contribution
ρ and ρb, respectively,
R˜(0) = R(0) = ρ(0)⊗ ρb(0). (A.6)
The bath itself is frequently assumed to be initially at thermal equilibrium. However, if
the initial expectation value of the coupling operators Xν does not vanish, the coupling
(A.1) entails a force on the bath oscillators. Then the natural initial state ρb = ρb(0) of
the bath is rather a displaced thermal state which falls in the class of non-squeezed Gaus-
sian states. A convenient basis for these states is provided by the coherent states {|βk〉}
defined by the eigenvalue equation bk|βk〉 = βk|βk〉. Owing to the over-completeness of
this basis, any hermitian operator can be written in a diagonal form, which assigns to
each operator a P -function [101, 165]. In particular, the bath density operator can be
written as
ρb =
∫ ∏
k
d2βk Pk(βk, β∗k)|βk〉〈βk| , (A.7)
where d2βk denotes integration over the complex plane for each mode vector k. Hence-
forth, we assume that the P -function of each k is a Gauss function, such that
Pk(βk, β∗k) =
1
pink
exp
(−(βk − β¯k)(βk − β¯k)∗
nk
)
. (A.8)
As a central property of a Gaussian state, all expectation values are fully determined
by β¯k = 〈bk〉b and nk = 〈b†kbk〉b − |〈bk〉b|2, where
〈. . .〉b = trb(ρb . . .) (A.9)
denotes the expectation value with respect to the bath state ρb. An important par-
ticular case is the canonical ensemble of the bath at temperature T such that ρb ∝
exp(−Hb/kBT ), which corresponds to 〈bk〉b = 0 and 2nk = coth(~ωk/2kBT )− 1.
A.2 Derivation of the exact solution
We are exclusively interested in the reduced dynamics, i.e. the time evolution of the
reduced density operator ρ˜(t) = 〈R˜(t)〉b. In what follows, we will consider the matrix
elements ρ˜m,n = 〈m|ρ˜|n〉 in the product eigenbasis described above.
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The formal solution ρ˜(t) = trb[U(t)R(0)U †(t)] of the Liouville-von-Neumann equation
(A.5), is generated by the propagator
U(t) = T exp
(
1
i~
∫ t
0
ds H˜sb(s)
)
, (A.10)
where T denotes the time-ordering operator.
In a first step, we write the coupling Hamiltonian in the form H˜sb(t) = V˜ (t) + V˜ †(t)
with the interaction
V˜ (t) = ~
∑
ν
Xν
∑
k
gkbkei(k·xν−ωkt) , (A.11)
and find [V˜ (t), V˜ †(t′)] = f(t− t′), where
f(t) = ~2
∑
k
∑
νν′
|gk|2XνXν′ei(k·xνν′−ωkt) . (A.12)
Since [V˜ (t), V˜ (t′)] = [V˜ †(t), V˜ †(t′)] = 0 and [f(t), V˜ (t′)] = [f(t), V˜ †(t′)] = 0 for all times
t and t′, we can use the Baker-Campbell-Hausdorff formula [101] to express the time-
ordered exponential (A.10) as
U(t) = exp
{
1
i~
∫ t
0
ds H˜sb(s)− 1~2
∫ t
0
ds
∫ t
0
ds′
×f(s− s′) [θ(s− s′)− θ(s′ − s)]} . (A.13)
The first term in the exponent can be written as
exp
{
1
i~
∫ t
0
ds H˜sb(s)
}
=
∏
k
Dk
(∑
ν
Xνykν
)
, (A.14)
where we defined ykν = g∗ke
−ik·xν (1−eiωkt)/ωk and the displacement operatorsDk(X) =
exp{Xb†k −X†bk}. The second term in the exponent is a qubit operator and provides
the time-dependent phase factor exp[i
∑
νν′ XνXν′φ(t)] with
φ(t) =
∑
k
|gk|2ωkt− sin(ωkt)
ω2k
eik·xνν′ . (A.15)
So far we have found for the propagator the expression
U(t) =
∏
k
Dk
(∑
ν
Xνykν
)
ei
P
νν′ XνXν′φ(t). (A.16)
For the factorizing initial condition (A.6), the matrix elements of the reduced density
operator become
ρ˜m,n(t) = trb〈m|U(t)ρ(0)ρbU †(t)|n〉
= ρm,n(0) trb
{
ρb〈n|U †(t)|n〉〈m|U(t)|m〉
}
.
(A.17)
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In the second equality of Eq. (A.17) we have used the cyclic property of the trace and
the fact that the basis elements |n〉 are eigenstates of the propagator. Inserting the
expression (A.16) into Eq. (A.17), we find for density matrix element ρ˜m,n(t) the phase
φm,n(t) = φ(t)
∑
νν′
(〈m|XνXν′ |m〉 − 〈n|XνXν′ |n〉) (A.18)
=
∑
k
|gk|2ωkt− sin(ωkt)
ω2k
∑
ν,ν′
eik·xνν′
[
χν,mνχν′,mν′ − χν,nνχν′,nν′
]
. (A.19)
For the calculation of the remaining contributions in (A.17), we employ the relations
D†k(X) = Dk(−X) and
Dk(X)Dk(Y ) = e(XY
†−X†Y )/2Dk(X + Y ), (A.20)
which hold for any commuting qubit operators X and Y . Then we obtain for the matrix
element
ρ˜m,n(t) = ρm,n(0) eiφm,n(t)
〈∏
k
〈n|D†k
(∑
ν
Xνykν
)
|n〉〈m|Dk
(∑
ν
Xνykν
)
|m〉
〉
b
(A.21)
= ρm,n(0) ei[φm,n(t)+ηm,n(t)]
〈∏
k
Dk
(∑
ν
[χν,mν − χν,nν ] ykν
)〉
b
. (A.22)
An additional phase ηm,n(t) stems from the commutator of the displacement operators
Dk [see Eq. (A.20)] and reads
ηm,n(t) = 2
∑
k
|gk|2 1− cos(ωkt)
ω2k
∑
ν,ν′
χν,mνχν′,nν′ sin(k · xνν′) . (A.23)
For the problems discussed in this thesis we either have N = 1 or we assume that the
coupling and the dispersion is symmetric, i.e. |g−k| = |gk| and ω−k = ωk. In both cases,
the phase (A.23) vanishes.
It remains to evaluate the expectation value in Eq. (A.22). This is readily established
by writing the bath state ρb in its P -function representation [see Eq. (A.7)] and noticing
that expectation values of normal ordered products of annihilation and creation opera-
tors are identical to the moments of the P -function, where b†k and bk have to be replaced
by β∗k and βk, respectively [101]. Thus, by using the Baker-Campbell-Hausdorff formula
exp(λb†k − λ∗bk) = exp(λb†k) exp(λ∗bk) exp(−|λ|2/2) (A.24)
for each mode k, we write bath expectation value in Eq. (A.22) in its normal-ordered
form
exp
[
−
∑
k
∣∣∑
ν
(χν,mν − χν,nν )ykν
∣∣2]
×
〈∏
k
exp
[∑
ν
(χν,mν − χν,nν )(ykνβ∗k + y∗kνβk)
]〉
P
(A.25)
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where 〈. . .〉P denotes the average with respect to the P -function,
〈· · · 〉P =
∫
· · ·
∏
k
Pk(βk, β∗k)d
2βk . (A.26)
It is possible to express the P -function average in Eq. (A.25) with respect to the quantum
characteristic function [101]
Ck(z) =
∫
ezβ
∗
k−z∗βkPk(βk, β∗k)d
2βk , (A.27)
so that the exact expression for the reduced density matrix element (A.22) takes the
form
ρ˜m,n(t) = ρm,n(0) eiφm,n(t)−
P
k
∣∣P
ν(χν,mν−χν,nν )ykν
∣∣2
×
∏
k
Ck
(∑
ν
[χν,mν − χν,nν ] ykν
)
.
(A.28)
For the case of a Gaussian distribution (A.8) of the bath modes, it is possible to calculate
the integral in the characteristic function (A.27) explicitly. The integration is performed
easily in cartesian coordinates decomposing βk in its real and imaginary part. We finally
end up with
ρ˜m,n(t) = ρm,n(0) e−Λm,n(t)+i[φm,n(t)+ϕm,n(t)] , (A.29)
with the phase φm,n(t) defined in Eq. (A.19), and the phase
ϕm,n(t) = 2
∑
k
∑
ν
Im
(
β¯kg
∗
k
ωk
eik·xν [1− eiωkt]
)
(χν,mν − χν,nν ) , (A.30)
which vanishes for a thermal initial state β¯k = 0. The real-valued time-dependent
damping reads
Λm,n(t) =
∑
k
|gk|2 1− cos(ωkt)
ω2k
[1 + 2nk]
∣∣∣∣∣∑
ν
[χν,mν − χν,nν ] eik·xν
∣∣∣∣∣
2
. (A.31)
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B
Damping rates, Lamb-shifts, and
correlation functions
B.1 Solution of the integrals (3.22) and (3.19)
In this section, we outline the calculation of the integrals in the expressions for the
damping amplitude (3.22) and the Lamb-shift (3.19). We introduce the dimensionless
time τ = ωct, transit times τνν′ = ωctνν′ , and temperature θ = kBT/~ωc, and express
the integral in Eq. (3.22) with respect to this scaled quantities. Taking into account
the geometrical factors G(d) for d = 1 and d = 3 given in Eqs. (3.21)a,c, the damping
amplitudes Λm,n involve integrals of the form
IΛνν′(s
′, τ) =
∫ ∞
0
dω ωs
′
e−ω(1−iτνν′ )
1− cos(ωτ)
ω2
coth
( ω
2θ
)
, (B.1)
where for d = 1 we have to set s′ = s and take the real part of IΛ, whereas for d = 3 we
have to set s′ = s−1 (since the geometrical factor G(3)(x) scales with 1/x) and take the
imaginary part of IΛ. In the integral kernel we use the series expansion of the cosine
1− cos(ωτ)
ω2
= −
∞∑
l=1
(−1)lτ2lω2l−2
(2l)!
, (B.2)
and perform the integration for each summand separately. We obtain
IΛνν′(s
′, τ) = −
∞∑
l=1
(−1)lΓ(2l + s′ − 1)τ2l
(2l)!
[
2θ2l+s
′−1ζ[2l + s′ − 1, θ(1− iτνν′)]
− (1− iτνν′)−(2l+s′−1)
]
.
(B.3)
Here, Γ(x) and ζ(x, z) are the Euler Gamma function and the generalized Riemann zeta
function, respectively. At this point, we can use the fact that the summation over l in
Eq. (B.3) is of a standard form, so that we finally obtain expression (3.27). Likewise,
for the Lamb-shift (3.19) we have to solve integrals of the form
Iφνν′(s
′, τ) =
∫ ∞
0
dω ωs
′
e−ω(1−iτνν′ )
ωτ − sin(ωτ)
ω2
. (B.4)
The calculation of this integral is straightforward and directly yields Eq. (3.30).
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B.2 Correlation functions
The symmetric and anti-symmetric bath correlation functions (7.3) and (7.4), respec-
tively, are the essential ingredients to a weak-coupling master equation approach. We
found in Sect. 4.2.1 that, when integrated, they directly yield the exact rates for the
damping and the Lamb-shift in the pure phase-noise model, c.f. Eqs. (4.14) and (4.15).
Since we found explicit expressions (3.27) and (3.20) for the damping and the phase
shift, we can directly obtain explicit expressions for the correlation functions by taking
the second time derivate, respectively
Sνν′(t) = ∂
2
∂t2
Λ(d)(t, tνν′) , (B.5)
Aνν′(t) = − ∂
2
∂t2
φ(d)(t, tνν′) , (B.6)
where the damping Λ(d) and the phase φ(d) are given in Eqs. (3.25)–(3.26) and (3.28)–
(3.29), respectively. For ν = ν ′ they reduce to the usual correlation functions for which
we find by an explicit calculation of the above time derivates
S(t) = Sνν(t) = αω2cΓ(s+ 1)
[
cos[(s+ 1) arctan(ωct)]
(1 + ω2c t2)
s+1
2
+
(
2kBT
~ωc
)s+1
Re ζ
(
s+ 1, 1 +
kBT
~ωc
[1 + iωct]
)]
,
(B.7)
A(t) = Aνν(t) = −αω2cΓ(s+ 1)
sin[(s+ 1) arctan(ωct)]
(1 + ω2c t2)
s+1
2
. (B.8)
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In this appendix, we revisit two common approaches to the reduced dynamics of a
quantum system subject to the influence of a heat bath. The first one is the Nakajima-
Zwanzig projector technique which leads to an integro-differential equation for the re-
duced density matrix, i.e. an equation of motion which is nonlocal in time. The second
approach is termed “time convolutionless projection operator technique” and leads to a
time-local equation of motion.
We assume that the dynamics of the total system and bath can be described by some
microscopic Hamiltonian
H = H0 + Hsb , (C.1)
where H0 is the Hamiltonian for the uncoupled system and bath and Hsb describes
their interaction. Here,  is a dimensionless expansion parameter. We will work in the
interaction representation with respect to H0 and denote operators in this picture with
tilde. The Liouville-von Neumann equation for the full density matrix R˜ then reads
∂
∂t
R˜(t) = L(t)R˜(t) . (C.2)
with the Liouvillian L(t)[. . .] = [H˜sb(t), . . .]/i~.
To derive a master equation for the reduced dynamics of the system, we will use the
projector-operator formalism. We define the projector P in the usual way by
P : R 7→ PR = trbR⊗ ρb = ρ⊗ ρb . (C.3)
As the Liouvillian L(t) also P is a linear super-operator, i.e. its domain and co-domain is
the set of all linear operators acting in the total Hilbert-spaceH = Hs⊗Hb whereHs and
Hb are the Hilbert spaces of system and bath, respectively. The trace in (C.3) is over the
Hilbert space Hb of the environment. Therefore the projector maps the environmental
part of its argument down to a the density matrix ρb which serves as a reference state of
the environment and can in principle be chosen arbitrarily. However, the choice depends
on the specific application one has in mind and is often set to the stationary Gibbs state
of the environment in thermal equilibrium. As P defines a projector, it satisfies P2 = P.
One also defines the complementary super-operator Q = I − P where I is the identity
super-operator. One can easily show that Q2 = Q and QP = PQ = 0.
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As noted above, we will summarize two common approaches to master equations of
reduced dynamics, i.e equations of motions for the reduced density matrix
ρ˜(t) = 〈R˜(t)〉b , (C.4)
with the average 〈. . .〉b = trb(. . . ρb). In doing so we follow the presentation given in
Ref. [100]. Our aim is to derive a closed equation for the relevant part PR of the
total density matrix, because then the reduced density matrix is easily extracted out by
definition.
By applying the operators P and Q to the Liouville-von Neumann equation we obtain
two coupled differential equations for the relevant part and the irrelevant partQR˜. Using
P +Q = I one obtains
∂
∂t
PR˜(t) = PL(t)R˜(t) = 
(
PL(t)PR˜(t) + PL(t)QR˜(t)
)
, (C.5)
∂
∂t
QR˜(t) = QL(t)R˜(t) = 
(
QL(t)QR˜(t)I +QL(t)PR˜(t)
)
. (C.6)
C.1 Time-nonlocal form: Nakajima-Zwanzig projection
operator formalism
To get a closed equation for PR˜ we solve the second expression formally for the irrelevant
part treating the relevant part as inhomogeneity. Given an initial state R˜(t0) at a time
t0, the irrelevant part reads
QR˜(t) = G(t, t0)QR˜(t0) + 
∫ t
t0
dt′ G(t, t′)QL(t′)PR˜(t′) (C.7)
with the propagator
G(t, t′) = T exp
{

∫ t
t′
dsQL(s)
}
. (C.8)
where T is the time ordering operator.1 Note that the propagator satisfies the equation
∂
∂t
G(t, t′) = QL(t)G(t, t′), G(t′, t′) = I . (C.9)
Inserting now (C.7) into (C.5) we obtain the Nakajima-Zwanzig master equation
∂
∂t
PR˜(t) = PL(t)PR˜(t) + PL(t)G(t, t0)QR˜(t0)
+ 2
∫ t
t0
dt′ PL(t)G(t, t′)QL(t′)PR˜(t′) .
(C.10)
This equation is in a so-called time-nonlocal (tnl) form because values of the density
operator R(t′) and hence the state of the system at former times t′ < t explicitly enter
the equation.
1As usual, T means chronological time ordering, i.e. products of (super)operators are ordered so that
their time arguments increase from right to left.
100
C.1 Nakajima-Zwanzig projection operator formalism
It is often the case that the odd moments of the interaction H˜sb(t) with respect to
the reference state ρb vanish,〈
H˜sb(t1)H˜sb(t2) . . . H˜sb(t2n−1)
〉
b
= 0, n = 1, 2, . . . , (C.11)
from which follows that
PL(t1)L(t2) . . .L(t2n−1)P = 0 . (C.12)
Using this assumption for n = 1, the first summand in the Nakajima-Zwanzig master
equation (C.10) vanishes and we can write it in more compact notation
∂
∂t
PR˜(t) = Dtnl(t, t0)QR˜(t0) +
∫ t
t0
dt′Ktnl(t, t′)PR˜(t′) , (C.13)
with the inhomogeneity
Dtnl(t, t0) = PL(t)G(t, t0)Q , (C.14)
and with the memory kernel
Ktnl(t, t′) = 2PL(t)G(t, t′)QL(t′)P . (C.15)
In the present form, the Nakajima-Zwanzig master equation is in general still too compli-
cated to be accessible by analytical or numerical computations. Therefore, appropriate
perturbation expansion are needed. There are a variety of possibilities for doing so and
for weak system-bath coupling which we assume here, it is convenient to expand around
the coupling strength .
Assuming a factorizing initial condition R˜(t0) = ρ˜(t0) ⊗ ρb we have QR˜(t0) = 0 and
the inhomogeneity in the Nakajima-Zwanzig master equation vanishes. If we now want
to expand the memory kernel up to second order in the coupling parameter  we have
to expand the propagator G to zeroth order only, i.e. approximate it by the identity
operator because of the prefactor 2 in (C.15),
Ktnl(t, t′) = 2PL(t)QL(t′)P + O(3) = 2K(2)tnl(t, t′) + O(3) (C.16)
with the second order generator K(2)tnl(t, t′) = PL(t)L(t′)P, where we again used Q =
I − P and PL(t)P = 0. With this modification we find the weak-coupling master
equation
∂
∂t
PR˜(t) =
∫ t
t0
dt′K(2)tnl(t, t′)PR˜(t′) . (C.17)
Using the definition of the projection operator P, the equation for the reduced density
matrix reads
∂
∂t
ρ˜(t) = − 
2
~2
∫ t
t0
dt′ trb
[
H˜sb(t),
[
H˜sb(t′), ρ˜(t′)ρb
]]
. (C.18)
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C.2 Time-local form: time-convolutionless projection
operator method
It is possible to remove the time convolution in the Nakajima-Zwanzig equation by
using a so-called time-convolutionless projector operator technique which was introduced
by Shibata et al. [177]. This alternative approach provides a systematic expansion in
the coupling strength as well and, originally designed by van Kampen [173, 174], is
called cumulant expansion. The technique was then utilized by Breuer et al. [181], in
particular for a systematic expansions of the inhomogeneity which arises by considering
non-factorizing initial conditions.
The trick to remove the explicit dependence on the history of the relevant part PR
from the master equation is to introduce the inverse of the propagator (C.8) by
G−1(t, t′) = T→ exp
{
−
∫ t
t′
dsQL(s)
}
, (C.19)
where T→ denotes antichronological time-ordering. Now we express the relevant part at
former times t′ < t with the help of the exact back-propagation
PR˜(t′) = PG−1(t, t′)R˜(t) = PG−1(t, t′) (P +Q) R˜(t) . (C.20)
Inserting this expression in the equation (C.7) for the irrelevant part we get
QR˜(t) = G(t, t0)QR˜(t0) + E(t, t0) (P +Q) R˜(t) , (C.21)
with the superoperator
E(t, t0) = 
∫ t
t0
dt′ G(t, t′)QL(t′)PG−1(t, t′) . (C.22)
This equation may be rewritten as
[1− E(t, t0)]QR˜(t) = G(t, t0)QR˜(t0) + E(t, t0)PR˜(t) , (C.23)
which means that provided that the super-operator [1 − E(t, t0)] can be inverted, the
irrelevant part in principle can determined by the knowledge of the relevant part and
the initial condition QR˜(t0). Note that E(t, t0) → 0 for t → t0 so that the inverse
of [1 − E(t, t0)] exists for small time intervals t − t0. For larger time intervals, the
inverse typically also exists for small couplings because E(t, t0)→ 0 for → 0. However,
for larger coupling strengths Eq. (C.23) may no longer be solved for QR˜(t) uniquely
[100,272].
Assuming the inverse [1 − E(t, t0)]−1 exists we can solve (C.11) for the irrelevant
part and insert it into the equation (C.5). Using again the assumption of vanishing
odd moments of the interaction (C.11) and (C.12) we find the following time-local (tl)
master equation
d
∂t
PR˜(t) = Dtl(t, t0)QR˜(t0) + Ltl(t, t0)PR˜(t) , (C.24)
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with the inhomogeneity
Dtl(t, t0) = PL(t) [1− E(t, t0)]−1 G(t, t0)Q , (C.25)
and the time-local generator
Ltl(t, t0) = PL(t) [1− E(t, t0)]−1 P . (C.26)
As in the previous section, we want to find now an expansion of the master equation
for weak system-bath coupling. To do so, the super-operator E(t, t0)I is be expanded
into a geometric series
[1− E(t, t0)]−1 =
∞∑
n=0
En(t, t0) , (C.27)
so that Ltl(t, t0) = PL(t)P+ PL(t)E(t, t0)P+O(E2). Using Eq. (C.12), the first term
PL(t)P vanishes and the term linear in E can be expanded to lowest order in ,
E(t, t0) = 
∫ t
t0
dt′QL(t′)P +O(2) = 
∫ t
t0
dt′ L(t′)P + O(2) (C.28)
Therefore, the second-order time-local generator reads
L(2)tl (t, t0) =
∫ t
t0
dt′ PL(t)L(t′)P . (C.29)
Inserting this expansion into Eq. (C.24) and assuming again a factorizing initial condi-
tion so that the inhomogeneity vanishes, we arive at the following second-order time-local
master equation for the reduced density matrix
∂
∂t
ρ˜(t) = − 
2
~2
∫ t
t0
dt′ trb
[
H˜sb(t),
[
H˜sb(t′), ρ˜(t)ρb
]]
. (C.30)
Note the difference between Eq. (C.30) and the corresponding second order equation
(C.18) obtained from the Nakajima-Zwanzig master equation: in the time-local form,
density matrices at former times do not explicitly enter the equation. However, the time-
local master equation is still non-Markovian because the coefficients in these equations
are time-dependent and explicitly refer to the preparation time t0. As both types of
weak-coupling master equations considered here are equations of second order in the
coupling strength, they may be expected to approximate the exact dynamics with the
same accuracy [181], in the sense that they can and in general will yield different time
evolutions but their relative error to the exact solution should be of the same order.
Nevertheless, there is no general agreement in the literature about this statement and
the time-nonlocal form is often believed to be more general.
The time-local and time-nonlocal dissipative generators in second order are the very
same
L(2)tl (t, t0) =
∫ t
t0
dt′K(2)tnl(t, t′) . (C.31)
Therefore, starting with the master equation (C.18) one is lead to Eq. (C.30) by re-
placing ρ˜(t′) with ρ˜(t) in the integral kernel. In interaction picture, the system’s state
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changes solely due to the coupling to the environment. This change is at least of order .
Therefore, in replacing the time argument t′ in ρ˜(t′) one is left with an error of order 
which is neglected in second-order perurbation theory since the memory kernels consid-
ered above are themselves already of second order. This approximation is often called
“first Markov-approximation” [101] although the nomenclature is somewhat misleading:
the resulting equation is time-local, but in general still non-Markovian, as noted above.
By considering the long time limit t − t0 → ∞ of the generator (C.31) which amounts
to a “coarse-graining” of time, one is lead to a Markovian master equation equivalent to
the Bloch-Redfield theory.
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