Introduction
Real-life data sets sometimes miss certain values. This may be the result of an improper acquisition of data, the failure of detectors, the reluctance to answer questions in a questionnaire, etc.
This incomplete data needs specialized algorithms or preprocessing that allows the use of the algorithms for complete data. The preprocessing techniques enumerate two classes:
1. marginalization -deletion of incomplete data items or deletion of incomplete attributes; 2. imputation -substitution of missing values with some values (constant, average, median, etc.).
In this paper, we focus on the analysis of incomplete data with neuro-fuzzy systems. The core of the neuro-fuzzy system is the fuzzy-rule base composed of fuzzy implications. There are three main techniques of automatic creation of the fuzzy-rule base for neuro-fuzzy systems. These are:
• grid partition -the oldest approach, the input domain is split into hyperrectangular grid, vulnerable to number of dimensions [12] ; • scatter partition (clustering) -the most popular technique, may leave some regions uncovered by any rule [6] • hierarchical partition -the latest method, has advantages of grid and scatter partitions but avoids their faults [19, 20, 25, 26] . The objective of our research is the comparison of the preprocessing techniques and specialized clustering algorithms to find the most-advantageous technique for handling incomplete data with a neuro-fuzzy system. In our experiments, we use the ANNBFIS neuro-fuzzy system [6] . This system uses clustering for partitioning input domain. We analyze the generalization ability of the systems created with various techniques of incomplete-data handling. This approach is also the indirect validation of clustering, because the partition of the domain is crucial for neuro-fuzzy systems. Many indices of clustering quality exist [35, 21, 2, 6, 17] , but they do not always reflect practical applications. Our approach can be treated as some practical indirect validation of clustering algorithms.
The paper is organized in the following way: Sec. 2 discusses the methods of incomplete data handling (preprocessing and specialized algorithms). Sec. 3 shortly introduces the ANNBFIS neuro-fuzzy system. Sec. 4 describes the experiments and their results. And finally Sec. 5 sums up the paper.
Clustering of incomplete data
Clustering of incomplete data can be divided into two paradigms:
• preprocessing of incomplete data and application of algorithms for complete data, • specialized algorithms for incomplete data.
Preprocessing
Preprocessing is a common technique for handling incomplete data with algorithms that have proven to be efficient for the complete data [10] . There are two essential approaches: (1) marginalization of incomplete data items, (2) imputation of missing values with several techniques.
Both marginalization and imputation are often used due to their simplicity. Preprocessing distorts the data: marginalization loses some information, but imputation (on the other hand) may add non-existing or meaningless information [34] .
Marginalization
Marginalization is the simplest method of treating incomplete data. This method deletes incomplete objects from the data set [33, 11] or deletes incomplete attributes from the set of attributes [4] . The latter approach reduces the dimensionality of the data set. Marginalization may severely reduce the amount of data and deletes the potential knowledge in the incomplete data.
Imputation
The missing values can be imputed with various values. The simplest way is imputation with constant values, zeros, random values, mean values (over all data set [18] , over the class of the data item [9] ). The more-sophisticated techniques are nearestneighbor selection [36, 37] , Expectation-Maximization (EM) algorithm [8] or hot-deck [23] and cold-deck [13] techniques to avoid imputation of non-existing values.
Imputation with the average of existing values of the attribute is commonly used. This method is very simple, but has some disadvantages. The average value is vulnerable to outliers and may have no sense [34] , or may present non-existing values [1] . Imputation with median values is less vulnerable to outliers and imputes the missing values with existing values. The mean time of calculation of average and median is a linear function of data size. A popular method is imputation with values elaborated on k nearest neighbors (kNN). Commonly average and median are used. The disadvantage of this method is high cost of the selection of k nearest neighbors from all data items and choosing the most advantageous value of k parameter. The imputed values are not labeled and cannot be distinguished from the original data. The conclusions drawn from imputed data are not always reliable enough [33] .
The marginalization, imputation, and rough sets are combined and used to preserve the distinction between original and imputed data items [28, 29] .
Specialized clustering algorithms
Many specialized algorithms base on the fuzzy c-mean (FCM) algorithm [7] . The FCM clustering minimizes the objective function
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where C stands for number of clusters, K -number of objects (vectors),
T -cluster center and u ck is membership values of the k-th object to the c-th cluster. The values u ck constitute the matrix U with C rows and K columns. The parameter m commonly equals 2. The center of the c-th cluster is elaborated with the formula
The clusters' centers are gathered into matrix
T , thus the matrix V has C rows, each of them representing the center of one cluster (with D attributes).
The algorithm proposed in [28, 27, 29, 30] applies rough sets to the clustering of data with missing values. This algorithm will not be further analyzed in our paper as it elaborates rough clusters, and ANNBFIS is not able to handle rough clusters.
Partial Distance Strategy
Partial Distance Strategy (PDS) [32, 11, 31] clustering algorithm uses the partial distance. This approach is similar to FCM algorithm [7] and has two differences:
• The attribute d of center of cth cluster is calculated with formula
where z id ∈ {0, 1} denotes whether the d-th attribute of i-th data item exists (1) or not (0).
• The distance t of ith data item from cluster c is calculated with formula:
Optimal Completion Strategy
The Optimal Completion Strategy (OCS) imputes the missing values in each iteration of clustering algorithm. The missing values are initially imputed with random values. After the cluster centers and membership values are calculated, the missing values are imputed in each iteration with formulâ
Improved Fuzzy C-Means
The improved fuzzy c-means (IFCM) [32] imputes the missing values iteratively. The clusters are elaborated with full data examples, then the missing values are imputed with weighted mean of values of missing attributes from elaborated clusters' centers:
The weights are the membership values of the object in question to the found clusters.
Nearest Prototype Strategy
The Nearest Prototype Strategy (NPS) [11] is similar to the OCS and IFCM methods.
The missing values in an object k are recalculated in each iteration, instead of applying the formulae (6) or (7) respectively, the nearest prototype (object with all attributes) is found and the missing values in object k are substituted with respective values of the nearest prototype.
ANNBFIS neuro-fuzzy system
For the experiments we use the ANNBFIS neuro-fuzzy system [6] . We will not describe in detail the ANNBFIS system and we will limit ourselves only to highlighting some essential features. The ANNBFIS system is based on fuzzy rules. Each rules represents the fuzzy implication. The premises of the rules are constituted by the fuzzy set with Gaussian membership function. The consequences are formed with isosceles triangles. The localization of the triangles is a function of the input parameters. This is why the system is also called a neuro-fuzzy system with moving (parametrized) consequences [15] . The system implements the logical interpretation of the fuzzy rules. Thus the value of each rule is a fuzzy set. These sets are then aggregated into answer of the system and defuzzified into crisp output.
The premises of the fuzzy rules are elaborated from the clustering of the train data. In the original ANNBFIS the FCM algorithm [7] is used. The fuzzy rules are represented by the fuzzy implication. In the ANNBFIS the Reichenbach implication [22] is used although it is possible to use other implication (for details see [6] ).
The ANNBFIS system is provided with mechanisms for modifying of the parameters to better fit the presented data. The parameters of the premises of the rules are tuned with the gradient method. The parameters of the rule consequences are also tuned with the gradient method with one exception: the linear coefficients for the calculation of the localization of the consequence sets are calculated with the pseudoinverse matrix.
Experiments
The experiments were executed on three data sets:
• 'Gas furnace' is a popular data set describing the carbon dioxide concentration in fumes of the gas furnace [3] . The downloaded 1, 2 data is the base for 290 tuples created with the template [6, 5, 14] :
The data set was split into disjunctive train and test sets with 145 data items each.
• 'Carbon dioxide concentration' dataset contains real life measurements of some air parameters in a pump deep shaft in one of the Polish coal mines [24] . The parameters (measured in 1 minute intervals) are: CO 2 -concentration of carbon dioxide, Ps -atmospheric pressure, RHOs -relative humidity of the air in the shaft, RHPs -relative humidity of the air near the pump, TOs -air temperature. The dynamic attributes (10-minute sums of the measurements: DCO 2 , DPs, DRHOs, DRHPs, DTOs) are added to the tuples. The task is to predict the concentration of the carbon dioxide in 10 minutes. The data are divided into disjunctive train set (700 tuples) and test set (350 tuples) .
• 'Concentration of leukocytes' in blood is modeled with Mackey-Glass equation [16] :
where x is concentration of leukocytes, a = 0.2, b = 0.1 and τ = 17 are constants. The equation was solved with condition x(0) = 0.1 with Runge-Kutt method with step k = 0.1 [14] . The data series was the base for creation of tuples with the template
The data were split into disjunctive train (200 tuples) and test (300 tuples) sets. We tested two approaches: (1) preprocessing with subsequent FCM clustering algorithm and (2) specialized clustering algorithms. In preprocessing, we used two techniques: object marginalization and imputation (average, median, kNN average, kNN median, constant). The preprocessed (complete) data is passed to the ANNB-FIS system. In the second approach, the FCM clustering algorithm is substituted with specialized algorithms (PDS, IFCM, NPS and OCS) in the ANNBFIS. In both approaches, the ANNBFIS was started with four fuzzy rules, number of clustering iterations: 100, number of tuning iterations: 400. Each experiment was repeated 8 times. The data sets were split into disjunctive train and test sets. The train sets lacked 0% (complete data), 1%, 2%, 5%, 10%, 20%, and 40% of values. The data miss values completely at random. The test sets were complete and lacked no values. The error E of the system was calculated as root mean square error (RMSE) defined as
where X = {x 1 , x 2 , . . . , x X } stands for the set of data tuples (vectors), X = |X| is the number of data tuples in the data set, y 0 (x i ) is the answer of the system for the x i data vector, y(x i ) is the desired answer for this vector.
Results
The root mean square error (RMSE) elaborated with various techniques of handling of missing values for three test data sets are presented in the Tables 1, 2 , and 3 and in the Figures 1, 2 , and 3. The tables and figures lack the results for marginalization of the data set with 40% of missing values, because after the marginalization there was not enough data to create the fuzzy model for the neuro-fuzzy system.
The marginalization is the simplest method for handling missing values in data mining. It cannot be used for high ratios of missing values (in our experiments: 40%). The results for marginalization are quite various: for 20% of missing values in the 'Concentration of leukocytes' data set this method achieves the best results of all tested methods (the error is one order of magnitude lower than in other methods), for the 'Gas furnace' data set the results are mediocre, for the 'Carbon dioxide concentration' data set, the RMSE is very high and is not presented in Figure 2 as to not obfuscate the results of other techniques. With the increase in the ratio of missing values, the number of full-data items decreases, the marginalized data set shrink, and the time of calculations reduces. This is clearly observable in Figures 4 and 5 .
The imputation of missing values with the constant value (in our experiments: zero) is unstable: it can result in low errors for one data set and high for other.
For all three data sets, the errors achieved for imputation with the kNN median and kNN average (k = 5) are among the smallest for 10% and 20% of missing values (what is in concordance with clustering indices [17] ). In the case of 40% of missing values, the results are similar with exception for the 'Concentration of leukocytes' data set. For this data set, the imputation with the kNN median elaborates the smallest error, whereas the imputation with kNN average gives the highest errors (very close to the error elaborated with the average imputation). The time of calculation for the kNN imputation techniques is quite long. It is caused by the selection of k nearest neighbors from all data items in the data set. Table 6 and Figure 6 present the influence of the k parameter in kNN imputation. For missing ratio less than 20%, the difference in RMSE for k = 3 and k = 5 is small. For 40% missing ratio, the errors elaborated for k = 3 are significantly lower than for k = 5. In this case there is a high number of incomplete data items and increase of k parameter results in wider neighborhoods.
The average or median value from such a wide neighborhood may not substitute the missing value properly and leads to poorer results than in narrower neighborhoods (k = 3). The increase in ratio of missing values leads to a quicker-than-linear increase of error. The specialized clustering algorithms do not achieve low values of errors. The NPS algorithm elaborated high error for the 'Gas furnace' and 'Carbon dioxide concentration' data sets. The NPS algorithm consumes a long time to calculate the results. The specialized algorithms are advantageous in clustering of incomplete data with a high ratio of missing values (> 40%), when clustering results of the specialized algorithms are evaluated with clustering indices [17] . There are many known clustering indices that are not always coherent. Here in our experiments, the clustering quality was tested in an indirect way. The results show that, for high missing ratios (> 40%), the specialized clustering algorithms are not the class with the highest efficacy. Table 2 Root mean square error (RMSE) for the 'Carbon dioxide concentration' data set (k = 5). 
Table 6
Influence of the k parameter in kNN imputation methods on RSME for the 'Carbon dioxide concentration' data set. kNN average kNN median kNN average kNN Figure 6 . Influence of the k parameter in kNN imputation methods on RSME for the 'Carbon dioxide concentration' data set.
The Imputation with means and medians leads to models with similar generalization ability as the specialized clustering algorithms.
The results of experiments allow for the ordering of techniques from those with the lowest RMSE: kNN median, kNN average, specialized clustering algorithms, median, or average imputation. The marginalization and imputation with a constant value are excluded from the above list, as they are unstable and their efficacy depends on the data set to which they are applied.
An interesting observation from our experiments is the fact that the system is able to create the model with incomplete data that has higher generalization ability (and achieves lower errors) than the model created with complete data. This phenomenon can be observed for the 'Carbon dioxide concentration' and 'Gas furnace'data sets and kNN average and kNN median imputation. It can be also observed for imputing with zeros in the 'Gas furnace' data set. Maybe in these situations, the missing values might be outliers; their values substituted by some mean values.
Summary
Neuro-fuzzy systems use three main techniques to create the fuzzy rule base: grid partition, scatter partition (clustering), and hierarchical partition. Most-used is the clustering, although hierarchical partition has some advantages in comparison to clustering.
This paper analyzes the application of the ANNBFIS neuro-fuzzy system with the scatter partition of input domain to incomplete data. We analyzed preprocessing (marginalization of incomplete data, imputation) and specialized clustering algorithms. The created systems were tested with complete data set.
Marginalization is the simplest technique. The creation of fuzzy model with marginalization is the quickest of all analysis approaches. But it is unstable: for some data, it is inappropriate, and for other data, it can be very effective. Imputation of missing values with constant value is similarly unstable.
The best results were obtained with the kNN median and kNN average imputation. The disadvantage of this approach is the long computation time.
The specialized clustering algorithms do not achieve low values of errors. The fuzzy models created with the specialized clustering algorithms do not achieve better values than other techniques. It is worth mentioning that the Nearest Prototype Strategy (NPS) is significantly time consuming in comparison with other approaches.
The imputation with means and medians leads to models with the similar generalization ability as the specialized clustering algorithms.
The interesting observation is the fact that the system is able to create the model with incomplete data that has higher generalization ability (and elaborates lower errors) than the model created with complete data.
