In this paper, we propose new accelerated update rules for rank-constrained spatial covariance model estimation, which efficiently extracts a directional target source in diffuse background noise. The naive update rule requires heavy computation such as matrix inversion or matrix multiplication. We resolve this problem by expanding matrix inversion to reduce computational complexity; in the parameter update step, we need neither matrix inversion nor multiplication. In an experiment, we show that the proposed accelerated update rule achieves 87 times faster calculation than the naive one.
I. INTRODUCTION
Blind source separation (BSS) [1] is a technique that separates an observed multichannel signal into each source signal without any prior information about each source or the mixing system. In a determined or overdetermined situation (number of sensors ≥ number of sources), frequency-domain independent component analysis (FDICA) [2] - [4] , independent vector analysis (IVA) [5] - [7] , and independent low-rank matrix analysis (ILRMA) [8] - [12] have been proposed for audio BSS problems.
In this paper, we address a situation where a directional target source and diffuse noise that arrives from all directions are mixed. In this case, FDICA, IVA, and ILRMA do not enable the extraction of only the target source in principle [13] , and the estimated target source includes residual diffuse noise.
To model such diffuse (spatially spread) noise, a multichannel extension of nonnegative matrix factorization (multichannel NMF: MNMF) [14] - [16] was proposed. MNMF estimates a full-rank spatial covariance matrix (SCM) [17] , which represents the time-invariant spatial characteristics of each source. However, since the number of parameters in MNMF is large, its optimization requires a huge computational cost and lacks robustness against the initialization [8] .
FastMNMF [18] , [19] enables computationally efficient estimation by introducing a jointly diagonalizable SCM into the MNMF model. Although this assumption greatly reduces the computational cost of the update algorithm, it still suffers from dependence on the initial values.
To solve the above-mentioned problems, we proposed rankconstrained SCM estimation [20] , which is a postprocessing method for ILRMA. In this method, to effectively model diffuse noise in an overdetermined situation, a full-rank SCM of diffuse noise is recovered from the estimates obtained by ILRMA. Since ILRMA can precisely cancel the directional target source [21] , an accurate rank-(M−1) SCM of diffuse noise can be obtained. Thus, the rank-constrained SCM estimation enables us to restore the lost spatial basis of diffuse noise, resulting in accurate extraction of the directional target source. By employing ILRMA as a preprocessing method, we can achieve both lower-cost computation and more initializationrobust estimation compared with MNMFs.
In this paper, we present a more computationally efficient algorithm for rank-constrained SCM estimation. The naive update rule in rank-constrained SCM estimation (hereafter referred to as naive update) requires matrix inversion at each time-frequency slot, which leads to a heavy computational load. To solve this problem, we propose an accelerated algorithm that expands the inversion of matrices using the Sherman-Morrison formula and pseudoinverse. The computational cost of each update is reduced from O(IJM 3 ) to O(IJ), where I and J are the numbers of frequency bins and time frames, respectively. The efficacy of the proposed algorithm is confirmed via BSS with directional target speech and diffuse babble noise.
II. RANK-CONSTRAINED SCM ESTIMATION A. Formulation
Let us denote a source signal and a multichannel observed signal as s ij = (s ij,1 , . . . , s ij,n , . . . , s ij,N ) T ∈ C N and x ij = (x ij,1 , . . . , x ij,m , . . . , x ij,M ) T ∈ C M , where i = 1, . . . , I, j = 1, . . . , J, n = 1, . . . , N, and m = 1, . . . , M are the indices of the frequency bins, time frames, microphones, and sources, respectively, N is the number of sources, and T denotes the transpose.
If each source can be considered a point source and the reverberation time is sufficiently shorter than the window length in a short-time Fourier transform (STFT), there exists a mixing matrix A i = (a i,1 · · · a i,N ) ∈ C M ×N for each frequency bin and the following holds:
where a i,n is the steering vector of source n at frequency i. When M ≥ N , independence-based BSS, such as FDICA, IVA, and ILRMA, can be applied to estimate the demixing matrix W i = A −1 i , where dimensionality reduction is used so that M = N . In this work, we use ILRMA as a state-of-theart BSS method. For the case of a mixture of one directional target source and diffuse noise, ILRMA outputs the directional target source estimate and M − 1 diffuse noise components, although the directional target source estimate contains many diffuse noise components in the same direction. Therefore, we can calculate M rank-1 SCMs, namely, one rank-1 SCM of the directional target source and M − 1 rank-1 SCMs of the diffuse noise components, from the estimated demixing matrix W i . One of these SCMs corresponds to the target source, and the others are components of diffuse noise. A rank-(M − 1) SCM of diffuse noise can be obtained by summing the M − 1 rank-1 SCMs. Since the rank of the SCM of diffuse noise is M − 1, we need to restore one lost spatial basis (steering vector) of diffuse noise to extract the directional target source with a multichannel Wiener filter.
B. Rank-constrained SCM Estimation 1) Generative model: We assume the observed signal x ij to be the sum of two components, as
where h ij = (h ij,1 , . . . , h ij,M ) T ∈ C M and u ij = (u ij,1 , . . . , u ij,M ) T ∈ C M are spatial images of the directional target source and diffuse noise, respectively. h ij is modeled as
where a
ij is the dry source of the directional target source s ij,n h , r (h) ij is the power spectrogram of the n h th source, and n h denotes the index of the directional target source. Here, N c and IG denote the circularly symmetric complex Gaussian distribution and the inverse gamma distribution, respectively:
where α > 0 and β > 0 are the shape and scale parameter of the inverse gamma distribution, respectively. Introducing the above prior distribution improves the estimation performance. The generative model of the diffuse noise u ij is assumed to be the multivariate complex Gaussian distribution:
where r
are the variance and full-rank SCM of diffuse noise, respectively. In rank-constrained SCM estimation, R (u) i is expressed using separation filter W i = (w i,1 · · · w i,M ) H estimated by ILRMA as follows:
where
that corresponds to the zero eigenvalue, λ i is a scalar variable, and H denotes the Hermitian transpose. Equation (11) applies back-projection [22] to M −1 diffuse noise components (estimates) and calculates the sum of the M − 1 resultant SCMs. Thus, we fix both the spatial basis of the directional target source a 
where const. includes the constant terms independent of the parameters, Θ = {r
are the sufficient statistics obtained by the following E-step update rules:
In the M-step, the parameters in Θ are updated as follows:
3) Initialization of parameters: We employ ILRMA estimates to initialize the variances r
where t ik,n h and v kj,n h are the NMF parameters in the lowrank source model obtained by ILRMA, k = 1, . . . , K is the index of the NMF bases, K is the number of NMF bases, + denotes the pseudoinverse, andŷ
The parameter λ i is initialized by the minimum nonzero eigenvalue of R
III. PROPOSED METHOD A. Motivation
Update rules (15) and (16) involve an inverse matrix operation of M × M matrices at each time-frequency slot. Thus, their computational complexity is O(IJM 3 ). Such a heavy computational load restricts their implementation on lowresource hardware, such as hearing-aid devices. To avoid this problem, we propose an efficient update algorithm that greatly accelerates the estimation of parameters by expanding matrix inversion. The acceleration consists of two steps: (i) expanding matrix inversion using the Sherman-Morrison formula and (ii) expanding matrix inversion using the pseudoinverse of matrices.
B. Key Concept for Acceleration 1) First-stage acceleration:
Using the Sherman-Morrison formula, we can expand the inverse of matrix (14) as follows:
Note thatR
This expansion enables us to reduce the computational complexity of (15) and (16) 
, where the two terms respectively correspond to matrix inversion at each frequency bin and multiplication of a matrix and vector at each time-frequency slot.
2) Second-stage acceleration: Using R (u) i b i = 0 and b i 2 = 1, we can expand the inversion (R (u)
is fixed in rank-constrained SCM estimation, neither matrix inversion nor pseudoinversion is necessary in the parameter update step if the pseudoinverse (R (u) i ) + is calculated in advance. Hence, the number of matrix inversions is reduced from I to zero with expression (26). Furthermore, no multiplication involving a matrix or vector is required, as shown in Sect. III-C2.
C. Accelerated Update Rule 1) First-stage acceleration:
For the sake of simplicity, we define the following variables:
From (25), we obtain
The update rule (15) in the E-step can be rewritten aŝ
Hence, we update r (h) ij in the M-step as
In addition, for update rule (18) in the M-step, we can utilize the following equations, which are obtained using (25):
where · denotes the complex conjugate. Using (40)-(42), we obtain
Moreover, for update rule (20) in the M-step, the following equation can be used to derive an efficient update rule:
The parameter r (u) ij can be updated as
The update algorithm for the first-stage acceleration is summarized in Algorithm 1. Note that we must update ρ 2) Second-stage acceleration: On the basis of (26), we can further accelerate the update algorithm. We define the quadratic terms can be transformed using (26) as follows:
Thus, the update rules with the second-stage acceleration consist of only scalar operations and can be obtained as follows: 
ij for all i and j; 8λ i ← λ i for all i; 9 Calculateγ ij by (34) and (50) for all i and j; 10 Update r (h) ij by (39) for all i and j; 11 Update λ i by (43) for all i; 12 Update r (u) ij by (45) for all i and j; 13 until converge;
The update algorithm for the second-stage acceleration is summarized in Algorithm 2.
D. Advantage of Proposed Accelerated Update Rules
In general, the complexity of size-M matrix inversions and matrix multiplications is O(M 3 ), and that of multiplications of a matrix and a vector is O(M 2 ). The iterationwise computational complexities of the naive update rule and the proposed update rules with the first-stage and secondstage accelerations are summarized in Table I . Note that initialization with (21) and (22) is required for all the methods. The proposed algorithms can reduce the complexity via the use of (25) and (26). In particular, the second-stage acceleration has greatly improved efficiency because its computational cost does not depend on the number of microphones M , thus enabling us to apply BSS with a large-scale microphone array.
For example, I = 513, J = 275, and M = 4 for the conditions described in Sect. IV-A. In such a case, the naive update rule requires IJ = 141075 inverse matrix operations per iteration, which is no longer necessary for the second-stage acceleration. 
IV. EXPERIMENTS
A. Experimental Conditions
To compare the efficacy of the proposed algorithms and the separation quality, we conducted an audio BSS experiment with simulated mixtures of a directional target speech and diffuse babble noise. We compared three methods: FastMNMF [19] , FastMNMF initialized by ILRMA (ILRMA+FastMNMF), and rank-constrained SCM estimation initialized by ILRMA [20] . For rank-constrained SCM estimation, we compared three update algorithms, namely, the naive update rule (Naive) and the proposed update rules with the first and second accelerations (Proposed 1st-stage accel. and Proposed 2nd-stage accel., respectively). In ILRMA, the observation x ij was preprocessed via a sphering transformation using principal component analysis. For ILRMA and FastMNMF, all the NMF variables were initialized by nonnegative random values. The demixing matrix W i in ILRMA and the spatial covariance matrix in FastMNMF were initialized by the identity matrix. For ILRMA+FastMNMF, the NMF variables were initialized using the estimates of ILRMA. Also, the spatial covariance matrix was initialized using a i,n a H i,n + ε n =n a i,n a H i,n for ILRMA+FastMNMF, where a i,n was estimated by ILRMA and ε was set to 10 −5 . These methods were implemented in MATLAB (R2019a), and the computation was performed on an Intel Core i9-7900X (3.30 GHz, 10 cores) CPU. The dry sources of the directional target speech and diffuse babble noise were obtained from the JNAS speech corpus [23] . They were convoluted with the impulse responses shown in Fig. 1 to simulate a mixture of 8.7 s length. The target source was located 30 • clockwise from the normal to a microphone array, the 19 loudspeakers used to simulate diffuse noise were arranged at intervals of 10 • , the size of the recording room for these impulse responses was 3.9 m × 3.9 m, and its reverberation time was about 200 ms. Note that the diffuse babble noise was produced by convoluting 19 independent speeches with each impulse response. The speechto-noise ratio was set to 0 dB. The other conditions are shown in Table II .
B. Results
We evaluated each method using the source-to-distortion ratio (SDR) [24] of the directional target speech, which measures the separation quality and the absence of distortion. For each of the methods, the SDR behaviors with respect to the elapsed time are shown in Fig. 2 . Note that all methods except for FastMNMF are initialized using ILRMA. Multichannel Wiener filtering using ILRMA estimates improves the SDR value to some extent, and FastMNMF or rank-constrained SCM estimation further improves the separation quality. From Fig. 2 , we can confirm that the second-stage acceleration achieves the fastest and most efficient target speech extraction. Fig. 3 shows the average computational time of one iteration for each method. The proposed algorithm with the secondstage acceleration was 87 times faster than the naive update rule and 12 times faster than FastMNMF with the fourmicrophone condition.
V. CONCLUSION
In this paper, we presented new accelerated update rules for rank-constrained SCM estimation, enabling effective extraction of a directional target source contaminated by diffuse noise. We derived update rules by expanding matrix inversion in the naive update rule. The experiment showed that the proposed method achieved an 87 times faster update than the naive update rule and a 12 times faster update than FastMNMF.
