More competitive regions tend to present higher level of economic growth, with positive reflexes on social aspects. The different economic performances observed among regions are explained mainly by the spatial concentration of the economic activities. This paper aims to analyze the influence of space on the regional competitiveness in manufacturing in Brazil. Data for 137 regions in the period 2000-2006 is used. In each region we have one representative firm for four sectors defined by technological intensity. We estimate stochastic frontiers to calculate regional efficiency, and the efficiency results are then used in Markov Spatial Transition Matrices to analyze the transition of regions between efficiency levels, considering their local spatial context. We found that a good neighborhood (more competitive neighbors) increases the probability of improving the relative efficiency of a region (pull effect). We also found that a bad neighborhood (less competitive) increases the probability of losing relative efficiency (drag effect). In quantitative terms, we found that the pull effect is stronger than the drag effect.
INTRODUCTION
Regional dynamic is influenced by spatially specific economic and social aspects, such as human and natural resources and politic and economic environments. The different economic performances observed among the regions can be explained, in parts, by the spatial concentrations of economic activities, particularly in the manufacturing sector.
When analyzing the tendencies of the manufacturing sector, we are looking for indications of the future regional growth. According to Baldwin and Martin (2003) , forces that stimulate the location of an industry have great possibilities to promote the physical and human capital accumulation in the region. The Spatial Economy literature considers the study of externalities and their transmission through space which are essential to understanding the agglomeration of people and activities. Therefore, in studying the different productive patterns of regions, it is important to consider the spatial distribution of productivity and to measure how the productive level of the neighborhood affects the productive efficiency of a region.
Among the economic activities, we chose to study manufacturing, disaggregated into its sectors. As Rezende and Tafner (2005) argue, innovation is an important variable influencing productivity, and technological advantages constitute the basis for the competitiveness of more developed economies. It is expected that the presence of high technology sectors in the productive structure of a country increases the probabilities of economic and social growth. This paper investigates how the productive efficiency of a region can be affected by the performance of its neighbors, focusing on Brazilian manufacturing. The paper is organized as follows. After this introduction, the next section describes the database.
Section three presents the methodology to obtain the productive regional efficiency estimates, using stochastic frontiers. It also explains the Spatial Markov Chain methodology used to obtain probabilities of changing the relative efficiency situation, conditioned on the efficiency levels of the neighborhood. Section four discusses the empirical results, and section five concludes the paper.
DATA
The database is composed of manufacturing firms in Brazil. The data source is the annual manufacturing survey (Pesquisa Industrial Anual) Since confidentiality rules prevent access to data for individual firms, we use a data base specially organized on-demand by IBGE for this study, aggregating the data of output and inputs to the region level. Therefore, we have one representative firm for each region, in each sector, which is constituted by the average of all corresponding firms. Since we have 137 regions and 4 sectors, the maximum number of firms in the sample is 548. Figure 1 shows the regional distribution of value added in 2006. Regions in white were excluded from the sample, since they had zero or very low number of manufacturing plants. A careful study of outliers led to the elimination of some cases (region x sector) with evident data problems. 
Stochastic Frontier
The Spatial Markov Chain (SMC) will be calculated using estimates of productive efficiency obtained from the estimation of stochastic frontiers of production. Assuming certain technology of production, points in the frontier show situations in which it is not possible to increase output without using more inputs. Then, points below the frontier characterize technical inefficient firms and the distance to the frontier is a measure of this inefficiency (AFRIAT, 1972; AIGNER; CHU, 1972; AIGNER et al, 1977; MEEUSEN; Van Den BROECKER, 1977) .
We will use the Battese and Coelli (1995) specification of stochastic frontiers, in which the production function is simultaneously estimated with the inefficiency function, which can use exogenous variables that do not belong to the output-input relationship (BATTESE; COELLI, 1995; KUMBHAKAR; LOVELL., 2000; GARDINER et al., 2004 Table 1 shows the results of the stochastic frontier estimation, with pooled data (each region represented by 4 firms, one for each technology intensity sectors). The stochastic frontier methodology gives one estimate of efficiency to each sector, region and time. Therefore, it is necessary to aggregate the results obtaining a measure of regional efficiency. For that, we applied a system of grades. This system considers the performance of a sector in a region and the role of each sector in the global production of the region. To obtain a high grade, it is necessary that the region be efficient in sectors of high importance for its productive structure. The total grade of the region is given by the weighted average of the grades of the sectors (based on the efficiency estimates) and the participation of each sector in its productive structure.
Grades were computed for each year, and the final grade is the arithmetic average of all grades received from 2000 to 2006. The ranking and evolution of the productive efficiency of the regions are computed in the Appendix 2.
Spatial Markov Chain
Rey (2001) Where the variables are the same as defined by the Moran's I. LISA analyzes the state of a region in relation to the total space, given the state of its neighbors. As so, it is a relative measure that classifies each region in one of the four kinds of behaviour: HH (LL) when the value of the region and its neighbors is high (low), and LH (HL) when the value of the region is low (high) and its neighbors is high (low).
We allow that all the regions to change to different states of efficiency, always maintaining the same spatial structure. The SMC shows how this changing process occurs, considering spatial and dynamics aspects. Each element of the SMC matrix indicates the probability that a region belonging to the a state in period t can move to a b state in period t+1, given the state of its neighbors.
The first step is to decide the number of classes in which the productive efficiency is evaluated. The probability of transition among classes is conditional to the initial efficiency class of the neighbors resulting in the transition spatial matrix of Markov (REY, 2001) . If there exists k classes of efficiency, the matrix dimension will be k x k x k (the possible initial and final states of the region and the possible states of the neighbors). Therefore, the SMC studies the dynamics of the transition among states in two moments in time, considering the spatial characteristics of the regions.
The efficiency state of the neighbors is calculated using a W matrix of spatial weights and the result is divided according to the number of the k classes chosen. If four classes are assumed, we obtain four different behaviors to the regions: HH, HL, LH and LL.
The Table 2 exemplifies a case of SMC considering k=2 and two moments in time t o (initial) e t 1 (final).
Table 2 -Spatial Markov Matrix -Example
State
Each cell of the matrix indicates probabilities of transition among states. The first cell, P LL/L , indicates the probability of a region that has low efficiency in t 0 (P LL/L ) to stay in the same state in t 1 (P LL/L ), given that its neighbors have low efficiency (P LL/L ). The probability P LH/L from the first row and second column indicates the probability of a region that has low efficiency in t 0 (P LH/L ) to move to a higher efficiency state in t 1 (P LH/L ), given the low efficiency state of its neighbors (P LH/L ). This means that the region is successful, since not only enhanced its efficiency in relation to the mean, but also did this involved in a low efficient environment. It is possible to apply this analysis in time, substituting successively the t 0 e t 1 periods and calculating the corresponding probabilities.
We decided to perform a more detailed analysis, defining four classes (k=4): from the mean to one standard deviation (H), higher than one standard deviation (HH), from the mean to less than a standard deviation (L) and lower than a standard deviation (LL).
Since we are dealing with neighborhood, it is important to include all the regions in the analysis, even if they do not have efficiency estimates (regions whit absence of some sector). To consider these observations, the SMC is modified to include an extra class, comprising the zero-cases. Thus, instead of dealing with k=4 classes, we use k+1=5
classes. The regions characterized by the absence of a sector are denominated NaN (not a mumber). The rest of them are calculated as explained above, using the mean and standard deviation 6 . If the entire neighborhood is NaN, the spatial dependence also assumes NaN. But if just one neighbor is different from NaN, we use the spatial dependence estimate of the efficiency. NaN in t 0 e t 1 indicates that the sector is absent in the region for both periods, while NaN in the spatial dependence means that the sector is absent in the neighborhood of the region.
EMPIRICAL RESULTS
The transition spatial Markov matrix is analyzed considering the productive efficiencies estimated in the previous section. The results are presented in Table 3 summed, and then we calculate the probabilities. Therefore, with n region, k classes and t years, there are (t-1)*k*n possible cases of transitions.
7 Table 3 shows the number of cases of a certain kind of transition. For example, line 9
indicates the probability of transition of a region that started t 0 with H efficiency, to move to the other classes of efficiency, given that it is surrounded by LL neighbors. of the region to stay in the same class of efficiency) is very high. Table 4 shows the probability of the regions to stay in the same class of efficiency, independently of their neighborhood 8 . The probability of staying in the same class is high, especially for regions classified as H-efficient. Table 5 summarizes the simulated SMC matrixes. We count all the cases of getting better and worse. Then, considering the cases of regions that could get better, we counted the ones that actually did get better. Dividing the two values, we obtained the probability of the region to achieve a better class of efficiency (and the same logic is applied to the worsen cases, mutatis mutandis).
The next step is to consider all the cases of regions whose neighbors were classified in better classes of efficiency and, among these, count the cases of regions that enhanced their situation. We calculate the probability of moving to better classes of efficiency,
given that the region is surrounded by higher efficiency neighbors (the same logic is applied to the worsen cases, mutatis mutandis). In general, the probability of a region deteriorating its efficiency situation is higher than the probability of getting better: 18.7% versus 17.0%. But, if regions are surrounded by neighbors with better efficiency, they have 45.3% chances of getting better (almost three times more than when the neighborhood is not considered). This result is higher than the probability of a region to get worse if it is surrounded by neighbors with worse efficiency (31.0%), meaning that bad neighborhood almost doubles the chances of failure. Therefore, we conclude that the pull effect (that is, the effect of a good neighborhood in enhancing efficiency) is higher than the drag effect (effect of a bad neighborhood in retracting the efficiency) Some sectoral patterns are observed in the simulation by technological intensity sector.
The probability of getting better is higher in the High Intensity sector, while the probability of getting worse is higher in the Low Intensity sector. Besides, this sector seems to be the more negatively influenced by the neighbors, since it is the one that has the largest probability of getting to a worse efficiency if it is surrounded by less efficient neighbors; the probability of the High Intensity sector is almost the same. The most successful sector, when surrounded by more efficient neighbors, is the Medium High Intensity sector, which also presents low relative probability of getting worse when surrounded in a less efficient neighborhood.
These results show that the neighborhood has an important influence in the regions' efficiency and that the pull effect is bigger than the drag effect. This pattern is maintained to all 4 sectors. The difference between these effects is larger for the Medium High Intensity (0.27 pp), indicating that this is the sector with lower instability in relation to the possibility of its regions to beneficiate from the pull effect. With less than half of the value, it is followed by the Medium Low Intensity and Low Intensity sectors (0.13 and 0.11 pp, respectively).
CONCLUSION
In this paper we analyzed how the efficiency of a region can be affected by the state of efficiency of its neighborhood. To do so, we first obtained the efficiency estimates by applying the stochastic frontier methodology to the manufacturing data in Brazil. The regional efficiency was explored through the effect of the proximity of a region to a good or bad neighborhood, using the Spatial Markov Chain methodology.
The most important conclusion is that we could obtain a measure that indicates that the neighborhood affects the performance of the regions. When the analysis does not consider the neighborhood, there is a higher probability of the regions to get worse. But 
