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The importance of energy storage worldwide is increasing with the use of
renewable energy sources and electric vehicles. With the intermittent nature
of wind and solar power, large-scale grid storage is an extremely important
progression needed to reduce the use of fossil fuels. For this to become a reality,
rechargeable batteries beyond existing Li-ion technologies need consideration.
The development of such batteries requires improvement of understanding their
component materials. Modern computer modelling techniques enable valuable
insights into the fundamental defect, ion transport and voltage properties of
battery materials at the atomic level. Atomistic simulation and ab initio density
functional theory (DFT) techniques have been used to study a number of
potential cathode materials for Na-ion and Mg batteries. Firstly, the olivine and
maricite forms of NaFePO4 are considered in terms of their defect formation
energies and Na ion diffusion. The atomistic study indicates that anti-site
disorder is the most favourable type of intrinsic defect. The activation energies
for Na-ion migration in the olivine and maricite materials are 0.4 eV and 1.6
– 1.8 eV respectively. Moreover, molecular dynamics (MD) studies reveal that
there is only substantial Na-ion diffusion in the olivine structure, with diffusion
coefficients (DNa) at 300 K of 7 x 10−13 cm2s−1 for maricite and 4 x 10−9 cm2s−1
for olivine NaFePO4. The presence of anti-site defects is shown to decrease
Na+ diffusion within the olivine structure, which is of relevance to its rate
behaviour. Secondly, the effect of lattice strain on ion transport and defect
formation in olivine-type LiFePO4 and NaFePO4 is investigated as a means to
enhance their ion conduction properties. It is predicted that lattice strain can
have a remarkable effect on the rate performance of olivine cathode materials,
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with a major increase in ionic conductivity and decrease in blocking defects
at room temperature. Thirdly, DFT techniques have been used to examine
surface and grain boundary formation in P2-NaCoO2. The coordination loss
experienced by ions present at surfaces is found to influence the resulting
surface energy. Layered oxide cathode materials were further investigated by







formation energies decreased with 10% Mg2+ doping on the Ni site and an
increase in Na diffusion was predicted with MD calculations. This positive
effect on Na ion conductivity is caused by displacement of the Mg ions from
the transition metal layer and the resulting change in electrostatic potential.
Finally, Mg ion conduction, doping and voltage behaviour of MgFeSiO4 were
studied. The Mg-ion migration activation energy is relatively low for an
olivine-type silicate, and MD simulations predict a diffusion coefficient (DMg) of
10−9 cm2s−1, suggesting favourable electrode kinetics. Partial substitution of Fe
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1 | Introduction
’Understanding is the first step to
acceptance’
J. K. Rowling, Harry Potter and
the Goblet of Fire
1.1 Background: Energy Storage
The importance of energy storage has grown to an unprecedented level in
today’s increasingly technologically driven, highly mobile and energy demanding
society. The development of rechargeable battery technologies has been
primarily influenced by the portable electronics industry, aerospace and military
applications and as energy sources for electric vehicles. While these applications
for battery systems will remain, pressing needs regarding the efficient use of
renewable energy resources in order to reduce fossil fuel consumption have
contributed to battery research in recent years.2,3
Increasing use of renewable energy sources, such as wind and solar power,
bring problems with modulating the resources over time and integrating them
into the grid smoothly and safely. It is also important to balance electricity
generation and demand between daytime and night-time in order to optimise
grid utilisation. Therefore, large-scale energy storage is extremely important to
shift electrical energy from peak to off-peak periods. Among the various storage
technologies proposed for renewable energy applications, secondary batteries
appear to be one of the most promising means for storing electricity on a large
1
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scale because of its flexibility and high energy conversion.4,5
Fossil fuel consumption of internal combustion engines gives rise to
environmental pollution, resulting in an urgent need for the development of
hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs) and
electric vehicles (EVs); research into secondary lithium-ion batteries is crucial in
the development of these alternatives to petrol and diesel cars, as high energy
and power density batteries are required.3,6
The limitation of lithium resources, increased cost of mining and reliance
on foreign imports have made it necessary to explore alternative battery
technologies. Sodium-ion batteries have gained interest in this area as they
offer a similar chemistry to lithium-ion systems, since sodium behaves in a
comparable way to lithium, but is a much more abundant metal and is therefore
lower in cost. Although sodium-ion batteries are a promising alternative, they
suffer two major issues when compared with their lithium counterparts. Firstly,
Na has a lower ionisation potential than Li, resulting in lower energy densities
for sodium-ion batteries. Secondly, Na+ ions have a larger ionic radius and are
heavier than Li+ ions, which may lead to slower ion diffusion and large volume
changes on cycling of the electrode. Despite these factors, sodium-ion batteries
would be an optimal choice for use in large scale energy storage systems, where
their lower gravimetric capacity is less important, as they could offer cells
which are low in cost and long life. The differences between lithium-ion and
sodium-ion chemistries also mean that new crystalline solids can be explored to
facilitate the intercalation/deintercalation process of the larger ions.3,4,7–12
Secondary batteries based on divalent ions, such as magnesium, are also under
consideration as alternatives to Li-ion technologies. While the development of
these cells is still in its infancy compared to Li-ion batteries, the prospects of
increased energy density and the ability to use a metal anode make magnesium
batteries promising for future commercial use. However, there are a number of
challenges which need to be overcome before this is a possibility, including the
development of a suitable cathode material as Mg2+ suffers from slow diffusion
through more conventional insertion compounds.13–16
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This introduction chapter will first outline the components and materials in
lithium-ion batteries, followed by details on sodium-ion and magnesium battery
materials, including the compounds examined in this work.
1.2 Lithium-ion Batteries
Lithium is the most electropositive and lightest metal in the periodic table,
meaning it is an ideal component of high energy density rechargeable batteries.17
Lithium batteries were first developed in the 1950s, after the stability of Li
metal in aqueous electrolytes was discovered. These cells were commercialised
by the early 1970s for low power applications such as powering watches and
calculators. Unsurprisingly, the development of secondary lithium-ion cells was
a longer process. Initial cells were based on a Li metal anode, however these
were ultimately rejected due to safety concerns caused by dendrite growth on
the metal surface.2 Advances in intercalation compounds led to the development
of the first commercial rechargeable lithium-ion battery, the SONY cell, in 1991.
This technology was based on the realisation that layered metal oxides could
be used as viable electrodes. This cell consisted of a LiCoO2 cathode, a carbon
anode and an electrolyte of LiPF6 dissolved in a mixture of organic solvents.17
A schematic representation of a standard lithium-ion battery is shown in
Figure 1.1. The charging process of a cell such as this forces Li+ ions to be
extracted from the cathode. These ions diffuse through the electrolyte and
intercalate between the sheets of the graphite anode. During discharge this
process is reversed. Li+ ions return to the cathode via the electrolyte while
electrons pass around an external circuit providing power.
The following sections provide an overview of the three main components of
a Li-ion battery and their roles within the cell. As the research presented here
focuses on cathode materials these are covered in more detail.
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Figure 1.1: Schematic of a typical rechargeable lithium-ion battery with a
LiCoO2 cathode and graphite anode. During charging, Li+ ions flow to the anode
through electrolyte and electrons travel through the external circuit.18
1.3 Electrolyte Materials
The two electrodes in each battery cell must be kept physically separated in order
to prevent short circuiting. This is achieved through the use of a porous separator
material which allows the flow of lithium ions throughout. The electrolyte is
needed to facilitate the movement of lithium ions, not just between the cathode
and anode but also through the separator. Therefore the electrolyte needs to be
a good ionic conductor but also an electronic insulator otherwise the cell would
short circuit.19
Conventional lithium-ion batteries contain electrolytes consisting of LiPF6
dissolved in a mixture of organic solvents, since these solutions are compatible
with the battery voltage operation window and offer high ionic conductivities.
Although the specific mixture of organic solvents used depends on the
manufacturer of the battery, ethylene carbonate (EC) is always present. EC
is critical for the reversibility of the reaction at the anode; it decomposes on
the graphite surface forming a solid electrolyte interface (SEI); a crucial layer
that prevents other solvent molecules from co-intercalating with lithium in the
4
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graphite layers.20
These typical organic-based electrolytes are thermodynamically stable up
to 3.5 V, above this the electrolyte decomposes. Luckily the decomposition
process is kinetically controlled, meaning that in practice, cells containing these
electrolytes are able to operate at voltages as high as 5.5 V. Even though
the process of electrolyte decomposition is slow, it still happens continuously
throughout the lifetime of the cell, causing a gradual depletion in performance.17
Safety concerns over the use of organic-based liquid electrolytes has led to
specific interest in the development of all-solid-state batteries.
1.4 Anode Materials
Li metal was initially thought to be the ideal anode material for Li-ion cells; Li
being both the lightest and most electropositive metal facilitated the design of
systems with high energy densities. Li metal was initially utilised in a cell along
with a TiS2 cathode. While impeccable operation was displayed at the cathode
the cell was not viable. Use of a Li-metal anode along with a liquid electrolyte
caused uneven dendrites to form with each charge/discharge cycle; these
dendrites were able to penetrate the electrolyte solution and cause the battery
to short circuit, leading to major concerns with safety and performance.17,21,22
Anode materials in all currently commercially available Li-ion batteries are
carbonaceous; but even if these compounds have the same chemical formula,
they do not always display the same characteristics. The intercalation process is
strongly influenced by their surface area, morphology and crystallinity.20 When
these carbon compounds reversibly intercalate Li ions, the compound LiC6 is
formed, with storage capabilities between 340 mAh and 770 mAh g−1. These
values represent a severe storage limitation when compared to Li metal, which
has a storage capacity of 3800 Ah kg−1.21 However, carbon-based cathodes do
offer advantages in their use; they are both cheap and readily available and offer
excellent electronic conduction properties. Despite the advantages of carbon
anodes, research has focused on developing anodes with higher capacities, a few
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of which are discussed below.
Metal oxides have been extensively researched as potential anode materials
for rechargeable Li-ion batteries due to their ability to deliver high reversible
capacities between 500 and 1000 mAh g−1.23–27 These oxide materials are
classified by their reaction mechanisms. One oxide material which has been
considered the most important Li-alloy reaction material is SnO2. The
lithium-alloy reaction mechanism is described in equations 1.1 and 12, below.
MxOy + 2 yLi+ + 2 ye− −−⇀↽− xM + yLi2O (1.1)
M + zLi+ + ye− −−⇀↽− LizMOx (1.2)
Despite the high theoretical capacity of SnO2 (783 mAh g−1) problems occur
when it is cycled continuously.28–31 Aggregates that form from the delithiation of
the Li-Sn alloy cause fast deterioration in the reversible capacity. Developments
have been made to improve the cycling performance of SnO2, including the
formation of porous nanostructures, nanocomposites and nanostructured thin
films.32
Transition metal oxides that store Li via the insertion mechanism (equation
1.3) are attractive anode materials for rechargeable Li-ion batteries due to
their low cost and non-toxicity. However, insertion reaction-based oxides have
relatively low specific capacities as the number of electrons typically involved in
the insertion mechanism is less than one per lithium.
MOx + yLi+ + ye− −−⇀↽− LiyMOx (1.3)
TiO2 has been extensively researched as a potential insertion based anode. This
material can behave as a low voltage Li-insertion host and also displays fast Li
insertion/extraction kinetics.32 However, TiO2 suffers from the major drawback
of a lower rate capacity than other comparative materials.33
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1.5 Cathode Materials
Cathode materials are often considered to be the limiting factor in the
development of Li-ion batteries. This is because the range of cathode materials
available typically do not offer capacities as high as the range of anodes
available.17
Since rechargeable Li-ion batteries have been commercially available, there
have been three main cathode materials that have dominated. These are LiMO2
layered oxides, LiMn2O4 spinel and olivine LiFePO4.
1.5.1 LiMO2 Layered Oxides
The first commercial rechargeable Li-ion battery (the SONY cell) contained a
LiCoO2 cathode coupled with a graphite anode. It was recorded as having a
potential of 4 V and a capacity of 130 mAh g−1.19 The availability of cobalt is
limited, meaning that cells based on LiCoO2 are limited to small-scale use, such
as in portable laptop computers and mobile phones. If battery technologies are
to be scaled up for use in HEVs or grid-scale storage, cathode materials utilising
other transition metals must be used.17,19
LiCoO2 adopts a layered structure, shown in Figure 1.2. Co3+ ions occupy
octahedral sites between adjacent layers of oxide ions. Alternative sheets are
occupied by the transition metal ions and the remaining sheets are occupied
by Li+ ions. The structure adopts a distorted rhombohedral symmetry and is
a member of the R3¯m space group. The structure allows for two-dimensional
Li+ diffusion between the CoO6 layers. Although a considerable amount of the
research attention on the layered oxide family has focused on LiCoO2, other
LiMO2 (M = V, Cr, Mn, Fe, Ni) compounds have been studied.19
LiNiO2 has been considered as an alternative to LiCoO2 because nickel is both
cheaper and more readily available than cobalt. It also has the possibility to offer
higher capacities.22 However, in spite of its potential beneficial properties, it has
not been implemented in a lithium-ion battery in its pure state as it is difficult
to synthesise.19 Similarly LiFeO2 has been found to be an unsuitable alternative
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Figure 1.2: Layered structure of LiCoO2 (green spheres: Li+ ions; blue
octahedra: CoO6).
to LiCoO2 due to a low operating voltage, despite Fe being a cheaper and less
toxic transition metal.
The enhanced stability of Mn4+ in comparison to Co4+ would make LiMnO2
an ideal alternative to LiCoO2. However LiMnO2 does not form a layered
structure, the more stable spinel phase forms upon cycling.22
Mixed layered oxide systems based on cobalt, manganese and nickel, with
the general formula Li(Co1−2xNixMnx)O2, have been used in commercial cells,
replacing LiCoO2. Not only is this material cheaper and safer, the storage
capacity is higher at 160 mAh g−1. Compositions with x ≈ 13 are commercially
available, however there is scientific interest in increasing the amount of dopants
with the goal of reducing Co content.34
1.5.2 Olivine LiFePO4
Goodenough et al.35 discovered in 1997 that by changing the oxide ions in
previously used cathode materials for polyanions, such as phosphates and
sulphates, the Fe2+/Fe3+ redox potential is increased enough (to 3.5 V) for
it to be commercially attractive.36 It was also established that by developing
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abundant iron as a full Fe2+/Fe3+ redox system, and by ensuring that all oxide
ions are fixed in strong P-O bonds, problems with expense and safety that are
seen for other cathode materials are negated.37,38
LiMPO4 (M = Mn, Fe, Ni, Co) has an olivine-type structure, space group
Pnma, and is shown in Figure 1.3. The structure consists of a hcp array of
oxygen ions with lithium or iron occupying half of the octahedral sites, and
phosphorus sitting in one eighth of the tetrahedral sites. This results in layers
of edge-sharing MO6 octahedra that are linked by PO4 tetrahedra, forming a
one-dimensional channel structure.2,37,38 This olivine structure has been found
to show high voltages and good thermal stability.
LiFePO4 is a commercially available cathode material and has been used for
high power applications, such as power tools and mobile phones. It offers a high
operating voltage of 3.5 V vs. Li/Li+, and a large gravimetric capacity of 170
mA g−1. The use of iron as the transition metal also means this compound is
low cost and more environmentally friendly than the commonly used LiCoO2
Figure 1.3: Olivine structure of LiFePO4 (green spheres: Li+ ions; orange
octahedra: FeO6; grey tetrahedra: PO4).
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cathode.2,17,35,39
The layered cathode materials discussed above display two-dimensional ion
diffusion between layers. However LiFePO4 is only able to offer one-dimensional
Li+ diffusion due to its structure. Subsequently, it has a comparatively low rate
of lithium conduction. Fortunately, this can be overcome by manipulating its
crystal morphology; plate-like particles can be formed which result in lithium
channels parallel to the shortest direction. This means that the distance
for lithium migration is reduced, and as a consequence the rate of lithium
conduction is increased. It is possible that these 1-D channels can become
blocked, negatively effecting Li+ diffusion and reducing the capacity of the
battery cell. The formation of anti-site defects, which involve the exchange
of sites of neighbouring iron and sodium ions, are energetically favourable
in LiFePO4.38,40 These defects cause the channels in LiFePO4 to be blocked.
However, it has been suggested that while anti-site defects are intrinsic within
LiFePO4, it may be possible to control their distribution within the structure,
limiting their effect on Li+ diffusion.41
Since their discovery, attention on the LiMPO4 (M = Mn, Fe, Ni, Co) olivine
phosphates has been focused on LiFePO4. Although each of the alternative
systems could, in theory, offer high cell voltages, they each suffer from a number
of problems that would need to be overcome before they could be considered
viable cathode materials.31,38,42–45 The major problem for LiCoPO4 and LiNiPO4
is that in order for them to function as cathode materials, advances would need to
be made in electrolyte chemistry for their upper voltages to be accessed. LiNiPO4
experiences further problems in that it displays a low charge/discharge capacity
and is a poor electronic conductor.38,46
1.6 Beyond Lithium: Sodium-ion Batteries
There are several significant challenges facing lithium-ion batteries and their
application in grid-scale energy storage systems. One major concern is that
conventional lithium-ion battery technology is not sustainable, since global Li
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resources are insufficient to satisfy the increasing demands on lithium-battery
energy storage. One quarter of Li reserves are predicted to be depleted by electric
vehicle applications by 2050. While recycling Li can support its supply, the
recycling rate is currently less than 1% and would need to dramatically improve
to reach the recycling rate of 50-100% which is predicted to be needed.47–49
Research into sodium-ion batteries began in tandem with that of lithium-ion
batteries in the late 1970s and through the late 1980s.50–56 However, the
investigation into sodium-ion batteries decreased drastically after the successful
commercialisation of rechargeable Li-ion cells in the early 1990s.2–4 As concerns
over the demand on lithium and its resulting high price grow, the sodium
alternative has been reintroduced into the battery research community.
Sodium-ion batteries are not only able to offer a lower cost alternative to
lithium-ion batteries in terms of the alkali metal utilised, but they are also able
to use an aluminium current collector, rather than the cooper current collector
needed in lithium-ion cells. Aluminium does not form a binary compound
with Na as it does with Li, and its use further reduces the cost of sodium-ion
technologies.3 The large ionic size of Na and low standard potential (1.02 Å
and ≈ 2.71 V vs Na/Na+, respectively) compared to that Li (0.76 Å and 3.04
V vs Li/Li+, respectively) has resulted in cells with low energy density and
power, which has held back the development of Na-ion batteries. However, as
the demand on batteries has increased and the size of cell is not a significant
issue when considering grid-scale storage, interest in sodium-ion batteries has
resurfaced.
As a relatively large ion, the use of sodium is able to increase the flexibility
of materials design. The larger size of sodium compared to lithium not only
affects the materials used for electrodes in sodium-ion cells but also means that
different electrolytes can be used. The larger ionic radius of sodium means that
it is found to have a weak solvation energy in polar solvents.56 This is considered
an important finding for the design of high power sodium-ion batteries, since the
desolvation energy influences the kinetics of alkali-ion insertion processes at the
electrolyte interface.57
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It has been established that several chemical structures that do not work
as suitable intercalation materials for lithium-ion batteries may do so for their
sodium counterparts,2–4,7,8,58,59 highlighting the importance of the research of
novel electrode materials for secondary sodium-ion systems. It is also crucial
that fundamental questions regarding these sodium-ion systems are answered,
including: (i) the difference in transport and kinetic properties between Na
and Li in analogous electrodes; (ii) the insertion/extraction mechanism of Na;
(iii) formation of SEI layers on the electrodes from different electrolyte systems;
and (iv) charge transfer in the electrolyte-electrode interface and Na+ migration
through the SEI layer.4
Sodium has already been successfully implemented in high temperature
battery technologies, such as sodium-sulfur and ZEBRA (Na-NiCl2) batteries.
Both of these technologies operate at high temperatures, 300-350 ◦C for Na-S
cells and 300 ◦C for ZEBRA batteries. The high temperatures would need to
be lowered due to safety concerns and other problems overcome before these
technologies could be used in wide spread applications.2,12 This review will focus
on the component materials for new, room temperature sodium-ion batteries.
1.7 Electrolyte Materials
for Sodium-ion Batteries
While the change in alkali-metal ion means that new electrolyte systems can
be developed, the conventional systems used in Li-ion batteries are also being
adapted for the new Na-ion technology. The choice of a suitable sodium salt
depends on a series of important properties. Firstly, the solubility of the salt in
the solvent or solvent mixture used is essential for the generation of sufficient
charge carriers and conductivity, secondly, the stability of the salt with respect
to the other materials employed is crucial and finally, there are toxicity, cost and
safety aspects to be considered when it comes to commercial use.19,60–63
There is a greater number of potential solvents with sodium salts for use in
the electrolytes. These must be polar enough to be able to dissolve the sodium
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salts, have a low melting, high boiling point, low viscosity and must be inert with
respect to the other materials used in the cell. The choice of solvent can have a
significant impact on the performance of the cell and is often electrode specific.
Common solvents include dimethoxyethane, diethyleneglycol dimethylether and
their mixtures. A more in depth review of sodium-ion electrolyte research can
be found elsewhere.60,61
1.8 Anode Materials for Sodium-ion Batteries
Replacing lithium with sodium in secondary battery technologies means that
completely new anode materials must be developed. Graphite, the most
commonly used anode material in Li-ion batteries, is unable to intercalate
sodium ions between its sheets. It has also been reported in a theoretical
study by Wang et al. that NaC6 is not an energetically favourable material,
like LiC6.64 Hard carbon, also known as non-graphitisable carbon, has been
reported to intercalate sodium ions with a reversible capacity of 300 mAhg−1;
Na insertion into the material takes place between parallel layers and into
nano-pores between randomly stacked layers.65–67
In addition to carbonaceous materials, other anode materials have been
investigated with the aim of increasing the specific capacity and cycle life of the
anode. These materials fall into three categories that are virtually identical to
those for lithium-ion anode materials: (i) oxides and polyanionic compounds
(such as phosphates), (ii) p-block elements that show sodiation/desodiation
(metals and alloys), (iii) sulphides.3,9 Alloys of Si, Ge, Sn and Sb have higher
specific capacities than carbonaceous materials (Figure 1.4) and have therefore
been extensively studied as anode materials.68 However, these materials exhibit
large volume changes on insertion/deinsertion that can result in electrode
pulverisation, loss of contact with the current collector and consequent capacity
fading.69 It is clear more extensive work is required in order to overcome the
challenges of identifying the best anode material for Na-ion batteries. However,
at this stage hard carbon appears to be the most promising.68–71
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Figure 1.4: Theoretical gravimetric capacities of various anode materials for
Na-ion batteries.68
1.9 Cathode Materials for Sodium-ion Batteries
A large range of materials are being studied as potential cathodes, from layered
oxides to polyanion-type compounds. Each family presents its own advantages
and disadvantages for application in energy storage systems. Overall, a
suitable cathode should exhibit a minimal amount of volume expansion upon
de/intercalation if sodium ions are to provide suitable cycling of the cell.72
The following sections describe the features of the materials studied in the
work reported here.
1.9.1 Layered Oxides
Layered oxide materials have been extensively studied as cathodes for lithium-ion
batteries. The success of LiCoO2 unsurprisingly led to extensive investigations
into its sodium analogue, NaCoO2.
Layered sodium oxide materials can be classified according to the their
arrangement of Na+ ions.73 The nomenclature for these materials is as follows:
O and P refer to the octahedral and trigonal coordination of Na, while the
number 2 or 3 refers to the repeating transition metal layers in the unit cell.
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For example, ABBA in P2 and ABCABC in O3, shown in Figure 1.5.72
The extraction of sodium ions from O3- and P2-type phases of NaMO2 (M
= Co, Ni, Mn, Fe) compounds generally causes phase transitions. Within the
O3-type structure sodium ions are originally stabilised in edge-shared octahedral
sites. When Na+ ions are partially extracted from the O3 phase, prismatic
sites become energetically stable. This is achieved by the gliding of MO2 layers
without breaking M-O bonds, changing the oxygen packing of the structure and
forming a P3-type material. It is, however, impossible in Na cells to transition
between the P3/O3-type and P2-type phase as this can only be achieved by
breaking and reforming M-O bonds in a high temperature environment.74
Layered P2-type compounds have shown enhanced electrochemical
performance as generally they undergo fewer phase transitions when
de/intercalating Na+ ions than O3-type compounds.7
P2-NaCoO2
The P2-type structure of NaCoO2 is shown in Figure 1.6. The material,
analogous to the commercially successful LiCoO2, is the oldest layered oxide
studied as a Na+ ion host. It has a recorded reversible capacity of ∼ 120 mAh
Figure 1.5: Crystal structure of layered oxide materials a) P2-NaMO2, b)
O3-NaMO2 (yellow spheres: Na+ ions, red spheres: O2− ions, blue octahedra:
MO6).10
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g−1.9,52 P2-NaCoO2 contains two different trigonal prismatic Na sites within its
structure: Na1 shares only faces with the CoO6 octahedra of the adjacent slabs,
while Na2 share edges with the surrounding CoO6 octahedra. These two sites
are too close to both be occupied simultaneously when considering the radius of
Na+. The Na2 site is expected to be more stable than Na1, therefore, occupancy
of the Na1 site is not required by the overall stoichiometry. However, the
simultaneous occupation of both sites minimises in-plane Na+-Na+ electrostatic
repulsion, leading to stable structures where Na+ ions occupy both the Na1 and
Na2 sites for 0.5 ≤ x ≤ 1 in NaxCoO2.75–78
P2-type NaCoO2 displays complex structural behaviour, evidenced in the
galvonostatic cycling curve shown in Figure 1.7, clearly showing that the drops
in potential and subsequent voltage plateaus are reversible through charge and
discharge. The electronic properties of this material are strongly correlated to
the Na+ content and distribution.75
The distribution of Na+ in the structure results from the culmination of the
Figure 1.6: Crystal structure of layered P2-NaCoO2 (yellow spheres: Na+ ions;
blue octahedra: CoO6).79
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Figure 1.7: Galvonostatic cycling curve of P2-NaCoO2, showing distinctive
phase transitions in the form of plateaus.75
following factors: Na+-Na+ electrostatic repulsions, Na+-Co3+ repulsions and the
electron-electron interaction in the cobalt layer. All of these are highly sensitive
to Na+ content, resulting in the various Na+ distributions observed along the
composition curve. The high diffusivity of Na+, even at room temperature, allows
for structural rearrangements. A change of as little as 1% in Na concentration
can induce a new ordering of ions.75















]O2 was used as a precursor material for the layered lithium






]O2 as it is low in cost and
easy to synthesise.80 It was found to successfully de/intercalate Na+ ions in 2001







]O2 is a member of the P63/mmc space group.82,83 With only
2
3 of the Na-ion sites occupied, the occupied positions and vacancies are able to
form an ordered structure, however, the nature of this ordering is still unknown.






]O2 is shown in Figure 1.8, in
this example the Na+ ions are in a "honeycomb" network.
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]O2 shows two major
intermediate phases upon charging, at 3.5 and 4.0 V. These correspond to Na
contents of 12 and
1
3 respectively. Experimental data has shown that a two-phase





the P2-type structure is lowest in energy in the region 13 < x <
2
3 . After the
complete extraction of sodium ions (x = 0), the O2-type phase is more stable.
The two phases coexist in the region 0 < x < 13 .
82
Na ions seem to prefer different in-plane orderings at different Na
concentrations. The fast self-arrangement that occurs when these orderings






]O2 has high Na-ion mobility. The P2- and
O2-type structures of the material have different Na-ion migration pathways,
with different energies. The migration pathway in the P2-type structure is more
spacious than that in the O2 structure, and therefore has a lower activation




]O2, the smallest sodium
diffusion coefficient (DNa) is recorded in the 0 < x < 13 region, where the P2
to O2 phase transition takes place. DNa in the 13 < x <
2
3 region has been
recorded between 7 x 10−9 - 1 x 10−10 cm2s−1, which is approximately one order






]O2 along the c-axis. (Yellow
spheres: Na+ ions; purple octahedra: MnO6, grey octahedra: NiO6)
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of magnitude higher than the alkali metal ion diffusion coefficients recorded in







]O2 has a theoretical capacity of 173 mA h g−1. The
cycling performance of the material is significantly affected by the P2-O2 phase
transformation that occurs above 4.2 V. Having the voltage cut-off at 4.1 V
prevents this phase transition and avoids the dramatic change in the oxygen
framework of the host structure. When the cut-off voltage is 4.5 V, the first
discharge capacity is recorded at 134 mA h g−1 , with a retention at the second
discharge of 89% and only 64% of capacity retained after 10 cycles. Cycling
excluding the phase transition shows better retention with a capacity of 87.8
mA h g−1 recorded on first discharge, with a retention of 94.9% after 50 cycles.82







investigated in Chapter 5.
1.9.2 Olivine NaFePO4
As noted in section 1.5.2, polyanion-based compounds can be used as successful
cathodes in secondary Li-ion batteries, with olivine structured LiFePO4
commercially available. Therefore, it is not surprising that sodium metal
phosphates have received consideration as potential cathodes in Na-ion cells.
The sodium metal phosphate material with the highest theoretical capacity is
NaFePO4 (154 mA h g−1), however, unlike its lithium analogue, NaFePO4 does
not crystallise in the olivine structure, its most thermodynamically stable form
is the maricite polymorph.7,84
The olivine and maricite polymorphs have similar structures (shown in Figure
1.9) in terms of phosphate networks, both are members of the Pnma space group.
However, in the maricite structure, Na+ and Fe2+ ions occupy the M1 and M2
sites respectively, the reverse of the Na+ and Fe2+ ion occupation in the olivine
structure. The difference in the thermodynamically stable forms of LiFePO4 and
NaFePO4 is driven by the difference in ionic radius between Li+ and Na+, 0.76
and 1.02 Å respectively. In LiFePO4, Fe2+, with an ionic radius of 0.78 Å is
essentially the same size as Li+. The transition metal resides on the M2 site
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because of its higher charge. However, sodium has a much larger ionic radius
than iron; therefore, in NaFePO4 it is preferential for the Na+ ion to sit on the
M2 site rather than the transition metal ion.85
Figure 1.9: Crystal structures of a) olivine and b) maricite NaFePO4 (Yellow
spheres: Na+ ions; orange octahedra: FeO6; purple tetrahedra: PO4).
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In the maricite form of NaFePO4 the Na+ ions are completely surrounded
by PO3−4 tetrahedra and it has been reported that the compound exhibits
poor electrochemical behaviour in the bulk crystalline form.59,86,87 A study on
NaFePO4 by Prosini et al.88 has shown that extraction of sodium from the
maricite structure is possible, but with a low discharge rate and with a capacity
limited to approximately one third of its theoretical value. It has been reported
by Kim et al.89 that nano-scaled maricite NaFePO4 is able to function as a
high-performance electrode through the formation of amorphous FePO4 upon
Na extraction. Nanoscale maricite NaFePO4 has also been reported to be
electrochemically active after the process of ball milling, due to the formation
of structural defeats resulting in an amorphous phase.90
Although the maricite phase of NaFePO4 is the more thermodynamically
stable form, synthesis methods have been derived in order to prepare the
olivine compound. The first method to be successfully implemented was cation
exchange from carbon-coated olivine LiFePO4.84 Other similar techniques
have been devised in order to study the electrochemical behaviour of the
compound.86,91,92
The potential composition curve for olivine NaFePO4 displays a discontinuity
at Na 2
3
FePO4 on both charge and discharge, although it is more visible on the
charge curve.84 Li+ extraction from LiFePO4 occurs via a biphasic mechanism,
while Na+ extraction from NaFePO4 occurs in two voltage plateaus, separated
by the intermediate Na 2
3
FePO4. This is thought to result from the large cell
mismatch between the two end materials (NaFePO4 and FePO4). The FePO4,
Na 2
3
FePO4 and NaFePO4 phases all exist simultaneously.91,93 There are examples
in the literature of the elucidation of the Na 2
3
FePO4 structure,91,93–95 which agree
that both sodium vacancy and Fe2+/Fe3+ ordering occurs in the system. While
this phenomenon is not observed in LiFePO4, a similar intermediate formation
has been recorded for Li0.7CoPO4 between LiCoPO4 and CoPO4 end members.
However, no vacancy ordering has been detected in this structure.96
The study presented in Chapter 3, provides an outline of defect chemistry
and Na diffusion in the olivine and maricite polymorphs of NaFePO4. Olivine
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NaFePO4 is further investigated in Chapter 4, where the effect of biaxial strain
on the system (and LiFePO4) is discussed.
1.10 The Move to Divalent Ions:
Magnesium Batteries
As mentioned in section 1.6, the challenges facing lithium-ion batteries
have increased research interest in post-lithium technologies. Rechargeable
magnesium batteries have been considered a promising technology for energy
storage. Magnesium-based technology is promising for a number of reasons.
Firstly, Mg is much more abundant in the Earth’s crust than Li, making it a
cheaper metal to incorporate into electrode materials. Secondly, Mg is more
atmospherically stable than Li and has a higher melting point, this makes it
safer to handle and manufacture. The divalent nature of the Mg ion means it is
also able to offer a potential advantage in terms of energy density.13–16
1.11 Electrolyte Materials
for Magnesium Batteries
One of the largest challenges facing Mg batteries is the development of a
suitable electrolyte that is capable of reversible metal plating/stripping at the
anode and supporting reversible intercalation against a high voltage cathode.
A multitude of factors has slowed the development of a functional magnesium
electrolyte, including limited electrochemical stability with the electrodes (i.e.
narrow electrochemical stability window), lack of reversible Mg metal stripping
and plating, instability against current collectors and low Mg mobility, leading
to the formation of ionic couples.14,97–99
A comprehensive evaluation of the development of a suitable electrolyte for
Mg batteries is detailed elsewhere.15,97,99–101
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1.12 Anode Materials for Magnesium Batteries
Unlike the monovalent batteries discussed above, it is possible to use a metal
anode with Mg batteries, offering a theoretical capacity of ∼ 3833 mAh cm−3.
This is because it deposits more uniformly when cycling than for either Li or
Na.13,15 This is a very favourable attribute of magnesium batteries. Mg-metal
anodes are only able to operate in electrolytes that are not reduced on metallic
Mg2+ and therefore do not form passivating films on the surface of the anode.
Unlike Li-ion batteries, where a passivation layer is crucial to the operation of
the cell, in Mg batteries this layer impedes Mg2+ diffusion.15,102 The challenges
in developing a suitable electrolyte are discussed below.
1.13 Cathode Materials
for Magnesium Batteries
The development of a suitable cathode material for Mg batteries, which offers a
high reversible capacity and an adequate operating voltage, is a major challenge
to overcome. The high valency of Mg2+ ions results in slow diffusion through
inorganic cathode materials, culminating in low reversible capacity and reduced
power output. It is thought that the low Mg2+ mobility is caused by strong
ionic interactions and redistribution of the divalently charged cations in the
material. Strategies have been employed in order to address these issues,
including the formation of mesoporous and nanostructured materials, in order
to reduce the diffusion length for Mg2+.103 Capabilities of Mg cathodes have
also been improved by utilising materials with a high Mg2+ diffusivity.16,104,105
While working multivalent cathodes have been reported in the literature (a
few of which are discussed below), Mg2+ host materials have been relatively
unexplored compared to those for Li+ ions.14
The first working Mg battery cell was achieved in 2000 by Aurbach et al.13
consisting of a Mg metal anode, and a Chevrel Mg2Mo6S8 cathode. An operating
voltage of 1.1 V vs. Mg metal and an energy density of 70 mAh g−1 were
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reported.
Most Li-ion battery cathodes are made up of close-packed oxygen frameworks,
unlike the Chevrel phase that has a ’cluster’ structure, as shown in Figure 1.10.
The Chevrel structure is made up of Mo6S8 blocks that are arranged such that
they are separated by "cavities".14,15,106–108 These "cavities" are the sites upon
which Mg2+ ions are able to intercalate into. While this material only offers
a poor capacity and an average cell voltage, it has provided insight into the
desirable characteristics of a successful magnesium cathode.15,109,110
Figure 1.10: Crystal structure of Chevrel phase Mo6S8.108
In order to improve upon the performance of the Chevrel cathodes, other
transition metal chalcogenides with the general formula AMT2 where A is the
multivalent ion, M a transition metal and T = S, Se or Te, have been considered.
This included work on Mg intercalation spinel-structured Ti2S4,105,111–113 which
offers a reversible capacity of 200 mAh g−1 and a cell voltage of 1.2 V
vs. Mg/Mg+.114 The fundamental study of chacogenide compounds and the
breakthrough of Mg2+ intercalation into chevrel-Mo6S8 by Aurbach et al.13 has
led to these materials being the most promising Mg cathode materials in terms
of cycling at the present time.14
Intercalation materials offering higher theoretical capacities and voltages than
the chalcogenide cathodes mentioned above have been targeted. Methods for
achieving these desirable properties include switching the anion species from
sulfur to oxygen and by increasing the ratio of intercalant to transition metal.115
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These factors make oxide materials particularly appealing as cathodes.
Oxides are known to exhibit slower Li+ diffusion than the corresponding
sulfides. This poses a more serious problem in Mg2+ cathodes as the sluggish
mobility of the multivalent ions is generally considered a major hurdle to
overcome in the development of suitable materials.14,105,116 Another concerning
issue to overcome with oxide intercalation hosts is the tendency for irreversible
oxide conversion reactions to occur rather than reversible Mg2+ intercalation.
This is due to the low formation energy of MgO.14
One oxide material that has attracted interest is layered orthorhombic V2O5,
shown in Figure 1.11. This is due to the high theoretical capacity of 294.7 mAh
g−1 and theoretical voltage of 2.5 V.117,118 However, electrochemical insertion
of Mg2+ into orthorhombic V2O5 has been shown to have poor kinetics,104,119
which is attributed to slow Mg diffusion in the host material. This has also been
shown to be true for Mg intercalation into other oxide cathode materials, such
as spinel-type Mn2O4.116,120
Figure 1.11: Crystal structure of layered orthorhombic V2O5.121
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1.13.1 Olivine MgFeSiO4
As discussed in sections 1.5.2 and 1.9.2 polyanion materials, specifically those
with an olivine-type structure, have been of great interest as cathode materials
for Li- and Na-ion batteries. Recently, olivine magnesium silicates have been
reported to promising cathode performance, with indication of reversible Mg2+
intercalation.122–127
MgFeSiO4 has been considered of interest as a potential cathode material
due to its olivine structure (Figure 1.12). However, it exhibits a large degree
of mixing between octahedral Mg and Fe crystallographic sites.128–130 Ordered
phases of MgFeSiO4 have been synthesised through high temperature methods,
where a synthesis temperature up to 900 ◦C yields a structure with Mg2+
occupying M2 octahedral sites and Fe2+ residing in the M1 sites. Above this
temperature the site preference switches.128 Therefore, above 900 ◦C MgFeSiO4
can be synthesised with a structure analogous to LiFePO4, where the Mg2+ ions
form one-dimensional channels along the c-axis.
It has been reported that Mg2+ can be de/intercalated into disorder olivine
FePO4 with a capacity of only 13 mAh g−1. This poor performance was
found to be linked to surface amorphisation, which prevented electrochemical
reaction from penetrating the bulk. A first-principles study by Ling et al.125
provided insight into the redox and thermodynamic behavior of magnesium
silicates, indicating similarities between the insertion processes of Mg and Li
ions. However, kinetic processes and Mg diffusion have not previously been
considered.
A study of the Mg diffusion and voltage properties of MgFeSiO4 is presented
in Chapter 6.
Having introduced the materials explored in this work, the next chapter
discusses the computational methods used. After which the results of the studies
are presented.
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Figure 1.12: Crystal structure of MgFeSiO4 a) along the a-axis and b) c-axis,
showing channels of Mg2+ ions. (Blue spheres: Mg2+, purple tetrahedra: SiO4




’Of course it’s happening in your
head... but why should that mean
it is not real?’
J. K. Rowling, Harry Potter and
the Deathly Hallows
2.1 Introduction
Computer modelling techniques are now able to play a crucial role in
the prediction of structures and properties of complex materials, and are
well-established tools in the field of solid-state chemistry. These techniques
provide a means of investigating fundamental structural, transport and
defect properties on the atomic scale. There are three main computational
techniques used in the studies presented here: potentials-based energy
minimisation, molecular dynamics (MD) and density functional theory (DFT).
These techniques are implemented in several software packages: here, energy
minimisation calculations were carried out using GULP131,132 , MD simulations
using LAMMPS133 and DFT studies using VASP.134,135 A general overview
of these techniques is given here, as they are described in more detail
elsewhere.136–141
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2.2 Atomistic Simulations
The techniques discussed below require that the interatomic forces are evaluated
at each step. The description of these interactions can be separated into
two methodologies: atomistic techniques and ab initio techniques. Atomistic
simulation techniques use simple, empirically derived equations to describe
interatomic interactions, while ab initio techniques are based on fundamental
quantum mechanics and explicitly include electron density. This makes ab initio
techniques computationally expensive, and therefore means they are more suited
to small system sizes. While atomistic techniques are able to easily simulate
several thousands of atoms and are often used for modelling defects in large
crystal systems.
2.2.1 Interatomic Potentials
The starting point for every atomistic simulation is the development of a potential
model; using mathematical terminology it provides a description of the energy of
a system as a function of its coordinates. The results obtained from simulations
are directly affected by the extent to which the potential model represents the
system under study. The lattice energy (UL) of a system is the property of
primary importance; a potential model must calculate it accurately if it is to
represent the system well. The expression used to calculate UL is shown in








Vijk(rijk) + ... (2.1)
The summation terms account for all ion pairs (i and j) and all ion trios (i, j and
k) in a crystal. The equation could, theoretically, include terms to represent a
larger number of ions, but in the majority of cases it is not considered necessary
to include summations that exceed the "three-body" terms.
The potential model for each crystal system is formed of a number of
interatomic equations, which are summed to give the lattice energy. The
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parameters of these interatomic potentials can be altered to accurately describe
the chemical factors, such as bond strength and atomic mass of the crystal
structure they represent.
The potential models used in this work are based on the Born model. The
model predominantly includes the pairwise (two-body) terms from the lattice
energy series expansion shown above in equation 2.1. The two-body terms can
further be divided into short-range and long-range coulombic interactions. The
short-range interactions account for both attractive and repulsive forces; the
attractive forces are due to the presence of dispersive forces, whilst the overlap
of ion charge clouds is what gives rise to the repulsive forces. The first term on the
right side of equation 2.2 accounts for the coulombic interactions between pairs
of ions, qi and qj represent the ionic charges and rij the interatomic distance. For
ionic materials this term is dominant and can represent 90% of the total lattice










Short-range interactions are modelled using simple analytical functions known
as interatomic potentials. The best known examples of these potentials are the
Buckingham142 and Morse143 potentials. The Buckingham potential (Equation
2.3) has been mostly used in this work. The expression which describes the
potential can be divided into two components; the exponential repulsive term,
containing the A and ρ parameters, represents the repulsion of the electronic
charge cloud of the ions. The second part of the equation, containing the C







The Pedone partial charge model144 was used to model materials inChapters
3, 4 and 7 of this work. This model uses a standardised charge of 0.6 and
employs the Morse potential rather than the Buckingham potential described
above. Equation 2.4 shows the standard form of the Morse potential. The bond
dissociation energy (the depth of the potential well) is denoted by De, the width
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of the potential well is controlled by the a parameter and the equilibrium bond
distance r0. In order for the interaction energy to have a zero value at infinite
separation, the bond dissociation energy is subtracted.
Φij(rij) = De[(1− exp(−a(rij − r0))2)− 1] (2.4)
In some instances it is necessary to include a three-body term, for example
when modelling phosphate or silicate materials in order to account for the
rigidity of the O-P-O and O-Si-O bonds and their angle-dependent nature. The
three-body term is defined according to Equation 2.5, where the bond angle for
a tetrahedron is represented as Θ0, and K represents the force constant. The
three-body term acts so that any change from the ideal angle is penalised with





Coulombic terms can be slow to converge, due to the fact that the coulombic
interaction between ion pairs (i and j) decays in a way that is directly
proportional to the inverse of their inter-ionic separation ( 1
rij
). The number of
interacting ions, however, increases linearly with the surface area of a sphere
(4pir2). Therefore, whilst it is to be expected that the coulombic interaction
term would decay as distance is increased, in fact, the energy density of the
interaction between ions increases with interionic separation. Methods have
been developed to correct this problem. For three-dimensional materials the
most commonly used is the Ewald method; this method divides the sum into
real and reciprocal space components, and requires that in addition to being
neutral, the unit cell has a zero dipole moment.
2.2.2 Ionic Polarisation
It is not usually possible to assume a fixed dipole moment for an individual
atom, as its polarisability is affected by both the magnitude and direction of the
dipole within the crystal structure. It is essential that the effect of polarisation
is incorporated into the potential model in order to accurately model the crystal
strucutre. Polarisation occurs as a result of distortion of an ion’s electron charge
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cloud, caused by the presence of an applied external field, such as the electrostatic
field of the crystal. Accurate modelling of polarisation effects is of particular
importance when dealing with defect modelling. The polarisation produced by
the electric field as a result of a charge point defect will greatly affect the lattice
relaxation around said defect.
The simplest model with the ability to describe polarisation is the Point
Polarisable Ion (PPI) model. In this model each ion is assigned a dipole moment
(µi) which is the product of the ion’s point polarisability (αi) and the magnitude
of the applied field (E), as shown in equation 2.6.
µi = αiE (2.6)
Problems occur when the PPI model is used for solid state ionic materials as
the description of the polarisability it provides is inadequate. This inadequacy is
caused by the absence of a term in the equation to account for the coupling
between the short-range repulsion and the polarisation, this is a key factor
considering that ions are polarised in solids. Short-range repulsion is the product
of the overlapping valence shell orbitals of different atoms, since the shape of
valence orbitals are directly affected by polarisation, the combination of the two
forces can "dampen" the overall effect.
The most successful model for incorporating the key coupling between the
short-range repulsion and polarisation is Dick and Overhauser’s145 shell model
(Figure 2.1). Within this model each ion is separated into a core and a shell.
The core, with a charge of X, effectively accounts for the total mass of the
ion, as it represents both the heavy nucleus and the inner electrons of the ion.
The shell, with a charge of Y , is considered "mass-less" as it only represents the
polarisable valence electrons. Although the core and shell components of the
model are coulombically screened from one another, they are connected by a
harmonic spring, that has a spring constant of k. The electronic polarisability






Beyond Lithium: Atomic-Scale Insights into Cathodes for Na and Mg Batteries
Figure 2.1: Schematic representation of the shell model. The ion core has a
charge of X and the shell a charge of Y . The two are displaced by a distance W
and are connected by a harmonic spring, which has a spring constant of k.
2.2.3 Deriving Interatomic Potentials
In order for atomistic calculations to provide accurate atomic insights it is
necessary that the components of potential models are derived so they are able
to accurately reproduce the materials they represent. Derivation is possible
through empirical fitting to experimental data and/or material properties.
Crystal structure information obtained from experiment is often the most easily
accessible data with which to make comparisons. That being said, is is not
uncommon for other properties such as dielectric and elastic constants to be
incorporated in the comparison. The quality of fit of the parameters is judged by
the calculation of the sum of squares (SS), shown in equation 2.8. The number
of observables is denoted by Nobs, the experimental and calculated values of the
observables are described by f obsi and f calci respectively, and ωi is a weighting
factor. The weighting factor can be altered for each observable depending on its




ωi(f obsi − f calci )2 (2.8)
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The sum of squares should, ideally, be equal to zero, this means that the
calculated model exactly matches experiment. However, this situation is highly
unlikely except for the most simple of models.
The fitting process requires that the potential parameters are adjusted in
order to minimise the sum of squares. The fitting process is effectively the
reverse of the energy minimisation procedure, as the interactions between the
ions are changed to match the starting structure, rather than minimising the
energy through structure modification.
2.2.4 Energy Minimisation
The potential energy of a system can be defined as a function of the coordinates of
its component atoms. Therefore the potential energies of all solid-state systems
are dependent on the positions of all their constituent particles. This function is
the potential energy surface, with each position on the surface representing a set
of coordinates, corresponding to a particular atomic configuration. The potential
energy surface is difficult to visualise and characterise in its entirety, due to
its multi-dimensional nature. However, the use of key component coordinates
allows a greater understanding of these surfaces, and the chemical systems they
represent.
There are two types of stationary points which are of particular importance
for the analysis of a given potential energy surface:
i. Minima: The lowest energy points on the potential energy surface
represent stable states for the chemical systems. For some systems it
is possible that multiple minima can be found, each corresponding to
a different structure. The lowest energy point on the potential energy
surface is the ’global minimum’ of the system. This corresponds to the
lowest energy, and therefore the most thermodynamically stable structure.
All other minima are known as ’local minima’.
ii. Saddle-Point:The saddle point is the point of maximum energy found on
the lowest energy path between two stable structures (minima). It is also
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known as the transition state. The presence of a transition state indicates a
possible reaction pathway. Reaction pathways allow activation barriers to
be calculated, these are vitally important in the understanding of chemical
systems.
It is not possible to distinguish between these two types of stationary points
by using their first derivatives, as they both equal zero. However, distinction
is possible through the use of second derivatives with respect to distance. The
eigenvalues of the Hessian matrix of second derivatives are all positive for minima,
whilst one of the eigenvalues will be negative for a saddle-point.
The location of stationary points on the potential energy surface is vital in the
field of computational chemistry. Energy minimisation algorithms can be used
to find these points. They can, however, experience problems due to the complex
nature of the potential energy function. These issues can often be overcome by
assuming that when the potential energy function approaches a minimum it is
harmonic (quadratic).
Energy minimisation is a relatively simple concept. The structural
parameters that define the energy of the crystal (cell dimensions and atomic
coordinates) are adjusted in order to find the minimum energy configuration of
the system. There are a number of different techniques for energy minimisation.
The most simple of these is a ’search’ procedure, where the location of the global
minimum just requires scanning the parameter space. Due to its simplicity,
this method is often not particularly effective, and subsequently is rarely used.
Consequently other more involved techniques, which incorporate relatively
complicated mathematical formulae are usually favoured. It is vitally important
that for large crystal systems the most appropriate technique is chosen, in order
for the global minimum of the system to be obtained without the use of an
unnecessary amount of computer time.
The gradient (first-order) method is one technique that is often implemented
in place of the ’search’ procedure. This requires the first derivative of the
potential energy function (Ei) in terms of the atomic coordinates to be varied
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The following subsections will discuss different derivative-based energy
minimisation techniques that can be used.
2.2.5 Steepest Descent
The simplest of the first derivative-based energy minimisation techniques is the
steepest descent algorithm. This is an iterative technique used to find the
minimum of the system. The atomic coordinates are changed in a way that
generates the steepest gradient, and therefore the largest decrease in energy. The
direction in which the 3N Cartesian coordinates of a system, with N atoms, are
moved, can be described using a 3N-dimensional gradient unit vector (ri), which
points in the opposite direction to the gradient vector (gi), shown in Equation
2.10.
ri = −gi (2.10)
Once in has been determined which direction to the move the coordinates, the
distance along the gradient to move them needs to be established. It is not
possible to determine this distance analytically, as it has to be assumed that
the potential energy is quadratic. There are, however, two approaches that can
be used in order to calculate this parameter, either using a step of an arbitrary
length or a line search. The arbitrary step method is often preferred over a line
search as this is often requires a large amount of computational resources.
The arbitrary step method involves taking a step of arbitrary length αi
along a gradient (ri) in order to determine a more refined atomic configuration
(xi+1). This is shown in Equation 2.11, where the coordinates of the original
configuration are denoted using xi.
xi+1 = xi + αir1 (2.11)
This method gradually converges on the minimum through a series of right angled
turns as a result of using a series of orthogonal successive steps.
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The steepest descent algorithms provides a robust method of determining the
minimum energy of a system, even if the minimum is far from the initial starting
point. However, it can be considered inefficient at finding the minimum of a
system, due to these right-angled turns. This is particularly problematic when
proceeding down a long narrow energy well, as a large number of small steps will
be required.
2.2.6 Conjugate Gradient
The conjugate gradient algorithm is often seen as a theoretical advancement
on the steepest descent method, as it avoids the reintroduction of errors with
each separate iteration. While the steepest gradient algorithm uses a series of
orthogonal lines to minimise the energy of the system, the conjugate gradient
method uses a set of orthogonal search vectors (d(0), d(1), ..., d(n−1)), and only
minimises the energy once. The minimum of the energy surface is located by
minimising the energy with respect to each direction.
The conjugate gradients algorithm generates a new search vector (di), based
on the previous search vector (di−1), the previous gradient (gi−1) and the current
gradient (gi), according to Equations 2.12 and 2.13.






Minimising the energy function in this new direction allows a position nearer the
minimum (xi+1) to be calculated, shown in Equation 2.14.
xi+1 = xi + αidi (2.14)
The step length is denoted using αi and is calculated using the same line search
technique for each iteration.
The conjugate gradient algorithm is more efficient than the steepest descent
method requiring fewer iterations to locate the minimum energy of the system.
Only n steps will be needed to locate the minimum for a quadratic function of
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n variables. Unlike with the steepest descent method, convergence towards the
minimum is not hindered by the shape of the potential well. Additionally, as only
the first derivative information is used in the conjugate gradients algorithm, the
time of calculation for each step is relatively quick.
2.2.7 Newton-Raphson
The Newton-Raphson method is a commonly used second-order minimisation
technique. It uses both first- and second-order derivative information in order
to converge on the minimum of the system. Each new iteration (xi+1) is
calculated by taking the atomic coordinates of the current configuration (xi),
and subtracting the corresponding gradient for that point (gi) multiplied by
the reciprocal of the Hessian matrix (H−1i ). Hence the atomic coordinates are
continually updated according to Equation 2.15.
xi+1 = xi −H−1i gi (2.15)
If the potential energy surface of the system under study was harmonic (a
true quadratic), then the Newton-Raphson approach would only need a single
step in order to locate its minimum energy. However, real chemical systems
are not perfectly harmonic and therefore this technique, like those mentioned
previously, must be applied iteratively. If the configuration under evaluation
is close to a minimum, then rapid convergence towards said minimum occurs
as it is a valid assumption that the potential well is harmonic. Unfortunately,
minimisation can become unstable when the starting configuration is far from
the minimum, as the potential energy surface cannot be assumed to be harmonic,
hence Newton-Raphson is a less useful technique in these instances. It is therefore
of particular importance, that for this method a suitable atomic configuration
is chosen before the optimisation is started. When it is likely that the starting
configuration is far from the minimum, due to the unavailability or poor quality
of experimental structural data, a more robust energy minimisation technique
should be used. It is often the case in these situations that either the steepest
descent or conjugate gradient method is used initially to provide a configuration
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closer to the minimum, before switching to Newton-Raphson to accurately and
rapidly locate the minimum.
The use of the Hessian allows for faster convergence when near minima,
however, the calculation and inversion of the Hessian matrix can be regarded
as relatively computationally expensive.
2.3 Periodic Boundary Conditions
Periodic boundary conditions are considered crucial in order to successfully
model large solid state systems, because they are able to reduce the amount
of computational time needed. As crystalline solids are symmetrical they can
be broken down into unit cells which consist of only a relatively small number
of atoms, ions or molecules. Unit cells can then be repeated continuously in all
three dimensions.
Using periodic boundary conditions means that during a simulation the unit
Figure 2.2: Schematic representation of periodic boundary conditions
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cell is surrounded, in all directions, by identical copies of itself (Figure 2.2). The
ions in these images are only able to interact with ions in the original unit cell and
not with each other, while ions in the unit cell can interact with all ions in the
simulation, including each other. Periodic boundary conditions are essentially
used to make a simulation cell ’feel’ like it is part of a large solid state system.
2.4 Modelling Point Defects
Before outlining the techniques used to model defect species in crystal systems,
it is important to introduce defect chemistry and highlight some of the types of
defects likely to be encountered. Every crystal system will contain an intrinsic
concentration of defects due to entropy. Figure 2.3 depicts three of the main
defect types:
Vacancy: A vacant lattice site.
Interstitial: An ion located at a site that is not usually occupied.
Substitutional: A lattice site occupied by a dopant ion.
Figure 2.3: Schematic of a two-dimensional cross-section of a NaCl crystal
lattice, depicting types of defect.
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Anti-site: The exchange of sites for two different neighbouring ions.
It is important when modelling defect structures and energies to include an
additional relaxation effect. Atoms that directly surround the defect typically
experience an extensive perturbation, therefore their relaxed positions are largely
effected. The perturbation caused by the defect is effectively coulombic since
the field of relaxation is relatively long-range. Lattice relaxation reduces the
symmetry of a crystal system, therefore modelling the system as an infinite array
of symmetrical unit cells is no longer appropriate.
The Mott-Littleton approximation146 (Figure 2.4) is a method of defect
modelling that attempts to account for lattice relaxation around a defect centre.
This method splits the crystal lattice into two regions. The spherical inner
region (region I) contains the defect centre and the ions which surround it. The
lattice relaxation effect is therefore very strong in this region and all ions are
relaxed explicitly.
Region II, which extends to an infinite distance, is further divided into
Figure 2.4: Schematic of the Mott-Littleton approximation, where D represents
the defect at the centre of region I.
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sub-regions (IIa and IIb); the ions in the outermost reason (IIb) respond to the
defect in a purely dielectric manner (a change in polarisation is experienced,
but with no displacement). The relaxation in region IIa is technically a result
of all the ions in region I. An approximation is used to allow the relaxation in
region IIa to be modelled only as a result of the central charge defect. Region
IIa can, therefore, be described as an intermediate region between regions I and
IIb, where the modelling of lattice relaxation is very different.
It is important for the validity of this technique that the defect energy has
converged significantly with respect to the radius of region IIa, so that the chance
that lattice relaxation will occur within region IIb is removed. Ideally both the
radius of region I, and the difference between regions I and IIa should exceed
the Buckingham potential cutoff radius. This approach, however, may still not
provide a completely adequate model of the lattice relaxation, due to the mainly
long-range coulombic effect of the defect. Therefore, for these calculations it
should always be checked if increasing the region sizes notably changes the values
of the defect energies.
2.5 Molecular Dynamics
Energy minimisation (described in section 2.2) is used to simulate systems at
absolute zero temperature and, as a result, offers no kinetic energy information
about the system under study. These calculations focus entirely on the potential
energy of the system; while vast amounts of information can be gained from these
processes, the effects of thermal energy are not considered.
Molecular dynamics (MD) explicitly includes the kinetic energy of atoms.
All atoms are assigned a velocity, and the variable of temperature is included
in the simulation. While energy minimisation techniques are only able to travel
downhill on the potential energy surface, a major disadvantage of the technique,
MD simulations are able to overcome local energy barriers and potentially find
configurations with improved thermodynamic stability. However, it is often
only possible to overcome barriers which are in the order of a few kBT , as MD
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calculations are only able to simulate relatively short real-timescales.
Trajectories describe how the positions and velocities of ions vary with time.
These variables need to be calculated in order to simulate dynamical properties of
a system such as ion transport and crystal vibrations. This essentially requires
the integration of Newton’s laws of motion for the entire system over a finite
period of time. An atom’s acceleration (a) can be calculated as the second
derivative of its position (r) with time (t), when the force (f ) acting on the





MD simulations proceed by solving Newtonian equations of motion in an iterative
manner. After a time step (∆t), with an infinitesimal value, each iteration (xi)
and velocity (vi) are updated. The acceleration, determined from the force, is
combined with the velocities at time t, to generate updated velocities at time
t+ ∆t. This is shown in the simple update expressions, equations 2.17 and 2.18.
It is assumed that the force remains constant between each value of t and t+∆t,
this produces the main source if inaccuracy in this method.
xi(t+ ∆t) = xi(t) + vi(t)∆t (2.17)
vi(t+ ∆t) = vi(t) + a(t)∆t (2.18)
The value of ∆t must be infinitesimal, because in real systems the forces acting on
an ion will vary depending on its distance from other ions; in these cases equations
2.17 and 2.18 are only accurate over infinitesimal values of time. As this is a
many-body problem, accurately describing the motion of the ions over larger,
more statistically relevant time-scales requires the use of numerical integration
algorithms.
2.5.1 Integration Algorithms
A number of different algorithms are available to integrate the Newtonian
equations of motion. All of these methods involve the use of a Taylor expansion
to approximate the velocities, positions and accelerations. The accuracy of
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these properties calculated using the algorithms can be improved by reducing
the time step and including higher terms from the Taylor expansion.
The Verlet algorithm147 is widely used in MD simulations. The Verlet
algorithm is derived by approximating the trajectory of ions as a Taylor series
about the current set of ion positions (ri) which is truncated at the third
derivative. This is shown in equation 2.19, where vt, at and bt represent the
velocities, accelerations and jerks (acceleration changes) respectively and θ
represents an error term.
rt+∆t = rt + vt∆t+
at
2 ∆t
2 + bt6 ∆t
3 + θ(∆t4) (2.19)
The b term accounts for the change in force, but is difficult to compute. However
there is a mathematical trick, developed by Verlet, that is able to overcome this
obstacle. By using information gained from the previous step (tt−∆t) the third
derivative can be included implicitly. Using the same derivation strategy as in
the above Equation the Taylor series at t−∆t is expressed by equation 2.20.
rt−∆t = rt − vt∆t+ at2 ∆t
2 − bt6 ∆t
3 + θ(∆t4) (2.20)
The overall Verlet algorithm is therefore given by the sum of equations 2.19 and
2.20, as shown below in 2.21.
rt+∆t = 2rt − rt−∆t + att2∆t2 + θ(∆t4) (2.21)
By using information gained in the previous step, the Verlet algorithms remove
the need to calculate the problematic third derivative term. However, the use of
this technique causes the total error to increase, because the errors from both
the calculation of rt and rt−∆t are carried forward into the calculation of rt+∆t.
The Verlet algorithm does not necessarily calculate the ion velocities, as
the ion trajectories can be determined without them. However they remain
important values to calculate, since they are scaled to maintain the temperature
of the system. It is also necessary to compute the kinetic energy in order to
calculate the total energy of the system. The velocities can be determined using
the Verlet trajectory by subtracting equation 2.19 from equation 2.20 to yield
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It is clear from this equation that, until the ion positions have been calculated at
the next step, the velocities cannot be determined. It is also important to note
that the calculation of velocities using this method introduces a large degree of
numerical inaccuracy, with the error being in the order of ∆t2.
The Verlet algorithm is not self starting, information from the previous step
is required. This means that initial velocities are assigned to the system. In
practice, these values are assigned randomly, whilst ensuring that the system
starts at the desired temperature, and with no translational momentum.
2.5.2 Time Step and Equilibrium
The choice of the time step (∆t) is significant for molecular dynamics
calculations. The value must be smaller than the timescale of any important
dynamical process at the atomic or molecular level. The value chosen must be at
least an order of magnitude smaller than the typical period of atomic vibrations
(10−12 - 10−13). A short time step means that the numerical integration of the
equations of motion is more accurate, but also that the process requires more
computational effort than if a longer time step was selected. However, the use
of too large a time step can generate instabilities in the system, which cause
atoms to move unphysical distances or collide with too much energy, ultimately
resulting in failure of the simulation. In practice, a time step between 0.1 and 1
femto seconds is typically chosen; this is the ideal choice as it is large enough to
cover as much "real time" as quickly as possible, but without any instability in
the system.
The initial stage of an MD simulation is the equilibrium period. This period
allows the starting configuration of the system to reach a state of equilibrium.
During this period several properties of the system are monitored, these include
the total energy, which is the sum of the potential energy from the atomic
arrangement, and the kinetic energy due to atomic motion. Equilibrium is
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achieved when these properties have ’settled’ into a steady pattern. The
equilibrium period normally lasts for tens of thousands of time steps in order to
ensure a satisfactory level of convergence. Once equilibrium is achieved and the
equilibrium phase has ended, the production phase can commence. It is from
this phase that the desirable statistics of the calculation can be obtained.
2.5.3 Ensembles
An ensemble is used to describe the set of constraints applied to a system that
give rise to the distribution of thermally accessible states. The atomic coordinates
of the system under study vary with time throughout the duration of a MD
simulation. This means that the different atomic arrangements of the system
correspond to independent states. Different types of ensembles require different
sets of constraints.
The micro-canonical ensemble (NV E) keeps the number of atoms (N)
constant, as well as the volume of the simulation cell (V ) and the total energy
of the system (E). While the total energy of the system is kept at a constant
value, the potential and kinetic energy contributions towards this value can
change. The conserved value of the total energy can be represented by equation
2.23, where the Hamiltonian (H) corresponds to the total energy of the system,
consisting of contributions from the kinetic energy (K) and the potential energy
(V).
H = K + V (2.23)
The micro-canonical ensemble allows large variations in temperature and
pressure; this does not accurately represent "real" conditions under which most
experimental investigations take place. Alternatives to the micro-canonical
ensemble include the commonly used canonical (NV T ) and isobaric-isothermal
(NPT ) ensembles. The canonical ensemble allows the system to be studied
as a function of temperature, while the isobaric-isothermal ensemble allows
the system to be probed as a function of pressure. It is important to control
both the temperature and the pressure during simulations of a system. This is
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achieved using mathematical thermostats and barostats. An added benefit to
studying systems under controlled conditions is that they help to compensate
for the slow accumulation of rounding errors that develop over time.
2.5.4 MD Data Analysis
The production phase of MD simulations can provide useful information in the
form of diffusivity of ions and time averaged structures. These properties can be
directly extracted from the simulated ion trajectories.
Mean Square Displacement
The means squared displacement (MSD) is a measure of the distance atoms
in the simulation cell have moved from their initial conditions. This provides
information about the diffusion rate of atoms in the system. The MSD can be
defined using equation 2.24, where N is the number of atoms, and ri(0) and ri(t)






The gradient of the MSD is related to the self-diffusion coefficient D according
to equation 2.25, where d is the dimensionality of the system.
MSD(t) = 2dDt (2.25)
Therefore the MSD for a three dimensional system at time t can be described by
equation 2.26.
MSD(t) = MSD(0) + 6Dt (2.26)
It is possible to estimate the activation barrier for ion migration using an
Arrhenius plot of diffusion data obtained from a set of MSD plots at several
different temperatures. Equation 2.27 is used to generate the plot. LnD plotted
versus 1
T




It is possible through this method for MD simulations to provide new information
about migration barriers that static lattice calculations are unable to access.
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Time Averaged Atomic Densities
MD simulations are able to offer the study of ion migration in crystalline
materials. It is imperative to be able to visualise the spatial properties of
this migration in order to derive the nature and mechanics of diffusion. A
useful method of visualisation is through a time-averaged atomic density plot,
generated from trajectory data and used to determine diffusion pathways in
crystals. The trajectory data needs to contain the ion positions for a series of
time steps, in order to show the movement of ions over the simulation.
2.6 Density Functional Theory
While potential-based methods aim to reproduce observed characteristics of
real systems, ab initio techniques are based on developing models directly from
theoretical properties.They allow insights into various ground-state properties
which empirical methods do not provide, such as: charge distribution, orbital
occupancies, band structure and bonding.
All quantum mechanical techniques aim to solve the Schrödinger equation
and therefore derive an exact wave-function for a system. The simplest form
of the Schrödinger equation is shown below (Equation 2.28), where H is the
Hamiltonian operator, ψ corresponds to the wave-function and E is the total
energy of the system.
Hψ = Eψ (2.28)
The wave-function contains all information with respect to the positions and
spins of the particles within the system. Therefore theoretically all material
properties can be related to the wave-function of a system and identification
of the wave-function allows all material properties to be calculated. As the
eigenvalue of the Hamiltonian operator equals the total energy of the system,
by identifying the appropriate form of the Hamiltonian the exact solution can
be found. The full Hamiltonian can be expressed by Equation 2.29. Here Te
describes the electronic kinetic energy, Tn is the nuclear kinetic energy and
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the following three terms (Vint,Vnn,Vext) can be summed together to make the
potential energy of the system. Vint is used to describe the electron-electron
interactions, while Vext is the electron-nuclei interactions. The final term, Vnn
defines nuclear-nuclear repulsions.
H = Te + Tn + Vint + Vnn + Vext (2.29)
Summing together these terms over all the nuclei and electrons present leads to
Equation 2.30, which provides a complete description of the system under study.
Where the mass and position of nucleus I, of charge ZI are defined byMI and RI
respectively. me and ri describe the mass and position of electron i, respectively.





























As can be seen from Equation 2.30, the evaluation of the Hamiltonian operator
of a many-bodied system is a convoluted procedure which involves many
independent terms. While the basic Schröndinger equation is relatively simple,
a full solution is extremely complicated for anything but a basic system. These
full analytical solutions are beyond current computational capability and hence
a series of approximations are needed in order to make the problem manageable.
The first approximation employed is the Born-Oppenheimer which is used to
decouple nuclear and electronic motion. The large difference in mass between
the nucleus and surrounding electrons is reflected in their motion; the electrons
move much faster than the nuclei and therefore we can assume that the system
has a fixed nuclear arrangement when calculating the electronic wavefunction.
Use of this approximation allows the Hamiltonian to be rewritten as the
electronic Hamiltonian, as outlined in Equations 2.31, 2.32 and 2.33.
Helec = T + Vint + Vext (2.31)
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This acts to significantly simplify the problem by removing the cross terms
from the original Hamiltonian. The nuclear configuration of the system is
now only included as part of the external potential (Vext). Even though the
wave-function is now only dependent on the electronic configuration of the
system, this formulation is still beyond all but the simplest systems, due to the
large number of electron-electron interactions.
2.6.1 Hohenberg-Kohn Theorems
The Hohenberg-Kohn Theorems provide a viable framework for calculating a
wave-function, and form the elementary principles of DFT. The two theorems
are defined as:
i. The three-dimensional electron density of a many electron system uniquely
determines all the ground state properties of the system.
ii. The energy of a system can be defined as a functional of the electron density,
with the minimum energy functional corresponding to the ground-state
electron density.
The first theorem means that solutions for the N electron wave-function
(ψ(r)) are no longer required. All that is needed is the the much simpler
knowledge of the three-dimensional electron density ρ(r). The second theorem
states that by defining the energy functional of the system the ground state
electron density of the system can be calculated. This defines all the other
properties of the system. Hohenberg and Kohn define the energy functional which




Vext(r)ρ(r)dr + F [ρ(r)] (2.34)
The first term defines the interactions between electrons and the external
potential, including nuclear interactions. The second term (F [ρ(r)]), contains
the kinetic information of the electrons in the system, as well as terms resulting
from electron-electron interactions.
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While the Hohenberg-Kohn theorems provide a simplified model for
the calculation of the many-electron Schrödinger equation, and hence the
foundations for the development of DFT, they are unable to provide a form
for F [ρ(r)]. Therefore information needed to calculate the ground-state of the
system is still missing.
2.6.2 Kohn-Sham Equations
A series of equations were published by Kohn and Sham which built on the
Hohenberg-Kohn theorems, allowing for the calculation of the ground state of
a system.148 These are known as the Kohn-Sham equations and have formed
the base for modern DFT. They theorised that through the knowledge of the
electron density (ρ(r)) of a given system with a set of interacting electrons,
an equivalent system with the same electron density could be derived with
non-interacting electrons. Applying this approach to the problem presented
by the Hohenberg-Kohn theorems of the unknown energy functional F [ρ(r)]
allows it to be split into a series of terms shown in Equation 2.35. Where
Eke[ρ(r)] describes the kinetic energy of the non-interacting electrons and the
Hartree term is denoted by EH [ρ(r)], which contains the Coulombic energy of
the electron-electron interactions. The final term (Exc[ρ(r)]) is used to describe
the contribution to the energy functional from the exchange-correlation term and
the energy difference between the real interacting electrons and the hypothetical
non-interacting system. Essentially the exchange-correlation term works by
collecting together the unknowns of the problem into a single contribution which
can be approximated.
F [ρ(r)] = Eke[ρ(r)] + EH [ρ(r)] + Exc[ρ(r)] (2.35)
It is important to note that the Hartree term (EH [ρ(r)]) does not account for
the correlation of electron motion; it is the summation of the classical pairwise





r1 − r2 dr1dr2 (2.36)
51
Beyond Lithium: Atomic-Scale Insights into Cathodes for Na and Mg Batteries
Importantly two of the terms within the Kohn-Sham approximation (Eke and
EH) are known. While the exchange-correlation term is only known for a few
simple systems, its definition is vital for DFT research and is discussed in Section
2.6.3 below.
The combination of the Hohenberg-Kohn theorems and the Kohn-Sham
energy functional yields the Schrödinger-like Kohn-Sham equation (Equation
2.37), where ψi(r) denotes the Kohn-Sham orbitals of non-interacting electrons,
i is used to describe the orbital energies and Veff is the effective potential of
the system.
[ −h2me∇
2 + Veff (r)]ψi(r) = iψi(r) (2.37)
This equation can be simplified to derive a stationary solution of the Schrödinger
equation (Equation 2.38), subject to assumptions. Here Vext(r) and Vxc(r) denote
the external potential and the exchange correlation potential respectively. Vxc(r)
is related to the exchange-correlation energy by Equation 2.39.
Veff (r) = Vext(r) +
∫ ρ(r′)
[r − r′]dr




This method allows DFT to find solutions to the Schrödinger equation through an
iterative approach. An initial ’guess’ is made for the electron density, usually by
superimposing all the single electron densities. This is used to calculate an initial
effective potential (Veff ) which is subsequently used to generate the Kohn-Sham
orbitals of the system, using Equation 2.37. The orbitals can then estimate an





The improved estimate of the electron density is then used to update Veff (r) in a
iterative process until a converged value of the electron density is obtained. This
electron density (which corresponds to the ground state energy) allows all ground
state properties to be defined, as stated in the second of the Hohenberg-Kohn
theorems. It is important to note that to be able to generate an accurate value
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of Veff at each step, an appropriate exchange-correlation function (Vxc(r)) needs
to be specified. As the exact form of this term is unknown, it is crucial that an
valid approximation is made in order for a accurate ground state electron density
to be obtained.
2.6.3 Exchange-Correlation Functionals
The exact form of the exchange-correlation functional is not known for most
systems. However, there are a few examples for which it has been accurately
calculated. The most useful of these being the uniform electron gas, for which
the exchange energy has been calculated analytically and the correlation energy
has been accurately simulated using Monte Carlo methods. In all cases where
the exchange-correlation functional is not known an approximation must be
used. The value chosen is not trivial, as this approximation is often a source
of significant error in DFT calculations; different exchange-correlation functional
can give wildly different results.
There are a vast number of exchange-correlation functionals available for
typical DFT calculations which vary in suitability, accuracy and computational
expense. These can either be derived semi-empirically or theoretically. The type
that is used depends on the calculations being carried out. Commonly used
functionals include those based on the Local Density Approximation (LDA), its
expansion the Generalised Gradient Approximation (GGA) and their Hubbard U
corrected versions (LDA+U/GGA+U); these will be discussed in further detail
below.
Local Density Approximation (LDA)
The Local Density Approximation is considered one of the simplest
exchange-correlation functionals. However, it has proved remarkably accurate
at calculating a range of ground state properties and has therefore become
one of the most popular approximations.149 It is assumed within LDA that
the exchange-correlation per electron of a system with an electron density of
ρ(r), is equivalent to that of the homogeneous electron gas with the same
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electron density of ρ(r), as shown in Equation 2.41. Where homxc is the




This approximation relies entirely on local density to approximate the
exchange-correlation functional, hence it is named as so. Surprisingly this
method is able to accurately reproduce inhomogeneous systems where the
electron density does not resemble that of a homogeneous electron gas. This
is partly due to the fact that LDA consistently underestimates the correlation
energy, but overestimates the exchange energy. This results in the cancellation
of some errors. There are, however, considerable limitations to the LDA
method. It generally underestimates band gaps, overestimates binding energies
and incorrectly predicts some electronic ground states. Therefore, when these
properties are of importance an expanded method is required, commonly the
Generalised Gradient Approximation (GGA).
Generalized Gradient Approximation
The homogeneous gas concept used for the LDA can be considered flawed,
as real systems always exhibit some variation in the electron density with
respect to position. More advanced functionals include this information and
are therefore semi-local functionals. These consider the local density (ρ(r)) at
position r, but also account for variations, unlike the LDA functionals, and are
known as gradient-correlated. The simplest gradient-correlated functional is the
Generalised Gradient Approximation (GGA) functional, and it can be used to




Unlike for the LDA where there is only one form for xc (homxc ) and the functional
can only take one form, there are many different potential forms of xc within
GGA. Therefore, there are many different types of GGA functionals. One of
the most popular of these is the PBE functional, based on the work of Perdew,
Burke and Ernzerhof.150
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The GGA approach has been able to more accurately reproduce properties
such as crystal structure and binding energies than LDA. While GGA is able to
produce a more realistic model for the band gap of materials than LDA, it still
tends to underestimate band gap energies. This particularly problematic when
dealing with materials with partially filled d- and f -orbitals, such as transition
metals and rare earth elements. The so-called hybrid functionals or the Hubbard
U corrections are often applied to remedy this. The latter is described in more
detail below as only this correction has been used in this work.
GGA+U
The use of an LDA exchange-correlation functional on a transition metal
containing system results in a metallic type electronic structure with
’roaming’ d-electrons. It is well known that experimentally, transition
metal compounds contain localised d-electrons which lead to distinct occupied
and unoccupied bands. In order to more accurately reproduce experiment,
the exchange-correlation functional is modified for the strong correlation of
d-electrons. To achieve this, the s, p and d electrons are treated separately, and
their Coulombic interactions are accounted for using a Hartree-Fock mean-field
approximation. The strength of the correction of the exchange-correlation
functional is described using the Hubbard Coefficient (U), resulting in LDA+U
and GGA+U approaches. The value of U needs to be carefully chosen for each
element in order to accurately reproduce the system under study, as it is directly
associated with the energy gap between the occupied and unoccupied bands in
the system. The value is usually chosen empirically to reproduce the properties
of the material being investigated.
2.6.4 Application of DFT to Solids
Solid state systems pose a problem when attempting to solve the Schrödinger
equation; these calculations tend to simulate the bulk of the system and therefore
the cell is treated as being infinite. As the electron wavefunction extends over the
entire lattice, this too would be infinite and an infinite number of basis sets would
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be required for its accurate description. This can be solved, however, through
the use of periodic boundary conditions which allow the system to be considered
as a finite crystal. The use of periodic boundary conditions also increases the
speed of the calculation by describing aspects of the problem in reciprocal space
rather than real space.
The Reciprocal Lattice and k-space
While crystal systems are conventionally described in real space, computational
techniques may require the lattice properties to be defined using reciprocal space,
or k-space. Lattice vectors a, b and c can be expressed in reciprocal space by a∗,
b∗ and c∗ and are related according to equations 2.43, 2.44 and 2.45 respectively.
a∗ = 2pi b× c
a · b× c (2.43)
b∗ = 2pi a× c
b · a× c (2.44)
c∗ = 2pi a× b
c · a× b (2.45)
In real space a unit cell, with lattice vectors a, b and c, is used to describe
the infinitely repeating lattice of a crystal system. Similarly in reciprocal space
this primitive cell can be defined as the Brillouin Zone. This is a fundamental
concept for the description of periodic systems, as within its volume a complete
description of the wave-function can be provided. This concept is described by
Blochl’s Theorem.151
Blochl’s Theorem
Blochl’s Theorem states that the wavefunction of an electron (i), within a
periodic field can be written as a product of two components. One wave-like
term and another with the same periodicity as the external field (the periodicity
of the unit cell) as shown in Equation 2.46.
ψi(r) = eikrfi(r) (2.46)
Where k denotes a wave-vector in the Brillouin zone and controls the frequency
and the direction of the wave-like term, and r is used to describe the position
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vector. The periodic component of the wave-function combines a basis set of
discrete planewaves (eiGr) where the wave-vectors (G) represent all translations






Combining this with equation 2.46 leads to the planewave description of the





The solution is defined by the coefficient cik+G. This summation should be
performed using a suitable value of G, to ensure the system is adequately
represented.
Planewaves
The choice of the planewave basis set is essential to providing accurate results
with reasonable computational expense. Two approximations are applied in order
to reduce the complexity of the problem. Firstly, higher order planewaves (those
with a large |G|) will have a higher kinetic energy and therefore will contribute
less to the ground state wave-function. Consequently, a |G| (or energy) cutoff is
applied to the summation in equation 2.48; above this value planewaves are not
considered to contribute significantly to ψi(r) and are not evaluated. Secondly,
as ψ is a continuous function of k, small changes in the value of k will result in a
minimal impact on ψ. Therefore, a suitable description of k-space can be given
by sampling a finite number of points in k-space. The ’k-points’ to be sampled
can usually be made smaller than the sampling points that would be required for
a real space projection of the wave-function. The symmetry of most solid-state
systems results in many k-points sampling the same points in the Billouin zone.
As double sampling is redundant, the number of k-points can be further reduced
through symmetry operations. This can be achieved either through the use of
a Gamma point centred k-point mesh ((0, 0, 0) in the Brillouin zone) or one
chosen through the Monkhurst-Pack method, where the k-point mesh is shifted
from the Gamma point.
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In practice, it is essential to check the validity of these approximations
in a process known as convergence testing. This requires the variation of
the planewave cutoff and the k-point mesh, and the resulting effect on the
ground-state properties of the system to be recorded. Convergence is considered
to be achieved when the property of interest no longer varies with further
alteration of the k-point mesh or planewave cutoff. The lowest planewave cutoff
and coarsest k-point mesh which satisfy convergence are typically chosen in
order to minimise computational expense.
Pseudopotentials
Near the nuclei of an atom there is significant variation in the electron
wave-function. A large number of planewaves would be required to provide
an adequate representation of the fine spatial detail associated with the
wave-function at small distances from the nuclei. This would result in a reduced
calculation speed and therefore increased computational cost. However, as
the core electrons are not typically involved in chemical bonding they can be
considered essentially constant. Therefore, it is common practice to separate the
treatment of the core and valence electrons into two distinct regions by using
pseudopotentials.
The pseudopotential is a smooth function which is used to describe the core
potential, and can be represented by a reduced set of planewaves, lowering
the overall computational expense of the calculation. The distinction between
the core and valence electrons is made through the use of a cutoff radius.
Within this radius a pseudopotential description is applied which is able to
accurately describe the original core potential. This approximation uses an
exact representation only for the valence electrons. However, if the cutoff radius
has been correctly chosen it is considered acceptable for many ground-state
properties of real systems.
The ’softness’ of a pseudopotential describes both the smoothness of the
function and the size of the cutoff radius from the nuclei. The softer the
pseudopotential, the fewer planewaves needed for an adequate description.
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However, a very soft potential does not transfer well between systems as it
requires a large cutoff radius and can lead to an inaccurate representation of the
atom. An ideal pseudopotential will accurately reproduce the wavefunction of
an atom across a wide range of chemical systems.
2.7 Surface Calculations
The above sections describe a computational methodology dealing exclusively
with bulk crystal simulations, which consider the lattice to extend infinitely
in three-dimensions. However, it is often the case that the electrochemical
performance of a cathode material is linked to its surface structure and energetics.
Computational techniques are an important tool for obtaining detailed surface
information, as it is difficult to extract from experiment alone. Simulation can
be used to explore surfaces on an atomic level, detailing their energetics and
their local surface relaxation, this allows information on particle morphology to
be gained.
There are two different methods for computationally generating surfaces. The
first produces a series of non-interacting ’slabs’ by upholding periodic boundary
conditions, while the second breaks symmetry along one lattice vector in order
to simulate a bulk vacuum transition with two-dimensional periodic boundary
conditions. Three-dimensional periodic surfaces are discussed below as this is
the method used in this work.
A number of different types of surface exist, as defined by Tasker152; the
type of surface needs to be considered when setting up the simulation cell. Type
I surfaces are formed by stoichiometric charge-neutral layers, and therefore no
dipole moment is present normal to the surface. In Type II surfaces, although
each layer is not charge neutral, a finite group of layers form a repeating unit
which is charge-neutral, with a zero net dipole moment orthogonal to the
surface. For Type III surfaces there is always a dipole moment present normal
to the surface, independent of how the surface is cleaved and how many layers
make up the repeat unit, therefore these are not stable surfaces. However,
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Type III surfaces are able to form naturally when surface reconstruction or
oxidation/reduction occurs, removing the dipole moment and leading to a
non-stoichiometric surface.
2.7.1 Three-Dimensional Periodic Surfaces
Three-dimensional surface calculations maintain full periodic boundary
conditions and generate images of the cell along all Cartesian vectors. Each
cell is made of two regions: a slab region contains all the ions, and a vacuum
region that separates the slabs from their periodic images. It is important
that the vacuum is large enough to ensure that the slabs are not influenced
by their periodic images, but the use of an arbitrarily large vacuum region
adds considerably to the computational expense of the technique. Therefore
a compromise is needed and is obtained through convergence testing, where
the vacuum thickness is increased until the surface energies remain constant,
at which point the slabs are considered isolated from each other. The slab is
composed of two identical surfaces with exactly opposite Miller indices, such
that inversion symmetry exists through the centre of the slab.
The surface energy per unit area (Esirface) can be calculated using equation
2.49. Where ES defines the total energy of the slab, EB the energy of the bulk
and A the area of one surface of the slab. The factor of 2 originates from the




The thickness of the slab is an essential parameter needed to calculate accurate
results. Ideally, ions in the centre of the slab should be able to demonstrate bulk
behaviour to ensure that all surface related relaxation is correctly accounted for.
Therefore the slab should be sufficiently thick. However, increasing the slab
thickness beyond a certain point will not give more accurate results but will
increase the computational expense of the calculation. Therefore, convergence
testing of the slab thickness is needed.
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2.8 Computational Equipment
The different types of calculations carried out (atomistic, large scale MD and
DFT) require different hardware to be used, due to their differing computational
demands. Atomistic calculations (using GULP) can run on a a local desktop
machine. These jobs typically use a single core on a Quad-core processor with
8GB of RAM.
The more computationally expensive MD and DFT calculations were carried
out on either the UK’s high performance computing facility ARCHER, or
the high performance computing facility located at the University of Bath,
BALENA. These calculations required 3-144 cores and ran in parallel for 3-48
hours. MD calculations were carried out using the LAMMPS code133, and all
DFT simulations used VASP.134,135
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3 | Defect Chemistry and
Na ion diffusion
in NaFePO4
’Dark and difficult times lie
ahead.’
J. K. Rowling, Harry Potter and
the Goblet of Fire
3.1 Background
As discussed in Chapter 1, NaFePO4 has been considered a possible cathode
material for Na-ion batteries, based on the success of olivine LiFePO4. However,
the olivine structure is not the most thermodynamically stable form of NaFePO4
which crystallises as the maricite polymorph. Both structures are shown in
Figure 3.1. The olivine and maricite polymorphs have similar structures in terms
of phosphate networks. In the maricite form Na+ and Fe2+ ions occupy the M1
and M2 sites respectively. In the olivine structure the positions of Na+ and Fe2+
are reversed. The thermodynamically stable forms LiFePO4 and NaFePO4 differ
due to the variation in ionic radius between Li+ and Na+, 0.76 Å and 1.02 Å
respectively. Fe2+ is similar in size to Li+ with an ionic radius of 0.78 Å. As a
result the transition metal resides in the M2 sites because of its higher charge.
However, Na+ has a much larger ionic radius than Fe2+, therefore in NaFePO4
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Figure 3.1: Crystal structures of NaFePO4, a) olivine and b) maricite (Yellow
spheres: Na+ ions; orange octahedra: FeO6; purple tetrahedra: PO4).
it is preferential for the Na+ ion to sit on the M2 site rather than the transition
metal.85
The structure of the maricite form of NaFePO4 is such that the Na+ ions
are completely surrounded by PO3−4 tetrahedra and it has been reported that
the compound exhibits poor electrochemical behaviour in the bulk crystalline
form.59,86,87 A study on NaFePO4 by Prosini et al.88 has shown that extraction
of sodium from the maricite structure is possible, but with a low discharge rate
and with a capacity limited to approximately one third of its theoretical value.
Work by Kim et al.89 reports that nano-scaled maricite NaFePO4 is able to
function as a high-performance electrode through the formation of amorphous
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FePO4 upon Na extraction. Here maricite NaFePO4 is considered in the bulk
crystalline form only.
Although the maricite phase of NaFePO4 is its more thermodynamically
stable form, synthesis methods have been devised in order to prepare the
olivine polymorph. The first method to be successfully implemented was
cation exchange from carbon-coated olivine LiFePO4 84. Similar techniques
have been devised in order to study the electrochemical behaviour of the
compound.86,91,92,153,154
Our focus here is to probe the defect and diffusion properties of both the
olivine and maricite forms of NaFePO4. In this study a combination of atomistic
energy minimisation and molecular dynamics methods have been applied to
examine the processes governing the defect chemistry and ion migration.
3.2 Structural Modelling
Both olivine and maricite NaFePO4 are orthorhombic members of the Pnma
space group.59,85,155,156 The olivine structure consists of FeO6 octahedra which
are linked by corner sharing along the ab-plane; PO4 tetrahedra sit between these
planes and share both corners and edges with the FeO6 octahedra. The Na+ ions
are located in the open channels along the b-axis. Na+ ions occupy M2 sites in the
maricite structure while Fe2+ sits in M1 positions, the opposite to that observed
in the olivine structure. In the maricite framework FeO6 edge-sharing octahedra
lie in ordered layers along the b-axis. These are linked by corner-sharing PO4
tetrahedra, and by corner sharing between the FeO6 octahedra of one layer and
the sodium octahedra of the adjacent layer.
The starting point for any potentials based study is to reproduce
experimentally observed structures. The potential parameters used to
model NaFePO4 were taken from a previous study on the olivine polymorph by
Tripathi et al.85 and are listed in Tables 3.1 and 3.2.
The lattice parameters of the two structures were calculated with good
agreement to experimental data (within 2.2%), shown in Table 3.3.85,155,157
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Table 3.1: Two-body short-range potential parameters for NaFePO4.85
Interaction A (eV) ρ (Å) C (eV.Å6) Y (e) K (eV.Å−2)
Na+-O2− 560 0.32 0.0 1.0 99999.0
Fe2+-O2− 1105.2409 0.3106 0.0 2.997 19.26
P5+-O−2 897.2648 0.3577 0.0 5.0 99999.0
O2−-O−2 22764.3 0.149 44.53 -2.96 65.0
Table 3.2: Three-body interaction for NaFePO4.85
Bond type K (eV.rad−2) θ0 (deg)
O2−-P5+-O2− 1.3226 109.47
Table 3.3: Calculated lattice parameters for olivine and maricite NaFePO4 and
comparison to previously reported experimental values.
Lattice a b c Na-O Fe-O P-O
Parameters (Å) (Å) (Å) (Å) (Å) (Å)
Olivine NaFePO4
Experimental85,155 10.4109 6.2283 4.9521 2.3443 2.1852 1.5393
Calculated 10.3402 6.1647 4.8872 2.3352 2.1478 1.5510
% ∆ -0.7 -1.0 -1.3 -0.004 -0.02 0.008
Maricite NaFePO4
Experimental157 8.9628 6.8429 5.2827 2.4443 2.1761 1.5443
Calculated 8.7737 6.7353 4.9579 2.4029 2.1271 1.5481
% ∆ -2.2 -1.6 -1.4 -0.02 -0.02 0.002
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3.3 Intrinsic Defects
A series of isolated point defect energies were calculated for both olivine and
maricite structures of NaFePO4. The combination of these values with the
necessary lattice energies allows the energies of formation for Schottky, Frenkel
and anti-site type defects to be calculated. The formation of these defects are
shown below (equations 3.1-3.6), using Kröger-Vink notation.
Na Frenkel:
NaXNa → Na•i + V /Na (3.1)
Fe Frenkel:
FeXFe → Fe••i + V //Fe (3.2)
Full Schottky:
NaXNa+FeXFe+PXP +4OXO → V /Na+V //Fe+V /////P +4V ••O +NaFePO4(surface) (3.3)
FeO Schottky-like:
FeXFe +OXO → V //Fe + V ••O + FeO(surface) (3.4)
Na2O Schottky-like:
2NaXNa +OXO → 2V /Na + V ••O +Na2O(surface) (3.5)
Na/Fe antis-site pair:
NaXNa + FeXFe → Fe•Na +Na/Fe (3.6)
The calculated energies for intrinsic defect formation in the olivine and
maricite structures of NaFePO4 are listed in Table 3.4, from which two main
points emerge. Firstly, it can be concluded from the high energies of formation
for the Frenkel and Schottky-type defects that such intrinsic defects would be
effectively non-existent in both phases of the NaFePO4 structure. Secondly, the
lowest formation energy is found for the Na/Fe anti-site defect pair in both
systems, indicating that this is the most favourable type of intrinsic disorder. A
smaller formation energy is calculated for anti-site defects in the maricite phase
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Table 3.4: Calculated defect formation energies for the olivine and maricite
phases of NaFePO4.
Defect type Olivine (eV) Maricite (eV)
Na Frenkel 2.42 2.28
Fe Frenkel 5.63 5.82
Full Schottky 29.38 20.63
FeO Schottky 6.64 4.19
Na2O Schottky-like 11.35 9.93
Na/Fe anti-site pair 0.88 0.29
than the olivine phase, suggesting that these defects are likely to occur in higher
concentration in the maricite compound.
In the context of ion diffusion, the anti-site defects bear more significance
in the case of olivine materials, as their presence blocks the only available 1D
channel for alkali ion migration.85,158 Due to the lack of open migration pathways
in the maricite structure, anti-site defects are unlikely to negatively affect the
diffusion properties. Anti-site defects in olivine NaFePO4 are further explored
using molecular dynamics in section 3.5.
3.4 Energetics and Pathways
for Na ion Migration
Examination of the intrinsic Na+ ion mobility in NaFePO4 systems is of vital
interest when considering their use as cathode materials in sodium-ion batteries.
The activation energies of Na+ migration along the lowest energy pathway for
both the olivine and maricite compounds are listed in Table 3.5, along with the
Na-Na site distances. The activation energy is significantly lower in the olivine
structure (Ea = 0.37 eV) than in the maricite structure (Ea = 1.78 eV).
In olivine NaFePO4, sodium diffusion is along a curved one-dimensional
pathway in the [010] direction, between sites 3.08 Å apart (Figure 3.2a).
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In maricite NaFePO4, sodium diffusion is along the [011] direction, in a
two-dimensional network between sites 4.64 Å apart (Figure 3.2b). Thus, the
Table 3.5: Na-Na separations and activation energies of Na migration in both
olivine and maricite NaFePO4.
Compound Na-Na distance (Å) Ea (eV)
Olivine 3.08 0.37
Maricite 4.63 1.78
Figure 3.2: Lowest energy Na migration pathway in a) olivine and b) maricite
NaFePO4 (yellow octahedra: NaO6; purple tetrahedra: PO4; purple spheres: P5+;
brown octahedra: FeO6; brown spheres: Fe2+; green channels: Na-ion migration
pathways
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low discharge rate observed by Prosini et. al.88 is an atomic-scale feature of the
material related to the fundamental difference in crystal structure.
The curved one-dimensional pathways in olivine NaFePO4 are in agreement
with experimental diffraction studies on LiFePO4, shown in Figure 3.3.37 It had
previously been assumed that ion migration would take the shortest pathway
between adjacent sites, a linear path. Although migration via a curved pathway
will require ions to cover greater migration distances, a non-linear trajectory
allows the ions to minimise their repulsions with surrounding octahedra and
tetrahedra.158
MD calculations were carried out using the LAMMPS code.133 The
calculations were carried out on a simulation box, with periodic boundary
conditions, made up of 6 x 10 x 12 unit cells for the olivine structure and 6 x
8 x 10 unit cells for maricite consisting of 20160 and 13440 atoms respectively.
The initial configurations of both structures contained 10% Na vacancies
(and corresponding Fe3+ species), which were randomly distributed. The
Pedone partial charge model144 was used for these simulations. Three initial
configurations were investigated for each structure and the results were averaged
Figure 3.3: Experimental visualisation of the Li-ion diffusion pathway in
LiFePO4. a) Contour map along [001] plane, Li-ions diffuse along the curved
one-dimensional pathway along the [010] direction. b) Contour map along [010]
plane; all atoms remain near their original positions.18,37
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for each system. Simulation runs were carried out using an NPT ensemble and
a time step of 2 fs, for long runs of 10 ns, at temperatures in the range 300-873
K. The mean squared displacements (MSDs) of sodium in both olivine and
maricite structures of NaFePO4 are shown in Figure 3.4. The results clearly
indicate that there is only significant ion diffusion in olivine NaFePO4. The lack
of Na+ ion diffusion within the maricite structure is in accord with the high
migration energy (Table 3.5).
Figure 3.4: Mean squared displacement (MSD) of sodium ions in olivine (blue)
and maricite (red) Na0.9FePO4 at 673 K.
The Na-ion diffusion coefficients (DNa) for both olivine and maricite
NaFePO4, calculated using equation 3.7, at a range of temperatures are listed
in Table 3.6.
D = ( 16t) < [r(t)]
2 > (3.7)
At 300 K, DNa values of 4.3 x 10−9 cm2s−1 and 6.7 x 10−13 cm2s−1 were
calculated for the olivine and maricite structures respectively. As there is no
lithium analogue of the maricite structure, there is no data for direct comparison
between NaFePO4 and LiFePO4 for this polymorph. Experimentally obtained
values of DLi for olivine LiFePO4 have been reported at approximately 10−9
cm2s−1 at 150 ◦C,159 in the same range as those calculated for olivine NaFePO4.
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Table 3.6: Calculated diffusion coefficients (DNa) for maricite and olivine
NaFePO4.
Temperature (K) Olivine (cm2s−1) Maricite (cm2s−1)
300 4.3 x 10−9 6.7 x 10−13
400 5.7 x 10−8 1.8 x 10−12
500 1.9 x 10−7 2.7 x 10−13
673 1.2 x 10−6 2.7 x 10−13
773 2.3 x 10−6 2.8 x 10−13
873 3.1 x 10−6 9.5 x 10−11
Previous experimental reports on other potential Na-ion cathode materials
have quoted sodium diffusion coefficients in similar ranges as calculated for
olivine here. For example, layered oxide based materials have reported diffusion
coefficients at approximately 10−11 cm2s−1 and 10−10 cm2s−1 for NaCoO2 160 and
NaMnO2 161 respectively.
Figure 3.5 shows the MSD plots of Na+ ions in olivine Na0.9FePO4 at different
temperatures. It is clear that the gradient of the MSD is increasing as the
temperature increases. This trend is also present in the calculated diffusion
coefficients (Table 3.6). However, it is not as clear in the diffusion coefficients
calculated for the maricite structure. The calculated difference between DNa for
the different temperatures is small, indicating that even at high temperatures
significant motion is not introduced to Na+ ions.
An Arrhenius plot for Na diffusion in the olivine system is shown in Figure





An activation energy of 0.26 eV was calculated, indicating that there would be
high Na+ ion mobility within this olivine structure. This can be compared with a
previous theoretical study on olivine LiFePO4 that reported an activation energy
for Li migration of 0.29 eV.162 This implies that the alkali metal ion migration
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within NaFePO4 is slightly more favourable than that in olivine LiFePO4.
Figure 3.5: Mean squared displacement (MSD) of sodium ions in olivine
Na0.9FePO4 at different temperatures, 300 K (blue), 500 K (green), 673 K (red)
and 873 K (orange).
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3.5 Effect of Anti-site Defects on Na Diffusion
As shown in Table 3.4, the most favourable type of intrinsic defect is the Na/Fe
anti-site defect in both the olivine and maricite structures. The presence of
these defects potentially blocks the open channels through which Na diffusion
takes place in the olivine material. MD simulations were used to determine the
effect this blocking would have on the diffusion of the Na+ ions.
Calculated Na+ diffusion coefficients for the olivine system with 10%
vacancies and with 10% vacancies and 2% anti-site defects, are listed in Table
3.7. Figure 3.7 shows a comparison of MSDs. It is clear that the presence of
the anti-site defects decreases the gradient of the MSD. A DNa of 7 x 10−10
cm2s−1 was calculated for the system with 2% anti-site defects at 300 K. The
comparison of this value with that calculated for the 10% Na+ vacancy system
shows that the presence of anti-site defects slows the diffusion of the Na+ ions by
an order of magnitude. This is likely due to the blocking of the b-axis channels.
Figure 3.8 shows the Arrhenius plot for both the 10% Na vacancy model
and the 2% anti-site defect model. The additional effect of the anti-site defects
can also be seen here. An increase in the activation energy of Na diffusion of
0.32 eV was calculated for the anti-site containing system. This indicates that
Na mobility in this system is lower than predicted with only vacancy defects
present, where an activation energy of 0.26 eV was calculated.
Table 3.7: Calculated diffusion coefficients (DNa) for olivine NaFePO4 with
and without 2% anti-site defects.
Temperature No Anti-site 2% Anti-site
(K) Defects (cm2s−1) Defects (cm2s−1)
300 4.3 x 10−9 7.2 x 10−10
400 5.7 x 10−8 1.7 x 10−8
673 1.2 x 10−6 8.8 x 10−7
873 3.1 x 10−6 2.4 x 10−6
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Figure 3.7: Mean squared displacement (MSD) of sodium ions in olivine
Na0.9FePO4 at 673 K (blue) and 873 K (green), and with 2% anti-site defects
present at 673 K (red) and 873 K (pink).
Figure 3.8: Arrhenius plot (lnD vs. 1
T
) for Na0.9FePO4 with no anti-site defects
present (red circles), and with 2% anti-site defects present (blue triangles).
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MD density plots of the Na+ ion trajectory averaged over the simulated
timescale show the migration pathways taken by the mobile Na-ions in the olivine
systems and allow the effect of the anti-site defects to be visualised. Figure 3.9a
shows the sodium density plot of the Na0.9FePO4 systems. Curved pathways
running parallel to the b-axis are observed with no inter-channel diffusion. This
is in excellent agreement with the pathway predicted using energy minimisation
techniques (Fig. 3.2a).
Figure 3.9b shows the sodium density plot for the Na0.9FePO4 system
containing 2% anti-site defects. The presence of an Fe2+ ion within the channel
(as part of the anti-site defect) interrupts the migration of sodium. This
blocking effect has also been seen using MD simulations of olivine LiFePO4.162
However, in LiFePO4 the blocking was partly mitigated by Li+ ions migrating
locally between the b -axis channels either along the a- or c-axes depending on
the location of the defect. Here, there is no indication that any inter-channel
migration occurs. This is likely due to the difference in ion size between Na+
and Li+. The larger ionic radius of the Na+ ion could prevent the ions from
being able to migrate along pathways between b-axis channels.
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Figure 3.9: Sodium density plot for olivine Na0.9FePO4 with a) no anti-site
defects present and b) with 2% anti-site defects, anti-site defect highlighted
(yellow spheres: Na+ ions; brown spheres: Fe+2 ions; purple spheres:
phosphorus; red spheres: oxygen and green channels: Na pathways).
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3.6 Chapter Summary
A combination of energy minimisation and molecular dynamics (MD) techniques
have been used to provide insight into the defect and migration properties of both
olivine and maricite structured NaFePO4.
(a) Firstly, the atomistic potential model accurately reproduced the
experimental structures of both olivine and maricite NaFePO4. The
most favourable intrinsic defect was found to be the Na/Fe anti-site pair
in both structures.
(b) Secondly, the activation barrier for Na-ion diffusion in the olivine
polymorph is much lower than that calculated for the maricite analogue.
The lowest energy Na+ ion migration pathway predicted for the olivine
structure is along the b-axis channel, in line with that observed in olivine
LiFePO4. The high-energy barriers predicted in the maricite framework
predict that there will be no substantial Na+ ion diffusion within this
structure, which would impede its electrochemical performance. This was
confirmed by the MD simulations on maricite NaFePO4, where a very low
diffusion coefficient (DNa) of approximately 7 x 10−13 cm2s−1 at 300 K
was calculated. The lack of Na-ion diffusion within the maricite structure
would make it a poor bulk cathode material.
(c) Finally, MD simulations on olivine NaFePO4 indicate a relatively high
DNa of 4 x 10−9 cm2ss−1 (300 K), which is consistent with a high rate
cathode material. However, the presence of anti-site defects is shown to
impede Na-ion diffusion in olivine NaFePO4 to a much greater extent than
in LiFePO4. There is no evidence of inter-channel hopping in NaFePO4.
Overall our atomic-scale study of olivine and maricite phosphates indicates
clear fundamental differences in their intrinsic defect chemistry, and bulk Na
diffusion rates, which help to rationalise their electrochemical behaviour.
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4 | Effect of Strain
on Ion Migration and
Defect Formation in Olivine
NaFePO4 and LiFePO4
’We must all face the choice
between what is right and what is
easy.’
J. K. Rowling, Harry Potter and
the Goblet of Fire
4.1 Background
As covered in Chapter 1, the development of cheap and safe cathode materials
is of particular importance for large-scale batteries. For olivine-type cathode
materials to be considered for portable electronic or electric vehicle applications,
an improvement of their rate performance would be required. Both LiFePO4 and
NaFePO4 would require significant improvement in their ionic conductivities.
Previous strategies to optimise intercalation properties have largely
involved chemical doping and morphology modulation. The most successful
approaches at the current time involve nanosizing or carbon coating.163,164 The
charge/discharge rate performance of olivine LiFePO4 has been improved by
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shortening the diffusion distances by preparing nanosized particles, but higher
rates are required for certain applications, such as electric vehicles.165
The effect of strain on the ionic conductivity of materials has mostly been
studied in the solid oxide fuel cell (SOFC) field. The controlled use of strain
has attracted interest as a means of lowering the operating temperature of solid
electrolyte materials based on Y/ZrO2 for SOFCs, while still offering high ionic
conductivity.166,167 The report that the formation of thin layers of YSZ greatly
improved its conductivity prompted both experimental and theoretical studies
on the transport properties of functional oxides.168–173
The manipulation of lattice strain has increasingly become considered as
a possible design strategy to improve the functional properties of various
materials, this has included superconductivity,174–176 ionic conductivity,177 and
ferroelectricity.178,179 However, the effect mechanical strain on battery cathode
materials has not been extensively studied, with only a limited number of
reports in the literature.180–189
Experimentally, lattice strain in thin films is introduced by substrate film
mismatch (i.e. differences in d spacing), as shown in Figure 4.1. Lattice
mismatch results in in-plane tensile or compressive strain in the deposited layer.
This will be biaxial strain for thin films deposited onto a crystalline substrate.
In the case of a perfectly elastic system, the unit cell volume is unchanged
and the out-of-plane cell parameters increase or decrease appropriately (Figure
4.1b). Lattice strain introduced by film/substrate mismatch is limited to thin
films on the nanoscale. When dealing with samples of thicker films, the strain
is released as the distance from the film/substrate interface increases into the
bulk of the material (Figure 4.1c).
Calculations were carried out, for the first time on strained olivine LiFePO4
and NaFePO4 systems using energy minimisation and MD techniques.190 A
previous experimental study of olivine LiFePO4 by Shahid et. al.183 reports
that the application of strain on the material (achieved by reducing particle size
to the nanoscale) increases electronic conductivity, however ion transport was
not fully characterised. Here the application of biaxial strain on the two olivine
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Figure 4.1: Schematic representation of the effect of tensile lattice strain
between a thin film (green) and substrate (purple), due to lattice mismatch. a) no
mismatch; b) tensile-strained thin film; c) partially strained film, showing strain
release far from the substrate interface.
systems is examined. The author acknowledges Dr. Cristina Tealdi (University
of Pavia, Italy) who performed the calculations relating to LiFePO4. A published
version of this work190 is given in Appendix E.
4.2 Structural Modelling
The unstrained olivine unit cell used for the static lattice calculations in section
3.2 were the starting point for NaFePO4. The potential parameters used for
LiFePO4 are give in Table 4.1. The structure was reproduced to a high degree
of accuracy as shown in Table 4.2.
Strain was applied biaxially, with the two strained axes fixed at values
between -4% and +4%. The third axes was allowed to relax at each point to
account for this strain. Figure 4.2 shows the influence the application of biaxial
Table 4.1: Two-body short-range potential parameters for LiFePO4.85
Interaction A (eV) ρ (Å) C (eV.Å6) Y (e) K (eV.Å−2)
Li+-O2− 632.1018 0.2906 0.0 1.0 99999.0
Fe2+-O2− 1105.2409 0.3106 0.0 2.997 19.26
P5+-O−2 897.2648 0.3577 0.0 5.0 99999.0
O2−-O−2 22764.3 0.149 44.53 -2.96 65.0
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Table 4.2: Calculated lattice parameters for olivine LiFePO4 and comparison
to previously reported experimental values.
Experimental Calculated % ∆
a (Å) 10.3380 10.3701 0.30
b (Å) 6.0110 6.0136 0.04
c (Å) 4.6950 4.6722 -0.49
Figure 4.2: Calculated unit cell volume as a function of strain for LiFePO4
and NaFePO4 with a schematic of the effect of compressive (<0%) and tensile
(>0%) lattice strain.
strain has on the unit cell volume for NaFePO4 and LiFePO4. As expected,
compressive strain causes the unit cell volume to decrease while tensile strain is
accompanied by an increase in volume.
4.3 Li+/Na+ Ion Conduction
The migration pathways in bulk NaFePO4 are shown in section 3.4. The Li+
migration pathways in LiFePO4 were initially predicted using calculations158
and were subsequently confirmed using neutron diffraction methods.37 Li+/Na+
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diffusion follow the same pathways in both structures, a curved path in the [010]
direction, B in Figure 4.3. The calculated migration energies are 0.55 and 0.37
eV for LiFePO4 and NaFePO4 respectively.
Figure 4.3: Schematic of the possible migration paths in olivine
LiFePO4/NaFePO4. Blue tetrahedra: PO4; purple octahedra: FeO6 and green
spheres: Li+/Na+.
The effect different types of biaxial strain have on the calculated migration
energy in the [010] direction is shown in Figure 4.4 for both LiFePO4 and
NaFePO4. For both systems the migration energy is increased slightly with
the application of tensile ab and bc strain. However, the energy barriers decrease
with ac strain, reaching a value of approximately half that of the unstrained
system with the application of 3% tensile strain. For LiFePO4 the calculated
energy migration barrier for Li+ decreases from 0.55 eV to 0.28 eV, while the
barrier for migration of Na+ decreases from 0.37 eV to 0.16 eV for NaFePO4.
These reductions in migration energy with tensile strain is in agreement with a
previous DFT study on LiFePO4 by Lee et al.182
The changes predicted in the migration barriers for diffusion can be
interpreted in terms of structural modifications. In particular, there is a relation
between the variation in the migration barrier and the ion-ion hopping distance
along with applied strain. The energy barrier for migration is also directly
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Figure 4.4: Alkali-ion migration barrier along the [010] direction as a function
of strain for LiFePO4 (above) and NaFePO4 (below).
affected by the strength of the bond to be broken during the hopping of the
ion, and the space available for migration at the saddle point configuration. For
these final two aspects, elongation of the bonds around the migrating ion results
in a decreased migration barrier. These three factors are shown in Figure 4.5
for LiFePO4.
For LiFePO4, the Li-Li hopping distance for migration along the [010]
direction decreases when ac tensile strain is applied, while it increases for the
other two cases (Figure 4.5a). The average bond length of the LiO6 octahedral
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Figure 4.5: The structural variation of olivine LiFePO4 as a function of applied
strain, related to the diffusion pathway in the [010] direction. a) Li-Li hopping
distance; b) average Li-O distance for the octahedral LiO6 environment at the
saddle point configuration; c) average of shortest Li-O distances at the saddle
point configuration.
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environment is shown in Figure 4.5b, the average bond length increases with
the application of strain in all three cases. Hence this parameter tends to lower
the migration Li+ migration barrier along with strain. Figure 4.5c shows the
the average of the shortest two Li-O distances at the saddle point configuration
(using the relaxed positions around the migrating ion) as a function of applied
strain. These distances represent the effective bottleneck for the migrating ion
at the saddle point configuration. It is a balance between the three parameters
presented in Figure 4.5 which results in a considerable lowering of the activation
energy for Li+ migration in the case of ac tensile strain.
There are two other possible migration pathways in the olivine structure
(labelled A and C in Figure 4.3), along the [101] and [001] directions. These
pathways are characterised by high energy barriers in the unstrained systems
of both LiFePO4 and NaFePO4 (>2.5 eV). Therefore, alkali-ion transport is
considered a one-dimensional process in these materials. The activation energies
of pathways A and C, as a function of applied strain, were calculated in order to
determine if the dimensionality of Li+/Na+ ion transport is affected by strain.
Shown in Figure 4.6. The calculated activation energies for the [101] and [001]
pathways remain above 2 eV for the systems with 3% tensile strain applied. They
are, therefore, not comparable to the favourable [010] migration pathway. This
result predicts that strained olivine systems of LiFePO4 and NaFePO4 remain
1-D conductors with the application of strain.
MD simulations were performed on the unstrained and ac strained systems. 4
x 4 x 8 Supercells of Li0.9FePO4 and Na0.9FePO4 were constructed and minimised
at both zero and 3% ac tensile strain. The alkali metal vacancies were randomly
distributed within the supercells and charge compensation was achieved using
randomly distributed Fe3+ species. The shell model was used to include electronic
polarisability and was applied to the oxygen ions using a spring constant of 130
eV Å−2. An elevated temperature of 500 K was chosen to allow sufficient ionic
diffusion within the time span of the simulation and to improve the statics of the
calculations.
The MD calculations confirm the curved pathways in the [010] direction, and
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Figure 4.6: Change in the alkal-ion migration barrier along the [101] direction
(left) and the [001] direction as a function of strain for LiFePO4 (upper) and
NaFePO4 (lower).
predict that the nature of these paths are not altered by the application of tensile
strain, this is shown in Figure 4.7 for NaFePO4. The difference in the density
of the Na+ channels between the strained and unstrained system can be clearly
seen, indicating that the tensile strain has a positive effect on the alkali-ion
mobility in the olivine system. This effect can be quantified using Li+ and Na+
diffusion coefficients derived from mean square displacement (MSD) data.
A plot of MSD vs. simulation time is shown in Figure 4.7. The diffusion
coefficients of Li+/Na+ ions were derived using equation 3.7. The simulated
diffusion coefficients (D) are given in Table 4.3. There is significant scatter in
reported experimental values of diffusion coefficients for these systems, however,
the calculated values are consistent with observed values for olivine LiFePO4 and
related Na-ion cathode materials.159,191–194
From these results it can be predicted that firstly, values of DNa are higher
86
Beyond Lithium: Atomic-Scale Insights into Cathodes for Na and Mg Batteries
Figure 4.7: Mean square displacement (MSD) vs. time for Li0.9FePO4 (dashed
lines) and Na0.9FePO4 (solid lines).
Table 4.3: Calculated Li and Na diffusion coefficients at 500 K for the
unstrained and 3% ac tensile strained systems.
Strain (%) DLi (cm2s−1) DNa (cm2s−1)
0.0 3.36 x 10−8 6.69 x 10−8
3.0 3.42 x 10−7 1.08 x 10−6
than DLi in the same olivine system, which is in agreement with the calculated
difference between Na+ and Li+ migration barriers. Secondly, the application of
tensile strain in the ac direction increases alkali-ion diffusion in both systems.
At this simulation temperature (500 K) the difference between DLi and Na+ is
around one order of magnitude.
Using the calculated changes in activation energy with applied strain, the
change in ionic conductivity with this strain can be predicted using the standard
Arrhenius equation. It has previously been reported by De Souza173 that the
change in the enthalpy of migration (∆Hmig) can be approximated using the
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calculated value of Emig within a certain range of applied biaxial strain. This
is because, in a strained structure, the maximum possible increase in the value
of Hmig depends only upon the calculated migration enthalpy in the absence
of strain. For LiFePO4 and NaFePO4 these values are 0.55 eV and 0.37 eV
respectively.
4.4 Defect Formation
The 1D nature of the ion transport in olivine materials means that the presence of
anti-site defects (equation 4.1) can be detrimental to the intercalation properties
of the systems. This exchange of cations on neighbouring sites represents the
most energetically favourable intrinsic defect in olivine materials.158 These
defects have been observed experimentally40,195 and due to the one-dimensional
nature of diffusion in the olivine structure they negatively affect the intercalation
properties by blocking the diffusion pathways.
MXM + FeXFe → Fe•M +M/Fe (4.1)
The anti-site cluster formation and binding energies were calculated for
LiFePO4 and NaFePO4 as a function of applied strain, in order to investigate
whether the application of biaxial strain affects the formation of these defects.
The results are given in Figure 4.8. Firstly, it is important to note that the
formation of anti-site defects is more favourable in NaFePO4 than for the Li
analogue, this is in agreement with previous studies85 and the work presented in
Chapter 3. The predicted change in the defect formation is more pronounced for
the Na-based system; as the applied strain increases from compressive to tensile
for LiFePO4 the cluster formation energy does not greatly change, suggesting
that, in this system, strain is not a crucial parameter to modulate anti-site
defect population. The effect is larger for NaFePO4, with tensile strain making
the formation of anti-site defects less favourable. The application of compressive
strain increases the energy required for a Na+ ion to occupy an Fe site, due to
size restraints with the large Na+ ion. However, the energy needed for an Fe ion
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Figure 4.8: Cluster formation energies for anti-site defectis in olivine LiFePO4
and NaFePO4 as a function of applied biaxial strain in the ac plane (upper panel)
and binding energies (lower panel).
to reside on a Na site is reduced to a greater extent, resulting in the predicted
reduction in cluster energy. This change in formation energy is attributed to
the elongation of the b-axis.
The binding energies for the anti-site clusters were calculated using the
difference between the cluster energy and the sum of the energies of the isolated
defects. The cluster is said to be bound if the binding energy is negative. The
binding energies for both systems studied here become less negative as the
applied strain increases (Figure 4.8). This suggests that tensile strain makes the
Li/Na-Fe clusters less strongly bound.
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4.5 Chapter Summary
Atomistic modelling techniques were used to investigate the effect lattice strain
has on the ion conduction properties of olivine-type cathode materials for lithium-
and sodium-ion batteries. The results are as follows:
(a) The application of compressive or tensile strain is not found to affect
the dimensionality of ion transport in either LiFePO4 or NaFePO4. Ionic
diffusion remains one-dimensional, through channels parallel to the b-axis.
It is of greater importance that Li+ and Na+ migration barriers along the
[010] direction significantly decrease when tensile strain is applied in the
ac plane. It is predicted that this decrease in activation energy would
correspond to an enhancement in ionic conductivity at room temperature.
The effect of tensile strain on ionic diffusion was confirmed using molecular
dynamics.
(b) The binding energies of blocking anti-site defects are reduced with the
application of tensile strain and their formation energies are slightly
increased (this is particularly prominent for NaFePO4).
This study suggests that the application of tensile strain perpendicular to
the alkali-ion migration channels would improve the intercalation properties of
olivine-type cathode materials. It is important to recognise that interfacial
effects such as grain boundaries and dislocations, may influence the effective
enhancement predicted in this work.
In general, the results presented here suggest that lattice strain can lead to
enhancements in ionic conduction and rate performance of both LiFePO4 and
NaFePO4. These insights provide a framework for the design and optimisation
of future high rate cathodes.
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5 | Structural, Diffusion
and Surface Properties
of Layered Sodium Oxides
’You start thinking anything’s
possible if you’ve got enough
nerve.’
J. K. Rowling, Harry Potter and
the Half Blood Prince
5.1 Background
Layered oxide materials have been extensively studied as cathodes for lithium-ion
batteries. The success of LiCoO2 unsurprisingly led to extensive investigations








]O2 is considered a potential cathode material for Na-ion
batteries due to its high theoretical capacity (approximately 170 mAh g−1)
and high average voltage (approximately 3.5 V), which is attributed to the
Ni2+/Ni4+ redox couple. However, the material suffers from poor cycle life,
which is thought to be caused by the ’gliding’ of transition metal layers to
form the O2-phase.80,196 Efforts have been made to improve the electrochemical






]O2 through cation doping on the Ni2+
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site.58,197–200 One of the most studied approaches is substitution of Ni2+ for
Mg2+.201–203 However, as Mg is redox inactive it is possible that this could
decrease the overall stored charge in the material. Without doping, theoretically






]O2, accompanied by the
oxidation of Ni2+ to Ni4+. The resulting empty Na layers enable the gliding
of the MO2 sheets, which causes the phase transformation from P2 to O2. By
doping the structure with Mg2+ on the Ni site, a small amount of Na is forced
to remain within the structure when it is fully charged, in order to maintain
charge neutrality. This prevents the formation of two consecutive empty Na
layers forming and stops the material from undergoing a phase transition into
the O2-type. There is a need to understand the structural role Mg has in the
Ni/Mn layers and how its presence may affect the Na/vacancy ordering and the
phase transitions which usually occur at the end of charge.
Layered P2-NaCoO2 has been considered a potential cathode material for
Na-ion batteries, due to the commercial success of its Li analogue LiCoO2. This
Na-ion material has complex structural behavior, which is strongly correlated
to Na+ concentration and distribution. This is clearly demonstrated in the
galvonistic cycling curve of the material, as discussed in Chapter 1.9.1, and
is noticeably different from the biphasic reaction reported for LiCoO2.9
Solid-solid interfaces are present in all battery devices, between cathode/anode
and electrolyte in all solid-state cells or at grain boundaries in any solid
component. They are expected to strongly influence battery performance,
but to date have not been extensively characterised, particularly for Na-ion
technologies. This is, in part, due to the difficultly of extracting surface
information solely from experimental data.
The lowest energy surfaces of LiCoO2 have previously been studied with
DFT by Kramer et. al.204 In this study low index surfaces, which minimise
coordination loss at the transition metal, are considered. The properties of a
high symmetry grain boundary have also been considered in LiCoO2 by Moriwake
et al.1 However, there are no equivalent detailed simulation studies of NaCoO2
surfaces or grain boundaries.
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Here, a study on the effect of Mg2+ doping on Na+ diffusion and










3−xMgxMn 23 ]O2 structures (0 ≤ x ≥ 0.2) were synthesised and
cycled in Na half cells by Nuria Tapia-Ruiz at Oxford University. Ab initio
studies were completed by Hungru Chen at the University of Bath and these have
been complemented using potential-based techniques. This study is extended
by a computational investigation of the surface structures and energetics of
NaCoO2 for a range of low indexed surface orientations. The grain boundaries
formed between low energy surfaces were also considered and compared to
previous studies of analogous LiCoO2.













]O2 structure: Na1 which
is face sharing with MO6 (M = Mn or Ni) and Na2 which is edge sharing. The
Na2 site is more energetically favourable than Na1 due to lower electrostatic
repulsions between Na and the transition metal. During charging the Na1 sites
extract slightly faster than Na2 until the Na concentration approaches 13 , but
both sites are extracted uniformly after this point. The reverse of this is true
upon discharge. The overall occupancy ratio is determined by the competition
between the site energy and the electrostatic repulsions, which also affects the
in-place distribution of Na+ ions. At Na = 23 , Na
+ ions from an ordered structure,
known as "large zig-zag" (LZZ) due to the pattern of Na1 sites, as shown in Figure
5.1.78,82,205







]O2 and its Mg doped analogue. The synthesised materials had
been refined using neutron diffraction and were assigned to the P63 space group.
From the data obtained it was established that these samples displayed LZZ
Na+/vacancy ordering (Figure 5.1) and a level of Ni2+/Mn4+ ordering in the






]O2 is shown in
Figure 5.2, this was the structure reproduced computationally. The interatomic
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]O2. (Purple octahedra: MnO6,grey
octahedra: NiO6 and yellow spheres: Na+ ions. Red dashed lines show LZZ
ordering)
potentials used were taken from previous studies on related oxides and are give in
Table 5.1.38,85,206,207 For static lattice calculations, carried out using the GULP
program, a shell model was used. While for MD a rigid ion model was applied
using the same potentials.







Interaction A (eV) ρ (Å) C (eV.Å6)
Na+-O2− 560 0.32 0.0
Ni2+-O2− 1760 0.28 0.0
Mn4+-O2− 1345.15 0.318 0.0
Mg2+-O2− 821.6 0.3242 0.0
O2−-O2− 22764.3 0.149 44.53
A comparison between the experimental and calculated cell parameters is
given in Table 5.2. The lattice parameters were reproduced to within 2.3% of
the experimental values and bond lengths were reproduced within 5%. This adds
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MnO6,grey octahedra: NiO6, yellow spheres: Na+ ions, red spheres: O2− ions).
Table 5.2: Experimental and calculated lattice parameters and mean







Parameter Experimental (Å) Calculated (Å) % ∆
a 10.00 9.78 -2.20
b 10.00 9.78 -2.21
c 11.11 10.93 -1.61
Na-O 2.37 2.38 0.25
Mn-O 1.92 1.84 -4.58
Ni-O 2.04 2.04 0.0
validity to the potential model derived.
MD calculations were carried out on cells made up of 4 x 4 x 8 unit cells (5632
atoms). The initial configuration contained 10% Na vacancies (and corresponding
Ni3+ species), which were randomly distributed. Three initial configurations were
investigated and the results were averaged.
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In order to generate Mg doped structures (Na 2
3
[Ni 1
3−xMgxMn 23 ]O2, where x
= 0.1 0r 0.2), Ni2+ ions were randomly substituted for Mg2+. For each level
of doping three different random Ni2+/Mg2+ configurations were used and the
results were then averaged. Much like for the un-doped systems, MD calculations
were carried out on structures where 10% Na vacancies and Ni3+ species had been
incorporated randomly. Again three different configurations were chosen and the
results were averaged.







Sodium vacancy defect energies were calculated for both un-doped and 10%






O2. As mentioned above, there are two different Na






O2 structure. Within this division Na1 type
ions are able to either share faces with either NiO6 or MnO6 octahedra, both of
which have been considered and are denoted as such.
The calculated formation energies for sodium vacancies of each Na-type are
given in Table 5.3 for Na 2
3
[Ni 1
3−xMgxMn 23 ]O2 where x = 0.0 or 0.1. A 2 x 2 x 1
supercell was used for these calculations. The formation energies for both types
of Na1 defect are slightly higher than that calculated for Na2. The formation
energies of Na vacancies in all three positions are lowered by the addition of 10%
Mg2+ on the Ni site. This suggests that doping the structure with Mg should
increase Na+ diffusion as has been reported experimentally.203
Investigations as to how the proximity of the doped Mg site to the Na vacancy
in question affects the calculated formation energy were also carried out. All three
Table 5.3: Na vacancy formation energies in Na 2
3
[Ni 1
3−xMgxMn 23 ]O2 (x = 0.0
or 0.1).
x Na1(Mn) Na1(Ni) Na2
(eV) (eV) (eV)
0.0 5.85 5.87 5.73
0.1 5.73 5.73 5.61
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types of Na site were considered and the closest Ni site was doped with Mg2+.
This was the only Mg impurity included in the structure for these calculations.
Table 5.4 summarises these results. The largest % difference in vacancy formation
energy is predicted for Na1(Mn), which also happens to be the Na vacancy
furthest from the Mg2+ impurity. While Na1(Ni) displays the smallest % change
and is closest to the Mg impurity. These results suggest that while Mg doping
generally decreases the formation energy of all types of Na vacancies, the effect
is most prominent for Na1(Mn) vacancies. This is due to an elongated Na-Mg
distance when compared to the other Na vacancies.
Table 5.4: Effect on Na vacancy formation energy according to proximity to







Na type Mg impurity Distance from Defect energy % ∆
x y z Mg ion (Å) (eV)
Na1(Ni) 0.5 0.5 0.5 2.8 5.715 -2.64
Na1(Mn) 0.5 0.25 0.5 4.0 5.625 -3.90
Na2 0.25 0.5 0.5 3.3 5.533 -3.45















structure, in order to calculate Na diffusion coefficients (DNa) and help visualise
any structural changes that occur due to Mg doping. 10% Na vacancies were
introduced yielding a structural configuration of Na0.6[Ni0.33Mn0.67]O2, which was
then doped with 10% Mg on the Ni site to form Na0.6[Mg0.03Ni0.3Mn0.67]O2.







O2 are shown in Figure 5.3. In agreement with the galvonostatic
intermittent titration technique (GITT) and nuclear magnetic resonance (NMR)
measurements on this family of compounds, our simulations suggest that Mg
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Figure 5.3: Mean squared displacement (MSD) of sodium ions in
Na0.6[Ni0.33Mn0.67]O2 (blue) and Na0.6[Mg0.03Ni0.3Mn0.67]O2 (orange) at 300 K.
Indicating greater Na+ ion diffusion in the doped system.
doping leads to an increase in Na+ ion diffusivity. These results were used to
derive values of DNa. Values of 2.5 x 10−9 cm2s−1 and 4.2 x 10−8 cm2s−1 were
obtained for Na0.6[Ni0.33Mn0.67]O2 and Na0.6[Mg0.03Ni0.3Mn0.67]O2, respectively
at 300 K. The difference between these values is slightly lower than the two
orders of magnitude which has been observed experimentally,203 but an increase
in Na+ diffusion is still predicted.
The increase in Na+ diffusion with Mg2+ doping has previously been
attributed to the enlargement of interlayer spacing upon Mg incorporation.208
However, in this work the interlayer enlargement recorded was very small, at
less than 0.05 Å.
Visualisation of the final Na0.6[Mg0.03Ni0.3Mn0.67]O2 structure after 10 ns
shows that Mg ions are able to displace in the z-direction to a greater degree
than either Mn or Ni ions. Energy density plots for the un-doped and doped
structures are shown in Figure 5.4, where the displacement of the Mg ions from
the transition metal layer is clear. This effect was also seen in ab initio MD
calculations. Figure 5.5 shows the degree of displacement of Mg, Ni and Mn ions
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in the z-direction in a 50 ps ab initio simulation of Na0.6[Mg0.03Ni0.3Mn0.67]O2.
The displacement of the Mg ions can be attributed to the ionic nature of the
Mg-O bond. This results in the MgO6 octahedra being less rigid than either NiO6
or MnO6 as their oxygen bonds are more covalent and therefore more rigid. The
large displacement of Mg2+ in the z-direction consequently alters the electrostatic
potential felt by Na+ ions and has a positive effect on Na diffusion. A similar
effect has been reported in P2-Nax[LiyNizMn1−y−z]O2, where the Li+ ions (which
have a very similar ionic radius to Mg2+) are displaced from the transition metal
layers into the Na layers.209
As the Mg2+ ions displace from the transition metal layer into the Na layer
they move from an octahedral to a tetrahedral site. This movement results in an
elongation of the Mg-O bond, as recorded in Table 5.5. The shorter Mn/Ni-O
bonds reflect their more covalent nature.
Table 5.5: Average M-O (M = Mg, Mn or Ni) bond lengths for
Na0.6[Mg0.03Ni0.3Mn0.67]O2.
Mg-O (Oh) Mg-O (Td) Mn-O Ni-O
(Å) (Å) (Å) (Å)
2.0651 2.1033 1.7781 2.0515
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Figure 5.4: Sodium density plots for a) Na0.6[Ni0.33Mn0.67]O2 and
b)Na0.6[Mg0.03Ni0.3Mn0.67]O2. Mg ions have displaced from transition metal
layer into Na layer. (Purple octahedra: MnO6; grey octahedra: NiO6; orange
tetrahedra:MgO4; yellow spheres: Na+ ions and yellow channels: Na+ diffusion).
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Figure 5.5: Displacement of Mg, Ni and Mn along the z-direction in
Na0.6[Mg0.03Ni0.3Mn0.67]O2 during a 50 ps ab initio MD simulation, indicating
larger amplitudes for Mg.
5.5 Structural Modelling of P2-NaCoO2
Layered P2-NaCoO2, which is a member of the R3¯mH space group, contains
alternating layers of CoO6 octahedra and Na+ ions shown in Figure 1.6. There
are two different Na sites within this structure: Na1, which shares only faces
with CoO6 octahedra, and Na2 that shares both faces and edges.
It is worth noting that while Na0.7CoO2 is more commonly utilised as a
cathode material, NaCoO2 was chosen as the focus of this initial study for
structural reasons. Once Na vacancies are introduced into the system the Na+
ions become highly mobile, making the determination of the surface structures
considerably more complex.
The NaCoO2 unit cell (obtained from previous experimental work79) was
minimised in the VASP code, using PAW potentials and the Generalized Gradient
Approximation (GGA) of the PBE functional. A Hubbard U correction (Ueff
= U-J = 3.3 eV) was used, this value has been used previously to accurately
reproduce other Co containing oxides including LiCoO2.204 A cut off energy of
520 eV, set on a planewave basis, and a k-point grid of 8 x 3 x 1 were used to
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converge the forces in this bulk calculation. Table 5.6 shows the experimental and
calculated cell parameters and mean bond lengths of NaCoO2. The experimental
structure was reproduced to a high degree of accuracy (within approximately 3%)
with this method.
Table 5.6: Calculated (DFT) and experimental lattice parameters and mean
bond lengths for NaCoO2.
Parameter Experimental (Å)79 Calculated (Å) %∆ (Å)
a 2.89 2.88 -0.44
b 2.50 2.49 -0.48
c 15.61 15.25 -2.27
Na-O 2.32 2.25 -3.06
Co-O 1.94 2.0 2.89
The METADISE code210 was utilised to generate all Type I surfaces of
NaCoO2 with a Miller index of four or less. The surfaces with lowest energy
were further minimised with VASP, using the setup outlined above. The k-point
was scaled appropriately for the size of each surface cut studied. K-point testing
was carried out to ensure that the forces were minimised for each surface. A
vacuum gap of 10 Å was found to be adequate for all surfaces to ensure isolation
of the surface slabs.
Grain boundaries were created for low energy surfaces. These were formed
by combining two mirroring surfaces, for example (101¯4) and (101¯4¯). The
consequent structures were minimised in the same way as the surfaces and bulk.
Again, the k-point grid used for each cell was tested to ensure the convergence
of forces.
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5.6 Surface Structures and Energies of
P2-NaCoO2
Surface structures and energies were considered for the eleven configurations
with lowest energy and a Miller index of four or less. The minimised surface
energies are given in Table 5.7. The structures of the four lowest energy surfaces
are discussed below. The highest energy surface of those considered, (101¯0),
was included for comparison. In this work hexagonal notation is primarily used.
The corresponding Miller-indices are included in Table 5.7 for reference. The
introduction of the fourth index i is explained in appendix C.
Table 5.7: Surface energies of NaCoO2 and their notation in order of increasing
energy.
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(101¯4)
The (101¯4) surface was found to be the lowest energy surface for P2-NaCoO2
with a calculated value of 0.98 Jm−2. This surface termination is shown in
Figure 5.6. Each NaO6 octahedra at the surface has one Na-O bond cleaved, as
does each CoO6 octahedra. Meaning that Na and Co at the surface both have a
coordination loss of one.
Figure 5.6: Structure of (101¯4) surface of NaCoO2 (side view). Blue octahedra:
CoO6, yellow spheres: Na+ ions, red spheres: O2− ions.
(123¯4¯)
The second lowest energy surface termination was calculated to be the (123¯4¯)
(depicted in Figure 5.7), with an energy of 1.35 Jm−2. At this surface, one third
of the Co octahedra remain fully coordinated, one third experience a coordination
loss of one and one third a loss of two. This results in three separate Co positions
with coordination numbers of four, five and six. The Na ions at this surface
experience the same coordination loss.
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Figure 5.7: Structure of (123¯4) surface of NaCoO2 (side view). Blue octahedra:
CoO6, yellow spheres: Na+ ions, red spheres: O2− ions.
(325¯4)
The (325¯4) surface is predicted to be the third lowest in energy, with a calculated
value of 1.48 Jm−2, shown in Figure 5.8. This termination results in half of the
CoO6 octahedra at the surface preserving their full coordination, one quarter
experiencing the loss of one oxygen bond and one quarter the loss of two bonds.
NaO6 octahedra experience the same level of coordination loss at this surface.
Figure 5.8: Structure of (325¯4) surface of NaCoO2 (side view). Blue octahedra:
CoO6, yellow spheres: Na+ ions, red spheres: O2− ions.
105
Beyond Lithium: Atomic-Scale Insights into Cathodes for Na and Mg Batteries
(112¯0)
The (112¯0) termination has a calculated surface energy of 1.51 Jm−2 and is
shown in Figure 5.9. At this surface half of the CoO6 octahedra remain fully
coordinated while the other half experience a coordination loss of two. The same
is observed for the NaO6 octahedra.
Figure 5.9: Structure of (112¯0) surface of NaCoO2 (side view). Blue octahedra:
CoO6, yellow spheres: Na+ ions, red spheres: O2− ions.
(101¯0)
The highest energy termination considered was (101¯0) (shown in Figure 5.10)
with an energy of 2.38 Jm−2. This termination results in two different Na
coordinations; one with a coordination of three (three Na-O bonds broken)
and the other of coordination of five (one Na-O bond broken). The same
coordinations are observed for the Co ions. For the surfaces examined this is
the largest coordination loss observed.
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Figure 5.10: Structure of (101¯0) surface of NaCoO2 (side view). Blue
octahedra: CoO6, yellow spheres: Na+ ions, red spheres: O2− ions.
From the inspection of the above surfaces, it can be concluded that the
coordination loss experienced by Na and Co ions at the surface, is a contributing
factor to the magnitude of the surface energy. For example, the minimum
coordination loss is experienced at the (101¯4) surface, which also has the lowest
surface energy. The largest coordination loss is found for the highest energy
termination, (101¯0). The coordination of cobalt at the surface it is expected to
have the largest effect on the surface energy, as Co-O bonds are known to be
much stronger than Na-O.
This same trend has been found for LiCoO2 through DFT calculations.204
Three Type I surfaces where considered for this material, (101¯4), (101¯0) and
(112¯0). Of these three terminations, it was found that the lowest in energy was
(101¯4) at 1.048 Jm−2 where the Co coordination at the surface is either five or six.
The highest energy was recorded for (101¯0) where the surface coordination of Co
ranges between three and five. It has also been reported that the coordination
loss of Fe at the surface of LiFePO4 has a direct consequence on the surface
formation energy.211
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5.7 Grain Boundaries of P2-NaCoO2
It is important to understand the formation of grain boundaries within cathode
materials as they are likely to affect conduction properties. From the surfaces
discussed above, two grain boundaries were built by combining mirroring
surfaces.
The (101¯4) and (112¯0) surfaces were selected to form the grain boundaries as
they represent the overall lowest energy termination and the low index surface
with lowest energy respectively. The minimised grain boundary models are shown
in Figures 5.11 and 5.12.
Figure 5.11: Minimised structure of the grain boundary for (101¯4) surfaces of
P2-NaCoO2. Blue octahedra: CoO6, yellow spheres: Na+ ions, red spheres: O2−
ions. Grey area highlights central grain boundary.
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Figure 5.12: Minimised structure of the grain boundary for (112¯0) surfaces of
P2-NaCoO2. Blue octahedra: CoO6, yellow spheres: Na+ ions, red spheres: O2−
ions. Grey area highlights central grain boundary.
The calculated grain boundary energies of the two configurations are given
in Table 5.8. Surprisingly, the boundary formed at the (112¯0) surface is lower in
energy than that formed from the (101¯4) termination, despite the (112¯0) surface
being lower in energy. However, it is worth noting that the difference in energy
is small and as the formation energy of the (101¯4) surface is considerably lower
this is likely to be the dominant grain boundary in P2-NaCoO2.
In general, these grain boundary energies are low compared to other
boundaries in oxide materials such as SrTiO3.212,213 This suggest that Na and
Co ions are able to easily adapt to the different coordinations experienced at the
surfaces. These low energies indicate that grain boundaries will form with ease
and in high concentrations in NaCoO2, and will therefore noticeably influence
Table 5.8: Grain boundary energies of NaCoO2.
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Na ion diffusion.
Moriwake et. al. have reported a low energy grain boundary in LiCoO2, made
when the (1¯1¯20) and (112¯0) surfaces meet. This is shown in Figure 5.13. The
similarity between this and the (101¯4) boundary in P2-NaCoO2 (Figure 5.11)
can clearly be seen in the symmetry of the transition metal layers.The grain
boundary was observed using scanning transmission electron microscopy. The
voltage, layer spacing and migration energies were all considered as a function
of distance from the boundary. Increases in both voltage and Li+ migration
energy are recorded in the vicinity of the grain boundary. To date there are no
experimental reports of the grain boundaries present in P2-NaCoO2.
Figure 5.13: Low energy grain boundary formed at the (112¯0) surface of
LiCoO2.1
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5.8 Chapter Summary
This part of the project considered layer-structured oxides for Na-ion batteries.







O2 was investigated, using a combination of energy minimisation
and molecular dynamics (MD) techniques. The key results are summarised
below.
(a) The formation energies of all three types of Na vacancy were reduced by






O2 structure with 10% Mg2+ on the Ni site.
(b) Na+ diffusion coefficients were calculated for Na0.6[Ni0.33Mn0.67]O2 and
Na0.6[Mg0.03Ni0.3Mn0.67]O2. An order of magnitude increase was recorded
with Mg doping. Therefore an increase in Na+ diffusion would be expected






O2. Displacement of Mg ions from
the transition metal layers was found in both potentials based and ab
initio MD.
Secondly, ab initio calculations were performed on P2-NaCoO2 in order to
investigate, for the first time, surface and grain boundary properties of this
Na-ion cathode material.
(c) The lowest energy surfaces of P2-NaCoO2 were determined. It was found
that the calculated energies were dependent on the coordination loss
experienced by both Na and Co ions at the surface. Of the surfaces
investigated, (101¯4) was found to be lowest in energy and (101¯0) the
highest. This is consistent with surface studies on LiCoO2.
(d) Grain boundary models were built for the lowest energy (101¯4) and low
index (112¯0) terminations and their energies were calculated. The low
energies predicted suggest high concentrations of these grain boundaries in
NaCoO2.
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6 | Diffusion Rates and
Voltage Trends of
MgFeSiO4
’There was some important stuff
hidden in the waﬄe.’
J. K. Rowling, Harry Potter and
the Order the Phoenix
6.1 Background
As covered in Chapter 1, the development of magnesium batteries would offer
improved energy density over Li- and Na-ion systems. However, the choices of
cathode materials for Mg batteries are limited, due to the difficulty of Mg2+
insertion/extraction in host structures.
Olivine-type Mg silicates have been reported to show promising performance
as cathode materials for Mg batteries, with some indication of reversible Mg
intercalation.122–127,214 This is following extensive work on lithium-based silicates,
Li2FeSiO4 and Li2MnSiO4 as low cost cathodes, due to the abundance of silicon
and its ability to form strong Si-O bonds.215
MgFeSiO4 exhibits a degree of mixing between octahedral Mg and
Fe crystallographic sites.128,129,216 However, ordered phases of MgFeSiO4
have been synthesised through both high temperature and ion exchange
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methods.126,128 Using high temperature methods above 900 ◦ C, MgFeSiO4 can
be synthesised with a structure analogous to LiFePO4, where the Mg2+ ions
form one-dimensional channels along the c-axis.
It has previously been reported that Mg2+ inserted into disordered
olivine FePO4 yields a measured capacity of only 13 mA h g−1. This poor
performance was found to be linked to surface amorphisation, which prevented
the electrochemical reaction from penetrating the bulk rather than poor Mg2+
mobility in the structure.217 A first principles study on the magnesium silicates
reports their redox and thermodynamic properties, revealing a similarity
between lithium- and magnesium-insertion processes.125 However, this study
did not consider kinetic processes, such as the transport of Mg2+ ions through
the host lattice, which are essential to the performance of ion intercalation
electrodes.
Our focus with this work is to investigate the solid-state features, which
influence the electrochemical performance of ordered MgFeSiO4 (with a structure
analogous to olivine LiFePO4). We have employed a combination of atomistic
energy minimisation, molecular dynamics and density functional theory methods
in order to investigate the Mg ion transport properties and voltage trends from
transition metal doping of this material. A published version of this work218 is
given in Appendix E.
6.2 Structural Modelling
The olivine-type structure of the cation-ordered MgFeSiO4 belongs to Pmnb
space group, shown in Figure 6.1. The structure consists of corner sharing FeO6
octahedra, SiO4 tetrahedra which share corners and edges with FeO6 and Mg2+
ions that are located in channels along the c-axis.
The starting point of this study was to reproduce the experimental structure
of ordered MgFeSiO4 using a shell model. The interatomic potentials used
were taken from previous studies on related oxides and silicates and include
a three-body O-Si-O potential (Tables 6.1 and 6.2).207,219,220
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Figure 6.1: Unit cell of olivine-type, cation ordered MgFeSiO4 (brown octahedra:
FeO4, purple tetrahedra: SiO4, light blue spheres: Mg2+ ions).
Table 6.1: Two-body short-range potential parameters for MgFeSiO4.
Interaction A (eV) ρ (Å) C (eV.Å6) Y (e) K (eV.Å−2)
Mg2+-O2− 946.627 0.31813 0.0 2.0 99999.0
Fe2+-O2− 1105.2409 0.3106 0.0 2.997 19.26
Si4+-O−2 1283.91 0.32052 10.66 4.0 99999.0
O2−-O−2 22764.3 0.149 27.89 -2.96 74.92
Table 6.2: Three-body interaction for MgFeSiO4.
Bond type K (eV.rad−2) θ0 (deg)
O2−-Si4+-O2− 2.09724 109.47
A comparison between the experimental and calculated cell parameters are
shown in Table 6.3. The lattice parameters were reproduced to within 1% of
the experimental values, which adds validity to the interatomic model used for
simulating Mg2+ diffusion.
Molecular dynamics (MD) calculations were carried out on cells made up of
12 x 6 x 10 unit cells (20160 atoms). The initial configuration contained 10% Mg
vacancies (and corresponding Fe3+ species), which were randomly distributed.
Three initial configurations were investigated and the results were averaged.
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Table 6.3: Calculated (using both rigid ion and Pedone partial charge models)
and experimental lattice parameters and bond lengths for MgFeSiO4.
Parameter Experimental128 Calculated ∆ Calculated ∆
(Å) (R. I.) (Å) (Pedone) (Å)
(Å) (Å)
a 4.807 4.854 0.047 4.863 -0.056
b 10.376 10.336 -0.040 10.125 -0.251
c 6.061 6.026 -0.035 6.005 -0.056
Mg-O 2.168 2.131 -0.037 2.132 -0.036
Fe-O 2.125 2.140 0.015 2.148 0.023
Si-O 1.624 1.639 0.015 1.600 -0.024
The Pedone partial charge model144 was used for the MD simulations, this was
chosen as it has shown previously to work well for MD simulations of polyanionic
materials,221,222 while still reproducing the structure well (Table 6.3). Simulation
runs were carried out using the NVT ensemble and a time step of 2 fs, for runs
of 6 ns, at temperatures between 300 and 1500 K. Pre-equilibrium runs of 4 ps
with NVE and NPT ensembles were first used to obtain stable configurations.
Additionally, DFT was used to investigate voltage trends from transition
metal doping. These calculations were performed using a plane wave basis set
implemented in the VASP code.134 PAW potentials and the Generalised Gradient
Approximation of the PBE functional were used. DFT+U methodology was used
to account for the metal d-orbitals with an effective Hubbard Ueff = U - J =
4.3, 3.9, 3.3 and 6.0 eV (J = 1.0 ev) for Fe, Mn, Co and Ni respectively.222 A
ferromagnetic arrangement of the unpaired 3d electrons was assumed. A cutoff
energy of 440 eV and k-point mesh of 2 x 4 x 5 were needed to converge the
forces and energies. Similar to the potentials based calculations, the experimental
structure was reproduced to a high degree of accuracy, shown in Table 6.4.
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Table 6.4: Calculated (DFT) and experimental lattice parameters for MgFeSiO4.
Parameter Experimental (Å)128 Calculated (Å) ∆ (Å)
a 4.807 4.756 -0.051
b 10.376 10.262 -0.114
c 6.061 6.047 -0.014
6.3 Energetics and Pathways
for Mg ion Migration
There are three potential pathways for Mg2+ diffusion in MgFeSiO4, as shown
in Figure 6.2. The activation energies for these pathways are given in Table
6.5, along with the Mg-Mg distances. The activation energy for pathway A
(parallel to the c-axis) is significantly lower than that for pathways B and C.
This is in agreement with results obtained for LiFePO4,158 where the lowest
energy pathway is parallel to the b-axis; LiFePO4 is a member of the Pmna space
group, unlike MgFeSiO4 which is characterised as Pmnb, hence the disagreement
in the axis along which the open channels of Li+/Mg2+ ions lie. The activation
energies for pathways B and C are both high enough that it can be concluded
Figure 6.2: Mg migration pathways in olivine MgFeSiO4 (brown octahedra:
FeO6, purple tetrahedra: SiO4 and blue spheres: Mg2+ ions).
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Table 6.5: Activation energies and Mg-Mg separations in MgFeSiO4.




that Mg ion migration is unlikely to occur in these directions. The distances
between neighbouring Mg2+ ions in pathways B and C are larger than pathway
A. Additionally, pathway B has a smaller channel size than pathway A. Pathway
C would involve migration directly past both Fe-O ans Si-O bonds, both of which
would contribute to the high migration energy.
The shape of the migration pathway parallel to the c-axis predicted
using energy minimisation calculations is shown in Fig 6.3. This is the
same as the curved pathway characteristic of olivine LiFePO4, first predicted
computationally,158 and subsequently confirmed by diffraction measurements
and maximum entropy studies.37 This pathway was calculated to have a
migration of 0.60 eV in MgFeSiO4, just 0.05 eV higher than the equivalent
calculated energy in LiFePO4.158
Figure 6.3: Lowest energy Mg2+ pathway in olivine MgFeSiO4 (brown octahedra:
FeO6, purple tetrahedra: SiO4 and blue spheres: Mg2+ ions).
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The migration of different multivalent ions in three possible cathode
frameworks has been investigated by Rong et al. using first principles
techniques.116 The three frameworks were olivine FePO4, layered NiO2 and
spinel Mn2O4, covering the major structures considered as cathode materials
for Li-ion batteries. It was reported that Mg2+ diffusion in the olivine structure
required approximately 0.7 eV, lower than multivalent cation migration in both
the layered and spinel structures, calculated at aprroximately 1.1 and 0.8 eV
respectively. The relatively low migration energies predicted previously for
olivine FePO4 and here for MgFeSiO4, suggest favourable Mg2+ transport in the
olivine structure.
We continued our study on MgFeSiO4 using long timescale MD in order to
examine Mg2+ motion. The same curved pathway as that predicted with energy
minimisation techniques was generated using MD, this is shown using an energy
density plot in Fig. 6.4.
A degree of anti-site disorder (the exchange of Mg2+/Fe2+) was observed when
visualising the MD calculations; an example of this can be seen in the lower part
of Fig. 6.4, where Mg ion density is found near the Fe site. These defects
were expected given the high levels of Mg/Fe mixing in the thermodynamically
stable form of MgFeSiO4.128? ,129 Energy minimisation was used to calculate the
formation energy of these defects and a value of 0.036 ev was obtained. This
low energy energy again reflects the highly disordered thermodynamically form
of MgFeSiO4.
Anti-site defects have been reported to cause blocking of the 1D migration
pathways in LiFePO4.162 However, major blocking of the Mg2+ was not observed
in our MD simulations. We predict that while the anti-site defects are able to
form and cause a localised blocking effect, the Fe2+ ions are then able to migrate
back into their original sites allowing Mg2+ ions to diffuse through uninterrupted
channels, due to the low formation energy that has been predicted. There is no
evidence of inter-channel hopping of the displaced Mg2+ ions.
The MSD for Mg2+ in MgFeSiO4 is given in Fig 6.5. These data were used
to derive the Mg ion diffusion coefficient (DMg). A value of 1.1 x 10−9 cm2s−1
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Figure 6.4: Mg density plot from MD simulations showing Mg diffusion
pathways (brown spheres: Fe2+ ions; dark blue spheres: Mg2+ ions; purple
spheres: silicon; red spheres: oxygen. Light blue channels mark diffusion
pathway.)
was calculated at 300 K. To our knowledge there are no experimental diffusion
coefficients for ordered MgFeSiO4 to allow direct comparison at the current time.
Tavorite structured FeSo4F has been considered as a potential cathode material
for Mg batteries, it is quoted as having a DMg in the range of 10−9 cm2s−1, the
same order of magnitude as observed for Li diffusion in the same structure.223
The activation energy of Mg2+ diffusion was estimated using an Arrhenius
plot, which is shown in Fig. 6.6. A value of 0.79 eV was derived. While this
value is slightly higher than that predicted using energy minimisation methods,
it is still relatively low for a Mg cathode material.
The prediction of a comparatively low migration energy for Mg-based cathode
material and a DMg in the range of Li-ion cathodes suggests favourable Mg2+
intercalation kinetics for ordered MgFeSiO4.
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Figure 6.5: Mean squared displacement (MSD) data for Mg2+ in MgFeSiO4 at
500 K (green), 800 K (red) and 1000 K (blue).
Figure 6.6: Arrhenius plot of Mg ion diffusion coefficients DMg for MgFeSiO4
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6.4 Dopant Substitution
It has previously been suggested that the incorporation of on dopants on certain
sites of Li-ion cathode materials could improve the capacity of the material by
increasing the amount of lithium available for intercalation by forming lithium
interstitial defects.219 Similar strategies could also be beneficial for magnesium
cathode materials. While the divalent nature of the magnesium ion theoretically
offers increased energy density over monovalent lithium, many structures only
allow for the de/intercalation of half of the available magnesium. Incorporating
dopants could create Mg interstitial defects that could consequently improve the
capacity of the cathode material.
Here we investigate trivalent doping (Al, Ga and V) on the silicon site within
the MgFeSiO4 structure. The doping process is described by Equation 6.1, where
M = Al, Ga or V.
M2O3 + 2SiXSi +MgO → 2M
′
Si +Mg••i + 2SiO2 (6.1)
Trivalent doping on the silicon site is charge compensated by the formation
of a Mg interstitial. We also investigated an alternative charge-compensation
mechanism involving O vacancies, which was found to be less favourable by
more than 4 eV. Trivalent doping on other sites in the structure would yield
oxygen vacancies as compensation, which would not improve the capacity or
Mg2+ diffusion in the material.
Interatomic potentials were used to model the corresponding oxides of the
dopant cations which were used. The potentials used are given in Table 6.6.207,224
The dopant substitution energies were calculated by combining the appropriate
defect and lattice energy terms, given in Table 6.7. This approach has been
successfully applied to other silicate materials.219
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Table 6.6: Interatomic potential parameters for trivalent dopant cations
Interaction A (eV) ρ (Å) C (eV.Å6)
Al3+-O2− 1114.9 0.3118 0.0
Ga3+-O2− 2901.12 0.2742 0.0
V3+-O−2 1790.2 0.3061 0.0





The large dopant values predicted for all three trivalent ions (Al, Ga and
V) suggest a low degree of dopant solubility. From this we conclude such
trivalent doping of MgFeSiO4 is not a feasible method to improve capacity or
Mg2+ migration.
6.5 Cell Voltage Trends
When developing new cathode materials for Mg batteries it is important to
establish an adequate operating voltage (in the range of 2.0 - 3.0 V) while
maintaining a high reversible capacity.16,225
DFT was used to calculate the cell voltage of cation-ordered MgFeSiO4.
The relevant Mg2+ ions were removed from the structure to carry out the
calculations; different vacancy configurations were considered and the voltage
was calculated using Equation 6.2 with the lowest energy configuration. Metallic
Mg was used to calculate the chemical potential of magnesium (µ{Mg}). This
methodology has been applied successfully to other battery materials,226–228
including silicates.229,230
V = ε{MgFeSiO4} − ε{MgxFeSiO4} − (x)µ{Mg}2x (6.2)
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The cell voltage of ordered MgFeSiO4 was calculated to be 2.35 eV vs.
Mg/Mg2+, this is both within the desirable operating window and in good
agreement with electrochemical data, which gives an average voltage of 2.4 V.126
Transition metal doping can be used as a method to ’tune’ the cell voltage
of cathode materials. Here we investigate how doping on the transition metal
site of MgFeSiO4 affects the cell voltage. Figure 6.7 shows the voltage trends of
MgFe1−xMxSiO4 (M = Ni, Co or Mn) vs. Mg/Mg2+ with increasing x values.
When 50% of Fe is replaced by one of the doping transition metals the cell
voltage follows the trend Mn (2.8 V) < Co (3.0 V) < Ni (3.4 V); a similar trend
is reported for olivine LiMPO4 systems.44,231 It is worth noting that while the
Mn and Co doped structures are within the operating window of current Mg ion
electrolytes, Ni doping pushes the cell voltage above this window.
Figure 6.7: Cell voltage trends (vs. Mg/Mg2+) as a function of dopant (M =
Co, Ni or Mn) on the Fe site in MgFeSiO4
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6.6 Chapter Summary
The structural and electrochemical properties of the potential magnesium
cathode material, ordered MgFeSiO4, were analysed using atomistic modelling
and DFT. The results are as follows:
(a) A Mg2+ migration energy of 0.6 eV was calculated along a one-dimensional
curved pathway (similar to that in LiFePO4) and a DMg in the range of
10−9 cm2s−1 was derived for large-scale MD at 300 K. These results suggest
favourable Mg2+ intercalation kinetics in this material.
(b) The incorporation energies of trivalent metal dopants on the silicon site
were calculated and the process was predicted to be unfavourable and a
low dopant solubility would be expected.
(c) The cell voltage for ordered MgFeSiO4 was derived as 2.35 V vs.
Mg/Mg2+ using DFT. This value is in good agreement with the available
electrochemical data. Transition metal doping on the Fe site is predicted
to increase the cell voltage in the cases of Co, Mn and Ni. However, in
the case of Ni doping the voltage rises above the electrochemical stability
window of current Mg electrolytes.
Overall this study suggests that ordered MgFeSiO4 could be a viable cathode





This thesis presents computer modelling studies on a variety of cathode materials
for sodium-ion and magnesium rechargeable batteries. This work has been
motivated by the knowledge that emerging grid storage technologies require a
new generation of batteries, beyond the current commercial Li-ion cells. The
development of these new batteries depends on the evolution of new materials
and an understanding of their properties on a scale difficult to probe using
experimental techniques. Through atomic scale investigation of materials further
insights into fundamental defect, ion-transport, cell voltage and surface related
properties relevant to their performance within a battery have been provided. It
is appropriate to conclude this thesis by reviewing each of the studies undertaken
and suggesting possible future studies for each investigation.
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7.2 Defect Chemistry and Na ion diffusion in
NaFePO4
In Chapter 3 the defect and migration properties of both the olivine and
maricite forms of NaFePO4 were investigated using energy minimisation and
molecular dynamics.
Conclusions
Anti-site defects were found to be the lowest energy intrinsic defect type in both
the olivine and maricite forms of NaFePO4. Na+ ion diffusion was investigated
in both structures using energy minimisation and MD. It was found that there
is considerably more Na diffusion in olivine NaFePO4 than in the maricite
polymorph. Maricite NaFePO4 was found to have a high energy barrier for Na
diffusion and a low DNa value of approximately 7 x 10−13 cm2s−1 at 300 K. This
lack of Na conductivity would make maricite NaFePO4 a poor bulk cathode
material for Na-ion batteries.
The Lowest energy pathway in olivine NaFePO4 was found to be along the
b-axis channels, in agreement with past work on LiFePO4. A DNa value of 4
x 10−9 cm2s−1 was recorded at 300 K using MD, consistent with a high rate
cathode material. The effect that the low energy anti-site defects have on the
Na diffusion of this material was also considered. It was found that these defects
impede Na diffusion to a much greater effect in this compound in LiFePO4.
This atomistic study of olivine and maricite NaFePO4 presents fundamental
differences in their defect chemistry and bulk Na diffusion properties, helping to
rationalise the electrochemical behaviour of these phases.
Future Work
This study could be extended through the use of DFT as a means to consider
the voltage of olivine NaFePO4. Olivine NaFePO4 has a low operating voltage
for a Na-ion cathode material, 2.7 V vs. Na/Na+. Previous work has shown that
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doping on the transition metal site of a polyanionic cathode material can tune its
voltage properties. Divalent transition metals (Co2+, Mn2+, Ni2+ etc.) should
be incorporated onto the Fe site to determine if this method could be used to
increase the operating voltage of NaFePO4. This could be further extended by
considering mixed transition metal doping. For example both Co2+ and Ni2+
could be incorporated in small concentrations onto the Fe site.
7.3 Effect of Strain on Ion Migration and
Defect Formation in Olivine NaFePO4 and
LiFePO4
Chapter 4 presents a study on the effect of biaxial lattice strain on ion
conduction properties of olivine LiFePO4 and NaFePO4, through the use of
energy minimisation and MD calculations.
Conclusions
The application of biaxial strain is not predicted to change the dimensionality of
diffusion in either LiFePO4 or NaFePO4. Both structures remain one-dimensional
upon the application of both compressive and tensile strain. Diffusion barriers in
the [010] direction significantly decrease in both materials with the application
of tensile strain in the ac-plane. Tensile strain in the ac-plane also leads to
increases in the diffusion coefficient for both materials. This offers a potential
enhancement in ion conduction at room temperature.
The formation energies of blocking anti-site defects are found to be increased
in both materials upon the application of ac tensile strain. An effect which is
particularly prominent in NaFePO4.
In general this study suggests that tensile strain applied in the ac-plane
(perpendicular to migration channels) could improve the intercalation properties
of olivine-type cathode materials. This discovery could lead to enhancements
in ion conduction and rate performance of olivine cathodes, and provides a
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framework for design optimisation of high rate cathode materials.
Future Work
DFT calculations could be used to expand this work. Nudged elastic band (NEB)
calculations and ab initio MD would allow ion conduction to be examined with
the inclusion of electronic structural aspects of these materials. NEB calculations
would provide activation energies for ion migration and ab initio MD would
predict diffusion coefficients. These results could be compared to those presented
in this work providing a more extensive understanding the effect strain has on
olivine-type materials, before experimental studies were performed.
Due to the nature of this computational study, interfacial effects such as grain
boundaries and dislocations can not be considered. However, their presence may
influence the enhancement which has been predicted. Therefore, experimental
studies which implement this strain on either LiFePO4 or NaFePO4 would be
able to offer key insights in this area.
7.4 Structural, Diffusion and Surface Properties
of Layered Sodium Oxides
In Chapter 5 the effect of Mg2+ doping on the intercalation and structural






]O2 was investigated using energy minimisation
and MD techniques. It is accompanied by experimental synthesis and structural
analysis. This work is extended with an ab initio study of the surfaces and grain
boundaries of P2-NaCoO2.
Conclusions
The effect of Mg2+ doping on Na vacancy formation energies was considered. It
was established that 10% Mg2+ doping on the Ni site would decrease the Na
vacancy energy at all three Na sites.
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DNa values were calculated with MD for Na0.6[Ni0.33Mn0.67]O2 and
Na0.6[Mg0.03Ni0.3Mn0.67]O2. An order of magnitude decrease was recorded when
the Mg2+ dopants were incorporated. Therefore an increase in Na+ diffusion







Secondly, the structural changes that occur with Mg doping were studied
using MD calculations. The magnesium ions were found to displace from the
transition metal layer into the Na layer in Na0.6[Mg0.03Ni0.3Mn0.67]O2. This is
because Mg-O bonds are weaker than either Ni-O or Mn-O. The movement of
the Mg2+ ions in the z-direction alters the electrostatic potential felt by Na ions
and has a positive effect on Na+ diffusion.
Twelve low energy surfaces of P2-NaCoO2 were minimised in order to obtain
their formation energies. Of these, the lowest in energy was predicted to be
the (101¯4) termination, while the highest was predicted as (101¯0). The surface
energy is related to the degree of coordination loss experienced by the Na and Co
ions at the surface. Where a greater degree of coordination loss is experienced
in the higher energy surfaces.
Grain boundary models were considered for the (101¯4) and (112¯0) surfaces.
These were chosen as they represent the lowest energy termination and the low
index surface with the lowest energy. The (112¯0) boundary model had the lowest
overall energy, despite the formation energy of this surface being higher than that
of (101¯4). The low energies calculated for both grain boundaries suggests that
they will be present in high concentrations in NaCoO2.
Future Work
There are several areas of future work that could be undertaken in order to
extend this research.
Previous studies of P2-type oxide cathode materials for Na-ion batteries have
considered doping of metals other than magnesium. These have included Li+,
Al3+, Zn2+ and Ti4+. It would be of interest to investigate how doping of these






]O2 would affect its electrochemical and
structural properties. Of particular significance would be any displacement of
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these metals from the transition metal layer and subsequent changes in Na ion
diffusion.
A more extensive study of the grain boundaries in P2-NaCoO2 would be of
considerable interest. To establish a better understanding on how the presence of
grain boundaries influences Na+ conduction ab initio MD calculations would be
valuable. This would allow the prediction of surfaces which were most beneficial
to Na+ diffusion so they could be promoted during crystal growth.
Transition metal site doping of NaCoO2 (and other Na oxide materials) is a
common approach to tune material properties, such as ion conduction. It would
be desirable to investigate, using DFT, how doping at the Co site with different
metals, at varying concentrations, could effect surface formation.
A key area of interest would be the prediction of the morphology of NaCoO2
using surface energy information. This would allow for comparison with previous
computational and experimental determination of the morphology of structurally
analogous LiCoO2.
Na0.7CoO2 is a more commonly utilised cathode material than NaCoO2.
Through the knowledge obtained in this study, surface structures of the more
complex Na0.7CoO2 material could be generated. The effect additional Na
vacancies have on surface energies could provide insight into the formation of
grain boundaries in synthesised Na0.7CoO2.
7.5 Diffusion Rates and Voltage Trends of
MgFeSiO4
Structural and electrochemical properties of ordered olivine MgFeSiO4 were
investigated in Chapter 6 using atomistic modelling and DFT techniques.
Conclusions
The lowest energy Mg2+ diffusion pathway in MgFeSiO4 was found to be along a
one-dimensional curved pathway parallel to the c-axis, similar to that observed
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in LiFePO4. The migration energy in this direction was calculated to be 0.6 eV,
which is low for a magnesium cathode material. Long time-scale MD was used to
derive a DMg value in the range of 10−9 cm2s−1 at 300 K. Suggesting favourable
Mg2+ intercalation kinetics.
Trivalent metal doping at the silicon site was investigated. However, all
incorporation energies were unfavourable and as such, low dopant solubility
would be expected.
DFT calculations were used to predict a cell voltage of 2.35 V vs. Mg/Mg2+,
in good agreement with experimental data. Transition metal doping on the Fe
site increases the cell voltage value in the cases of Co, Mn and Ni. However,
in the case of Ni doping, the voltage rises above the electrochemical stability
window of current Mg electrolytes.
The work presented here suggests that ordered MgFeSiO4 could be a potential
cathode material for magnesium batteries, due to its favourable Mg2+ kinetics.
Future Work
This chapter considered the ordered structure of MgFeSiO4. Anti-site defects
were found to easily form and then displace during the MD study. Extension
of this work could consider the more thermodynamically stable, mixed Mg/Fe
occupancy form of MgFeSiO4 using MD calculations. It would be of interest
to establish whether these anti-site defects are also able to easily form in this
material, opening up clear diffusion pathways for Mg2+ ions. It could be that
mobile anti-site defects would mean the mixed-occupancy form of MgFeSiO4 is
able to diffuse Mg2+ ions similarly to the ordered polymorph.
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A | Kröger Vink Notation
Kröger-Vink notation is the most commonly used way of describing defects in
crystal systems.232 It is based on the following structure:
XYZ (A.1)
Here X describes the species present, Y is the net charge with respect to the
crystal lattice and Z is the location of said species. The possible values of X, Y
and Z are given in Table A.1.
Table A.1: Components of Kröger-Vink notation used to describe point defects
in crystal systems
Component Possible Values Description
X V Vacancy
H, Li, Be... Atomic symbol
of ion on lattice site
Y X neutral charge
• positive charge
, negative charge
Z H, Li, Be... Atomic symbol of species
originally on site
i interstitial site
The number of • or ’ indicate the net charge of the species. (ie. •• represents
+2). So for example a sodium ion on a sodium site would be represented as
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follows:
NaXNa (A.2)
and an oxygen vacancy would be:
V ••O (A.3)
Defect equations can be built up using these notations. For example, the
formation of an oxygen interstitial is shown below.
OxO → V ••O +O
′′
i (A.4)
This notation is used through the work presented here.
152
B | Isolated defect energies
Table B.1: Isolated defect energies in olivine and maricite NaFePO4
Defect type Kröger-Vink Defect energy Defect energy
notation olivine (eV) maricite (eV)
Vacancy V′Na 5.88 5.68
Vacancy V′′Fe 22.42 20.99
Vacancy V′′′′′P 153.49 150.39
Vacancy V••O 24.35 23.32
Interstitial Na•i -3.46 -3.40
Interstitial Fe••i -16.78 -15.17
Impurity Na′Fe -14.48 -14.65
Impurity Fe•Na 15.36 14.95
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Table B.2: Isolated defect energies in MgFeSiO4










C | Hexagonal Miller Indices
The unit cell basis vectors can be described using a, b and c, with points on the




l , where h,k and l are all integers, defining a plane in
the lattice. Miller indices are used to describe the orientation of lattice planes
within in a crystal system. A family of lattice planes can be fully identified with
the indices h,k and l. These planes have interplannar distances denoted by dhkl.
Miller indices are presented as (hkl) and parallel front and back faces of a crystal
are denoted by (hkl) and (h¯k¯l¯). Miller indices only indicate the orientation of
the lattice plane, they do not provide information regarding their position with
respect to the atomic structure of the crystal.
For hexagonal crystal systems the derivation of a set of equivalent lattice
planes is more complicated. An additional index, i, is included to yield the
Miller-Bravais indices, (hkil).Where i = −(h + k) and therefore by knowing
(hkl), i can be added according to (hkil) = (hk(h¯+ k¯)l). For example:
(110) = (11(−1−−1)0) = (112¯0) (C.1)
The index of i is essentially artificial as it not necessarily need to indicate the
orientation of the family of lattice planes. However, it is helpful to recognise
equivalent lattice planes. For example in a hexagonal system, the (100) family
of lattice planes is equivalent to the (1¯10).233
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D | Example Datasets
Example GULP dataset
defe opti conp comp prop phonon
title 1
Dataset of olivine NaFePO4
name NaFePO4
cell
10.4109 6.2283 4.9521 90.0 90.0 90.0
frac
Na core 0.5 0.5 0.5
Fe2 core 0.7870 0.75 0.5137
P core 0.8917 1.25 0.5574
O1 core 0.6140 0.75 0.7476
O2 core 0.9685 0.75 0.3389
O3 core 0.8245 1.0554 0.6882
Fe2 shel 0.7870 0.75 0.5137
O1 shel 0.6140 0.75 0.7476
O2 shel 0.9685 0.75 0.3389
O3 shel 0.8245 1.0554 0.6882
space











Na core O shel 560 0.32 0.0 0.0 12.0
buck
Fe2 shel O shel 1105.2409 0.3106 0.0 0.0 12.0
buck
P core O shel 897.2648 0.3577 0.0 0.0 12.0
buck
O shel O shel 22764.3 0.149 44.53 0.0 12.0
three
























0.0 57.6780000000 xlo xhi
0.0 62.2554000000 ylo yhi








1 1 1 1.2 36.048750000 5.187950000 0.000000000
2 1 1 1.2 36.048750000 5.187950000 3.030450000
3 1 1 1.2 33.645500000 0.000000000 3.030450000
4 1 1 1.2 33.645500000 0.000000000 0.000000000
5 1 1 1.2 40.855250000 5.187950000 0.000000000
6 1 1 1.2 40.855250000 5.187950000 3.030450000
7 1 1 1.2 38.452000000 0.000000000 3.030450000
8 1 1 1.2 38.452000000 0.000000000 0.000000000
9 1 1 1.2 45.661750000 5.187950000 0.000000000
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10 1 1 1.2 43.258500000 0.000000000 3.030450000
11 1 1 1.2 43.258500000 0.000000000 0.000000000
12 1 1 1.2 50.468250000 5.187950000 3.030450000
...





units metal #eV,atomic charge,angstroms,ps,kelvin,bars,g/mol
dimension 3
boundary p p p
atom_style full
#processors * * * grid numa
read_data data.300_a_novac
group sodium type 1
#replicate 2 2 2
variable T1 equal 300
variable Timer equal step*dt
##########################
#———Pair styles and electrostatics————–#
##########################
pair_style buck/coul/long 10.0
pair_coeff * * 0.0 1.0 0.0
pair_coeff 1 4 560 0.32 0.0
pair_coeff 2 4 1760 0.28 0.0
pair_coeff 3 4 1345.15 0.318 0
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pair_coeff 4 4 22764.3 0.149 44.53
kspace_style pppm 1e-05
##########################





thermo_style custom step enthalpy fmax lx ly lz vol press
min_style cg
minimize 1e-25 1e-25 5000 10000
##########################




fix 1 all box/relax aniso 1.0 vmax 0.003
thermo 1
thermo_style custom step enthalpy fmax lx ly lz vol press
min_style cg
minimize 1e-25 1e-25 5000 10000
unfix 1
##########################
# ————Run NPT T1—————————–#
#########################
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reset_timestep 0
timestep 0.002
velocity all create $T1 4928459 rot yes dist gaussian
fix 2 all npt temp $T1 $T1 0.01 aniso 1.0 1.0 0.1






compute mymsd sodium msd com yes
variable msdx equal "c_mymsd[1]"
variable msdy equal "c_mymsd[2]"
variable msdz equal "c_mymsd[3]"
variable msdtot equal "c_mymsd[4]"
fix msdT1 sodium ave/time 1 1
10000 v_msdx v_msdy v_msdz v_msdtot file msd$T1
fix 3 all nvt temp $T1 $T1 0.01
thermo_style custom step v_Timer cpu temp etotal fmax lx ly lz vol press
thermo 5000


































LDAUL = -1 2 -1
LDAUU = 0 3.3 0
LDAUJ = 0 1 0
LMAXMIX = 4
MAGMOM =45*0.6 45*0.6 90*0.6
LASPH = .TRUE.
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...
Example VASP POTCAR file
PAW_PBE Na 08Apr2002
1.00000000000000000
parameters from PSCTR are:
VRHFIN =Na: s1p0
LEXCH = PE
EATOM = 5.1581 eV, .3791 Ry
TITEL = PAW_PBE Na 08Apr2002
LULTRA = F use ultrasoft PP ?
IUNSCR = 1 unscreen: 0-lin 1-nonlin 2-no
RPACOR = 1.800 partial core radius
POMASS = 22.990; ZVAL = 1.000 mass and valenz
RCORE = 2.200 outmost cutoff radius RWIGS = 3.320; RWIGS = 1.757
wigner-seitz radius (au A)
ENMAX = 101.968; ENMIN = 76.476 eV
ICORE = 2 local potential
LCOR = T correct aug charges
LPAW = T paw PP
EAUG = 250.695
DEXC = -.224
RMAX = 4.566 core radius for proj-oper
RAUG = 1.300 factor for augmentation sphere
RDEP = 2.259 radius for radial grids
QCUT = -2.738; QGAM = 5.475 optimization parameters
Description
l E TYP RCUT TYP RCUT
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0 .000 23 2.200
0 2.000 23 2.200
1 .000 23 2.200
2 .000 23 2.200
Error from kinetic energy argument (eV)
NDATA = 100
STEP = 20.000 1.050
.348 .334 .326 .310 .302 .284 .267 .258
.240 .222 .214 .197 .181 .166 .151 .137
.124 .112 .101 .853E-01 .760E-01 .674E-01 .559E-01 .490E-01
.428E-01 .347E-01 .277E-01 .237E-01 .186E-01 .143E-01 .109E-01 .814E-02
.600E-02 .437E-02 .315E-02 .227E-02 .150E-02 .115E-02 .878E-03 .781E-03
.729E-03 .720E-03 .719E-03 .706E-03 .674E-03 .622E-03 .554E-03 .458E-03
.380E-03 .292E-03 .221E-03 .179E-03 .144E-03 .125E-03 .118E-03 .117E-03
.116E-03 .112E-03 .102E-03 .878E-04 .713E-04 .558E-04 .437E-04 .350E-04
.317E-04 .309E-04 .307E-04 .295E-04 .259E-04 .215E-04 .163E-04 .124E-04
.103E-04 .973E-05 .968E-05 .927E-05 .801E-05 .626E-05 .453E-05 .365E-05
.338E-05 .335E-05 .313E-05 .253E-05 .185E-05 .142E-05 .129E-05 .127E-05
.116E-05 .917E-06 .668E-06 .563E-06 .549E-06 .520E-06 .423E-06 .321E-06
.275E-06 .272E-06 .250E-06 .201E-06
END of PSCTR-controll parameters
local part
85.0376694860515556
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-.17230737E+02 -.17008687E+02 -.16767626E+02 -.16508124E+02 -.16230795E+02
-.15936287E+02 -.15625280E+02 -.15298485E+02 -.14956637E+02 -.14600495E+02
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Feeling the strain: enhancing ionic transport in
olivine phosphate cathodes for Li- and Na-ion
batteries through strain eﬀects†
Cristina Tealdi,*a Jennifer Heathb and M. Saiful Islamb
Olivine-type phosphates LiFePO4 and NaFePO4 are among the most widely studied cathode materials for
rechargeable batteries. To improve their rate behaviour for future electronic and vehicle applications, it is
vital that the Li+ and Na+ conductivities be enhanced. In this study, atomistic simulation methods
(including molecular dynamics) are used to investigate the eﬀect of lattice strain on ion transport and
defect formation in olivine-type LiFePO4 and NaFePO4, as these properties are directly related to their
intercalation behaviour. The results suggest that lattice strain can have a remarkable eﬀect on the rate
performance of cathode materials, with a major increase in the ionic conductivity and decrease in
blocking defects at room temperature. Such understanding is important for the future optimization of
high-rate cathodes for rechargeable batteries, and is relevant to the growing interest in developing thin
ﬁlm solid-state batteries.
1. Introduction
The successful development of next-generation lithium- and
sodium-ion batteries depends to a large degree on the ability to
fabricate cathode materials with superior electrochemical and
mechanical properties.1–3 Cathodes based on olivine LiFePO4
have been widely studied for this purpose and continue to be
important.4–6 One advantage of such polyoxyanion-type mate-
rials compared with the conventional layered transition metal
oxides is that the binding of oxygen in the polyoxyanions
enhances the material's stability and thus safety.6,7 Sodium-ion
battery materials such as NaFePO4 have attracted increasing
attention recently, largely because the high natural abundance
of sodium should make them less expensive.8,9 The develop-
ment of cheap and safe cathode materials is a particularly
important goal in the case of large-scale batteries. However, the
improvement of the rate performance of both LiFePO4 and
NaFePO4 for portable electronic or electric vehicle applications
will require signicantly improved ionic conductivities.
Previous strategies to optimize intercalation properties have
mainly involved chemical doping and morphology modulation,
with nanosizing and carbon coating so far proving to be the
most successful approaches.10,11 The charge/discharge rate
performance of olivine-type LiFePO4 has been improved by
shortening the diﬀusion distances by preparing nanosized
particles, but higher rates are required for specic applications
such as electric vehicles.4 Higher energy storage capability will
also require materials with faster ionic transport so that thicker
electrodes can be used.5
In the case of intercalation compounds, charge/discharge
rates are related to lithium and sodium diﬀusion kinetics
which, in turn, are highly dependent upon structural and defect
properties. Manipulation of lattice strain is increasingly being
considered as a possible design strategy to improve the func-
tional properties of various materials, such as superconduc-
tivity,12,13 ionic conductivity,14 ferroelectricity15 and colossal
magnetoresistance.16 In particular, there has been considerable
interest in the application of lattice strain in the modulation of
ionic conductivity in oxide materials for solid oxide fuel cells
(SOFCs).17,18 Several studies have highlighted the positive eﬀect
of tensile lattice strain on migration barriers and ion diﬀusion
coeﬃcients in SOFC electrolytes. Following the report of
colossal ionic conductivity in epitaxial heterostructures formed
by thin layers of Y/ZrO2 and SrTiO3,19 lattice strain eﬀects on
uorite- and perovskite-type materials have been systematically
studied using computational techniques.20–25 It should be noted
that there is still much debate as to the nature of the charge-
carriers with evidence pointing towards electronic conduction
in SrTiO3.26 In contrast, the eﬀects of mechanical strain on
battery cathode materials have not been extensively considered,
with only a limited number of studies to date.27–34 Shahid et al.30
report that at the nanoscale level for LiFePO4 there is an order
of magnitude enhancement in the electronic (polaron)
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conductivity, which they attribute to lattice strain on reduction
of the particle size.
Chemical or electrochemical delithiation and subsequent
sodiation of the Li counterpart is currently the only known
synthesis route to obtain olivine-type NaFePO4.35–38 Epitaxial
deposition of thin lms, and eventually strained thin lms or
multilayers, represents an eﬀective strategy to stabilize meta-
stable polymorphs under ambient conditions.39 Such strategies
have not yet been explored for maricite-type NaFePO4, the
thermodynamically most stable polymorph of this compound.40
Strain due to lattice mismatch may also be present at the
interfaces of powder samples of intercalating materials which
undergo a two-phase mechanism during intercalation, such as
LiFePO4/FePO4.41
It is apparent that there are limited fundamental studies in
this area comparing Li- and Na-ion systems. Here we investigate
the eﬀect of lattice strain on the ion conduction and defect
properties of both LiFePO4 and NaFePO4 olivine-type cathode
materials using atomistic simulation techniques. In general,
the results highlight the importance of lattice strain eﬀects as
an alternative strategy to optimize the electrochemical proper-
ties of Li- and Na-ion intercalation compounds.
2. Methodology
The atomistic computational methods used in this study are
well-established techniques42 (embodied in the GULP code43),
and have been applied successfully to a range of polyanionic
battery materials.44 They are based on the specication of a pair
potential model that describes the interactions between ions
within the crystal structure. For the olivine-type compounds,
short-range interactions were modelled with a Buckingham
potential, with an additional three-body term to describe the
angle-dependent nature of the P–O–P bonds in the PO4
3 units
(Table S1-ESI†). Potential parameters for this study were taken
from previous successful work on the olivine-type phosphate
systems.45,46 Ion polarisability was taken into account through
the use of the well-known shell model.47 Lattice relaxation
around charged defects and migrating ions was treated through
the two-region Mott–Littleton scheme,48 which allows the
explicit relaxation of a large number of ions (>800) to be
simulated. To calculate energy barriers for Li+ or Na+ migration,
the conventional hopping model for diﬀusion into adjacent
vacancies was used.
Olivine-type LiFePO4 and NaFePO4 unit cells (Pnma space
group) were allowed to relax at constant pressure with zero
applied strain. Subsequently, the energy minimized cells were
subjected to biaxial compressive (<0%) and tensile (>0%) strains
between 3% and +3% in the ab, ac and bc planes. Besides
representing a physically accessible range of values, this strain
range was chosen in order to avoid instabilities due to structure
failure. Energy minimization of the structures with respect to
the third cell parameter and all the atomic coordinates was then
carried out. The strained energy-minimized structures were
used as the starting congurations for ion migration and defect
calculations. Similar methodology has been applied success-
fully to the study of SOFC oxide-ion conductors.23,25
For the MD simulations, 4  4  8 supercells with compo-
sition Li0.9FePO4 and Na0.9FePO4 were constructed and energy
minimized (using the GULP code) at both zero and 3% tensile
strain applied in the ac plane. Alkali ion vacancies were
randomly distributed within the supercells and charge
compensation was achieved through a corresponding change in
the average Fe oxidation state. As in our previous MD work on
LixFePO4,53 the shell model for electronic polarizability was
applied to the oxygen ions (with a spring constant of 130 eV
A˚2), which ensured stability of the system during the MD
simulations at high temperature.
MD simulations were performed, using the DL_Poly code,49
at 500 K. Such an elevated temperature was chosen to allow both
eﬃcient thermalization of the defective solid and suﬃcient
ionic diﬀusion during the simulation time span, thereby
improving the statistics of the calculations. The unstrained
system was rst equilibrated at the desired temperature for 100
ps with a time step of 0.5 fs. The main simulation run of 750 ps
was then performed in the NVT ensemble (Nose–Hoover ther-
mostat). For the strained systems, the energy-minimized cell
parameters were expanded according to the thermal expansion
coeﬃcient derived for the same composition in the absence of
applied strain. Simulations in the NVT ensemble were then
carried out as described above. Data analysis was performed
using the Visual Molecular Dynamics package (VMD).50
3. Results and discussion
3.1 Strain eﬀects on structures and ion conduction
The set of interatomic potential and shell model parameters
used in this study have been shown to reliably reproduce the
structural features of unstrained LiFePO4 and NaFePO4, as well
as their defect, transport and surface properties,45,46,50–53
providing a good starting point for our calculations. The good
reproduction of the experimental structures of both LiFePO4
and NaFePO4 is shown in Table S2-ESI.†
For experimental work, lattice strain in thin lm samples is
generated by substrate/lm mismatch (i.e. diﬀerences in
d spacing), as schematically shown in Fig. 1a. In the case of
similar or related lattice symmetries and small mismatch
values, a coherent interface is oen formed. The lattice
mismatch leads to in-plane tensile or compressive strain in the
deposited layer. In the case of thin lms deposited onto
Fig. 1 Schematic representation of the eﬀect of tensile lattice strain in
a thin ﬁlm (green) due to lattice mismatch with the substrate (purple).
(a) No mismatch accommodation; (b) tensile-strained thin ﬁlm; (c)
partially strained ﬁlm showing strain release far from the substrate
interface for a suﬃciently thick ﬁlm.
This journal is © The Royal Society of Chemistry 2016 J. Mater. Chem. A, 2016, 4, 6998–7004 | 6999





















































































a crystalline substrate, this will be a biaxial strain. For perfectly
elastic systems, the unit cell volume remains unchanged and
the out-of-plane cell parameters increase or decrease as appro-
priate (Fig. 1b). In practice, most oxide materials have a Poisson
coeﬃcient, n, in the range 0 < n < 0.5,54 which means that in the
case of in-plane tensile strain, the out-of-plane parameter
decreases in a way such that lm undergoes a net positive
volume change. The eﬀect of lattice strain due to lm/substrate
mismatch is restricted to thin lms on the nanometre scale; in
thick lm samples, the strain is released as the greater distance
from the lm/substrate interface into the bulk of the lm
(Fig. 1c).
Since many electrical properties are strongly inuenced by
the type and number of defects and ion diﬀusion barriers in
a crystalline material, strained systems may exhibit behaviour
diﬀerent from the corresponding bulk material. The application
of biaxial strain on the olivine system, regardless of the plane
considered, has the eﬀect of producing a net change in unit cell
volume (Fig. 2), indicative of non-ideal Poisson behaviour
commonly exhibited by oxide materials.54
Li+ migration pathways in LiFePO4, as initially predicted
from theoretical calculations45 and subsequently conrmed by
neutron diﬀraction maximum entropy methods,55 zigzag along
the [010] direction (path B of Fig. 3). Na+ migration in olivine-
type NaFePO4 was subsequently shown to follow the same
zigzag path, characterized by a lower migration barrier
compared to the Li analogue (0.31 vs. 0.55 eV).46
Fig. 4 shows the calculated migration barrier along the [010]
direction as a function of applied strain for LiFePO4 and
NaFePO4. For both systems, the energy barrier increases slightly
along with the applied strain for the ab and bc cases. Interest-
ingly, the migration energy decreases along with strain for the
ac case, reaching a value that is approximately half the value for
the unstrained system, corresponding to 3% tensile strain. The
calculated migration barrier for Li+ decreases from 0.55 eV to
0.28 eV while the migration barrier for Na+ decreases from
0.37 eV to 0.16 eV. This signicant reduction in migration
energy with tensile strain is consistent with a previous DFT
study of Lee et al.29 on olivine LiFePO4.
Changes in migration barrier for ion diﬀusion can be inter-
preted in terms of structural modications. In particular, our
results show a relation between the variation in migration
barrier and the ion–ion hopping distance along with the applied
strain. For example, in the case of LiFePO4, the Li–Li hopping
distance for migration along the [010] direction decreases for
the ac strained case, while it increases for the other two cases
(Fig. S2a†). A decrease in ion hopping distance is expected to
favour alkali-ion diﬀusion in the structure. Other structural
parameters such as the available free volume at the saddle point
position may also inuence the migration barrier. Hence, the
overall variation of the migration barrier along with strain is the
Fig. 2 Change in the calculated unit cell volume as a function of strain
for LiFePO4 and NaFePO4 together with a schematic representation of
the eﬀect of compressive (<0%) or tensile (>0%) lattice strain on the
thin ﬁlm system.
Fig. 3 Schematic representation of the possible migration paths in
olivine-type AFePO4 (A ¼ Li+ or Na+). Blue: PO4 tetrahedra; purple:
FeO6 octahedra; green: Li/Na.
Fig. 4 Change in the alkali-ion migration barrier along the [010]
direction as a function of strain for LiFePO4 (upper panel) and NaFePO4
(lower panel).
7000 | J. Mater. Chem. A, 2016, 4, 6998–7004 This journal is © The Royal Society of Chemistry 2016





















































































result of a ne interplay between diﬀerent structural parameters
whose nature depends on the particular structure and the
migration path considered (Fig. S2-ESI†).
In the olivine system, two other migration paths are poten-
tially accessible, labelled in Fig. 3 as paths A (along the [101]
direction) and C (along the [001] direction). Both paths are
characterized by energy barriers >2.5 eV for the unstrained
system and, as a consequence, alkali-ion transport in olivine-
type materials is considered a one dimensional process. In
order to determine if the dimensionality of Li+ and Na+ ion
transport is aﬀected by applied strain, the activation energies
for paths A and C were calculated as a function of the applied
strain. Calculated activation energies for migration along the
[001] and [101] directions still remain above 2 eV for the 3%
tensile strained systems (Fig. S1-ESI†) and therefore they are not
comparable to the most favourable migration path running
parallel to the b axis (Fig. 4). This result suggests that, even for
the strained systems, Li+ and Na+ ion transport will remain a 1D
diﬀusion process, as is found for unstrained LiFePO4 and
NaFePO4.45,46
MD simulations performed on both the unstrained and the
ac-plane strained systems conrmed that Li and Na ion
diﬀusion proceeds through a zig-zag path parallel to the b-axis.
The 1D and curved nature of such paths are not altered by the
application of tensile strain, as shown in Fig. 5 for the Na-based
system, selected as an example.
Visual analysis of Fig. 5 already indicates that the application
of tensile strain has a positive eﬀect on the alkali-ion mobility
within the system showing greater Na-ion density in the
trajectory plot. To better quantify such eﬀects, Li and Na ion
diﬀusion coeﬃcients were derived from the slope of the mean
square displacement (MSD) parameters vs. simulation time
plots (Fig. 6) through the use of the following standard relation:
h|ri(t)  ri(0)|2i ¼ 6D + B (1)
where on the le side the quadratic displacement of the Li/Na
atom from its initial position is represented, D is the diﬀusion
coeﬃcient and B is the atomic displacement parameter attrib-
uted to thermal vibration. The diﬀusion coeﬃcients (D) derived
for the systems under investigation are reported in Table 1.
Direct comparison with experiment is not straightforward due
to signicant scatter in measured values of diﬀusion coeﬃ-
cients. Nevertheless, our calculated DLi and DNa are consistent
with available observed values for LiFePO4 and related Na-ion
cathode materials.56–58
Analysis of theMD results indicate twomain points: rst, Na-
ion diﬀusion coeﬃcients are predicted to be higher than Li-ion
diﬀusion coeﬃcients in the olivine system, in line with the
calculated diﬀerence in the absolute values between Na-ion and
Li-ion migration barriers (Fig. 4); second, the application of
tensile strain increases the alkali-ion diﬀusion. The predicted
eﬀect is comparable for Li and Na-based systems and, at the
simulation temperature used in this study (500 K), is roughly
one order of magnitude.
The overall results derived from MD simulations are in good
agreement with the trend observed from static lattice simula-
tions, i.e. tensile strain applied perpendicularly to the main
diﬀusion direction is enhancing ion transport in the system.
Fig. 5 Na-ion trajectory plot for (a) unstrained Na0.9FePO4 and (b) 3%
ac-strained Na0.9FePO4 showing the Na-ion zig-zag path. Projection
along the c axis. Blue spheres represent the positions occupied by Na
ions over the simulation time; pink spheres represent the Fe ions in
their ﬁnal conﬁguration while the tetrahedra represent the PO4 units.
Fig. 6 Mean square displacement (MSD) vs. time for Li0.9FePO4
(dashed lines) and Na0.9FePO4 (solid lines).
This journal is © The Royal Society of Chemistry 2016 J. Mater. Chem. A, 2016, 4, 6998–7004 | 7001





















































































Based on the calculated changes in activation energy along
with strain (Fig. 4), we can estimate the change in ionic
conductivity due to the application of 3% biaxial strain in the ac
plane based on standard Arrhenius equations. Previous work of
De Souza23 shows that with regard to oxygen diﬀusion in uo-
rite-type CeO2, DH
mig can be conveniently approximated by the
calculated activation barrier, Emig, within a certain range of
applied strain. Using the values shown in Fig. 4, and approxi-
mating DHmig by the calculated activation barrier, Emig, we can
predict an enhancement in Li+ and Na+ conductivity of
approximately three orders of magnitude at room temperature.
We recognize that the calculated enhancement based on MD
results is signicantly lower. However, a number of factors
should be taken into consideration. First, MD simulations were
conducted at 500 K while the estimation of conductivity
increase based on the static lattice simulations result was per-
formed at 300 K. The predicted change in activation energy
along with strain (Fig. 4) suggests that diﬀerences in conduc-
tivity will be more pronounced as the temperature is reduced;
for example, this has been computationally predicted20 and
experimentally observed59 for oxygen diﬀusion in strained
uorite structures and perovskite-type materials.60 This is also
in line with the predicted large eﬀect of temperature in the
exponential factor of the Arrhenius equation.
Therefore, the key conclusion of this study is that tensile
biaxial strain applied in the plane perpendicular to the main
diﬀusion path will promote alkali-ion diﬀusion. Even within the
limits of our estimate, this is a major enhancement in ionic
conductivity which should greatly improve the rate behaviour of
olivine-type cathode materials. Even taking into account
possible eﬀects of interfaces (e.g. dislocations, grain boundaries
and space charge regions), the ionic conductivity should
undergo a signicant enhancement. There are of course
experimental technical challenges associated with the fabrica-
tion of epitaxial thin-lms (using, for example, pulsed laser
deposition) and their electrical characterisation. In particular,
the evolution of dislocation defects may introduce a lower
degree of strain compared to that expected on the basis of
substrate/lattice mismatch. Nevertheless, our clear predictions
warrant further investigation.
3.2 Strain eﬀects on defect formation
Due to the 1D nature of alkali-ion transport in olivine-type
materials, the presence of intrinsic anti-site defects (eqn (2) and
(3), and Fig. 7), which involve the exchange of an Li/Na ion for
a neighbouring Fe atom, can be detrimental to ion intercalation
properties:
LiLi þ FeFe/FecLi þ Li0Fe (2)
NaNa þ FeFe/FecNa þNa0Fe (3)
Such intersite cation exchanges represent the most ener-
getically favourable intrinsic defect in olivine-type materials.45
Their formation has been frequently observed experimentally,
for example, by renement of site occupancies in diﬀraction
experiments61 or by direct visualization using electron micros-
copy methods.62 Since alkali-ion transport in olivine-type
materials occurs one-dimensionally along [010], these types of
defect negatively aﬀect the intercalation properties by blocking
the ion transport pathways.
In order to determine if the application of biaxial strain
aﬀects the formation energy of such defects, we calculated the
energies of anti-site pair cluster formation and the binding
energies for such defects as a function of strain. Fig. 8 shows the
Table 1 Comparison between the Li and Na ion calculated diﬀusion
coeﬃcients at 500 K for the unstrained and the 3% tensile strained
systems
Strain (%) DLi (cm
2 s1) DNa (cm
2 s1)
0.0 3.36  108 6.69  108
3.0 3.42  107 1.08  106
Fig. 7 Schematic representation of two conﬁgurations of Li/Fe or
Na/Fe anti-site defects in olivine-type AFePO4 (A ¼ Li+ or Na+).
Fig. 8 Anti-site defect energies for olivine-type AFePO4 (A ¼ Li+ or
Na+) as a function of the applied biaxial tensile/compressive strain in
the ac plane; (upper) cluster formation energy (based on eqn (1) and
(2)); (lower) binding energy.
7002 | J. Mater. Chem. A, 2016, 4, 6998–7004 This journal is © The Royal Society of Chemistry 2016





















































































anti-site pair cluster formation energy as a function of the
imposed strain in the ac plane for the LiFePO4 and NaFePO4
systems. The rst point to note is that the formation of the anti-
site defect for NaFePO4 is more favourable than for the Li
analogue, in agreement with previous studies.46 Interestingly,
the dependence of this defect formation parameter on the
applied strain is more pronounced for the Na-based system. In
particular, as the imposed strain increases from compressive to
tensile strain, the anti-site cluster formation energy for LiFePO4
does not change greatly (Fig. 8), suggesting that strain in this
system is not a crucial parameter to modulate the anti-site
defect population.
In contrast, the variation with strain is much more
pronounced for NaFePO4, with tensile strain making the
formation of anti-site defect clusters less favourable. While
compressive strain increases the energy required for a Na ion to
occupy an Fe site, due to size restraints with the large Na ion,
the energy needed for an Fe ion to sit on a Na site is reduced to
a greater extent, resulting in the predicted reduction in cluster
energy. Elongation of the b-axis, caused by the application of ac
strain is attributed to this change in formation energy.
Binding energies for the anti-site pair clusters were calcu-
lated as the diﬀerence between the cluster energy and the sum
of the energies of the isolated defects. Negative values of
binding energy imply that the cluster is bound. As shown in
Fig. 8, binding energies become less negative as the applied
strain increases, suggesting that tensile strain makes the Li/Na–
Fe clusters less strongly bound, with a lower tendency for anti-
site defect association.
Finally, the eﬀect of strain on the anti-site cluster formation
energy is negligible (LiFePO4) or positive (NaFePO4) when
tensile strain in applied in the ac plane. The application of
biaxial strain in directions diﬀerent from the ac plane is pre-
dicted to be unfavourable for the intercalation properties of
olivine-type materials since it is expected to increase the
amount of anti-site defects in the system (Fig. S3-ESI†).
4. Conclusions
The eﬀect of lattice strain on the ion conduction properties of
olivine-type cathode materials for lithium- and sodium-ion
batteries has been investigated using atomistic simulation
techniques. Compressive or tensile strain is not found to aﬀect
the dimensionality of ion transport in either LiFePO4 or
NaFePO4, which remains 1D. More importantly, the Li
+ and Na+
migration barriers along the [010] direction decrease signi-
cantly when tensile strain is applied in the ac plane. It is pre-
dicted that this decrease in activation energy corresponds to
a striking enhancement in ionic conductivity at room temper-
ature. The highly positive eﬀect of tensile strain on alkali-ion
diﬀusion is conrmed through the use of molecular dynamics
simulations. Tensile strain is also predicted to reduce the
binding energies of blocking anti-site defects, and slightly
increase their formation energy (especially for NaFePO4). These
results suggest that tensile strain applied perpendicularly to the
alkali-ion migration channels will improve the intercalation
properties of olivine-type cathode materials.
We recognise that interface eﬀects (e.g. dislocations, grain
boundaries and space charge regions) may inuence the eﬀec-
tive enhancement. Despite the technical challenges, related
experimental work on epitaxial thin-lm fabrication and their
electrical characterisation would be extremely interesting.
In general, the intriguing results reported here suggest that
lattice strain can lead to signicant enhancements in ionic
conduction and rate performance of Li- and Na-ion cathode
materials. Such insights provide a framework for the future
design and optimization of high-rate cathodes, and are also
relevant to the development of thin-lm solid-state batteries.
Indeed, one of the aims of this work is to stimulate further
studies on strain eﬀects in related battery materials.
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MgFeSiO4 as a potential cathode material for
magnesium batteries: ion diﬀusion rates and
voltage trends†
Jennifer Heath, Hungru Chen and M. Saiful Islam *
Developing rechargeable magnesium batteries has become an area of growing interest as an alternative to
lithium-ion batteries largely due to their potential to oﬀer increased energy density from the divalent charge
of the Mg ion. Unlike the lithium silicates for Li-ion batteries, MgFeSiO4 can adopt the olivine structure as
observed for LiFePO4. Here we combine advanced modelling techniques based on energy minimization,
molecular dynamics (MD) and density functional theory to explore the Mg-ion conduction, doping and
voltage behaviour of MgFeSiO4. The Mg-ion migration activation energy is relatively low for a Mg-based
cathode, and MD simulations predict a diﬀusion coeﬃcient (DMg) of 10
9 cm2 s1, which suggest
favourable electrode kinetics. Partial substitution of Fe by Co or Mn could increase the cell voltage from
2.3 V vs. Mg/Mg2+ to 2.8–3.0 V. The new fundamental insights presented here should stimulate further
work on low-cost silicate cathodes for Mg batteries.
1. Introduction
The Li-ion battery currently dominates the portable energy
storage market, powering mobile phones, laptop computers
and electric vehicles. But the next generation of electronics will
rapidly overtake the limit of what is theoretically possible with
traditional Li-ion systems. While there are new approaches,
such as the development of Na-ion batteries and solid-state Li-
ion batteries, that could potentially oﬀer cost, specic energy
and safety advantages, there are few options to improve energy
density. One strategy to improve energy density beyond the
capability of Li+ systems is to utilise multivalent cations,
specically the Mg2+ ion, owing to its similar size to Li+.1–6
Improvements in energy density originate from the ability to
use a metal anode rather than an insertion structure. In addi-
tion, dendrite formation, which prevents the use of Li metal
anodes for Li-ion batteries, does not occur with Mg metal
anodes.2
Due to the diﬃculty of Mg2+ insertion/extraction in host
structures, the choice of cathode materials for Mg batteries is
limited. This is thought to be due to stronger ionic interactions
and harder charge redistribution of Mg2+ ions in comparison to
Li+ ions.3 Approaches used to improve the diﬀusivity of Mg2+
ions in cathode materials have included decreasing the particle
size of the cathode,7 charge shielding of the inserted Mg2+
ions8,9 and redistribution of the electrons donated by Mg to
transition metal clusters.3,10–12
Various potential cathode materials for Mg batteries have
been considered, such as V2O5,13–17 polymorphs of MnO2,18–24
molybdenum chalcogenides,1,3,25 and spinel sulphides and
oxides.26–29 Recently, olivine-type Mg silicates have been re-
ported to show promising cathode performance for Mg
batteries, with some indication of reversible Mg intercala-
tion.30–36 This follows extensive work on lithium-based silicates,
Li2FeSiO4 and Li2MnSiO4, as possible low-cost and stable
cathodes due to the high natural abundance of silicon and the
strong Si–O bonds.37
It has previously been reported that the olivine phase of
MgFeSiO4 exhibits a degree of mixing between octahedral Mg
and Fe crystallographic sites.38–40 However, ordered phases of
the MgFeSiO4 structure have been synthesised through high
temperature methods. A synthesis temperature of up to
approximately 900 C yields a structure where Mg2+ occupies M2
octahedral sites and Fe2+ prefers M1 octahedral sites. However
above this temperature, the site preference switches, with Mg2+
and Fe2+ residing in M1 and M2 positions, respectively.38
Therefore, above 900 C MgFeSiO4 can be synthesised with
a structure analogous to LiFePO4, where the Mg
2+ ions form
one-dimensional channels along the c-axis.
In previous studies, Mg2+ has been inserted into disordered
olivine FePO4 with a measured capacity of only 13 mA h g1.
This poor performance was found to be linked to surface
amorphisation that prevented the electrochemical reaction
from penetrating the bulk, rather than poor Mg2+ mobility in
the structure.41 A rst-principles study on the magnesium sili-
cates reports the redox and thermodynamic behaviour of these
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compounds,33 revealing a similarity between lithium- and
magnesium-insertion processes. However, these calculations
did not consider kinetic processes, such as the transport of
Mg2+ ions in the host lattice, which are essential to the perfor-
mance of ion intercalation electrodes.
It is well established that the underlying transport and
electronic properties of battery cathode materials are crucial to
the greater understanding of their electrochemistry, but are not
fully characterised for MgFeSiO4. Here we investigate the solid-
state features that inuence the electrochemical performance of
ordered MgFeSiO4 (with a structure analogous to olivine
LiFePO4), by employing advanced modelling methods to probe
the Mg-ion transport properties and voltage trends from tran-
sition metal doping.
2. Methods
The methods used here are well established and detailed else-
where.42,43 Previous studies on inorganic solids have success-
fully applied these potential-based methods, including olivine-
structured LiFePO4 and NaFePO4 (ref. 44–46) and Li and Na
silicate cathode materials.47–50 Interactions between ions in the
silicate framework were described using the Born-model
framework, with a long-range coulombic term and a short-
range term to model electron–electron repulsions and van der
Waals interactions. The inclusion of a three-body term was
necessary in order to model the angle-dependent nature of the
SiO4 unit.47 The shell model51 was used to account for the ionic
polarisability eﬀects. The interatomic potentials used here
(listed in Table S1 in ESI†) were taken from previous studies on
related oxides and silicates.47,49,52 The Mott–Littleton approach
is used to simulate the lattice relaxation around defects and
migrating ions, which is incorporated within the GULP code.53
Molecular dynamics (MD) calculations, which introduce
kinetic energy to the system by solving Newton's equations of
motion for an ensemble of ions at nite temperatures, were
performed using the LAMMPS code.54 The calculations were
carried out on a simulation box, with periodic boundary
conditions, made up of 12  6  10 unit cells, consisting of
20 160 atoms. The initial conguration of the structure con-
tained 10% Mg vacancies (and corresponding Fe3+ species),
which were randomly distributed. The Pedonemodel55was used
for the MD simulations, which was employed successfully in
recent studies on Na-ion conducting battery materials.50,56 Three
initial congurations were investigated and the results of the
three structures were averaged. Simulation runs were carried
out using the NVT ensemble and a time step of 2 fs for long runs
of 6 ns, at temperatures in the range 300–1500 K. Pre-
equilibrium runs of 4 ps with NVE and NPT ensembles were
rst used for stable congurations. Computer simulations have
been used to investigate a range of materials for lithium and
sodium batteries.40,42,56–59
Density functional theory (DFT) calculations were performed
using a plane wave basis set implemented in the VASP code.60 A
cutoﬀ energy of 440 eV and k-point mesh of 2  4  5 were
needed to converge the forces and energies. PAW potentials61,62
and the spin-polarized generalised gradient approximation
(GGA) with the PBEsol functional63 were used. DFT+U method-
ology was used to account for the metal d-orbitals with an
eﬀective Hubbard Ueﬀ ¼ U  J ¼ 4.3, 3.9, 3.3 and 6.0 eV (J ¼ 1.0
eV) for Fe, Mn, Co and Ni, respectively.56 A ferromagnetic
arrangement of the unpaired 3d electrons was assumed. The
Mg2+/Mg cell voltage for the Fe2+/Fe3+ redox couple was calcu-
lated using the following equation:
V ¼ 3fMgFeSiO4g  3fMgxFeSiO4g  ðxÞmfMgg
2x
(1)
The chemical potential of magnesium (m{Mg}) was calcu-
lated using Mg metal. Such DFT techniques have been applied
to other battery materials29,42,57,59 including Li-ion silicate
cathodes.58,64
3. Results and discussion
3.1 Structural modelling
The olivine-type structure of the cation-ordered MgFeSiO4
belongs to the Pmnb space group (Fig. 1),34 and consists of
corner sharing FeO6 octahedra along the bc plane. SiO4 tetra-
hedra share corners and edges with the FeO6 octahedra. Mg
ions are located in channels along the c-axis. The starting point
of the study was to reproduce the experimentally observed
structure of MgFeSiO4. A comparison between the calculated
unit cell parameters based on eﬀective potentials and those of
the experimental structures is given in Table 1 (and further
details on potential models are given in Table S2†).
The lattice parameters were computed to within 1% of the
experimental values. Reproduction of the lattice parameters
adds validity to the interatomic model used for simulating
defects and Mg-ion migration.
3.2 Energetics and pathways for Na-ion migration
Examination of the intrinsic Mg-ion mobility in MgFeSiO4 is of
interest when considering its use as a cathode material for
magnesium batteries. In the olivine structure there are three
potential pathways for Mg-ion migration, as shown in Fig. 2a.
The activation energies of Mg migration along these pathways
in MgFeSiO4 are listed in Table 2, along with the Mg–Mg
distances. The activation energy is signicantly lower for
pathway A (parallel to the c-axis) than for pathways B and C. This
Fig. 1 Olivine-type structure of MgFeSiO4 (orange octahedra: FeO6,
purple tetrahedra: SiO4, light blue spheres: Mg
2+ ions).
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is similar to the results obtained for olivine LiFePO4,44where the
lowest energy pathway is along open channels that run parallel
to the b-axis. The activation energies for pathways B and C are
both prohibitively high and so Mg ion migration is not likely in
these directions. This can be rationalised by considering the
structure of MgFeSiO4; the distance between neighbouring
Mg2+ ions in pathways B and C is greater than pathway A. In
addition, pathway B has a smaller channel size than pathway A.
Pathway C would involve migration directly past both Fe–O and
Si–O bonds, both of which would contribute to the high
migration energy found.
Fig. 2b shows the curved pathways along which Mg-ion
migration is predicted to take place in MgFeSiO4. These same
migration pathways have also been simulated in olivine
LiFePO4,44 and subsequently conrmed by diﬀraction
measurements and maximum entropy studies.65 The calculated
migration energy for this pathway was 0.60 eV, just 0.05 eV
higher than that calculated for LiFePO4.44
A previous rst-principles study carried out by Rong et al.66
reports the migration energies of diﬀerent multivalent ions
in olivine FePO4, layered NiO2 and spinel Mn2O4. Here
Mg2+ diﬀusion in the olivine structure was calculated to
require approximately 0.7 eV, lower than multivalent cation
diﬀusion in the layered and spinel structures, calculated at
approximately 1.1 and 0.8 eV, respectively. The relativity low
migration energies predicted for both olivine FePO4 and
MgFeSiO4 suggest favourable Mg
2+ ion transport in the olivine
structure.
MD techniques, used here at long timescales, are well suited
to examine ion motion. The curved pathways predicted using
energy minimisation techniques were also generated using MD,
as shown in the energy density plot in Fig. 2c.
A small degree of anti-site defects (the exchange of Mg2+/Fe2+
on neighboring sites) is found in the MD calculations; an
example can be seen in Fig. 2c, where Mg-ion density is found
near the Fe sites. These defects were anticipated given the high
levels of Mg/Fe mixing in the thermodynamically stable form of
MgFeSiO4.38–40 This type of defect has been reported to cause
blocking of the 1D migration pathways in olivine LiFePO4.67
However, major blocking of the Mg channels was not observed
in our MD simulations, which is likely to be important for
reversible Mg intercalation. Hence, we predict that while anti-
site defects may form causing a localised blocking eﬀect, the
Fe2+ ions are able to migrate back into their original sites
allowing Mg2+ ions to diﬀuse through uninterrupted channels.
Also there was no evidence of inter-channel hopping of the
displaced Mg2+ ions.
Themean squared displacement (MSD) of Mg ions, [r(t)]2, for
MgFeSiO4 is shown in Fig. 3. The MSD data can be used to
derive the Mg-ion diﬀusion coeﬃcient (DMg) using:
Table 1 Calculated and experimental lattice parameters and bond
lengths for MgFeSiO4
Parameter Experimental38 (A˚) Calculated (A˚) D (A˚)
a 4.807 4.854 0.047
b 10.376 10.336 0.040
c 6.061 6.026 0.035
Mg–O 2.168 2.131 0.037
Fe–O 2.125 2.140 0.015
Si–O 1.624 1.639 0.015
Fig. 2 (a) Mg-ion migration pathways in olivine MgFeSiO4. (b) Lowest
energy Mg-ion curved pathway, parallel to c-axis (brown octahedra:
FeO6, purple tetrahedra: SiO4, blue spheres: Mg
2+ ions); (c) Mg density
plot from MD simulations showing Mg diﬀusion pathways (brown
spheres: Fe2+ ions; dark blue spheres: Mg2+ ions; purple spheres
silicon; red spheres: oxygen. Light blue channels mark diﬀusion
pathway).
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At 300 K a DMg value of 1.1  109 cm2 s1 was calculated. To
our knowledge there no experimental or calculated diﬀusion
coeﬃcients for ordered MgFeSiO4 for direct comparison. A
previous study on tavorite FeSO4F as a potential cathode for Mg
batteries, quoted an estimated DMg in the range of 10
9 cm2 s1,
the same order of magnitude as observed for Li diﬀusion in the
same structure.68 Interestingly, Mg batteries may be more suit-
able for high temperature environments where the diﬀusion
rate (and electrode kinetics) would be higher.
An Arrhenius plot for Mg2+ diﬀusion in MgFeSiO4 is shown
in Fig. 4, which can be used to estimate the activation energy of
migration. An activation energy of 0.79 eV was derived. While
this value is slightly higher than that predicted using energy
minimisation, it is still relatively low for a Mg-based cathode
material. This result and the prediction of DMg in the range of
Li-ion cathode materials, suggests favourable Mg2+ intercala-
tion kinetics for ordered MgFeSiO4.
3.3 Dopant substitution
Previous dopant studies on lithium-ion battery cathodes have
suggested that the incorporation of dopants on certain sites
could potentially improve the capacity of the material by
increasing the amount of lithium available for extraction
through formation of lithium interstitial defects.47 Doping
strategies could also be benecial for magnesium-ion cathode
materials. While the divalent nature of the magnesium ion
oﬀers increased energy density over monovalent lithium, many
structures only allow for the de/intercalation of half of the
available magnesium. The incorporation of dopants could
create Mg interstitial defects that could consequently improve
the capacity of the cathode material.
Here we investigate trivalent doping (Al, Ga and V) on the Si
site within the MgFeSiO4 structure. The doping process is
described using the following equation (where M ¼ Al, Ga or V):
M2O3 þ 2SiSi þMgO/2M0Si þMg$$i þ 2SiO2 (3)
M3+ doping on the Si site is charge compensated by the
formation of an Mg interstitial. We note that the alternative
charge-compensation mechanism involving oxygen vacancies is
less favourable by more than 4 eV. Trivalent doping on other
sites in the structure would yield Fe vacancy as compensation,
which would not improve the capacity or Mg diﬀusion in the
material.
The dopant substitution reaction energies were calculated by
combining the appropriate defect and lattice energy terms, lis-
ted in Table 3. Interatomic potentials used to model the corre-
sponding binary oxides of the dopant cations were used in each
case (Table S3†). This systematic approach to dopant incorpo-
ration has been applied successfully to other silicate systems.47
The large incorporation energies (in Table 3) for trivalent Al,
Ga and V doping in MgFeSiO4 to create Mg interstitials are
unfavourable, and suggest a low degree of dopant solubility.
Therefore, we conclude such trivalent doping of MgFeSiO4 is
not a viable method to improve its capacity or Mg diﬀusion
properties.
3.4 Cell voltage trends
One challenge to overcome when developing new cathode
materials for magnesium-ion batteries is to establish an
adequate operating voltage (in the range of approximately 2.0–
3.0 V) while simultaneously retaining a high reversible
capacity.69,70 V2O5 is reported to have a voltage of 2.66 V when
paired with Mg/Mg2+, within the appropriate range. However, as
a cathode material it suﬀers from slow magnesium diﬀusion.71
Fig. 3 Representative mean squared displacement (MSD) data for
magnesium ions in MgFeSiO4 at 500 K (green), 800 K (red) and 1000 K
(blue).
Fig. 4 Arrhenius plot of Mg-ion diﬀusion coeﬃcients DMg for
MgFeSiO4.
Table 3 Calculated energies of trivalent dopant incorporation on the
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Other potential cathode materials for Mg batteries have dis-
played voltages much lower than the optimal window, such as
the Chevrel phase Mo6S8 and spinel MgTi2S4 both of which
display a cell voltage of 1.2 V (ref. 1 and 26) and the cation-
disordered phase of MgFeSiO4 at 1.6 V.72
DFT was used to calculate the cell voltage of cation-ordered
MgFeSiO4. Similar to the potential-based calculations, the
experimental structure was reproduced to a high degree of
accuracy (Table S4†). To carry out the calculations relevant Mg2+
ions were removed from the optimised structure; various
diﬀerent vacancy congurations were considered and the
voltage was calculated using eqn (1) with the lowest energy
conguration.
First, the cell voltage of ordered MgFeSiO4 was calculated to
be 2.35 V vs. Mg/Mg2+, within the operating window, and in
good accord with electrochemical data showing an average
voltage of 2.4 V.34 Transition metal doping can be used to tailor
the cell voltage for optimal energy density. Here we investigate
how doping on the transition metal site aﬀects the cell voltage
of MgFeSiO4. The voltage trends of MgFe1xMxSiO4 (M ¼ Ni, Co
and Mn) vs. Mg/Mg2+ with varied x values are shown in Fig. 5.
MgFe1xMxSiO4 structures, where x ¼ 0.5, follow the trend Mn
(2.8 V) < Co (3.0 V) < Ni (3.4 V); we note that olivine-structured
LiMPO4 cathode materials follow a similar trend.73,74 The cell
voltage values of the Ni doped structures are above the adequate
operating voltage for current Mg-ion electrolytes, while the Mn
and Co doped structures are within this electrochemical
stability window. We note that future work could include
examining conversion reactions as a result of transition metal
doping, a topic that goes beyond the scope of this current study.
4. Conclusions
Our fundamental study of olivine-structured MgFeSiO4 as
a potential cathode material for Mg batteries shows good
reproduction of the experimentally observed structure and
reveals key atomic-scale insights into its electrochemical prop-
erties. First, we derive an Mg-ion migration energy of 0.6 eV
along the 1D channel through a curved pathway (similar to
LiFePO4), and a diﬀusion coeﬃcient (DMg) of 10
9 cm2 s1 at
300 K from large-scale MD. These ion transport results suggest
favourable Mg2+ intercalation kinetics.
Secondly, doping of trivalent Al, Ga or V ions on Si sites is
unfavourable and suggests low dopant solubility.
Finally, the DFT derived cell voltage for MgFeSiO4 of 2.35 V
vs.Mg/Mg2+ agrees well with the available electrochemical data.
Mn or Co doping of this structure on the Fe site is predicted to
increase the cell voltage to greater than 2.70 V. However, in the
case of Ni doping this brings the voltage outside of the useable
electrochemical stability range of current electrolytes. Overall,
the fundamental insights presented here will inform the future
optimisation of silicate electrodes for magnesium batteries.
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High voltage P2-Na2/3Ni1/3-xMgxMn2/3O2 (0 < x < 0.20) cathodes; insights from neutron and in-situ 
X-ray diffraction, electrochemical and computational studies 
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INTRODUCTION 
Lithium-ion batteries (LIBs) are strong candidates to meet future worldwide energy demands due to 
their high-energy density. However, there are serious concerns about the cost of lithium due to its 
scarcity and geographically concentrated availability. In this context, sodium-ion batteries (SIBs) have 
emerged as a promising alternative, especially when volumetric and gravimetric energy density 
requirements are not as stringent, e.g. grid storage, thereby addressing the issues related to cost and 
sources [1,2].  
 
A wide variety of sodium battery materials have been explored in the past few years. Among the sodium 
cathodes reported to date, layered oxide compounds with formula NaxTMO2 (TM = transition metal) 
adopting P2-type and O3-type structures [3] have become strong contenders for application. In these 
structures P and O refer to the Na coordination, i.e. trigonal prismatic or octahedral, respectively, while 
the numerals designate the repeated transition metal oxide stacking within the unit cell (ABBA and 
ABCABC for “2” and “3”, respectively). Layered P2-type compounds have shown enhanced 
electrochemical performance as they generally undergo fewer structural transitions when 
(de)intercalating Na-ions compared to O3 [1]. In particular, P2-Na2/3Ni1/3Mn2/3O2 has shown promise 
due to its high theoretical capacity (ca. 170 mAh g-1) and high average voltage (ca. 3.5 V) because of 
the presence of the active Ni2+/Ni4+ redox couple. Nevertheless, the material possesses a poor cycle 
life, which has been attributed to the gliding of the transition metal layers at high voltages and 
subsequent formation of the O2 phase [4,5]. In addition, plateaux occurring upon charge/discharge 
have been attributed to specific sodium ordering patterns in the edge-shared and face-shared sodium 
sites when sodium contents are 1/2 and 1/3 [6].  
 
Sodium ordered compounds are thermodynamically more stable than their disordered counterparts, 
impeding Na+ mobility, which results in poorer performance at high current rates [6,7]. To date, 
researchers have made considerable efforts to improve the electrochemical performance of P2-
Na2/3Ni1/3Mn2/3O2 by strategic doping of this material with selected cations, namely Li+, Al3+, Zn2+ and 
Ti4+ [8-12]. Mg2+ substitution for Ni2+ has shown great promise and hence is one of the most studied 
approaches [12,13], although the non-redox active behaviour of Mg2+ in theory causes a penalty on the 
overall charge stored in the material. However, there is still a need for greater fundamental 
understanding of important effects: the structural role of Mg in the Ni2+/Mn4+ honeycomb layers (along 
the ab plane) and c axis, and how its presence/absence affects the Na+-vacancy order/disorder in these 
materials and the phases obtained at the end of charge. A more complete understanding of this 
behaviour will allow us to design battery materials with promising electrochemical performance in terms 
of cyclability and rate capability. In this study, a series of P2-type Na2/3Ni1/3-xMgxMn2/3O2 (0 < x < 0.20) 
materials were prepared by a conventional solid-state method and were structurally characterised using 
mainly X-ray and neutron diffraction techniques. Cycling data was performed in half-cells vs. Na at room 
temperature. Ab initio simulation studies were conducted to examine structural and Na-ion diffusion 
properties on Mg doping, complementing the experimental insights.  
RESULTS 
Crystal structure 
P2-Na2/3Ni1/3-xMgxMn2/3O2 materials (where 0 < x < 0.20) were synthesised from their respective oxides 
via solid-state methods. Elemental analysis from inductively coupled plasma (ICP) spectroscopy 
confirms the compositions are as targeted (Table S1). Particles of 1-10 µm of diameter and hundreds 
of nanometers of thickness and hexagonal morphologies were observed (Figure S1). Powder X-ray 
diffraction (PXRD) was used to confirm the purity of the samples (Figure S2). All Bragg reflections from 
each individual sample could be assigned to a P2-type layered structure with P63/mmc (n° 194) space 
group. The lattice parameters for the undoped sample are comparable to those reported in the literature 
[5]. A broad reflection at d = 4.2 Å (1/3 1/3 0) (not shown here) was observed in the Mg-doped samples, 
corresponding to long-range in-plane ordering represented by [(Mg2+/Mn4+)O6] honeycomb units (in a 
√3a × √3a type supercell) [14] (Figure S2). As intuitively expected, this Bragg reflection becomes more 
significant at high levels of Mg dopant. The Mg2+/Mn4+ honeycomb-type ordering occurs due to the large 
differences in radii and charge (ca. Mg2+/Mn4+ = 1.38) [7]. By contrast, elucidation of Ni2+/Mn4+ ordering, 
which is analogous to the Mg2+/Mn4+ ordering, was easily evidenced using neutron diffraction (ND) due 
to their different neutron scattering lengths (see experimental section). A comparison between X-ray 
and neutron data for the undoped sample is shown in Figure 1a. 
ND data at room temperature for the P2-Na2/3Ni1/3-xMgxMn2/3O2 (0 < x < 0.20) series is shown in Figures 
1b and 1c. Selected Rietveld refined crystallographic parameters from ND data are presented in the SI. 
An increase in the lattice parameters was observed upon Mg-doping due to the larger size of Mg2+ (0.72 
Å) when compared to Ni2+ (0.69 Å) in octahedral coordination). The cell parameters of Na2/3Ni1/3Mn2/3O2 
are in good agreement with those from X-ray data and the literature [5]. Data were refined using the 
Rietveld method using an AB-type crystallographic model (P63 space group) [15,16]. This structural 
model considers a larger hexagonal unit cell than that described by the P63/mmc space group, with in-
plane [((Ni2+/Mg2+)/Mn4+)O6] honeycomb stacking layers which are not superimposed along the c-axis, 
hence the A-B nomenclature. This superstructure differs from the AA-type, reported in the 
Na2/3Mg1/3Mn2/3O2 material by Paulsen et al., where honeycomb ordered layers overlay along the c axis 
[16]. In the model, we have considered that Ni2+ and Mg2+ ions are located at the same octahedral 2b 
sites due to their identical pristine charge and relatively similar sizes, whereas Mn4+ atoms are located 
in both 2a and 2b sites in the MO2 layers; larger Na ions are located in between MO2 layers in trigonal 
prismatic sites (i.e. 6c sites predominantly (ca. 75% Na available) as these correspond to the more 
stable edge sites and in a lower amount in the face-shared 2a and 2b sites). In-plane and inter-plane 
ordering patterns are characterised by the reflections observed in the 3.4 < d < 4.5 Å range (Figure 1c) 
[15]. In-plane Ni(Mg)/Mn long-range ordering is characterised by the 010 and 012 reflections at 4.35 
and 3.45 Å respectively, whereas intra-plane Ni(Mg)/Mn long-range ordering is characterised by the 
011 reflection at 4.1 Å. These peaks have been indicated in Figure 1c with a (*) sign and are still present 
in the ND data, even at the largest magnesium content. The AA-type structure differs from the AB-type 
structure on the absence of the reflection at 4.1 Å [15].  
The reflections at d = 3.15 and 3.25 Å are coincident to those observed by Meng et al. when describing 
the large zig-zag (LZZ)-sodium ordering in prismatic sites on P2-Na2/3Ni1/3Mn2/3O2] (Figure 1c). 
However, it was not possible to observe in these data the Bragg reflection at ca. 3.04 Å reported by 
Meng et al. [6]. These reflections broaden at the highest Mg content studied here, i.e. x = 0.20 (data 
shown in pink in Figure 1c). Instead, two extra peaks (marked with a (+) sign) were observed in this 
sample in the d spacing range studied. These peaks were also observed in the X-ray data (Figure 
S2(b)). These peaks were matched to a second phase (ca. 20 wt%) that could be refined as a √7 a x 
√7 a- type ordered superstructure with hexagonal space group P63/m (nº 176), isostructural to 
K4Co7O14, and with lattice parameters a = 7.706(3) Å and c = 11.051(6) Å. This structural model was 
previously used by Imanishi et al. to describe a unique Na ordering in Na0.58CoO2 structure, with Na 
atoms in two inequivalent Na sites (2b and 6h) which induce a shift of the Co-atom trimers parallel to 
the c- axis [18].  
 
  
Figure 1. a) X-ray and neutron data comparison for Na2/3Ni1/3-xMgxMn2/3O2, where x = 0; b) Stacked plots 
showing neutron diffraction data for Na2/3Ni1/3-xMgxMn2/3O2, where 0 < x < 0.20. Yellow-highlighted 
region represents the d spacing range where ordering features related to sodium and transition metal 
atoms have been observed; and c) zoom of the yellow-highlighted region in Figure 2b. Blue-highlighted 
area shows evolution of peaks related to the zig-zag Na ordered distribution upon Mg concentration. 
Green-highlighted area shows peaks attributed to inter-plane and intra-plane transition metal ordering.                  
(*) indicates hkl reflections indexed using P63 the space group (nº 173); and (+) indicates hkl reflections 
indexed using the P63/m space group (nº 176).  
 
Electrochemical performance in Na-half cells 
Charge/discharge galvanostatic curves of the Na2/3Ni1/3-xMgxMn2/3O2 (0 < x < 0.20) samples in the 
voltage range 2-4.5 V are shown in Figure 2a. The experimental capacities obtained in the undoped 
material are comparable to those reported in the literature [5,6]. Contrary to our calculations where we 
consider exclusively the electrochemical oxidation of Ni2+ (found in the pristine materials using XANES 
(Figure S3)) to Ni4+, we have observed experimental capacities larger than expected in the magnesium 
doped samples. Here, we have assumed that the Mn4+ observed by XANES in the pristine materials 
does not have any electrochemical activity, i.e. does not undergo Mn5+ as described in other reports 
[17]. This behaviour is notably more significant when x = 0.20, where an extra 38 mAh g-1 was achieved 
on the first charge. Similar electrochemical behaviour was reported by Yabuuchi et al. in P2-
Na0.67Mg0.28Mn0.72O2 and their explanation for the abnormally high capacity (about 100 extra mAh g-1) 
was attributed to oxygen participation [14]. The substitution of Ni2+ by Mg2+ ions favours the initial 
capacity retention on cycling [12,13], with a higher cycling efficiency when x > 0.10 (Figure 2b). The 
enhanced capacity retention in magnesium-doped samples compared to the undoped material has 
been explained with the switch from the detrimental O2 phase, observed in the undoped material at 
high voltages, to the intergrowth OP4 phase [13]. Furthermore, smoother charge and discharge curves 
were observed upon Mg2+ substitution (these being optimal when x = 0.2), indicating a predominant 
solid-solution reaction mechanism. This is clearly evidenced in the dq dV-1 curves shown in Figure 2c. 
Single phase reactions on cycling caused by Na+ vacancy disorder have been related to high Na+ 
conductivity and excellent high-rate electrochemical performance [7]. Structural changes upon cycling 
of these samples are analysed by in operando diffraction methods in the section below. 
 
  
Figure 2. First charge and discharge curves for Na2/3Ni1/3-xMgxMn2/3O2, where 0 < x < 0.20, in the voltage 
range 2-4.5 V at 10 mA g-1; b) Cycling data (up to 50 cycles) for data shown in Figure 1; and c) 
Differential capacity curves for data shown in Figure 2a. 
 
In operando X-ray diffraction studies 
Structural evolution determined from the in operando synchrotron XRD experiments during sodium 
(de)intercalation in the P2-Na2/3Ni1/3-xMgxMn2/3O2 (0 < x < 0.20) series is shown in Figure 3 for the (002) 
and (100) reflections (space group P63/mmc). Rietveld analysis of the patterns collected before cycling 
(Tables S7-S9) were in good agreement with the powder-only structural models. In general, during 
charge (sodium removal) the 00l reflections shift to lower angles, an expansion of the c axis; while the 
h00 and h0l reflections shift to higher angles, a contraction in the a axis. The reverse trends were 
observed during discharge (sodium insertion), in agreement with those reported previously from ex-situ 
data for x = 0 [5,6].  
Undoped evolution 
Without Mg substitution (x = 0) the structure undergoes a series of two-phase reactions during overall 
expansion and contraction below 4.0 V, and above 4.2 V. As reported in earlier work, the phase 
transformation from P2 to O2 occurs above 4.2 V on charge and is associated with the 4.28 V plateau 
[5,7]. Increased repulsion between successive O layers (directly facing each other in the P2 structure 
(ABBA)) at low sodium content prompts the MO2 sheets to glide in the a-b plane to transform into the 
O2 structure (ABCB), that energy calculations have shown to be the more stable phase after removing 
all Na ions [6]. Lu and Dahn first proposed that the voltage plateaux at 3.0 and 3.6 V correspond to 
specific Na ion ordering at x = 1/2 and 1/3 [5]. More recently Meng and co-workers [6] used first principle 
calculations to model the nature of the ordering and the structure of these intermediate phases. The 
high resolution in operando synchrotron XRD experiments described in this work provide experimental 
evidence for the intermediate phases, and demonstrate how these phases evolve with respect to time 
and potential. Sequential Rietveld refinements were carried out to determine the lattice parameters and 
weight fraction of the respective phases (Figure 4, and details of the fits are given in the SI). On charge 
at 50 mA g-1 two phases were clearly resolved prior to the P2-O2 phase transition. The new phase 
appears at 3.5 V, coinciding with the first voltage step, and the lattice parameters of this new phase 
evolve rapidly (a decreased while c increased) through to 3.8 V and the second voltage step, after which 
they stabilised at their minimum and maximum values, respectively. Discharge (sodium insertion) was 
performed specifically at a slower rate (10 mA g-1) to give better resolution of the phase changes, and 
thus these are discussed in more detail. 
Upon sodium insertion, the P2 and O2 phases coexist from the charged state to the end of the 4.0 V 
plateau. Three P2 phases were observed thereafter, corresponding to the 3.6, 3.0 and 2.3 V plateaux. 
The lattice parameters of the three P2 phases (at the maximum phase weight fraction) are compared 
to the x = 1/3, 1/2 and 2/3 sodium ordered structures reported by Meng and co-workers (ex-situ data) 
[6] in Figure 5. Although Figure 5 compares the dynamic/metastable structure (this work) with the 
relaxed/equilibrium structure [6], there is a good agreement between these data. Therefore, based on 
the comparisons of the structures and the approximate composition (derived from the electrochemistry) 
it can be concluded that the intermediate phases observed in our in operando work agree with the 
proposed compositions in the literature. This is the first time that experimental evidence for the Na ion 
ordered structures are reported and discussed in Na2/3Ni1/3-xMn2/3MgxO2, confirming the calculated 
structures reported previously [6]. 
Mg-doped evolution 
From a visual inspection of the in operando synchrotron XRD pattern evolution (Figure 3) and the 
electrochemical profiles (Figure 2a) it is clear that Mg-doping has had a significant effect on the phase 
evolution. 
Effect of doping above 4 V 
Doping with 10 % Mg (x = 0.1) was sufficient to supress the P2 to O2 phase transition, in agreement 
with Wang et al. [19]. However, upon sodium removal above 4.3 V we observed a loss of reflection 
intensity and a broad reflection at 2θ = 7.35° (Figure S8), which is not discussed in ref. [19]. This phase 
transition we identify as the P2 to OP4 transition, where the OP4 phase shows alternate stacking of 
octahedral and trigonal prismatic sodium layers along the c axis, as has been previously identified in 
Na2/3Fe1-yMnyO2 materials [20]. While substitution of 20 % Mg did not prevent the P2 reflections losing 
intensity in the charged state, the OP4 reflection was no longer observed in the first charged state 
(Figure 6). However, asymmetric broadening of the (002) reflection indicated the presence of stacking 
faults. DFT calculations presented below have shown that Mg substitution in Na2/3Ni1/3-xMn2/3MgxO2 
inhibits the P2 to O2 phase transformation. 
Effect of doping below 4 V 
Mg doping smoothed the charge/discharge profile below 4 V [19]. Comparison of the in operando XRD 
patterns revealed that at x = 0.1 this was caused by subtler P2 to P2new phase changes (both showing 
similar lattice parameters) (SI). These are more distinct at faster cycling rates, with clearer two-phase 
behaviour observed during charge at 100 mA g-1 than discharge at 8.5 mA g-1. By increasing the Mg 
fraction to x = 0.2, however, the two-phase behaviour is replaced by continuous reflection evolution 
characteristic of a solid solution reaction. This correlates with the electrochemical observations of 
smoother charge/discharge curves and illustrates the “removal” of the ordered structures during 
charge/discharge. These more gradual structural changes upon Na (de)intercalation have also been 
observed in P2 Na2/3Mn1-yMgyO2 [ref: DOI: 10.1039/c6ee01750a], where ex situ 23Na solid state MAS 
NMR was used to demonstrate that Mg doping leads to more continuous changes in the Na resonances 
and to fewer, sharper peaks during the first cycle. The absence of ordered structures or the 
insertion/extraction reactions via disordered states, especially in terms of Na+-vacancy disorder, have 
been related to high Na+ conductivity and excellent high-rate performance [7]. Our work provides direct 
evidence for the variation in structural order as a function of Mg concentration with respect to 
electrochemical processes.    
Effect of doping on volume change 
As discussed above, Mg substitution gave rise to an overall increase in the unit cell volume. In turn, this 
results in reduced volume contraction/expansion on sodium extraction/insertion. At x = 0.1 and 0.2, the 
unit cell contraction of the P2 phase on first charge is over half that of the undoped material (% vol. 
contraction of 0.56 % and 0.52 %, respectively, compared to 1.30 % for x = 0). The subsequent % vol. 
expansion of the x = 0.2 material (0.11 %) is also considerably less than either the x = 0 (0.93 %) or x 
= 0.1 (0.58 %) doping levels. The trend in the volume change with Mg substitution agrees well with the 
electrochemical performance effect, where increased doping contents improve performance.  
In operando synchrotron XRD data has conclusively revealed that during charge-discharge below 4 V 
the Na ion ordered intermediates are removed as the Mg concentration increases, which in turn leads 
to smoother charge/discharge profiles and better electrochemical performance. Additionally, the x = 0.1 
Mg dopant suppresses the formation of the O2 phase, transitioning instead to the intermediate OP4 
structure, while higher Mg concentrations of x = 0.2 appear to minimise the transition to the OP4. This 
correlates with the dramatic reduction in the volume change during charge/discharge as the Mg 
concentration is increased. All these structural factors point towards superior electrochemical 
performance of the Mg-doped samples.  
 
 
 Figure 3. Selected 2θ regions of in operando synchrotron XRD data highlighting the evolution of the 
(002) and (100) reflections for Na2/3Ni1/3-xMgxMn2/3O2 where a) x = 0; and b) x = 0.2. The colour scale 
represents reflection intensity and the potential profiles are included. 
 
 
Figure 4. Changes in a and c lattice parameters of the Na2/3Ni1/3Mn2/3O2 electrode (x = 0) during charge-
discharge, together with the electrochemical profile. The lattice parameters of the P2 ordered phases 
are shown in black (1/3 Na), blue (1/2 Na) and red (2/3 Na), and the 2θ position of the 002 reflection 
from the O2 phase is shown in green. Error bars are within the symbols. The two yellow shaded regions 
indicate the phase transitions between P2 sodium ordered structures and the orange shaded region 
indicates the P2 to O2 phase transition.  
 Figure 5. Comparison of the lattice parameters at the 4.0 V, 3.6 V, 3.0 V and 2.3 V plateaux on discharge 
collected in operando in this work (filled data) with the lattice parameters of the x = 1/3, 1/2 and 2/3 
ordered structures (4.0 V, 3.5 V and before charging respectively) collected ex-situ during charge by 
Meng and co-workers (open data) [6]. Error bars are included within the symbols. 
 
Figure 6. In operando XRD patterns for Na2/3Ni1/3-xMgxMn2/3O2, where 0 < x < 0.20, prior to the charged 
state (black) and in the charged state (red) between 6° and 10° 2θ. The red XRD pattern shown for x = 
0.1 is 10 minutes after the charged state (3.97 V) where the OP4 reflection is most intense.  
 
Effects of Mg doping on Na+ diffusion 
Na-ion diffusion in P-type layered oxide compounds has been shown to be faster than in O-type 
compounds [21,22]. Strong in-plane Na-Na interactions makes Na-ion diffusion highly correlated [21]. 
It is therefore necessary to perform molecular dynamics simulations to probe such diffusion 
mechanisms and to complement the experimental measurements. The simulated Na diffusion in 
Na0.56Ni0.33Mn0.67O2 and Na0.56Mg0.11Ni0.22Mn0.67O2 from ab initio molecular dynamics (AIMD) 
simulations are shown in Figure 7. In agreement with the galvanostatic intermittent titration technique 
(GITT) and nuclear magnetic resonance (NMR) measurements on this family of compounds [13], our 
simulations suggest that the Mg doping causes an increase in Na-ion diffusivity. Na diffusion coefficients 
(DNa) derived from classical MD also predict this increase of Na diffusion with Mg doping; values of 2.5 
x 10-9 cm2 s-1 and 1.2 x 10-8 cm2 s-1 (at 300 K) are obtained for Na0.56Ni0.33Mn0.67O2 and 
Na0.56Mg0.11Ni0.22Mn0.67O2 respectively. The enhancement in Na diffusion has been attributed to the 
enlargement of interlayer spacing upon Mg doping [23]. However, the estimated change in interlayer 
separation is very small (less than 0.05 Å). 
 
 
Figure 7. Mean square displacements of Na ions in Na0.56Ni0.33Mn0.67O2 and Na0.56Mg0.11Ni0.22Mn0.67O2 
during AIMD simulations.  
 
Here possible effects of Mg doping on Na diffusion are discussed. Electrochemical data of 
Na2/3Ni1/3Mn2/3O2 have shown sodium ordering and phase separation (Figure 2a), which results in rich 
structural and electronic phase diagrams [24-27]. The electrochemically inactive Mg2+ (with fixed 2+ 
charge) and its random distribution over Ni sites can effectively suppress the development of long-range 
charge ordering within the MO2 sheet and hence inhibit long-range sodium ordering (see x = 0.2 
experimental case detailed above). As a result, charge and discharge would proceed through a more 
solid-solution like reaction with a higher Na diffusivity, as reflected in a more sloping charge-discharge 
profile (Figures 2a and 3c). Furthermore, our AIMD simulation on Na0.56Mg0.11Ni0.22Mn0.67O2, shows that 
the Mg can displace along the z direction with a larger amplitude than both Ni and Mn, as shown in 
Figure 8. This can be attributed to the ionic nature of the Mg-O bond and hence less rigid MgO6 
octahedra. In contrast, the relatively higher degree of covalency in Ni-O and Mn-O bonds, owing to 
strong 3d-2p orbital hybridizations [28,29], makes the NiO6 and MnO6 octahedra more rigid. The large 
displacement of Mg2+ in the z direction consequently alters the electrostatic potential felt by Na+ ions 
and has a positive effect on Na diffusion. An interesting comparison includes a previous NMR study 
indicating that Li+ ions (which have a very similar ionic radius to Mg2+) were displaced from transition 
metal layers to the Na layers in the P2-Nax[LiyNizMn1-y-z]O2 material [30].  
 
 Figure 8. The displacement of Mg, Ni and Mn along the z-direction in Na0.56Mg0.11Ni0.22Mn0.67O2 during 
the 50 ps AIMD simulation. 
 
 
Effects of Mg doping on the phase transition 
    Without Mg doping, all Na+ ions can theoretically be extracted from the structure of Na2/3Ni1/3Mn2/3O2 
at the end of the charge, accompanied by the oxidation of Ni2+ to Ni4+. Empty Na layers then enables 
the gliding of MO2 sheets and results in the transformation from P2 to O2 structures [5,6,30]. In 
Na2/3Ni1/3-xMgxMn2/3O2 compounds, two Na+ ions must stay in the vicinity of an Mg2+ dopant at high 
voltages (ca. 4.2 V), in order to keep the local charge neutrality. This prevents the formation of 
consecutive empty Na layers and hence the transformation to O2 structure is inhibited. Figure 9 shows 
two possible local structures around the Mg2+ dopant during the P2-OP4 phase transformation. The first 
situation, (a), is where both Na+ ions are located on the same side of the MO2 sheet and so one Na 
layer is completely empty. The empty layer then enables gliding of MO2 sheets resulting in O type 
stacking. The second situation, (b), is where the two Na+ ions are located on each side of the MO2 
sheet. Our DFT calculations indicate that the first configuration is more energetically stable, which is 
consistent with the experimentally observed P2 to OP4 transition in the Mg doped samples, especially 
for x = 0.1. 
 
 Figure 9. Two possible local structures around the Mg2+ ion at 4.2 V. (a) The low energy configuration, 
where two Na ions are located at the same side of the MO2 sheet and the empty Na layer allows the 
transformation from P stacking to O stacking. (b) The high energy configuration, where two Na ions are 
located on each side of the MO2 sheet. 
 
CONCLUSIONS 
In this work we have demonstrated the effects of Mg doping on the structure of a series of P2-Na2/3Ni1/3-
xMgxMn2/3O2 compounds. Combined XRD and neutron analysis shows that magnesium substitutes 
nickel in the Ni-Mn honeycomb structure. Furthermore, our data shows that when doping with Mg, the 
P2-Na2/3Ni1/3Mn2/3-type structure still remains of an AB-type, as in the undoped material. Hence there 
is no structural re-arrangement in the c-axis when doping with Mg. Finally, we have shown that high 
levels of Mg dopant in the structure (i.e. x = 0.2) lead to an overall more disordered distribution of sodium 
in the pristine material. Electrochemical data corroborate our structural data by showing a solid-solution 
profile. Importantly, this is the highest level of Mg dopant substituted in the P2-Na2/3Ni1/3-xMn2/3O2 
compound reported to this date. The high resolution in operando synchrotron XRD experiments provide 
evidence for the x = 1/2 and x = 1/3 intermediate Na+-vacancy ordered phases in P2-Na2/3Ni1/3Mn2/3O2, 
and demonstrate how these phases evolve with respect to time and potential. Furthermore, we have 
shown that Mg doping effectively disrupts the Na+-vacancy ordering leading to more gradual structural 
changes, and suppresses the P2-O2 transition at high voltages, switching it to an OP4 phase. Ab initio 
molecular dynamics studies have indicated that Na-ion diffusivity increases on Mg doping, and that the 
OP4 phase is the most thermodynamically stable at high voltages for the Mg-doped compounds.  
 
The results of this work have shed new light on major dopant effects in the P2-Na2/3Ni1/3Mn2/3O2 system. 
Understanding the structural and electrochemical changes occurring in cathode materials when a 
dopant is added to the system is of paramount importance in the design of novel materials with 




Samples were synthesised by ball milling a mixture of Na2CO3 anhydrous (Fisher Chemicals), NiO 
(Sigma Aldrich, nanopowder, < 50 nm particle size), MnO2 (Sigma Aldrich, -325 mesh, 99%) and MgO 
(Sigma Aldrich, -325 mesh, > 99% trace metal basis) in acetone in stoichiometric ratios in a Planetary 
Ball Mill PM 100 (Retsch) for 1 h at 450 rpm using a 2:1 ball-to-powder-ratio. The mixture was left to 
dry in air and the powders were pressed as pellets under a load of 4 tons cm-2 before calcining at 800-
850 °C for 12 h in air followed by slow cooling in the furnace. Samples were kept in an Ar filled glove 
box maintained at < 0.1 ppm H2O and O2.  
 
Characterisation 
Powder X-ray diffraction (PXRD) patterns were recorded on a 9 KW Rigaku Smartlab diffractometer 
using Cu K1 radiation ( = 1.54051 Å). A customized air-tight sample holder covered with Kapton film 
was used to avoid severe air/moisture contact during measurement.  
Chemical analyses were performed by Inductively Coupled Plasma (ICP) using a Perkin Elmer Elan 
6100 DRC ICP-MS.  
Time-of-flight powder neutron diffraction data were collected on the GEM high-intensity, medium-
resolution instrument at ISIS, Rutherford Appleton Laboratories. Neutron scattering lengths of 0.363, 
1.03, 0.566, -0.373 and 0.5803 (all × 10-12 cm) were assigned to Na, Ni, Mg, Mn, and O, respectively 
[31].  
Electrodes were prepared by mixing the active material with Super S carbon and a 5 wt% solution of 
PVDF (Polyvinylidene fluoride) in NMP (N-Methyl-2-pyrrolidone) in a 75:15:10 weight ratio. Slurries of 
the mixtures were prepared by adding ca. 1 ml of NMP to the mixture under constant stirring for 3-4 h. 
The slurry was cast onto Al foil that acts as current collector in an argon-filled glovebox. Loading of 
active material for the galvanostatic cycling is 2-3 mg cm-2. The coated foil was dried under vacuum at 
80 ° C for 2 h and electrodes of 20 mm were punched out and pressed under a load of 4 tons cm -2.  
Galvanostatic charging/discharging tests were performed in CR2325 coin cells using 1 M NaPF6 
(99.99% Sigma Aldrich) in PC (propylene carbonate) as the electrolyte solution and sodium metal as 
the counter electrode. Coin cells were charged/discharged at 10 mA g-1 in the 2-4.5 V range.  
 
In operando X-ray diffraction  
Customised half cells with 3 mm diameter holes in the casing and 5 mm diameter holes in the stainless 
spacer were used for the construction of the coin cells for the in operando measurements. The coin 
cells contained the electrodes described above, Na metal ( 1 mm thickness), a glass fibre separator 
and 1 M NaPF6 in PC (propylene carbonate) electrolyte solution. In operando synchrotron XRD 
experiments were performed within 1-2 days after cell construction. Data were collected on the Powder 
Diffraction beamline [32] at the Australian Synchrotron with a wavelength () of 0.70772(2) Å for 0% 
and 10% and 0.70793(2) Å for 20%, where the wavelength is determined by refining a structural model 
with data collected on a NIST 660b LaB6 standard reference material. XRD data were collected 
continuously in transmission geometry every 4.4(1) minutes for the 10% and 20% samples and 6.4 
minutes for the 0% sample. In conjunction, the in operando cells were first charged to 4.5 V at relatively 
fast rates between 30-100 mA g-1 and then subsequently discharged to 2 V and charged to 4.5 V at 
lower rates between 10-30 mA g-1. The electrode loading varied from 1-4 mg cm-2 and the current rates 
were adjusted to accommodate this variation. PXRD and ND data were refined by the Rietveld method 
using the GSAS software suite with the EXPGUI software interface [33]. 
 
COMPUTATIONAL METHODS 
Density functional theory (DFT) calculations were performed using the Vienna ab initio simulation 
package (VASP) [34]. Valence electrons were described by a planewave basis set with a cut-off energy 
of 450 eV. The interactions between valence and core electrons were treated using the projector 
augmented-wave (PAW) method [35]. The k-space was sampled with k-point mesh spacing smaller 
than 0.05 Å-1. Spin-polarization was enabled and ferromagnetic coupling between magnetic manganese 
cations was assumed. Structural optimization was performed until the residue force on each atom is 
smaller than 0.03 eV/Å. Similar DFT methods have been applied successfully to a range of battery 
materials [36-39]. 
Ab initio molecular dynamics (AIMD) simulations were carried out to study Na+ ion diffusion in 
Na0.56Ni0.33Mn0.67O2 and Na0.56Mg0.11Ni0.22Mn0.67O2 with a supercell containing 54 formula units, 192 
atoms. Each composition was first equilibrated for 10 picoseconds. Statistical properties were then 
obtained by the following 50 picoseconds simulations using the NVT ensemble with a Nosé-Hoover 
thermostat [40, 41]. All molecular dynamics simulations were performed at 500 K with a time step of 2 
femtoseconds. Gamma-point only was used in the k-space sampling in order to keep the computational 
cost affordable.  
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