Introduction
Although we commonly speak of knowing or not knowing a word, the clear lesson from vocabulary research is that knowledge of a word's meaning is not all-or-none (Dale, 1965; Stahl, 1986) . Rather, robust word knowledge typically requires multiple exposures to a word in different contexts (Beck et al., 2002) . Probing comprehension after a few exposures may reveal a partial grasp of the semantics -e.g., the fact that adventure is associated with some kind of activity and is typically enjoyable -although the comprehender is unable to provide a precise definition, or to use the word in an appropriate context (Brown et al., 2005; Frishkoff et al., in press ). The implication is that semantic knowledge is acquired incrementally. Thus, at any time, a learner may have graded and incomplete knowledge of meanings for some words. While this idea has intuitive appeal, there have been remarkably few studies focused on the neurocognitive processes that may be associated with different degrees of semantic knowledge. The idea that word knowledge can be partial has been widespread in the educational literature, but has received little attention in neurocognitive studies of semantics.
The goal of the present experiment was to examine modulation of event-related brain potentials (ERPs) in response to words that are partially known, as compared to words that are very rare, and therefore likely to be novel, and to words that are more familiar. In the word learning literature, words that are partially known have been designated as ''frontier words'' (Durso and Shore, 1991) . Frontier words are familiar in form, but their semantic representation is either incomplete or unstable, or both. Recent work on the neurocognition of word semantic processing has described how frontier words may engage qualitatively different processes when compared with words that are either well known or completely novel (Ince and Christman, 2002) .
In the present experiment, three classes of words (lowfrequency, rare, and very rare words) were presented in a lexical decision task. Several features of the task design promoted implicit access to word meaning as the means to differentiate words from nonwords. Thus, the emphasis was on indirect and implicit, rather than direct and conscious, semantic access. In keeping with the theme for this special issue, our focus is on early ERP markers of semantic knowledge (peaking <400 ms). Of particular interest are the posterior temporal N2c, the left anterior N3, and the medial frontal MFN components, peaking at approximately 200-250 ms, 300-350 ms, and 350-400 ms, respectively. As detailed below, these patterns have been observed in previous studies of wordlevel semantic processing. While their spatiotemporal attributes differ across studies, and their functional significance remains to be clarified, these patterns appear to reflect distinct aspects of This study examines the sensitivity of early event-related potentials (ERPs) to degrees of word semantic knowledge. Participants with strong, average, or weak vocabulary skills made speeded lexical decisions to letter strings. To represent the full spectrum of word knowledge among adult native-English speakers, we used rare words that were orthographically matched with more familiar words and with pseudowords. Since the lexical decision could not reliably be made on the basis of word form, subjects were obliged to use semantic knowledge to perform the task. A d 0 analysis suggested that high-skilled subjects adopted a more conservative strategy in response to rare versus more familiar words. Moreover, the high-skilled participants showed a trend towards an enhanced ''N2c'' to rare words, and a similar posterior temporal effect reached significance $650 ms. Generators for these effects were localized to left temporal cortex. We discuss implications of these results for word learning and for theories of lexical semantic access.
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word recognition. The question for the present study was how these patterns are modulated in response to words that differ in familiarity, particularly when the task involves implicit access to semantic knowledge. To differentiate these components, we applied a Principal Components Analysis and examined both the topography and timing of each principal component. For further insights into the neural bases of these patterns, we modeled anatomical sources using a minimum-norm least squares algorithm (MNLS). Based on previous results, we expected to find activity in left posterior temporal (fusiform), left anterior inferior temporal, and mid-frontal regions. We further expected to find increased activity in left temporal regions for frontier versus familiar words, reflecting the need for additional effort to retrieve lexical and semantic information associated with these words. Given that word knowledge is closely linked to vocabulary and reading comprehension abilities, we also examined skill differences in lexical semantic access. Participants were divided into three skill groups, based on a standardized test of vocabulary knowledge. Analysis of the d-prime ''beta criterion'' for the lexical decision task served as an index of different strategies. This measure was used to interpret differences in the ERP effects for rare words versus low-frequency words and pseudowords among the three groups of participants.
Degrees of word knowledge: The cognitive status of ''frontier'' words
Children have been estimated to acquire between 2000 and 3000 words per year (Nagy et al., 1987) . Adults likewise continue to add to their vocabulary, though at a more modest rate. This is particularly the case for second-(and third-and fourth-) language learners (cf. Proverbio et al., in press ). This ability to learn new words with relative ease, even as adults, contrasts with the wellknown limits on adult acquisition of phonological and morphosyntactic knowledge. It seems that the neural systems for encoding meaning may remain fairly plastic throughout development (cf. Neville et al., 1992) , although word learning processes and strategies are likely to develop with maturation and experience.
Given the incremental nature of word learning and the rate of vocabulary growth, particularly in childhood, it is likely that a large number of words are partially known at any given time. The main question for the present study was whether a task that promotes implicit semantic access would evoke the same ERP patterns for rare (or ''frontier'') words as for more familiar (low-frequency) words, and for words that are completely novel. Our hypothesis was that frontier words would evoke qualitatively different patterns, reflecting recruitment of specific cognitive and neural processes that are implicated in early semantic processing. An alternative prediction to be tested was that all words recruit the same neurocognitive networks, but that strength of activation within these networks would vary with the strength of the memory representation for a particular word, without affecting the overall pattern across these networks. That is, the neural response to frontier words may be quantitatively, but not qualitatively, different from the response to more familiar words.
There are several reasons for expecting to find qualitative differences in processing frontier versus known words. First, word representations are multidimensional, comprising orthographic, phonological, semantic, and morphosyntactic features. Further, a word can be experienced in contexts that draw attention to one or more of these features. It is therefore possible that different word representations vary in the relative strength of these features, leading to different patterns of neural processing. In addition to the multiple dimensions of word form, meaning is itself complex. For example, some theories of semantic processing have emphasized differences between concrete and abstract meanings (Paivio et al., 1988) , and event-related potentials have been shown to differ systematically in response to words that are rated as either highly concrete or highly abstract, consistent with dual ''routes'' for processing concrete versus abstract meanings (Kounios and Holcomb, 1994; but cf. Pexman et al., 2007 for a different view). The complexity of words makes it easy to see how word representations can vary in their ''quality'' or depth (Perfetti and Hart, 2001, 2002) .
In summary, the cognitive and neural processes that give rise to semantic knowledge are thought to remain plastic throughout development. This may explain why word meanings can be acquired at any age (Tucker, 2002) . The plasticity of semantic knowledge is also consistent with the observation that word learning is correlated with frequency of exposure to a word. In other words, word learning is experience-dependent: the words that an individual knows well are likely to be ones that he or she has frequently encountered (Reichle and Perfetti, 2003) . At the same time, because words and their semantic associations are complex, there are good reasons to expect that partially known words may evoke different cognitive and neural processes than well-known words, particularly in tasks that involve access to meaning.
Skill differences in lexical processing: The Lexical Quality Hypothesis
The words that a person knows depend not only on frequency of exposure, but also on that person's vocabulary and other linguistic skills (Cain et al., 2003) . For example, high-skilled readers learn new word meanings from written texts more readily than lowskilled readers (Swanborn and De Glopper, 2002; McKeown, 1985) . In examining neurocognitive responses to partially known words, it may therefore be important to consider the role of vocabulary skills and other language abilities that may be related to differences in word recognition.
Skill differences may reflect a number of underlying factors, including text comprehension abilities, working memory skills, and vocabulary size. To explore the structure of word knowledge and its relation to various cognitive and linguistic skills, Perfetti and Hart (2001, 2002) developed a large battery of adult reading and language tests. They report a factor analysis of performance by 445 adults on a subset of tests of this battery. The factor structures that emerged suggest a more coherent lexical knowledge structure for skilled readers than less-skilled comprehenders. Vocabulary knowledge was highly related to knowledge of word form (spelling and pronunciation) for skilled readers, loading on a single factor. But for less-skilled comprehenders, this relationship was weaker, with vocabulary knowledge loading on a factor separated from form knowledge. These results point to qualitative differences in lexical representations for strong and weak readers, which may reflect a stronger coherence among different dimensions of word knowledge for stronger readers. Perfetti and Hart refer to this idea as the Lexical Quality Hypothesis. This hypothesis may provide one account of how skilled and less-skilled readers may differ in their representation of word knowledge. While word knowledge has multiple dimensions (phonology, orthography, semantics), it may be the case that these dimensions must be cognitively bound to form a complete, integrated lexical representation. If so, then the results from Perfetti and Hart suggest that less-skilled comprehenders lack sufficient experience in reading to have developed the necessary links between form-based and semantic skills that can help to establish new form-meaning relationships.
In the present study, we measured individual differences in reading and language abilities using a battery of lexical knowledge and reading comprehension tests that was developed previously in our lab (Perfetti and Hart, 2001, 2002) . Using subject scores on the Nelson-Denny vocabulary test, we classified participants into three skill groups. Given the prior research suggesting skill differences in word learning and lexical processing, we hypothesized that groups would differ specifically in processing of ''frontier'' words, and that these differences would be reflected in ERP measures of early semantic processing.
ERP studies of lexical semantic processing
Previous ERP studies have identified several components that appear to be sensitive to lexical semantic manipulations. We restrict our brief review to those studies that have used high channel counts (50 or more channels) and have subjected ERP data to careful spatiotemporal analysis, to distinguish processes that unfold within $200-400 ms after onset of a visual word stimulus.
A seminal study by Nobre and McCarthy (1994) reported the first high-density (50-channel) ERP recordings to words in various conditions, including a semantic priming manipulation. They identified at least two distinct patterns within the typical ''N400'' window ($250-500 ms) that were responsive to priming -a left temporal ''N330'' (N3) and a centroparietal ''N364'' (N4). The N3 and N4 components are clearly separable in this study: while the N3 is larger (more negative) for semantically primed words, the N4 is smaller (more positive). In addition, a medial frontal component is coincident with the N3 at 330 ms and may be overlapping with the parietal N4 by 360 ms. This pattern appears similar to what we have called the medial frontal negativity (MFN) in prior work (Frishkoff, 2007; Frishkoff et al., 2004; Tucker et al., 2003) .
A study by Bentin et al. (1999) contrasted ERP responses to the same linguistic (word and nonword) stimuli under different task conditions (phonological, orthographic, and semantic instructions). The semantic categorization task alone evoked a medial frontal ''N450,'' which began around 300 or 350 ms was larger to pseudowords than to words. This pattern appears similar to the MFN, although its peak latency is a little later than that of the typical MFN (Frishkoff, 2007) . In addition, there is a left anterior temporal negativity that appears to peak around 300 ms (the ''N320''), similar to an N3. However, in contrast with Nobre and McCarthy (1994) , Bentin et al. (1999) report that the N3 is larger for pronounceable pseudowords and words as compared with nonwords in the phonological task, but do not report any differences for this component in the semantic task.
A 64-channel ERP study by Hill et al. (2002) examined differences in lexical priming effects at short (150 ms) and long (700 ms) prime-target stimulus onset asynchronies (SOAs). In addition to the typical P300/N400 priming effects, they report a mid-frontal negativity peaking at around 310 ms, which is more prominent at the short SOA.
Together, these three studies point to the existence of a midfrontal negativity that peaks around 300-350 ms and may or may not be distinct from the left antero-temporal N3 and from the typical centroparietal N4 that has observed in most studies of semantic processing over the past two decades (see Kutas and Federmeier, 2000 for a review). In a recent study, Frishkoff (2007) applied spatiotemporal source localization to the MFN effect and found that it peaks earlier than the N400/P300 effect and that its variance is mostly accounted for by a source in dorsal anterior cingulate. By contrast, the N400/P300 effect was captured by bilateral sources in medial temporal areas, consistent with other reports (Silva-Pereyra et al., 2003; Rossell et al., 2003; Van Petten and Luka, 2006) .
From these results it appears that the MFN is distinct from the N3 and P3/N4 semantic effects. Hill et al. (2002) speculated that this mid-frontal pattern reflects more automatic semantic priming (cf. Neville et al., 1992) . It is also possible that this mid-frontal component is related to the mid-frontal ''fN400'' that has been observed in studies of familiarity-based memory (Curran, 2000; Rugg and Curran, 2007) . This leaves open the possibility that the MFN reflects a domain-general process that is activated during lexical semantic retrieval, but is not specific to semantic processing.
In contrast with the mid-frontal MFN, the N2 and N3 components are both strongly left lateralized, suggesting these patterns may be good candidates for early markers of lexical semantic access (Frishkoff, 2007; Frishkoff et al., 2004; Dien et al., 2003) . The N3 effect was observed in a greater negativity for primed than less primed words at around 250-300 ms, and was accounted for by sources in left anterior inferior temporal cortex (similar results in Dien et al., 2003) .
The left posterior temporal N2 component, or ''RP'' (recognition potential) has been described in detail by Rudell (1992 Rudell ( , 1999 and by Hinojosa and co-workers (Hinojosa et al., 2001; Martin-Loeches et al., 2004) . Martin-Loeches et al. (2004) were the first to present clear evidence that this left occipito-temporal negativity might be sensitive to lexical semantic processing: the N2/RP was larger in response to words belong to specific (target) semantic category, in contrast with nontargets. The possibility remains that this early component is not directly implicated in semantic access, but is instead related to orthographic processing that is enhanced through feedback from higher (e.g., frontal or anterior temporal) processes that are themselves related to semantic access.
Regardless of its precise role in semantic processing, the N2/RP appears to be the earliest ERP marker of semantic processing that has been consistently described in prior studies.
Study design and hypotheses
To probe different ''degrees'' of word knowledge, our experiment made use of the well-known Lexical Decision Task (LDT), with modifications that were designed to capture graded differences in word-level semantic knowledge. First, to represent the full spectrum of word knowledge among adult, native-English speakers, we used rare and very rare words (such as ''limpid'' and ''nutant,'' respectively) that were orthographically matched with low-frequency words (such as ''abject''). Real words in turn were orthographically matched with nonwords such as ''pefitant.'' Since the lexical decision could not reliably be made on the basis of word form (spelling), subjects were obliged to access their knowledge of word meanings to perform the task (Binder et al., 2003) . Second, in addition to response time (RT), we computed d-prime (d 0 ) measures of word-nonword discrimination to determine how accurately subjects were able to recognize the rare words. D 0 measures correct for response bias (e.g., individual subject biases towards ''word'' or ''nonword'' responses) and are therefore more sensitive than raw accuracy measures. We also collected confidence ratings on each trial to provide a graded measure of familiarity with the meaning of each stimulus. Third, subjects were tested on their knowledge of word meanings on about 12% of the trials (see Section 2). Fourth, task instructs emphasized accuracy over speed, which may increase reliance on word meaning (Binder et al., 2003) . Together, these features of the task were designed to encourage reliance on semantic access. At the same time, this access is likely to be more automatic or implicit than in tasks that explicitly require semantic judgments. We therefore expected to find patterns that are related to early automatic semantic access.
The use of event-related potentials (ERPs) is particularly well suited for examining multiple dimensions of word meaning. While speed and accuracy may suggest quantitative differences in performance as subjects are confronted with words they know very well, only somewhat, or not at all, ERP measures may point to specific subcomponents (time windows and patterns of brain activity) that are associated with different stages or different dimensions of word-level semantic processing. As discussed in the previous section, several high-density ERP studies have described multiple ERP components in semantic processing, including early left-hemisphere components (the N2 and N3 patterns), as well as midline components peaking slightly later (the MFN and N400).
To examine skill differences in processing frontier words, we classified participants as having strong, average, or weak vocabulary skills on the bases of a standardized test of vocabulary knowledge (the Nelson-Denny vocabulary test; Brown et al., 1993) . We predicted that participants with strong vocabulary skills would show greater word-nonword discrimination in each category (low-frequency, rare, and very rare) and that they would also display greater fluency in lexical processing (that is, faster RTs) and greater self-rated confidence in their familiarity with the meanings of words. We further predicted that high-skilled participants would show more pronounced differentiation in their behavioral and ERP responses to words that were known well versus words that were somewhat familiar (i.e., rare words that they correctly recognized as words) and words that were only vaguely familiar or completely novel (i.e., rare words that they misclassified as nonwords). If confirmed, these findings would point to qualitative, as well as quantitative, differences in word processing among individuals with different vocabulary (and related linguistic) skills.
Methods

Subjects
Participants were 34 monolingual native-English speakers who were righthanded, with normal or corrected-to-normal vision. The average age was 21 (S.D. = 3.5). Nine subjects (26%) were male. Subjects were recruited from a reading and language ''prescreening'' (see Section 2.2 below for details). Either payment ($20 per hour) or academic course credit, or a combination, was given in exchange for subject participation.
Based on their Nelson-Denny vocabulary scores (see below), subjects were divided into three groups: subjects with strong vocabulary skills (n = 13) scored in the top third of the distribution, subjects with average vocabulary skills (n = 10) scored in the central third of the distribution, and subjects with weak vocabulary skills (n = 11) scored in the bottom third. No attempt was made to control for other skill attributes (see Table 1 for cognitive and reading skill profiles).
Prescreening: The lexical knowledge battery
Prescreening participants completed a battery of language tests developed and administered within the Reading and Language Lab. Subjects were recruited through introductory courses in Psychology at the University of Pittsburgh, and by posting ads in the campus newspaper. Either payment ($7 per hour) or academic course credit, or a combination, was given in exchange for subject participation.
The prescreening tests include measures of phonological and orthographic skills and knowledge, vocabulary, reading comprehension, reading experience, and nonverbal intelligence. Seven tests in all were administered:
Phonological Awareness: In-house test of several phonological subskills (see Perfetti and Hart, 2001 ) Spelling: Checklist that includes correctly and incorrectly spelled words (see Perfetti and Hart, 2001) Decoding: Checklist that includes pseudohomophones -i.e., real words that are incorrectly spelled -and pseudowords that do not sound like real English words (see Perfetti and Hart, 2001 ) ND comp: The Nelson-Denny test of reading comprehension (Brown et al., 1993) ND vocab: The Nelson-Denny test of vocabulary knowledge (Brown et al., 1993) Author Checklist: The Author Recognition Test (Stanovich and West, 1989) Raven's Matrices: An abbreviated version of the Advanced Raven's Matrices test (Raven, 1960) Table 1 below shows the mean scores on the prescreening tests for each subgroup of subjects who participated in the ERP task. Three of the tests are speeded (ND vocabulary and comprehension, and Raven's matrices); therefore, composite scores -reflecting both speed and accuracy -are shown for these tests. Phonological awareness test scores are reported in percent-accuracy. The remaining three tasks -Author Recognition, Spelling, and Decoding -comprised checklists of ''target'' items (names of real authors, correctly spelled words, and true pseudohomophones) and false ''lures'' (false author names, misspelled words, and nonwords that were not pseudohomophones). Given the composition of these tasks, we report performance as d 0 scores (that is, target versus lure discrimination). Univariate analyses of variance were performed to test for group differences on each test measure. We adopted a p-value of .007 to correct for multiple comparisons. By this criterion, group differences were found on three of the six measures (not including vocabulary, which was highly significant but trivial, since groups were defined on this variable). There was a significant difference on the test of comprehension, F(2, 33) = 15.33, p < .001. Post-hoc tests confirmed that the strong vocabulary group had higher mean comprehension scores than the average group, and the average group outperformed the weak vocabulary group. Similarly, the groups differed on Author Recognition (a rough index of amount of reading experience) -F(2, 33) = 10.60, p < .001 -and on the Spelling Test -F(2, 33) = 8.73, p = .001.
There were no differences between subgroups on our measures of nonverbal intelligence (Raven's matrices), or on measures of phonological awareness or decoding.
ERP stimuli
Phase I stimuli consisted of 350 words and word-like stimuli. Letters were lowercase Geneva font black, 26 dpi, presented foveally on a white screen. Letter strings subtended a visual angle between 2.58 and 38. All real-word stimuli were adjectives, 4-8 letters in length (mean = 7.3 letters).
Rare words were selected as follows. An initial list of over 15,000 rare English words were taken from the online database, ''International House of Logorrhea'' (Chrisomalis, 2005) . A short list of $350 words was extracted from this longer list. Rare words from the larger list were selected if they met the following criteria:
They were 4-8 letters in length They were not foreign or recently borrowed words (e.g., ''cabriolet,'' ''fouter'' -Fr.) Their meanings were not narrow or technical (e.g., ''ablaut,'' ''bacillicide'') They were not composed of word parts (stems, morphemes) that were semantically transparent or were likely to prime familiar words that share the same root (e.g., ''galactophagist'' -milk drinker).
The goal was to select stimuli that would meet our criteria for either rare or very rare words. Rare words were defined a priori as real-word stimuli that were likely to be recognized by only some of the participants, and if recognized would be likely to have less established semantic representations. Very rare words were expected to be recognized by few if any of the participants. Importantly, the orthographic form of these words was matched with the familiar word forms. In this way, we aimed to select words that subjects would not know (or would not know well), not by virtue of the stimulus meanings or representations themselves, but merely by accident of history.
To anchor our analysis of responses to rare and very rare words, we selected lowfrequency, familiar words and pseudowords that were matched with the rare and very rare words, item-by-item, for length and orthographic set size. A series of pairwise comparisons revealed that the rare, very rare, and familiar words differed in mean frequency (three different measures of written word frequency were examined: Francis-Kucera, Thorndike, and Celex measures). All stimulus categories were matched on length and orthographic frequency. Orthographic neighborhood is a rather coarse-grained measure of orthographic familiarity. We also examined average bigram frequency of stimuli in each category (cf. Westbury and Buchanan, 2002) . Our main concern was that the pseudowords might contain letter patterns that are less common, distinguishing them from real words at a sublexical level (and perhaps explaining why they have not been adopted as real word forms in English). If subjects were attuned to this, even unconsciously, this would confound our analysis of rare word versus pseudoword representations. Interestingly, the opposite was true: the pseudoword stimuli selected for this study had higher average bigram frequency scores than the other three (real-word) categories. Low-frequency, rare, and very rare words did not differ in bigram frequency. If anything, this difference would decrease the likelihood of observing differences in real word versus pseudoword processing. Conversely, we can be fairly confident that any observed effects are not an artifact of differences in sublexical frequencies.
Experiment procedure
The experiment session began with a block of 20 practice trials. The main task consisted of 5 blocks of 360 trials each. Each trial began with the presentation of a rectangular outline, which cued the subject to initiate the experimental sequence when ready by pressing both the '1' and '2' keys simultaneously using their right middle and index fingers. Subjects were informed that it was not important to press both buttons in synchrony, but that they should press both buttons to begin each trial. This procedure was designed to avoid differential priming of either the ''yes'' or ''no'' response prior to onset of the target stimulus.
Once the subject initiated a trial, a central fixation (''+'' symbol) appeared for 500 ms (Fig. 1) . Next, a letter string was presented for 2500 ms (fixed duration, independent of subject response time). The task was to decide whether the stimulus constituted a real English word, or not. They were asked ''to respond as quickly as possible without making errors.'' (cf. Binder et al., 2003) . Trials were randomly presented (order determined separately for each subject). ''Yes'' and ''no'' (right index and middle) keys were counterbalanced across subjects. Response time and accuracy were recorded simultaneously with the EEG measures.
After the target disappeared from the screen, one or more questions appeared. If the subject responded that the stimulus was a real word, she was asked to indicate how certain she was that she knew the meaning of the word (1-4 scale, 1 = not at all confident). If she responded '1' (''not at all confident''), she was asked how certain she was that she had seen or heard the word previously. If she responded that the stimulus was not a real word, she was asked to indicate her level of confidence. Subjects were encouraged to take their time when responding to the questions and to provide candid answers.
On $12% (50) of the trials, the stimulus was a low-frequency, familiar word. If the subject correctly responded ''yes'' (it is a real word), after she completed the first confidence judgment, she was asked to respond to a multiple-choice question of the form, ''Which of the following words is closest in meaning to [the target word]''? The multiple-choice questions were reasonably challenging. The objectives were (1) to provide an additional measure of vocabulary knowledge that could be correlated with offline measures (e.g., Nelson-Denny vocabulary scores), and (2) to encourage subjects to be thoughtful and candid when assessing their knowledge of words and word meanings.
After the subject responded to the final question, the brightened box reappeared, cueing the subject that the trial was complete. During the intertrial interval, subjects were permitted to blink, scratch, or adjust their position, after which they were asked to count slowly to 10 to allow the amplifier to recover before using the response keys to advance to the next trial.
ERP data acquisition and preprocessing
ERPs were recorded using a 128-channel electrode array, with vertex recording reference (Electrical Geodesics, Inc.). Data were sampled at a rate of 500 per second and were amplified with a .01-Hz highpass filter (time constant $10 s). Trials were edited online for eye blinks and head movements. The remaining trials were segmented into 1400 ms epochs, starting 500 ms before onset of the target word. Segmented data were averaged across trials (within subjects and within condition) and digitally filtered with a 30-Hz lowpass filter. After further channel and subject exclusion, bad (excluded) channels were interpolated. The data were re-referenced to the average of the recording sites, and were baseline corrected (200 ms prior to target stimulus).
ERP component analysis & source localization
Following Dien and Frishkoff (2005) and , ERP data were subjected to a temporal Principal Components Analysis (PCA). Dien's PCA Matlab Toolbox (v 1.093) was used to implement the analysis (Dien, 2004) . After factor extraction and retention (10 factors with eigenvalues >1), we applied Promax rotation (kappa = 4). Three of these factors were outside the time interval of interest (80-700 ms) and were excluded from the analysis. The time course and topography of six of the remaining seven factors are shown in Fig. 7 (factor F550 was omitted from the graphic due to space limitations). Factor scores were averaged over scalp regions of interest (i.e., channels sets) to examine condition effects for each ERP component (see Appendix A for channel groups).
To model the anatomical source activity for each component, we used a minimum-norm least squares solution, as implemented in GeoSource software (Electrical Geodesics, Inc; www.egi.com). The input to the MNLS were PCA factor scores for each component of interest. A finite difference model was specified, based on cortical segmentation of the Montreal Neurologic Institute average MRI. The inverse solution used a local auto-regressive algorithm (LAURA) constraint (Grave de Peralta Menendez et al., 2001). The TSVD regularization (Phillips et al., 2002 ) was set to 10 À3 . The LAURA algorithm incorporates biophysical constraints regarding how rapidly an electrical field decays, such as the inverse of the square of the distance from the source. LAURA uses an autoregressive average to impose this constraint on the nearby points of each given source point. In our analysis, the radius of influence, a parameter that determines what is a nearby solution point, was set to 12.2 mm. For each solution, we focused on the regions of peak source activity.
Results
Behavioral results
We examined RT, accuracy, and confidence scores for lexical decisions to low-frequency, words, ''rare'' words, ''very rare'' words, and orthographically matched pseudowords. These data yielded four behavioral measures:
1. Reaction time (RT for correct responses in each of the four lexical categories); 2. D-prime measures of word-nonword discrimination (where targets are items from three real-word categories, and distracters are orthographically matched pseudowords); 3. Self-rated confidence in meaning (on a scale from 1 to 4) for items rated as real words (i.e., hits and false alarms); and 4. Self-rated confidence in lexicality for items rated as nonwords (i.e., misses and correct rejections).
A 4 (lexicality) Â 3 (skill) mixed ANOVA was performed on each dependent measure. Lexicality (4 levels: low-frequency, rare, and very rare words, and pseudowords) was entered as a withinsubjects variable. The group variable was skill (3 levels: high, medium, and low). Only correct responses (i.e., ''hits'' for real words, and ''correct rejections'' for nonwords) were entered into the RT analysis. Post-hoc comparisons showed that responses to low-frequency words were faster than to all other categories (p < .001 for all comparisons). Responses to rare words tended to be faster than responses to very rare words (mean d 0 = 65.53), but this difference did not reach significance (p = .15). Responses to pseudowords were significantly faster than responses to very rare words (p < .001). The difference in response times for rare words versus pseudowords did not reach significance (mean d 0 = 69.80, p = .08). There was also a main effect of skill: F(2, 33) = 6.72, p = .005, e 2 p ¼ :37. High-skilled readers were faster than medium-skilled readers (p = .023) and low-skilled readers (p = .002). The difference between medium-and low-skilled readers was not significant (p > .3). There was no interaction between lexicality and skill (p > .5).
D-prime scores were computed separately for each participant, and for each real-word stimulus category (low-frequency, rare, and very rare). Mean d-prime values are shown in Fig. 2(B) below. Similar to the RT results, there was a main effect of lexicality: F(2, 33) = 221.42, p < .001, e 2 p ¼ :96. Pairwise comparisons revealed significant differences in the average d-prime score for lowfrequency versus rare words and for rare versus very rare (p < .001 for all comparisons). Subjects were most sensitive to the difference between words versus matched pseudowords for the lowfrequency (familiar) items. The average d-prime score decreased proportionately for the rare and very rare words.
There was also a main effect of skill: F(2, 33) = 5.19, p = .015, e 2 p ¼ :34. In contrast with the RT results, the low-skilled readers were differentiated from the high-and medium-skilled groups. There was no difference in average d-prime scores for mediumand high-skilled readers (p > .2). Hence, while average readers were just as sensitive as highly skilled readers in response to word-nonword differences, the high-skilled group was faster in making lexical decisions than both average and weaker groups. This result was further clarified by an interaction of lexicality by skill, F(4, 66) = 4.12, p = .005. While high-and average-skilled subjects showed robust discrimination of all three lexical categories, low-skilled subjects showed ''floor'' performance on very rare words (failing to distinguish them from pseudowords), and barely distinguished rare words from pseudowords above chance level (that is, d 0 = 0).
Stricter beta criterion for rare words in high-skilled subjects
Analysis of beta scores showed that high-skilled participants were more conservative in their lexical judgments, main effect F (2,31) = 43.73, p < .05, e 2 p ¼ :25. More striking was the interaction between skill level and word type, interaction F (4, 62) = 4.10, p < .01, e 2 p ¼ :21. Post-hoc comparisons showed that the main difference between skill groups was observed for rare (''frontier'') words: high-skilled subjects were two to four times more conservative in their response to rare words, as compared with the average and low-skilled groups (Fig. 3 ).
Recall that rare words and their low-frequency counterparts do not differ along any of the orthographic or phonological dimensions investigated (see Table 2 ). Therefore, the differential response to rare words is likely to reflect differences in word knowledge that are semantically based. Interestingly, whatever the nature of these cues, they resulted in a different task strategy for high-skilled subjects in response to rare versus familiar and novel words.
Self-rated confidence
For the confidence ratings given on ''word'' (''yes'') responses, there was a main effect of lexicality: F(2, 33) = 126.26, p < .001, e 2 p ¼ :81. Polynomial contrasts revealed a linear trend: confidence ratings were higher for more familiar (i.e., low-frequency) words, and lower for words from the rare and very rare categories. Posthoc comparisons further showed that mean confidence ratings for low-frequency words were higher than ratings for all other categories (p < .001), as expected. Similarly, subjects were more confident in endorsing rare versus very rare words, on average (p < .001). Interestingly, confidence ratings for rare words that were correctly recognized (''hits'') did not differ from confidence ratings for pseudowords that were falsely endorsed as words (''false alarms''). Self-rated confidence for ''yes'' (word) responses also showed a main effect of skill, F(2, 33) = 4.63, p < .05, e 2 p ¼ :242. Post-hoc comparisons showed that the subjects in the strong group gave higher confidence ratings than either the average or low groups, which did not differ from one another. There was no interaction of lexicality by skill on this measure.
Confidence ratings for ''no'' (nonword) responses showed a main effect of lexicality: F(3, 93) = 27.84, p < .001, e 2 p ¼ :79. Paired comparisons showed that confidence ratings for pseudowords (correct rejections) were lower than for all the other categories (p < .001 for both comparisons). No other contrasts were significant.
Finally, there was a main effect of skill on confidence ratings for ''no'' trials, F (3, 93) = 9.78, p < .001. Again, high-skilled subjects gave higher confidence ratings than the other two groups.
ERP results
Grand-average ERP waveforms are shown for each of the three skill groups in Figs. 4-6 . To parallel the analysis of effects of channel clusters (see Section 2), we display waveforms averaged over the electrodes in each channel group. See Appendix A for assignment of electrodes to channel groups.
As described in Section 2, the ERP data were decomposed into a set of principal (or ''latent'') components. Fig. 7 summarizes the main patterns in the data, after application of PCA: ERP components are ordered from earliest to latest peak latency. The sequence of brain dynamic activity, as reflected in these scalp measures, closely replicates previous patterns observed in ERP responses to words. For example, P1 and N1 responses are initially seen over occipital cortex (over the back of the head), reflecting early visual processing, and then a sequence of left inferior cortical regions -components N1, N2, and N3 -become active as language-related processes are engaged (e.g., Frishkoff et al., 2004) .
The factor scores (weights) for each principal component were entered into a mixed analysis of variance, with lexicality (4 levels: familiar words, rare hits, rare misses, and nonwords) and hemisphere (2 levels: left versus right) as within-subjects variables. Vocabulary skill (3 levels) was entered as the between-subjects factor. Factors showing significant effects of lexicality are marked with asterisks in Fig. 7 . Interactions of lexicality by skill are marked by '+'.
Left posterior N2c effects
The first effects of lexicality were seen at around 250-270 ms over left posterior temporal sites. As seen in Fig. 7 , this effect was captured by factor F270 (which we term the N2c, following Ritter et al., 1983) . Note that the N2c has a more rostral distribution than the occipital-temporal N1 (factor F200). There was a significant effect of hemisphere, F(1, 31) = 5.27, p < .05. In addition, the threeway interaction of lexicality Â hemisphere Â skill approached significance, F(1, 31) = 5.27, p = .055. Post-hoc comparisons showed a tendency for high-skilled versus average and low-skilled subjects to show greater (more negative) N2c amplitudes over left posterior temporal electrodes for rare hits (i.e., rare words recognized as familiar): high versus low skilled t(22) = À1.88, p = .073, and high-skilled versus average t(21) = À2.07, p = .051. There were no group differences over the right hemisphere (p > .2).
Source localization of the F270 showed distributed activation along the inferior temporal pathway, with particularly strong activity in posterior ventral and medial temporal regions (Fig. 8) . Consistent with the scalp topography, temporal activations are stronger in the left hemisphere.
Left anterior ''N3'' effects
An F350 factor (cf. Dien et al., 2003) showed a main effect of lexicality, F(3, 93) = 5.52, p = .001 over left frontal electrodes. As shown in Fig. 7 , low-frequency words elicited less negative responses over this region. As for factor F270, activation is strongest along the left ventral stream, though the focus of activation for the N3 is more rostral (anterior IT and temporal pole). . Grand-averaged ERP waveforms for high-skilled subjects (n = 13). Scale, AE4 mV. Averaged over channel groups (Appendix A). Thick black line, low-frequency words (hits).
Thin black line, rare words (hits); thin grey line, rare words (misses). Thick grey line, pseudowords (correct rejections). Fig. 5 . Grand-averaged ERP waveforms for average-skilled subjects (n = 10). Scale, AE4 mV. Averaged over channel groups (Appendix A). Thick black line, low-frequency words (hits). Thin black line, rare words (hits); thin grey line, rare words (misses). Thick grey line, pseudowords (correct rejections). Fig. 6 . Grand-averaged ERP waveforms for low-skilled subjects (n = 11). Scale, AE4 mV. Averaged over channel groups (Appendix A). Thick black line, low-frequency words (hits).
Thin black line, rare words (hits); thin grey line, rare words (misses). Thick grey line, pseudowords (correct rejections). 
Medial frontal ''MFN'' effects
A short time later, a component peaking at $400 ms (the F400 or ''MFN'' factor; cf. Frishkoff, 2007 , submitted for publication) shows an effect of lexicality over medial frontal areas, F(3, 33) = 13.12, p < .001. There was a strong linear trend, with less familiar stimuli evoking a greater negativity over this region.
Centroparietal ''P3b'' effects
A later component (the F550 or ''P600'' factor) also showed an effect of lexicality, but only over the left hemisphere, lexicality Â hemisphere, F(3, 93) = 9.04, p < .001. The response to familiar words was significantly more positive over this area of the scalp, compared with all other conditions.
Late posterior temporal effects
Finally, factor F650, showed an interaction between lexicality and skill that was reminiscent of the pattern for the N2c (F270): F(3,93) = 2.16, p = .05. Fig. 9 shows an anterior inferior temporal focus that is stronger in the left hemisphere. As shown in Fig. 9 , only high-skilled subjects showed a robust differentiation between words from the familiar (low-frequency) and rare categories over posterior temporal areas.
Discussion
In this experiment, we examined behavioral and ERP responses to words that vary in frequency and familiarity. Because we were particularly interested in ''partial word knowledge,'' we selected items that occupy the lowest end of the frequency spectrum: lowfrequency words, rare (''frontier'') words, and very rare words, which are likely to be experienced as novel even to collegeeducated adults. These lexicality groups were carefully matched for orthographic (and some phonological) properties. Further, because word knowledge is likely to vary as a function of vocabulary and reading skills, we classified participants into vocabulary skill groups to examine interactions of lexicality and skill.
As predicted, participants with strong vocabulary skills showed greater fluency (faster response times) and higher accuracy on the word-nonword discrimination task. High-skilled subjects also expressed higher confidence in rating their familiarity with the meanings of words. Interestingly, analysis of beta scores indicated that the high-skilled subjects adopted a more conservative strategy, specifically in response to rare (''frontier'') words, as opposed to the low-frequency and very rare words.
In addition to these behavioral outcomes, several ERP measures of brain activity showed effects of lexicality, consistent with the complexity of word semantic processing (Hill et al., 2002; Frishkoff et al., 2004; Frishkoff, 2007 , submitted for publication). Most interesting was an ERP interaction effect over left temporal regions, which approached significance at 270 ms and reached significance at 640 ms: High-skilled subjects showed a specific and unique enhanced activation of left ventral temporal cortex in response to rare (''frontier'') words in both time windows. These skill group differences may be related to behavioral effects strategy differences that were indicated by the beta-score analysis results. 
Early, mid-latency, and late ERP effects of lexicality
The earliest reliable effects of lexicality were seen over anterior ventral temporal regions (''N3'' effect, $350 ms). The timing and spatial distribution of this effect are similar to MEG effects described in Marinkovic et al. (2003) , with increased activation for repeated versus novel words over ventral temporal areas $250 ms in the visual modality.
While early effects of lexicality (<400 ms) are seen over the left hemisphere, later effects were seen over more medial areas of the scalp, suggesting recruitment of areas that may not be languagespecific. Two ERP components, a medial frontal MFN/fN400 and a later parietal ''P600'' component, which have previously been linked to learning and memory processes, also showed effects of lexicality. These findings suggest an important interplay between left-hemisphere processes in word comprehension and general mechanisms of familiarity and recognition memory (cf. Curran, 2000) . An important question is whether measures of familiarity, such as the MFN/fN400, reflect an automatic, unconscious response to words that have been previously seen, or whether this system is specifically sensitive to semantic memory.
At $650 ms, there was an N2 interaction between lexicality and skill over left inferior temporal areas. High-skilled subjects, but not average or low-skilled subjects, showed a robust differentiation between familiar and less familiar words over this region. Interestingly, rare words that were recognized (''hits'') were not differentiated from rare words that failed to be recognized (''misses''), even for the high-skilled subjects. Thus, although the effect is quite late (i.e., >500 ms), it appears to reflect a process that is not linked to response accuracy. It is possible that later components (perhaps closer to $1000 ms) would differentiate rare words that were correctly recognized versus missed words. Given the mean reaction time for this task, which was much longer than in a typical lexical decision task -likely reflecting the rarity of many of the items, and the close match between words and pseudowords -it seems plausible that later components could reveal such an effect. The interaction between language-specific skills and processes and domain-general processes in learning and memory will be an important topic for future research.
Implications for individual differences in lexical quality
Word knowledge is complex, comprising multiple levels of linguistic representation, including phonological, semantic, syntactic, and -in written language -orthographic codes. On the one hand, these codes are clearly separable, leading some theories to propose distinct pathways for lexical access in reading (e.g., Coltheart et al., 2001 ). On the other hand, there is considerable ''cross-talk'' between levels of processing (Pugh et al., 2000) . Indeed, the Lexical Quality Hypothesis proposes that one important difference between skilled and less-skilled readers may involve the degree to which there is efficient integration across levels of linguistic representation (Perfetti and Hart, 2001) .
Previous results from Perfetti and Hart (2001, 2002) suggest that less-skilled comprehenders lack sufficient experience in reading to have developed the necessary links between formbased and semantic skills that can help to establish new formmeaning relationships. The present results add to this prior work by demonstrating that subjects with strong vocabulary skills may respond in a qualitatively different way to words that are partially known (''frontier'' words): specifically, they appear less likely to endorse these items as real words, as indicated by their relatively high beta scores for rare word stimuli, relative to the other lexical categories. The explanation for this pattern is not yet clear, but it points to a greater sensitivity to items that are likely to be familiar in form, but not in meaning.
Further clues to the nature of this effect may be found in behavioral and ERP studies of word learning. Perfetti et al. (2005) recorded ERPs immediately after training participants to associate rare words (such as ''gloaming'') with their meaning (''twilight''). These newly learned words evoked an increased left temporal negativity at around 150-200 ms, relative to words that were either familiar or novel (rare, untrained words). The authors interpret this early negativity as an index of sublexical (orthographic) processing and note that this same effect of word training was observed in subjects with high and low reading comprehension skills. By contrast, skilled readers showed a larger increase in the P600 (P3b) effect to trained versus untrained words, as compared with less-skilled readers. This could reflect a greater ''episodic memory trace,'' which could be related to the more successful word learning in the skilled group.
More recently, Frishkoff and Perfetti (in preparation) examined ERP markers of word learning in a task that was designed to separate effects of episodic memory (i.e., the presentation of words during training) and successful word learning. In this task, very rare words (such as ''nutant'') were presented in sentence contexts that either provided strong clues to the meaning of the word (highconstraint contexts), or not (low-constraint contexts). ERPs to recently trained words exhibited an increased left temporal negativity, peaking around 270-300 ms. Importantly, however, this effect was stronger for the high-constraint condition. This points to an effect that is probably not sublexical; nor is it likely to reflect episodic memory per se, since trained words occurred equally often in the high-and low-constraint conditions. Rather, this effect may reflect early lexical semantic processing, or formto-meaning links. The timing and topography are consistent with either the left postero-temporal ''N2c'' or the anterior ''N3'' effect seen in the present study. It would be interesting to see whether skill differences similar to the ones observed in this study manifest during word learning for this left temporal component.
Implications for theories of semantic processing
Theoretically, it is of interest to know whether words that are partially known activate the same neurocognitive processes as words that are more familiar. Qualitative differences between word semantic representations could arise because stages of word learning are associated with distinct ''levels,'' or dimensions, of meaning -such as concrete versus abstract (Paivio et al., 1988) , thematic versus categorical (Ince and Christman, 2002) , or global versus local semantic features (Tucker et al., 2008) . Elsewhere, we have theorized that certain core semantic features (e.g., Good/Bad and Strong/Weak) may be aligned with a basic or ''primitive'' form of meaning representation, one that is rooted in more ancient brain mechanisms (e.g., orbitofrontal and cingulate cortex, rather than ''neocortex''). The more articulated (dictionary) sense of a word may be represented by more superficial (and recently evolved) brain areas commonly implicated in language, e.g., left temporal cortex (Tucker et al., 2008) . If correct, this would suggest that vague familiarity with word meaning -e.g., knowing that invidious has a bad connotation -may be associated with different patterns of brain activity as compared with detailed knowledge of word meanings. This would suggest that partial knowledge of word meanings represents a qualitatively different level of semantic knowledge, as compared with rich semantic representations that have formed after many encounters with a word in different contexts. Given this variability, an interesting question is whether particular dimensions of meaning are more readily acquired early in learning (e.g., concrete versus abstract, or global versus local semantic features), leading to systematic differences in the nature of representations for words that are partially known versus novel or more familiar words.
Conclusion
In conclusion, we describe evidence for qualitative differences in processing words that are partially known (''frontier words''), versus words that are well-known (low-frequency) or completely novel (extremely rare). These differences were unique to subjects with strong vocabulary skills. A d 0 /beta analysis of word-nonword discrimination was consistent with a different strategy in processing frontier words in the high-skilled group. Moreover, high-skilled, but not average or low-skilled, participants showed a trend towards enhanced inferior temporal ''N2'' effects, and the same pattern of effects was observed over left inferior temporal sites again at $650 ms. Source localization pointed to generators in left inferior temporal regions. We speculate that the posterior temporal effects reflect enhanced attention to word form, which is elicited by top-down processing, due to feedback from frontal to temporal regions. This proposal will need to be tested in future studies. Conjugal 
