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Abstract
An additive white Gaussian noise energy-harvesting channel with an infinite-sized battery is considered. The
energy arrival process is modeled as a sequence of independent and identically distributed random variables. The
channel capacity 1
2
log(1 + P ) is achievable by the so-called best-effort and save-and-transmit schemes where P
denotes the battery recharge rate. This paper analyzes the save-and-transmit scheme whose transmit power is strictly
less than P and the best-effort scheme as a special case of save-and-transmit without a saving phase. In the finite
blocklength regime, we obtain new non-asymptotic achievable rates for these schemes that approach the capacity
with gaps vanishing at rates proportional to 1/
√
n and
√
(logn)/n respectively where n denotes the blocklength.
The proof technique involves analyzing the escape probability of a Markov process. When P is sufficiently large, we
show that allowing the transmit power to back off from P can improve the performance for save-and-transmit. The
results are extended to a block energy arrival model where the length of each energy block L grows sublinearly in
n. We show that the save-and-transmit and best-effort schemes achieve coding rates that approach the capacity with
gaps vanishing at rates proportional to
√
L/n and
√
max{logn,L}/n respectively.
I. INTRODUCTION
In this paper, we consider communication over an energy-harvesting (EH) channel which has an input alphabet X ,
an output alphabet Y and an infinite-sized battery that stores energy harvested from the environment. The channel
law of the EH channel is characterized by a conditional distribution qY |X where X ∈ X and Y ∈ Y denote the
channel input and output respectively. A source node wants to transmit a message to a destination node through
the EH channel. Let c : X → [0,∞) be a cost function associated with the EH channel, where c(x) represents the
amount of energy used for transmitting x ∈ X . At each discrete time k ∈ {1, 2, . . .}, a random amount of energy
Ek arrives at the battery buffer and the source transmits a symbol Xk ∈ X such that
k∑
i=1
c(Xi) ≤
k∑
i=1
Ei almost surely. (1)
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2This implies that the total harvested energy
∑k
i=1Ei must be no smaller than the “energy” of the codeword∑k
i=1 c(Xi) at every discrete time k for transmission to take place successfully. The destination receives Yk from
the channel output in time slot k for each k ∈ {1, 2, . . .}, where (Xk, Yk) is distributed according to the channel
law such that pYk|Xk(yk|xk) = qY |X(yk|xk) for all (xk, yk) ∈ X ×Y . We assume that {Ei}∞i=1 are independent and
identically distributed (i.i.d.), where E1 is a non-negative random variable. To simplify notation, we write E , E1
if there is no ambiguity. Throughout the paper, we let P , E[E], the expected value of E, denote the battery
recharge rate, and we assume that E[E2] <∞. All results presented in this paper depend on the random variable E
only through its first and second moments rather than its distribution.
This paper focuses on the additive white Gaussian noise (AWGN) model where X = Y = R, qY |X(y|x) ≡
1√
2pi
e−
(y−x)2
2 and c(x) ≡ x2. Under the AWGN model, the received symbol at time k can be expressed as
Yk = Xk + Zk (2)
for each time k where Zk is a standard normal random variable which is independent of Xk and the random
variables {Zk}∞k=1 are independent. Reference [1] has shown that the capacity of this channel is 12 log(1 + P ) and
proposed two capacity-achieving schemes, namely save-and-transmit and best-effort.
The save-and-transmit scheme consists of an initial saving phase and a subsequent transmission phase. The
transmitter remains silent in the saving phase so that energy accumulates in the battery. In the transmission phase,
the transmitter sends the symbols of a random Gaussian codeword with variance P − ν as long as the battery has
sufficient energy where ν ∈ [0, P ) denotes some small offset from P .
The best-effort scheme has a simpler design than the save-and-transmit scheme as it does not have an initial
saving phase. As long as the transmitter has sufficient energy to output the symbols of a random Gaussian codeword
with variance P − ν for some ν ∈ [0, P ), information gets transmitted.
Following reference [1], a number of non-asymptotic achievable rates for the save-and-transmit scheme have been
presented in references [2]–[4]. By contrast, no non-asymptotic achievable rate exists for the best-effort scheme
except for a special discrete memoryless EH channel with infinite battery studied in [5] and a special discrete
memoryless EH channel with no battery studied in [6]. A main goal of this paper is to provide a non-asymptotic
achievable rate for save-and-transmit with a saving phase of arbitrary length, which will immediately imply a
non-asymptotic achievable rate for best-effort.
Note that the results in this paper cease to hold if the size of the battery is finite. The channel capacity for the
finite battery case is the subject of recent interests, see [7]–[9].
A. Related Work
The channel capacity of the AWGN EH channel was characterized in [1], which showed that the capacity of the
AWGN channel with an infinite-sized battery subject to EH constraints is equal to the capacity of the same channel
under an average power constraint where the average power equals the average recharge rate of the battery. In
particular, save-and-transmit [1, Sec. IV] and best-effort [1, Sec. V] were proposed as capacity-achieving strategies.
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3For a fixed tolerable error probability ε, reference. [2] has performed a finite blocklength analysis of save-
and-transmit proposed in [1] and obtained a non-asymptotic achievable rate for the AWGN EH channel. The first-,
second- and third-order terms of the non-asymptotic achievable rate presented in [2, Th. 1] are equal to the capacity,
−O
(√
logn
n
)
and −O
(√
2+ε
nε
)
respectively where the big-O notation is used for a positive term which involves
the blocklength n and which approaches zero at a rate no slower than the argument of the notation as n approaches
infinity. The formal definition of the big-O notation can be found in Section I-D. Subsequently, reference [3] has
refined the analysis in [2] and improved the second-order term to −O(1/√nε). Reference [4] has further improved
the second-order term to sup
ε1≥0,ε2≥0,
ε1+ε2=ε
−O
(√
log(1/ε2)
n
)
+
√
P
n(P+1) Φ
−1(ε1) if ε ∈ (0, 1/2) where Φ(·) denotes the
cumulative density function (cdf) of the standard normal random variable. All the second-order terms obtained by
the above studies and the current study are inferior (more negative) to the following second-order term corresponding
to the non-EH AWGN channel where all energy is available to the transmitter at the onset and (1) is replaced with
the conventional power constraint P{ 1n
∑n
k=1X
2
k ≤ nP} = 1 [10, Th. 54]:
√
P (P+2)
2n(P+1)2 Φ
−1(ε).
For the block energy arrival model where the length of each energy block L grows sublinearly in n [4,11,12],
reference [4] has proved that save-and-transmit achieves the second-order term −O
(√
log(1/ε)L
n
)
if ε ∈ (0, 1/2).
In addition, a non-asymptotic upper bound
√
2P 2+E[E2]
2(P+1) Φ
−1(ε) ×
√
L
n on the second-order term has been proved
in [4] for a general coding scheme, implying that save-and-transmit achieves the optimal second-order scaling
−O(√L/n) if ε ∈ (0, 1/2).
B. Main Contributions
In this paper, we analyze a save-and-transmit scheme with a saving phase of arbitrary length (including zero,
which corresponds to the best-effort scheme) and derive a non-asymptotic achievable rate. The derivation involves
designing the transmit power to be strictly less than the battery recharge rate P (unlike the design in [2,4] which sets
the transmit power equal to P ) so that we can effectively bound the number of mismatched positions between the
desired transmitted codeword and the actual transmitted codeword subject to a fixed blocklength. The aforementioned
non-asymptotic achievable rate is extended to the block energy arrival model where the length of each energy block L
grows sublinearly in n [4,11,12]. Our analyzed best-effort and save-and-transmit achieve the second-order scalings
−O
(√
max{logn,L}
n
)
and −O(√L/n) respectively. If ε ∈ (0, 1/2), the second-order term for a general coding
scheme has been proved to be bounded above by −O(√L/n) as explained in the previous subsection, which implies
that both analyzed schemes achieve the optimal second-order scaling −O(√L/n) if L grows faster than log n.
In order to compare our results with the existing ones, we focus on the i.i.d. energy arrival case (i.e., L = 1) in the
remainder of this subsection. This work provides the first finite blocklength analysis of the best-effort scheme for the
AWGN EH channel and presents a non-asymptotic achievable rate. It shows that the first- and second-order terms
of the asymptotic achievable rate are equal to the capacity and −O
(√
log(1/ε) logn
n
)
respectively. This second-order
scaling −O
(√
log(1/ε) logn
n
)
significantly improves the state-of-the-art result in [1] which did not derive a bound
on the vanishing rate for the second-order term. In addition, this work obtains a new non-asymptotic achievable
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4rate for save-and-transmit which outperforms the state-of-the-art result for save-and-transmit with transmit power
equal to P [4, Th. 1].
C. Paper Outline
This paper is organized as follows. The notation of this paper is presented in the next subsection. Section II presents
the model of the AWGN EH channel. Section III describes the save-and-transmit scheme, states the corresponding
preliminary results, and presents the main result — a new non-asymptotic achievable rate for save-and-transmit with
a saving phase of arbitrary length. A non-asymptotic achievable rate for best-effort is then obtained by setting the
length of the saving phase to be zero. Section IV generalizes the non-asymptotic results in Section III to the block
energy arrival model. Section V presents the proof of the new non-asymptotic achievable rate for save-and-transmit
for the block energy arrival model which subsumes the proof for the i.i.d. energy arrival model. Section VI contains
numerical results which demonstrate the performance advantage of allowing the transmit power for a save-and-
transmit to back off from the battery recharge rate in the high battery recharge rate regime for both i.i.d. and block
energy arrivals. Section VII concludes the paper.
D. Notation
We use O(·), Θ(·), ω(·) and o(·) to denote standard asymptotic Bachmann-Landau notations that involve the
blocklength variable n except our convention that they must be positive. Therefore, we have lim sup
n→∞
O(·)
n < ∞,
0 < lim inf
n→∞
Θ(·)
n ≤ lim sup
n→∞
Θ(·)
n < ∞, lim sup
n→∞
ω(·)
n = ∞, and limn→∞
o(·)
n = 0. The sets of natural numbers, real
numbers and non-negative real numbers are denoted by N, R and R+ respectively. All logarithms are taken to
base e throughout the paper.
We use P{E} to represent the probability of an event E , and we let 1{E} be the indicator function of E . Random
variables are denoted by capital letters (e.g., X), and the realization and the alphabet of a random variable are denoted
by the corresponding small letter (e.g., x) and calligraphic font (e.g., X ) respectively. We use Xn to denote a random
tuple (X1, X2, . . . , Xn), where all of the elements Xk have the same alphabet X . We let pX and pY |X denote
the probability distribution of X and the conditional probability distribution of Y given X respectively for random
variables X and Y . We let pXpY |X denote the joint distribution of (X,Y ), i.e., pXpY |X(x, y) = pX(x)pY |X(y|x)
for all x and y. For random variable X ∼ pX and any real-valued function g whose domain includes X , we let
PpX{g(X) ≥ ξ} denote
∫
X pX(x)1{g(x) ≥ ξ} dx for any real constant ξ. For any function f whose domain
contains X , we use EpX [f(X)] to denote the expectation of f(X) where X is distributed according to pX . For
simplicity, we omit the subscript of a notation when there is no ambiguity. The Euclidean norm of a tuple aL ∈ RL
is denoted by ‖aL‖ def=
√∑L
`=1 a
2
` . The distribution of a Gaussian random variable Z whose mean and variance
are µ and σ2 respectively is denoted by N (z;µ, σ2) , 1√
2piσ2
e−
(z−µ)2
2σ2 .
II. THE AWGN EH CHANNEL
A. Problem Formulation
The AWGN EH channel, as illustrated in Figure 1, consists of one transmitter and one receiver. Energy harvesting
and communication occur in n time slots, i.e., channel uses. In each time slot, a random amount of energy E with
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5ଵܻ ଶܻ… �ܻ
transmitter AWGN receiver
�ଵ�ଶ…��
ଵܺܺଶ…ܺ�ܹ  ܹ
Fig. 1. The AWGN EH channel
alphabet R+ is harvested where
0 < P = E[E] and E[E2] <∞. (3)
The energy-harvesting process is characterized by n independent copies of E denoted by E1, E2, . . . , En. Prior to
communication, the transmitter chooses a message W . For each k ∈ {1, 2, . . . , n}, the transmitter consumes X2k
units of energy to transmit Xk ∈ R based on (W,Ek) and the receiver observes Yk ∈ R in time slot k. The energy
state information Ek is known by the transmitter at time k before encoding Xk, but the receiver has no access
to Ek. For each k ∈ {1, 2, . . . , n}, we have:
(i) Ek and (W,Ek−1, Xk−1, Y k−1) are independent, i.e.,
pW,Ek,Xk−1,Y k−1 = pEkpW,Ek−1,Xk−1,Y k−1 . (4)
(ii) For w ∈ W and every en ∈ Rn+, a transmitted codeword Xn should satisfy
P
{
k∑
i=1
X2i ≤
k∑
i=1
ei
∣∣∣∣∣ W = w,En = en
}
= 1 (5)
for each k ∈ {1, 2, . . . , n}.
After the n time slots, the receiver declares Wˆ to be the transmitted W based on Y n.
B. Standard Definitions
Formally, we define a code as follows:
Definition 1: An (n,M)-code consists of the following:
1) A message set W , {1, 2, . . . ,M}, where W is uniform on W .
2) A sequence of encoding functions fk : W × Rk+ → R for each k ∈ {1, 2, . . . , n}, where fk is used by the
transmitter at time slot k for encoding Xk according to Xk = fk(W,Ek).
3) A decoding function ϕ : Rn →W for decoding W at the receiver, i.e., Wˆ = ϕ(Y n).
If the sequence of encoding functions fi satisfies (5), the code is also called an (n,M)-EH code.
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6If an (n,M)-code does not satisfy the EH constraints (5) during the encoding process (i.e., Xn is a function
of W alone), then the (n,M)-EH code can be viewed as an (n,M)-code for the usual AWGN channel without
any cost constraint [13,14]. The following definition is a formal statement of the channel law (2).
Definition 2: The AWGN EH channel is characterized by a conditional probability distribution qY |X(y|x) ,
N (y;x, 1) such that the following holds for any (n,M)-code: For each k ∈ {1, 2, . . . , n},
pW,Ek,Xk,Y k = pW,Ek,Xk,Y k−1pYk|Xk
where
pYk|Xk(yk|xk) = qY |X(yk|xk) =
1√
2pi
e−
(yk−xk)2
2
for all xk ∈ X and yk ∈ Y .
For any (n,M)-code defined on the AWGN EH channel, let pW,En,Xn,Y n,Wˆ be the joint distribution induced
by the code. We can factorize pW,En,Xn,Y n,Wˆ as
pW,En,Xn,Y n,Wˆ = pW
(
n∏
k=1
pEkpXk|W,EkpYk|Xk
)
pWˆ |Y n , (6)
which follows from the i.i.d. assumption of the EH process En in (4), the fact that Xi is a function of (W,Ei)
(cf. Definition 1) and the memoryless property of the channel qY |X described in Definition 2.
Definition 3: For an (n,M)-code defined on the AWGN EH channel, we can calculate according to (6) the average
probability of decoding error defined as P
{
Wˆ 6= W}. We call an (n,M)-EH code with average probability of
decoding error no larger than ε an (n,M, ε)-EH code.
Definition 4: Let ε ∈ (0, 1) be a real number. A rate R is said to be ε-achievable for the EH channel if there
exists a sequence of (n,Mn, ε)-EH codes such that
lim inf
n→∞
1
n
logMn ≥ R.
Definition 5: The ε-capacity of the AWGN EH channel, denoted by Cε, is defined to be Cε , sup{R :
R is ε-achievable for the EH channel}. The capacity of the AWGN EH channel is C , infε>0 Cε.
Define the capacity function
C(x) , 1
2
log(1 + x)
for all x ≥ 0. It was shown in [1, Sec. III] (see also [2, Remark 1]) that
Cε = C = C(P )
for all ε ∈ (0, 1) where P = E[E] can be interpreted as the signal-to-noise ratio (SNR) of the AWGN EH channel.
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7III. AN ACHIEVABLE RATE FOR SAVE-AND-TRANSMIT
This section will present a non-asymptotic achievable rate for save-and-transmit. To this end, we first formally
describe save-and-transmit in the following subsection.
A. Save-and-Transmit Scheme
Fix a blocklength n. Choose a positive real number S < P = E[E] that may depend on n and let
pX(x) ≡ N (x; 0, S) (7)
such that S = EpX [X2]. The codebook consists of M mutually independent random codewords, which are
constructed as follows. For each message w ∈ W , a length-n codeword Xn(w) , (X1(w), X2(w), . . . Xn(w))
consisting of n i.i.d. symbols is constructed where X1(w) ∼ pX . In other words, the codebook consists of M i.i.d.
Gaussian codewords where each codeword consists of n i.i.d. Gaussian random variables and has average power S.
Suppose W = w and En = en, i.e., the transmitter chooses message w ∈ W and the realization of En is en ∈ Rn+.
Then, the transmitter uses the following save-and-transmit (n,M)-EH code with encoding functions {fk}nk=1 and
decoding function ϕ. The save-and-transmit code consists of an initial saving phase and a subsequent transmission
phase. Define m to be the number of time slots in the initial saving phase during which energy is harvested but
not consumed and no information is conveyed. Define f1, f2, . . . , fn in a recursive manner where
fk(w, e
k) ,

Xk(w) if k > m and
(
Xk(w)
)2 ≤ ek + k−1∑
i=1
(
ei −
(
fi(w, e
i)
)2)
,
0 otherwise.
(8)
For each k ∈ {1, 2, . . . , n}, let X˜k(W ) , fk(W,Ek) be the symbol transmitted at time k. By construction,
P
{
k∑
i=1
(
X˜i(w)
)2 ≤ k∑
i=1
ei
∣∣∣∣∣W = w,En = en
}
= 1
for each k ∈ {1, 2, . . . , n}. Upon receiving Y˜ n(W ) , (Y˜1(W ), Y˜2(W ), . . . , Y˜n(W )) where Y˜k(W ) is generated
according to
P{Y˜k(W ) = b | X˜k(W ) = a} ≡ qY |X(b|a), (9)
the receiver declares that ϕ(Y˜ n(W )) = j if j is the unique integer in W that satisfies
n∑
k=m+1
log
qY |X(Y˜k(W )|Xk(j))
pY (Y˜k(W ))
≥ log ξ,
where pY is the marginal distribution of pXqY |X and log ξ is an arbitrary threshold to be carefully chosen later
(cf. (60)). Otherwise, the receiver chooses ϕ(Y˜ n(W )) ∈ W according to the uniform distribution. The decoding is
successful if j = W .
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8B. Preliminaries
An important quantity that determines the performance of the save-and-transmit (n,M)-EH code is
Q(n)(w) ,
{
k ∈ {m+ 1,m+ 2, . . . , n}
∣∣∣X˜k(w) 6= Xk(w)} , (10)
which is a random set that specifies the mismatched positions between X˜n(w) and Xn(w) during the transmission
phase when the chosen message W equals w. The following lemma presents an upper bound on the probability of
seeing more than γ + 1 mismatched positions in the transmission phase. The proof, which is based on analyzing
the escape probability of a Markov process, is provided in Appendix A.
Lemma 1: Fix any n and any ρ ∈ (0, 1) such that
√
42ρ
21
<
√
1− ρ
2
, (11)
and fix a save-and-transmit (n,M)-EH code with a length-m saving phase where
S , (1− ρ)P. (12)
Define
α , 2ρP
E[E2] + 3S2
(13)
and
β , α
1 + 63αS
. (14)
For any γ ∈ R+, we have
P
{
|Q(n)(w)| ≥ γ + 1
∣∣∣W = w} ≤ e−(m+γ)(Pβ+α2E[E2]2 ) (15)
for each w ∈ W .
Remark 1: In the proof of Lemma 1 which is readily seen in Appendix A by setting L = 1, Xˆi = Xi and Eˆi = Ei,
an important step is analyzing the escape probability (65) of the Markov process
{∑m
i=1Ei +
∑m+k
i=m+1
(
Ei −X2i
)}τ
k=1
where τ is the stopping time when the value of the Markov process hits any negative number a < 0.
The following lemma [15] is standard for proving achievability results in the finite blocklength regime and its
proof can be found in [16, Th. 3.8.1].
Lemma 2 (Implied by Shannon’s bound [15, Th. 1]): Let pXn,Y n be the probability distribution of a pair of
random variables (Xn, Y n). Suppose (Xn(1), Y n(1)) ∼ pXn,Y n , and suppose Xn(2) has the same distribution as
Xn(1) and is independent of Y n(1). Then for each δ > 0 and each M ∈ N, we have
P
{
log
pY n|Xn(Y n(1)|Xn(2))
pY n(Y n(1))
> logM + δ
}
≤ e
−δ
M
.
The following lemma is a modification of the Shannon’s bound stated in the previous lemma, and its proof is
provided in Appendix B.
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9Lemma 3: Suppose we are given a save-and-transmit (n,M)-EH code with a length-m saving phase as described
in Section III-A. Then for each γ ≥ 0, each δ > 0 and each M ∈ N, we have
P
{{
n∑
k=m+1
log
pYk|Xk(Y˜k(1)|Xk(2))
pYk(Y˜k(1))
> logM + δ
}
∩
{
|Q(n)(1)| < γ + 1
}∣∣∣∣∣W = 1
}
≤ 2e
−δ
M
× ((n−m)√S + 1)γ+1.
C. A Non-Asymptotic Achievable Rate for Save-and-Transmit
The following theorem is the main result of this paper. The proof relies on Lemma 1 and Lemma 3, and it will
be presented in Section V.
Theorem 1: Fix an ε ∈ (0, 1), fix a natural number n, fix a non-negative integer m < n, and fix a ρ ∈ (0, 1) such
that (11) holds. Let nm , n−m. Define S, α and β as in (12), (13) and (14) respectively. Let pX = N (x; 0, S)
and let pY = N (y; 0, S + 1) be the marginal distribution of pXqY |X , and let σ2 and T denote the variance and
the third absolute moment of log qY |X(Y |X)pY (Y ) respectively. For any ε1 > 0 and ε2 > 0 such that ε1 + ε2 = ε, if n
and m satisfy
ε1 − T
σ3
√
nm
− 4√
nm
> 0,
then there exists a save-and-transmit (n,M)-EH code with a length-m saving phase which satisfies
logM ≥ nm
2
log(1 + S) +
√
nmσ2 Φ
−1
(
ε1 − T
σ3
√
nm
− 4√
nm
)
−
(
2S log 2 +
1
2
log(1 + S) + (8S + 1) log nm
)
(γ(ε2) + 1)− log√nm − 1
and
P
{
ϕ
(
Y˜ n(W )
) 6= W} ≤ ε
where
γ(ε2) , max
{
log 1ε2
Pβ + α
2E[E2]
2
−m, 0
}
.
In particular, the probability of seeing more than γ(ε2) + 1 mismatch events can be bounded as
P
{|Q(n)(W )| ≥ γ(ε2) + 1} ≤ ε2.
The following corollary is a direct consequence of Theorem 1, and it states a non-asymptotic rate for the save-and-
transmit scheme whose second-order term scales as −O
(
1√
n
)
. The proof of Corollary 4 is provided in Appendix C.
Corollary 4: Fix an ε ∈ (0, 1/2), and fix any ε1 > 0 and ε2 > 0 such that ε1 + ε2 = ε. There exists a constant
κ > 0 which does not depend on n such that for all sufficiently large n, we can construct a save-and-transmit
January 15, 2019 DRAFT
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(n,M, ε)-EH code which satisfies
1
n
logM ≥ 1
2
log(1 + P )−
√
(E[E2] + 3P 2) log(1 + P ) log 1ε2
2nP (P + 1)
+
√
P
(P + 1)n
Φ−1(ε1)− κ
n3/4
, (16)
with ρ being defined as
ρ ,
√
(P + 1)(E[E2] + 3P 2) log(1 + P ) log 1ε2
P
√
2nP
= Θ
(
1√
n
)
,
the average transmit power S being defined as in (12), α and β being defined as in (13) and (14) respectively, and
the length of saving phase m being defined as
m ,
⌈
log 1ε2
Pβ + α
2E[E2]
2
⌉
= Θ
(√
n
)
In particular, the probability of seeing a mismatch event in the transmission phase can be bounded as
P
{
n⋃
k=m+1
{
k∑
i=1
Ei <
k∑
i=m+1
X2i
}}
≤ ε2
where each term in the union characterizes the event that the accumulated energy collected during the first k time
slots is insufficient to output the desired codeword symbols from time m + 1 to time k during the transmission
phase.
Remark 2: The parameters ρ and m in Corollary 4 have been carefully chosen to achieve the second-order
scaling −O(1/√n), where the scaling is optimal [4, Th. 1]. Fix any ε ∈ (0, 1/2). The best existing lower bound
on the second-order term of 1n logM was derived in [4, Th. 1], which states that there exists a save-and-transmit
(n,M, ε)-EH code that satisfies
lim inf
n→∞
1√
n
(
logM − n
2
log(1 + P )
)
≥ − log(1 + P )
2P
√
(E[E2] + P 2) log
1
ε2
+
√
P
P + 1
Φ−1(ε1) (17)
for any ε1 > 0 and ε2 > 0 such that ε1 +ε2 = ε. The save-and-transmit scheme investigated in [4] is similar to that
described in Section III-A except that S = E[E] = P is assumed in [4] while S < E[E] = P is assumed in this
work. Note that the second-order term of the best existing lower bound as stated on the right-hand side (RHS) of (17)
decays as − 12 log(1+P )
√
(1 + E[E
2]
P 2 ) log
1
ε2
+Φ−1(ε1) as P tends to∞. On the other hand, it follows from (16) in
Corollary 4 that the second-order term of our lower bound decays as −
√
1
2 (3 +
E[E2]
P 2 ) log(1 + P ) log
1
ε2
+Φ−1(ε1)
as P tends to ∞. Consequently, the second-order term achievable by the save-and-transmit scheme guaranteed by
Corollary 4 is strictly larger (less negative) than the best existing bound for all sufficiently large P > 0. In other
words, letting S be strictly less than instead of equal to P achieves a higher rate in the high SNR regime.
D. A Non-Asymptotic Achievable Rate for Best-Effort
We call a save-and-transmit scheme a best-effort scheme if the length of saving phase equals zero, i.e., m = 0.
By setting m = 0, Theorem 1 reduces to the following corollary, which states that the best-effort scheme achieves
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a non-asymptotic rate whose second-order term scales as −O
(√
logn
n
)
. The proof of Corollary 5 is provided in
Appendix D.
Corollary 5: Fix an ε ∈ (0, 1/2), and fix any ε1 > 0 and ε2 > 0 such that ε1 + ε2 = ε. Define
λ1 , 2P log 2 +
1
2
log(1 + P ) (18)
and
λ2 , 8P + 1. (19)
There exists a constant κ > 0 which does not depend on n such that for all sufficiently large n, we can construct
a best-effort (n,M, ε)-EH code with
ρ ,
√
(λ1 + λ2 log n)(P + 1)(E[E2] + 3P 2) log 1ε2
P 3/2
× 1√
n
= Θ
(√
log n
n
)
and
S = P (1− ρ) = P −Θ
(√
log n
n
)
which satisfies
1
n
logM ≥ 1
2
log(1 + P )−
√
(λ1 + λ2 log n)(E[E2] + 3P 2) log 1ε2
P (P + 1)
× 1√
n
−
√
P
(P + 1)n
Φ−1(ε1)− κ log n
n
.
(20)
In particular, the probability of seeing more than
γ(ε2) ,
log 1ε2
Pβ + α
2E[E2]
2
= Θ
(√ n
log n
)
mismatch events can be bounded as
P
{|Q(n)(W )| ≥ γ(ε2) + 1} ≤ ε2.
Remark 3: Although the achievable second-order scaling for best-effort in Corollary 5 is not optimal (the optimal
scaling is −O(1/√n) [4, Th. 1]), it is a significant improvement compared to the state of the art [1, Sec. V] where
the achievable second-order scaling therein for best-effort is −o(1).
IV. THE BLOCK ENERGY ARRIVAL MODEL
In this section, we generalize our achievable rates for save-and-transmit and best-effort to the block energy arrival
model [4,11,12], which is useful for modeling practical scenarios when the energy-arrival process (e.g., solar energy,
wind energy, ambient radio-frequency (RF) energy, etc.) evolves at a slower timescale compared to the transmission
process.
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A. Block Energy Arrivals
We follow the formulation in [4], which assumes that {Ei}∞i=1 arrive at the buffer in a block-by-block manner
as follows: For each ` ∈ N, let
b` , (`− 1)L (21)
such that b` + 1 is the index of the first channel use within the `th block of energy arrivals, where L denotes the
length of each block. The EH random variables that mark the starting positions of the blocks (i.e., {Eb`+1}∞`=1)
are assumed to be i.i.d. random variables where E1 = E satisfies (3). In addition, we assume
Eb`+1 = Eb`+2 = . . . = Eb`+L
for all ` ∈ N. In other words, the harvested energy in each channel use within a block remains constant while the
harvested energy across different blocks is characterized by a sequence of i.i.d. random variables with mean equal
to P . By construction, we have the following for each k ∈ {1, 2, . . . , n} and all ek ∈ Rk+,
pEk|Ek−1(ek|ek−1) =
pE1(ek) if k = b` + 1 for some ` ∈ N,1{ek = ek−1} otherwise.
The length of each energy-arrival block L is assumed to remain constant or grow sublinearly in n.
B. Blockwise Save-and-Transmit
Fix a blocklength n and choose an L = o(n). Choose a positive real number S < P = E[E] and let pX be as
defined in (7) such that S = EpX [X2]. The codebook consists of M mutually independent random codewords
denoted by {Xn(w) |w ∈ W}, which are constructed as described in Section III-A. Suppose W = w and
En = en. Then, the transmitter uses the following blockwise save-and-transmit (n,M)-EH code with encoding
functions {fk}n¯k=1 and decoding function ϕ where n¯ , dn/Le. The saving phase consists of m blocks of L
consecutive time slots. Define f1, f2, . . . , fn¯ in a recursive manner where
f`(w, e
b`+1) ,

(Xb`+1(w), Xb`+2(w), . . . , Xb`+L(w)) if m < ` < n¯ and
L∑
j=1
(
Xb`+j(w)
)2 ≤ b`+1∑
k=1
ek −
`−1∑
i=1
∥∥fi(w, ebi+1)∥∥2,
(Xbn¯+1(w), Xbn¯+2(w), . . . , Xn(w)) if ` = n¯ and
n∑
k=bn¯+1
(
Xk(w)
)2 ≤ bn¯+1∑
k=1
ek −
n¯−1∑
i=1
∥∥fi(w, ebi+1)∥∥2,
(0, 0, . . . , 0)︸ ︷︷ ︸
min{L,n−b`} times
otherwise.
(22)
In other words, the transmitter outputs a block of L symbols (Xb`+1(w), Xb`+2(w), . . . , Xb`+L(w)) in the trans-
mission phase during time b` + 1 to b` + L if the energy in the battery at time b` + 1 (i.e.,
∑b`+1
k=1 ek −∑`−1
i=1
∥∥fi(w, ebi+1)∥∥2) can support the transmission of the whole block of symbols starting at time b` + 1. If
L = 1, the blockwise save-and-transmit scheme defined by (22) reduces to the save-and-transmit scheme presented
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in Section III-A defined by (8). Let X˜k(W ) be the symbol transmitted at time k for each k ∈ {1, 2, . . . , n} such
that
(X˜b`+1(W ), X˜b`+2(W ), . . . , X˜min{b`+L,n}(W )) , f`(W,Eb`+1)
for each ` ∈ {1, 2, . . . , n¯}. Upon receiving Y˜ n(W ) , (Y˜1(W ), Y˜2(W ), . . . , Y˜n(W )) where Y˜k(W ) is generated
according to (9), the receiver declares that ϕ(Y˜ n(W )) = j if j is the unique integer in W that satisfies
n∑
k=mL+1
log
qY |X(Y˜k(W )|Xk(j))
pY (Y˜k(W ))
≥ log ξ, (23)
where pY is the marginal distribution of pXqY |X and log ξ is an arbitrary threshold to be carefully chosen later
(cf. (60)). Otherwise, the receiver chooses ϕ(Y˜ n(W )) ∈ W according to the uniform distribution. The decoding is
successful if j = W .
The following lemma is an extension of Lemma 1 which states an upper bound on the probability of seeing more
than Lγ + 1 mismatched positions in the transmission phase. The proof of Lemma 6 is contained in Appendix A.
Lemma 6: Fix any n, any L ≤ n and any ρ ∈ (0, 1) such that (11) holds, and fix a blockwise save-and-transmit
(n,M)-EH code with S being defined as in (12). Define
α , 2ρP
LE[E2] + 3S2
(24)
and
β , α
1 + 63αS
. (25)
For any γ ∈ R+, we have
P
{
|Q(n)(W )| ≥ Lγ + 1
}
≤ e−L(m+γ)
(
Pβ+
Lα2E[E2]
2
)
. (26)
Remark 4: In the proof of Lemma 6 in Appendix A, an important step is analyzing the escape probability (65) of
the Markov process
{∑m
i=1 LEbi+1 +
∑m+k
i=m+1
(
LEbi+1 −
∑L
`=1X
2
bi+`
)}τ
k=1
where τ is the stopping time when
the value of the Markov process hits any negative number a < 0.
The following lemma is a generalization of Lemma 3. The proof of Lemma 7 is contained in Appendix B.
Lemma 7: Suppose we are given a blockwise save-and-transmit (n,M)-EH code with a saving phase of length mL
as described in Section IV-B. Then for each natural number L < n/m, each γ ≥ 0, each δ > 0 and each M ∈ N,
we have
P
{{
n∑
k=mL+1
log
pYk|Xk(Y˜k(1)|Xk(2))
pYk(Y˜k(1))
> logM + δ
}
∩
{
|Q(n)(1)| < Lγ + 1
}∣∣∣∣∣W = 1
}
≤ 2e
−δ
M
× ((n−mL)(S + 1)L/2)γ+1. (27)
C. A Non-Asymptotic Achievable Rate for Blockwise Save-and-Transmit
The following theorem is the main result under the block energy arrival model. The proof relies on Lemma 6
and Lemma 2, and it will be provided in Section V.
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Theorem 2: Fix an ε ∈ (0, 1), fix a natural number n ≥ 2, fix a natural number L ≤ n, fix a non-negative integer
m < n, and fix a ρ ∈ (0, 1) such that (11) holds. Let nm , n−mL. Define S, α and β as in (12), (24) and (25)
respectively. Let pX = N (x; 0, S) and let pY = N (y; 0, S + 1) be the marginal distribution of pXqY |X , and let
σ2 and T denote the variance and the third absolute moment of log qY |X(Y |X)pY (Y ) respectively. For any ε1 > 0 and
ε2 > 0 such that ε1 + ε2 = ε, if n and m satisfy
ε1 − T
σ3
√
nm
− 4√
nm
> 0, (28)
then there exists a blockwise save-and-transmit (n,M)-EH code with a saving phase of length-mL such that
logM ≥ nm
2
log(1 + S) +
√
nmσ2 Φ
−1
(
ε1 − T
σ3
√
nm
− 4√
nm
)
−
(
L
(
2S log 2 +
1
2
log(1 + S)
)
+ (8S + 1) log nm
)
(γ(ε2) + 1)− log√nm − 1 (29)
and
P
{
ϕ
(
Y˜ n(W )
) 6= W} ≤ ε (30)
where
γ(ε2) , max
{
log 1ε2
LPβ + L
2α2E[E2]
2
−m, 0
}
. (31)
In particular, the probability of seeing more than Lγ(ε2) + 1 mismatch events can be bounded as
P
{|Q(n)(W )| ≥ Lγ(ε2) + 1} ≤ ε2. (32)
The following corollary is a direct consequence of Theorem 2, and it states a non-asymptotic rate for the blockwise
save-and-transmit scheme whose second-order term scales as −O
(√
L
n
)
. The proof of Corollary 8 is provided in
Appendix C.
Corollary 8: Fix an ε ∈ (0, 1/2), and fix any ε1 > 0 and ε2 > 0 such that ε1 + ε2 = ε. Suppose L = o(n).
There exists a constant κ > 0 which does not depend on n such that for all sufficiently large n, we can construct
a blockwise save-and-transmit (n,M, ε)-EH code that satisfies
1
n
logM ≥ 1
2
log(1 + P )−
√
(LE[E2] + 3P 2) log(1 + P ) log 1ε2
2nP (P + 1)
+
√
P
(P + 1)n
Φ−1(ε1)− κmax
{
L1/4
n3/4
,
L
n
}
,
(33)
with ρ being defined as
ρ ,
√
(P + 1)(LE[E2] + 3P 2) log(1 + P ) log 1ε2
P
√
2nP
= Θ
(√
L
n
)
, (34)
the average transmit power S being defined as in (12), α and β being defined as in (24) and (25) respectively, and
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the length of saving phase mL being defined as
mL , L
⌈
log 1ε2
LPβ + L
2α2E[E2]
2
⌉
= Θ(
√
nL). (35)
In particular, the probability of seeing a mismatch event in the transmission phase can be bounded as
P
{
n⋃
k=mL+1
{
k∑
i=1
Ei <
k∑
i=mL+1
X2i
}}
≤ ε2. (36)
The following result is a direct consequence of Corollary 8.
Theorem 3: Fix any ε ∈ (0, 1/2). Suppose L = ω(1) ∩ o(n), i.e., limn→∞ 1L = limn→∞ Ln = 0. Then for all
sufficiently large n, there exists a blockwise save-and-transmit (n,M, ε)-EH code such that
1
n
logM ≥ 1
2
log(1 + P )−
√
E[E2] log(1 + P ) log 1ε
2P (P + 1)
×
√
L
n
− o
(√
L
n
)
. (37)
Proof: It follows from Corollary 5 that for all sufficiently large n, there exists a blockwise save-and-transmit
(n,M, ε)-EH code that satisfies (33), which together with hypothesis regarding L implies (37).
Remark 5: Fix any ε ∈ (0, 1/2) and fix any L = ω(1)∩o(n). The best existing lower bound on the second-order
term of 1n logM was derived in [4, Th. 1], which states that there exists a save-and-transmit (n,M, ε)-EH code
that satisfies
lim inf
n→∞
1√
Ln
(
logM − n
2
log(1 + P )
)
≥ − log(1 + P )
2P
√
(E[E2] + P 2) log
1
ε
. (38)
The blockwise save-and-transmit scheme investigated in [4] is similar to that described in Section IV-B except that
S = E[E] = P is assumed in [4] while S < E[E] = P is assumed in this work. Note that the second-order term of
the best existing lower bound as stated on the RHS of (38) decays as
− 12 log(1 + P )
√
(1 + E[E
2]
P 2 ) log
1
ε as P tends to ∞. On the other hand, it follows from (37) in Theorem 3 that
the second-order term of our lower bound decays as −
√
E[E2]
2P 2 log(1 + P ) log
1
ε as P tends to ∞. Consequently,
the second-order term achievable by the save-and-transmit scheme guaranteed by Theorem 3 is strictly larger (less
negative) than the best existing bound for all sufficiently large P > 0.
D. A Non-Asymptotic Achievable Rate for Blockwise Best-Effort
We call a blockwise save-and-transmit scheme a blockwise best-effort scheme if the length of saving phase equals
zero, i.e., m = 0. By setting m = 0, Theorem 2 reduces to the following corollary, which states that blockwise
best-effort achieves a non-asymptotic rate whose second-order term scales as −O
(√
max{logn,L}
n
)
. The proof of
Corollary 9 is provided in Appendix D.
Corollary 9: Fix an ε ∈ (0, 1/2), and fix any ε1 > 0 and ε2 > 0 such that ε1 + ε2 = ε. Define λ1 and λ2 as
in (18) and (19) respectively. There exists a constant κ > 0 which does not depend on n such that for all sufficiently
January 15, 2019 DRAFT
16
large n and any L ≤ n, we can construct a blockwise best-effort (n,M, ε)-EH code with
ρ ,
√
(λ1L+ λ2 log n)(P + 1)(LE[E2] + 3P 2) log 1ε2
P
√
PLn
= Θ
(√
max{log n,L}
n
)
(39)
and
S = P (1− ρ) = P −Θ
(√
max{log n,L}
n
)
which satisfies
1
n
logM ≥ 1
2
log(1 + P )−
√
(λ1L+ λ2 log n)(LE[E2] + 3P 2) log 1ε2
LP (P + 1)n
−
√
P
(P + 1)n
Φ−1(ε1)− κmax{log n,L}
n
. (40)
In particular, the probability of seeing more than
γ(ε2) ,
log 1ε2
LPβ + L
2α2E[E2]
2
= Θ
(√ n
max{log n,L}
)
(41)
mismatch events can be bounded as P
{|Q(n)(W )| ≥ γ(ε2) + 1} ≤ ε2.
Remark 6: The parameters ρ and γ(ε2) in Corollary 9 have been optimized to achieve the second-order scaling
−O
(√
max{logn,L}
n
)
.
The following result is a direct consequence of Corollary 9.
Theorem 4: Fix any ε ∈ (0, 1/2). Suppose L = ω(log n) ∩ o(n), i.e., limn→∞ lognL = limn→∞ Ln = 0. Then for
all sufficiently large n, there exists a blockwise best-effort (n,M, ε)-EH code such that
1
n
logM ≥ 1
2
log(1 + P )−
√(
2P log 2 + 12 log(1 + P )
)
E[E2] log 1ε
P (P + 1)
×
√
L
n
− o
(√
L
n
)
. (42)
Proof: It follows from Corollary 9 that for all sufficiently large n, there exists a blockwise best-effort (n,M, ε)-
EH code that satisfies (40) where ε1 and ε2 are chosen to be ε/n and ε(1− 1/n) respectively, which together with
the definitions of λ1 and λ2 in (18) and (19) and the hypothesis regarding L implies (42).
Remark 7: If L = ω(log n) ∩ o(n), the achievable second-order scaling for blockwise best-effort in Theorem 4
is O
(√
L
n
)
which is optimal [4, Th. 1]). However, we can see from Theorem 3 and Theorem 4 that blockwise
best-effort always achieves a smaller (more negative) coefficient for the second-order term than save-and-transmit.
V. PROOFS OF THEOREM 1 AND THEOREM 2
Since save-and-transmit defined in Section III-A is a special case of blockwise save-and-transmit defined in
Section IV-B with L = 1 and Theorem 1 is a special case of Theorem 2 with L = 1, it suffices to prove Theorem 2.
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Fix an ε ∈ (0, 1) and any ε1 > 0 and ε2 > 0 such that ε1 + ε2 = ε. Fix an n ∈ N, an L < n and a
ρ ∈ (0, 1) that satisfies (11). Consider a blockwise save-and-transmit (n,M)-code described in Section IV-B where
the corresponding S and pX are defined according to (12) and (7) respectively. In addition, let pY (y) = N (y; 0, S+1)
be the marginal distribution of pXqY |X , and define α, β and γ(ε2) as in (24), (25) and (31) respectively. Consider
the probability of decoding error
P
{{
ϕ
(
Y˜ n(W )
) 6= W}}
≤ P
{{
ϕ
(
Y˜ n(W )
) 6= W} ∩ {|Q(n)(W )| < Lγ(ε2) + 1}}+ ε2 (43)
which is due to the union bound and the following fact by Lemma 6 (Lemma 1 suffices for the case L = 1) and
the definition of γ(ε2) in (31):
P
{|Q(n)(W )| ≥ Lγ(ε2) + 1} ≤ e− log 1ε2 = ε2. (44)
Recall that nm = n−mL and b` + 1 (which was defined in (21)) denotes the first channel use within the `th block
of energy arrivals. Using the convention that Xk(1) = 0 deterministically for all k > n, it follows from the code
construction that
P
{
max
`∈{m+1,m+2,...,dn/Le}
∥∥(Xb`+1(1), Xb`+2(1), . . . , Xb`+L(1))∥∥2 ≥ 2S(L log 2 + 3 log nm)}
≤ nm
L
PpXn
{
L∑
k=1
X2k ≥ 2S(L log 2 + 3 log nm)
}
=
nm
L
PpXn
{
e
∑L
k=1
X2k
4S ≥ n3/2m 2L/2
}
≤ nm
L
× 1
n
3/2
m 2L/2
(
EpX
[
e
X2
4S
])L
(45)
≤ 1√
nm
, (46)
where (45) follows from Markov’s inequality and (46) is due to the fact that X ∼ N (x; 0, S). To simplify notation,
define
∆ , L log 2 + 3 log nm (47)
and
∆˜ , L log 2 + 4 log nm, (48)
and define the events
E1 ,
{|Q(n)(1)| < Lγ(ε2) + 1} (49)
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and
E2 ,
 max`∈{m+1,m+2,...,dn/Le}
L∑
j=1
(Xb`+j(1))
2 < 2S∆
 .
In addition, define
ı(a; b) , log
qY |X(b|a)
pY (b)
=
1
2
log(1 + S) +
−S2(b− a)2 + 2a(b− a) + a2
2(S + 1)
(50)
for all (a, b) ∈ R2+ where ı(a; b) is used in the decoding rule specified by (23). Following (43) and letting ξ > 0
be an arbitrary positive number to be determined later in (60), we obtain from the symmetry of the codebook, the
encoding rule (22), the decoding rule (23), the union bound and (46) that
P
{{
ϕ
(
Y˜ n(W )
) 6= W} ∩ {|Q(n)(W )| < Lγ(ε2) + 1}}
= P
{{
ϕ
(
Y˜ n(1)
) 6= 1} ∩ {|Q(n)(1)| < Lγ(ε2) + 1}∣∣∣W = 1}
≤ P
{({ n∑
k=mL+1
ı(Xk(1); Y˜k(1)) < log ξ
}
∪
M⋃
i=2
{
n∑
k=mL+1
ı(Xk(i); Y˜k(1)) ≥ log ξ
})
∩ E1
∣∣∣∣∣W = 1
}
≤ P
{{ n∑
k=mL+1
ı(Xk(1); Y˜k(1)) < log ξ
}
∩ E1 ∩ E2
∣∣∣∣∣W = 1
}
+ P
{
M⋃
i=2
{ n∑
k=mL+1
ı(Xk(i); Y˜k(1)) ≥ log ξ
}
∩ E1 ∩ E2
∣∣∣∣∣W = 1
}
+
1√
nm
. (51)
In order to bound the first term in (51), we consider
P
{{ n∑
k=mL+1
ı(Xk(1); Y˜k(1)) < log ξ
}
∩ E1 ∩ E2
∣∣∣∣∣W = 1
}
= P

{ n∑
k=mL+1
ı(Xk(1);Yk(1)) +
∑
k∈Q(n)(1)
(
ı(Xk(1); Y˜k(1))− ı(Xk(1);Yk(1))
)
< log ξ
}
∩ E1 ∩ E2
∣∣∣∣∣∣W = 1
 .
(52)
Recall from (2) that pZn(zn) =
∏n
k=1N (zk; 0, 1). Conditioned on the event {Q(n)(1) = A}, we consider the chain
of inequalities below for each block of L consecutive mismatched positions in A denoted by b`+1, b`+2, . . . , b`+L:
P
{{
b`+L∑
k=b`+1
ı(Xk(1); Y˜k(1))− ı(Xk(1);Yk(1)) ≤ −2S∆˜
}
∩ E2
∣∣∣∣∣W = 1,Q(n)(1) = A
}
= PpZnpXn|W=1,Q(n)=A

{ b`+L∑
k=b`+1
2SXkZk − (S + 2)X2k
2(S + 1)
≤ −2S∆˜
}
∩

L∑
j=1
X2b`+j < 2S∆

 (53)
≤ sup
xL : ‖xL‖2<2S∆
PpZn
{
L∑
k=1
2SxkZk − (S + 2)x2k
2(S + 1)
≤ −2S∆˜
}
= sup
xL : ‖xL‖2<2S∆
PpnZ
{
e−
∑L
k=1 xkZk ≥ e2(S+1)∆˜e−
∑L
k=1
(S+2)x2k
2S
}
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≤ sup
xL : ‖xL‖2<2S∆
EpZ
[
e−
∑L
k=1 xkZk
]
e−2(S+1)∆˜e
∑L
k=1
(S+2)x2k
2S (54)
= sup
xL : ‖xL‖2<2S∆
e−2(S+1)∆˜e
∑L
k=1
(S+2)x2k
2S +
x2k
2
< e−2(S+1)∆˜e2(S+1)∆
<
1
n2m
(55)
where
• (53) follows from the following fact due to the definition of ı( · ; · ) in (50) and the fact that Y˜k(1) = Yk(1)−
Xk(1) ∼ N (yk(1)− xk(1); 0, 1) for each k ∈ A:
ı(Xk(1); Y˜k(1))− ı(Xk(1);Yk(1)) = 2SXk(1)(Yk(1)−Xk(1))− (S + 2)(Xk(1))
2
2(S + 1)
.
• (54) is due to Markov’s inequality.
• (55) is due to the definitions of ∆ and ∆˜ in (47) and (48) respectively.
Combining (52) and (55) and using the union bound, we have
P
{{ n∑
k=mL+1
ı(Xk(1); Y˜k(1)) < log ξ
}
∩ E1 ∩ E2
∣∣∣∣∣W = 1
}
≤ P
{{ n∑
k=mL+1
ı(Xk(1);Yk(1))− 2S∆˜
⌈ |Q(n)(1)|
L
⌉
< log ξ
}
∩ E1 ∩ E2
∣∣∣∣∣W = 1
}
+
1
nm
(56)
≤ P
{
n∑
k=mL+1
ı(Xk(1);Yk(1)) < log ξ + 2S∆˜(γ(ε2) + 1)
}
+
1
nm
(57)
where (56) is due to the union bound, the fact that Q(n)(1) has at most
⌈
|Q(n)(1)|
L
⌉
blocks of consecutive mismatched
positions (only the last block may have length other than L), and the fact that (55) holds if L is replaced with any
natural number L∗ ≤ L; and (57) follows from the definition of E1 in (49). The first term in (57) can be bounded
by standard procedures which will be elaborated later. In order to bound the second term in (51), we use Lemma 7
(Lemma 3 suffices for the case L = 1) to obtain
P
{{ n∑
k=mL+1
ı(Xk(2); Y˜k(1)) ≥ log ξ
}
∩ E1 ∩ E2
∣∣∣∣∣W = 1
}
≤ 2
M
e−(log ξ−logM) × (nm(S + 1)L/2)γ(ε2)+1.
(58)
Consequently, it follows from (43), (51), (57) and (58) that
P
{
ϕ
(
Y˜ n(W )
) 6= W} ≤ P{ n∑
k=mL+1
ı(Xk(1);Yk(1)) < log ξ + 2S∆˜dγ(ε2) + 1e
}
+ 2e−
(
log ξ−logM−(γ(ε2)+1) log(nm(S+1)L/2)
)
+ ε2 +
1√
nm
+
1
nm
. (59)
The remainder of the proof follows from standard steps, outlined below for the sake of completeness. Let µ =
1
2 log(1 +S), σ
2 = SS+1 > 0 and T <∞ denote the mean, the variance and the third absolute moment of ı(X;Y )
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respectively, where the finiteness of T is due to (50) and the fact that |S| ≤ P . Choose
log ξ , nmµ+
√
nmσ2 Φ
−1
(
ε1 − T
σ3
√
nm
− 4√
nm
)
− 2S∆˜(γ(ε2) + 1). (60)
It then follows from Berry-Esse´en theorem [17], i.e.,∣∣∣∣P{∑nk=1 ı(Xk;Yk)− nµ√nσ2 ≤ a
}
− Φ(a)
∣∣∣∣ ≤ Tσ3√n
for all a ∈ R, that
P
{
n∑
k=mL+1
ı(Xk(1);Yk(1)) < log ξ + 2S∆˜(γ(ε2) + 1)
}
≤ ε1 − 4√
nm
. (61)
In order to bound the second term in (59), we choose
logM ,
⌊
log ξ − (γ(ε2) + 1)
(
L
2
log(S + 1) + log nm
)
− log√nm
⌋
(62)
≥ log ξ − (γ(ε2) + 1)
(
L
2
log(S + 1) + log nm
)
− log√nm − 1. (63)
Consequently, (30) follows from (59), (61) and (62), and (29) follows from (60) and (63). In addition, (32) follows
from (44).
VI. NUMERICAL RESULTS
In this section, we numerically compare the performance of our analyzed save-and-transmit with the state-of-
the-art save-and-transmit in [4] under the following two cases: The i.i.d. energy arrival case with L = 1, and the
block energy arrival case with L = d√n e. In both cases, we assume that E[E2] = 3(E[E])2. An example for E
is E = U2 where U ∼ N (u; 0, P ). The major difference between the two save-and-transmit strategies is that the
former one uses a transmit power S strictly less than the battery recharge rate P while the latter one always assumes
S = P . The difference in transmitting power results in different achievable rates as shown in the rest of the section.
A. Case L = 1
Figure 2(a) plots the achievable rate up to the Θ(1/
√
n) term of our analyzed save-and-transmit scheme, our
analyzed best-effort scheme and the state-of-the-art save-and-transmit [4, Th. 1] according to (16), (20) and (17)
respectively for the high SNR (i.e., battery recharge rate) regime where P = 25 dB, E[X2] = 3P 2, and ε1 = ε2 =
0.01. Note that best-effort does not achieve a positive rate in this regime because the magnitude of the backoff
term −
√
(λ1+λ2 logn)(E[E2]+3P 2) log 1ε2
P (P+1) × 1√n is larger than the capacity 12 log(1 + P ) for large P . In addition, we
compare in Figure 2(b) the three schemes for the low SNR regime P = 0 dB. For the high SNR regime, Figure 2(a)
shows that save-and-transmit outperforms the state of the art at reasonable values of the blocklength. On the other
hand, the state of the art outperforms save-and-transmit for the low SNR regime as shown in Figure 2(b). The two
plots in Figure 2 agree with Remark 2 and Remark 3. To demonstrate the effect of EH constraints (5) on the AWGN
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Fig. 2. Achievable rates for save-and-transmit, best-effort and the state of the art [4] for L = 1 where ε1 = ε2 = 0.01.
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Fig. 3. Achievable rates for save-and-transmit, best-effort and the state of the art [4] for L = d√n e and ε = 0.01.
channel, we also plot the following maximum achievable rate up to the Θ(1/
√
n) term [10, Th. 54, Eq. (294)]
when the EH constraints are replaced with the conventional power constraint P{ 1n
∑n
k=1X
2
k ≤ nP} = 1:
1
2
log(1 + P ) +
√
P (P + 2)
2(P + 1)2
Φ−1(ε1 + ε2). (64)
B. Case L = d√n e
Figure 3(a) plots the achievable rate up to the Θ(
√
L/n) term of our analyzed save-and-transmit scheme, our
analyzed best-effort scheme and the state-of-the-art save-and-transmit [4, Th. 1] according to (37), (42) and (38)
respectively for the high SNR regime P = 25 dB and E[X2] = 3P 2 and for ε = 0.01. Note that best-effort does not
achieve a positive rate in this regime because the magnitude of the backoff term −
√(
2P log 2+ 12 log(1+P )
)
E[E2] log 1ε
P (P+1) ×√
L
n is larger than the capacity
1
2 log(1 +P ) for large P . In addition, we compare in Figure 3(b) the three schemes
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Fig. 4. Achievable rates for save-and-transmit, best-effort and the state of the art [4] for n = 105.
for the low SNR regime P = 0 dB. For the high SNR regime, Figure 3(a) shows that save-and-transmit outperforms
the state of the art at reasonable values of the blocklength. On the other hand, the state of the art outperforms save-
and-transmit for the low SNR regime as shown in Figure 3(b). The two plots in Figure 3 agree with Remark 5
and Remark 7. To demonstrate the effect of EH constraints (5) on the AWGN channel, we also plot the maximum
achievable rate (64) up to the Θ(1/
√
n) term with ε1 + ε2 = 0.01 when the EH constraints are replaced by
P{∑nk=1X2k ≤ nP} = 1.
C. Impact of SNR
In order to illustrate how the SNR impacts the performance of the save-and-transmit, best-effort and the state
of the art, we plot in Figure 4(a) their achievable rates at a fixed blocklength up to the Θ(1/
√
n) term against
SNR for L = 1, n = 105 and ε1 = ε2 = 0.01. Similarly, we plot in Figure 4(b) their achievable rates up to the
Θ(
√
L/n) term against SNR for L = d√n e, n = 105 and ε = 0.01. For L = 1, save-and-transmit and the state
of the art have similar performance. In contrast, for L = d√n e, save-and-transmit outperforms the state of the art
when the SNR is larger than 5 dB. For both cases L = 1 and L = d√n e, best-effort achieves a positive rate only
within a range of SNRs. Therefore, recalling the major difference between save-and-transmit and the state of the
art explained at the beginning of this section, we conclude that allowing the transmit power to be strictly less than
the SNR (i.e., battery recharge rate) can be beneficial for the block energy arrival case.
VII. CONCLUDING REMARKS
In this paper, we have studied in the finite blocklength regime the save-and-transmit scheme with a saving phase of
arbitrary length m over the AWGN EH channel, and also the best-effort scheme through setting m = 0. A new non-
asymptotic achievable rate is obtained for save-and-transmit, which directly implies a new non-asymptotic achievable
rate for best-effort. The non-asymptotic result implies that the save-and-transmit scheme achieves the optimal
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second-order scaling −O( 1√
n
)
, and that the best-effort scheme achieves the second-order scaling −O(√ lognn ).
The achievable rates for the schemes are extended to the block energy arrival model where L = o(n), and are
shown to achieve the second-order scalings −O
(√
max{logn,L}
n
)
and −O
(√
L
n
)
respectively. In particular, both
analyzed schemes achieve the optimal scaling −O
(√
L
n
)
for the case L = ω(log n). Compared to the state-of-the-
art save-and-transmit scheme [4], our save-and-transmit has a better finite-blocklength performance for sufficiently
large P .
For the simplest case L = 1, the best-effort scheme does not achieve the optimal scaling −O( 1√
n
)
. A straight-
forward verification by MATLAB reveals that under the assumption E = U2 where U ∼ N (u; 0, 1), the average
number of mismatched positions for a best-effort scheme is of the order o(
√
n). A future direction may involve
improving the second-order scaling −O
(√
logn
n
)
for L = 1 for best-effort schemes by possibly proving a sharper
probability bound than (15) in Lemma 1. Another interesting direction is to tighten the existing non-asymptotic
upper bound for a general coding scheme presented in [4, Th. 1], which states that the second-order term is bounded
above by
√
2P 2+E[E2]
2(P+1) Φ
−1(ε) ×
√
L
n . The upper bound is potentially loose because it considers only the last EH
constraint
∑n
i=1X
2
k ≤
∑n
i=1Ek rather than the n EH constraints in (5). Last but not least, a natural extension of
this work is to explore non-asymptotic achievable rates for EH channels with finite battery [8,9].
APPENDIX A
PROOFS OF LEMMA 1 AND LEMMA 6
Since save-and-transmit defined in Section III-A is a special case of blockwise save-and-transmit defined in
Section IV-B with L = 1 and Lemma 1 is a special case of Lemma 6 with L = 1, it suffices to prove Lemma 6.
Fix an n ∈ N, a natural number L < n and a ρ ∈ (0, 1) that satisfies (11), and fix a blockwise save-and-transmit
(n,M)-EH code as described in Section IV-B. Let pX be as defined in (7) where S is as defined in (12). Define
pEˆ to be the distribution of Eˆ ,
∑L
j=1Ej = LE where E satisfies (3), and define pXˆ to be the distribution
of Xˆ ,
√∑L
j=1X
2
j . In this proof, all the probability, expectation and variance terms are evaluated according to
pXˆ∞pEˆ∞ where pXˆ∞ =
∏∞
k=1 pXˆk and pEˆ∞ =
∏∞
k=1 pEˆk denote the infinite product distributions of pXˆ and pEˆ
respectively. Consider the Markov process
{∑m
i=1 Eˆi +
∑m+k
i=m+1
(
Eˆi − Xˆ2i
)}τ(m)
k=1
where m is an arbitrary non-
negative integer and τ(m) is the stopping time when the value of the Markov process hits any a < 0. By definition
of τ(m), we have
P

m∑
i=1
Eˆi +
m+τ(m)∑
i=m+1
(
Eˆi − Xˆ2i
)
< 0
∣∣∣∣∣∣ τ(m) <∞
 = 1
and
P {τ(m) =∞} = P
{ ∞⋂
k=1
{
m∑
i=1
Eˆi +
m+k∑
i=m+1
(
Eˆi − Xˆ2i
) ≥ 0}} (65)
for each m ∈ Z+ where P {τ(m) =∞} denotes the escape probability.
In order to show (26), we first fix a γ ∈ N and let τ1, τ2, . . . , τγ be γ independent copies of τ(1). Due to the
construction of the blockwise save-and-transmit scheme with a saving phase of length mL, energy is saved but not
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consumed during the saving phase and each block of L consecutive mismatch events. Therefore, τ(m) serves as
a lower bound on the number length-L blocks between the first length-L block in the transmission phase and the
first block of mismatch events (excluding one block) and τ(1) serves as a lower bound on the number of blocks
between two blocks of mismatch events (excluding one block). Fix any w ∈ W and consider
P
{
|Q(n)(w)| ≥ Lγ + 1
∣∣∣W = w} = P{Q(n)(w) contains at least γ + 1 blocks of mismatch events∣∣∣W = w}
≤ P
{
{τ(m) <∞} ∩
γ⋂
k=1
{τk <∞}
}
= P{τ(m) <∞} (P{τ(1) <∞})γ . (66)
In order to obtain an upper bound on P {τ(m) <∞}, we first construct the following sequence denoted by {Bˆk}∞k=1.
For each k ∈ N, define Bˆk recursively as
Bˆk ,

Eˆ1 if k = 1 and m ≥ 1,
Eˆ1 − Xˆ21 if k = 1 and m = 0,
Bˆk−1 + Eˆk if k ∈ {2, 3, . . . ,m},
Bˆk−1 + Eˆk − Xˆ2k if k ≥ m+ 1 and Bˆk−1 ≥ 0,
Bˆk−1 if k ≥ m+ 1 and Bˆk−1 < 0.
(67)
By inspecting (67), we have
{Bˆ∞ < 0} =
∞⋃
k=1
{
m∑
i=1
Eˆi +
m+k∑
i=m+1
(Eˆi − Xˆ2i ) < 0
}
(68)
= {τ(m) <∞}, (69)
where each term in the union in (68) characterizes the event that the accumulated energy collected during the first
m + k energy blocks is insufficient to output the desired codeword symbols from block m + 1 to block m + k
during the transmission phase. It remains to obtain an upper bound on P{Bˆ∞ < 0}. To this end, we first define
for each k ∈ N
Uˆk ,
Bˆ1 if k = 1,Bˆk − Bˆk−1 otherwise
=

Bˆ1 if k = 1,
Eˆk − Xˆ2k if k ∈ {2, 3, . . .} and Bˆk−1 ≥ 0,
0 if k ∈ {2, 3, . . .} and Bˆk−1 < 0
(70)
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where (70) follows from (67). It then follows from (68) and (70) that {Bˆ∞ < 0} =
{∑∞
k=1 Uˆk < 0
}
, hence
P{Bˆ∞ < 0} = P
{ ∞∑
k=1
Uˆk < 0
}
. (71)
Following (71), we consider the chain of inequalities below for any t > 0:
P
{ ∞∑
k=1
Uˆk < 0
}
= P
{
e−t
∑∞
k=1 Uˆk > 1
}
≤ E
[
e−t
∑∞
k=1 Uˆk
]
(72)
where the inequality follows from Markov’s inequality. In order to simplify the RHS of (72), we use the convention
Eˆ0 = Xˆ0 = Uˆ0 = 0 (useful only when m = 0) and consider the following chain of inequalities for each
i ∈ {m+ 1,m+ 2, . . .}:
E
[
e−t
∑i
k=1 Uˆk
]
= E
[
E
[
e−t
∑i
k=1 Uˆk
∣∣∣ Uˆ i−1]]
= E
[
E
[
E
[
e−tUˆi
∣∣∣ Uˆ i−1] e−t∑i−1k=1 Uˆk ∣∣∣ Uˆ i−1]]
≤ E
[
E
[
max
{
E
[
e−t(Eˆi−Xˆ
2
i )
∣∣∣ Uˆ i−1] , 1}× e−t∑i−1k=1 Uˆk ∣∣∣Uˆ i−1]] (73)
= max
{
E
[
e−t(Eˆi−Xˆ
2
i )
]
, 1
}
E
[
e−t
∑i−1
k=1 Uˆk
]
(74)
where (73) is due to (70); (74) follows from the independence between (Eˆi, Xˆi) and Uˆ i−1 due to the independence
between (Eˆi, Xˆi) and (Eˆi−1, Xˆi−1).
Combining (71), (72) and (74), we have
P
{
Bˆ∞ < 0
}
≤ E
[
e−t
∑m
k=1 Uˆk
]
max
{(
E
[
e−t(Eˆ−Xˆ
2)
])∞
, 1
}
=
(
E
[
e−tEˆ
])m
max
{(
E
[
e−t(Eˆ−Xˆ
2)
])∞
, 1
}
, (75)
which together with the definitions of Eˆ and Xˆ2 implies that
P
{
Bˆ∞ < 0
}
≤ (E [e−tLE])m max{(E [e−t(LE−∑Lj=1 X2j )])∞ , 1} . (76)
In order to simplify the RHS of (76), we use the following two facts, whose proofs can be found in [2, Appendix]:
For any y ≥ 0,
1 + y ≤ ey ≤ 1 + y + y
2ey
2
(77)
and
1− y ≤ e−y ≤ 1− y + y
2
2
. (78)
Let t > 0 be the positive solution of the quadratic equation
t =
2(P − S)
LE[E2] + 3S2(1 + 63St)
. (79)
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Straightforward calculations reveal that
t =
−(LE[E2] + 3S2) +√(LE[E2] + 3S2)2 + 1512S3(P − S)
378S3
≤
√
42(P − S)
63
√
S3
(80)
=
√
42ρP
63
√
S3
<
1
6S
(81)
where (80) is due to the fact that
√
a+ b ≤ √a+√b for all (a, b) ∈ R2+; (81) is due to (11) and (12). Using the
definition of pX in (7) and (81), we have
E
[
X4etX
2
]
=
3S2
(1− 2St)5/2 <∞. (82)
In addition, using (81) and straightforward algebra, we obtain
1
(1− 2St) ≤ 1 + 3St (83)
and
(1 + 3St)5/2 ≤ (1 + 3St)3
≤ 1 + 9St+ 27S2t2 + 27S3t3
≤ 1 + 63St. (84)
Following (76), we use the two facts (77) and (78) to obtain
E
[
e−tLE
] ≤ 1− tLP + t2L2E[E2]
2
≤ e−tLP+ t
2L2E[E2]
2 (85)
and
E
[
etX
2
]
≤ 1 + tS + t
2E[X4etX2 ]
2
≤ etS+ t
2E[X4etX2 ]
2 ,
which implies that
E
[
e−tLE
]
E
[
et
∑L
j=1 X
2
j
]
≤ e−tL(P−S)+ t
2L
2
(
LE[E2]+E[X4etX2 ]
)
≤ 1 (86)
where (86) follows from the fact due to (79), (82), (83) and (84) that
t ≤ 2(P − S)
LE[E2] + E
[
X4etX2
] .
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Using (76), (85) and (86), we obtain
P
{
Bˆ∞ < 0
}
≤ e−tLP+ t
2L2E[E2]
2 . (87)
Using (69), (76), (85) and (86), we obtain
P {τ(m) <∞} = P
{
Bˆ∞ < 0
}
≤ e−m
(
tLP− t2L2E[E2]2
)
. (88)
Combining (66) and (88), we have
P
{
|Q(n)(w)| ≥ Lγ + 1
∣∣∣W = w} ≤ e−(m+γ)(tLP− t2L2E[E2]2 ). (89)
In order to obtain an upper bound on the RHS of (89), we define α and β as in (24) and (25) respectively and use
the following two facts due to (79) and (12):
t ≤ 2ρP
LE[E2] + 3S2
= α (90)
and hence
t ≥ 2ρP
LE[E2] + 3S2(1 + 63αS)
≥ β. (91)
Combining (89), (90) and (91), we conclude that (26) holds for any natural number γ. It remains to show
that (26) also holds if γ is an arbitrary positive real number, which holds true due to the simple fact that
P
{ |Q(n)(w)| ≥ Lγ + 1∣∣W = w} = P{|Q(n)(w)| ≥ dLγ + 1e} for any γ ∈ R+.
APPENDIX B
PROOFS OF LEMMA 3 AND LEMMA 7
Since save-and-transmit defined in Section III-A is a special case of blockwise save-and-transmit defined in
Section IV-B with L = 1 and Lemma 3 is a special case of Lemma 7 with L = 1, it suffices to prove Lemma 7.
Suppose we are given a blockwise save-and-transmit (n,M)-EH code. Fix an L < n/m, a γ ≥ 0, a δ > 0 and
an M ∈ N. We would like to obtain an upper bound on
P
{{
log
pY n|Xn(Y˜ n(1)|Xn(2))
pY n(Y˜ n(1))
> logM + δ
}
∩
{
|Q(n)(1)| < Lγ + 1
}∣∣∣∣∣W = 1
}
by a change-of-measure argument. To this end, we let Xn = Xn(1), X˜n = X˜n(1), Y n = Y n(1) and Y˜ n = Y˜ n(1)
and use the definition of blockwise save-and-transmit in Section IV-B and the definition of Q(n)(w) in (10) to
obtain
pEn,Xn,Y n,X˜n,Y˜ n,Q(n)(1)|W=1 =
(
n∏
k=1
pEk,Xk,Yk|W=1pX˜k|Xk,Ek,X˜k−1,W=1pY˜k|X˜k
)
pQ(n)(1)|Xn,X˜n,W=1 (92)
where
pY˜k|X˜k(y˜k|x˜k) ≡ qY |X(y˜k|x˜k), (93)
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pX˜k|Xk,Ek,X˜k−1,W=1 is some distribution readily determined by the encoding function (22), and
pQ(n)(1)|Xn,X˜n,W=1(A|xn, x˜n) ≡
1 if A = {i ∈ {m+ 1,m+ 2, . . . , n}| x˜i 6= xi},0 otherwise.
Using (92) and (93), we obtain
pEn,Xn,Y n,X˜n,Y˜ n,Q(n)(1)|W=1(e
n, xn, yn, x˜n, y˜n,A)
≤
(
n∏
k=1
pEk,Xk,Yk|W=1(ek, xk, yk)pX˜k|Xk,Ek,X˜k−1,W=1(x˜k|xk, ek, x˜k−1)
)
×
( ∏
k∈A
qY |X(y˜k|0)
)( ∏
k/∈A
qY |X(y˜k|xk)
)
,
for each (en, xn, yn, x˜n, y˜n) and each A ⊆ {1, 2, . . . , n}, which implies by summing over (en, xn, yn, x˜n) that
pY˜ n,Q(n)(1)|W=1(y˜
n,A) ≤
(∏
k∈A
N (y˜k; 0, 1)
)(∏
k/∈A
N (y˜k; 0, S + 1)
)
(94)
for all (y˜n,A). Consider the following chain of inequalities for each A ⊆ {1, 2, . . . , n}:
P
{
log
pY n|Xn(Y˜ n(1)|Xn(2))
pY n(Y˜ n(1))
> logM + δ
∣∣∣∣∣Q(n)(1) = A,W = 1
}
=
∫
Rn
∫
Rn
pXn(2)(x
n)pY˜ n(1)|Q(n)(1),W=1(y˜
n|A)
× 1

pY˜ n(1),Q(n)(1)|W=1(y˜
n,A)
pY n(y˜n)
×
pYm(y˜
m)
n∏
k=m+1
pYk|Xk(y˜k|xk)
pY˜ n(1),Q(n)(1)|W=1(y˜n,A)
> Meδ
dy˜ndxn
≤
∫
Rn
∫
Rn
pXn(2)(x
n)pY˜ n(1)|Q(n)(1),W=1(y˜
n|A)
× 1
(S + 1)
|A|
2 ×
pYm(y˜
m)
n∏
k=m+1
pYk|Xk(y˜k|xk)
pY˜ n(1),Q(n)(1)|W=1(y˜n,A)
> Meδ
dy˜ndxn (95)
≤ e
−δ
MpQ(n)(1)|W=1(A)
× (S + 1) |A|2
× E

pYm(Y˜
m(1))
n∏
k=m+1
pYk|Xk(Y˜k(1)|Xk(2))
pY˜ n(1)|Q(n)(1)=A,W=1(Y˜ n(1))
 (96)
=
e−δ
MpQ(n)(1)|W=1(A)
× (S + 1) |A|2 (97)
where
• (95) is due to (94) and the fact that for all y ∈ R, N (y;0,1)N (y;0,S+1) ≤
√
S + 1;
• (96) follows from Markov’s inequality where the expectation if evaluated with respect to the distribution
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pXn(2)pY˜ n(1)|Q(n)(1)=A,W=1;
• (97) is due to simplifying the expectation term by first principles.
Consequently,
P
{{
log
pY n|Xn(Y˜ n(1)|Xn(2))
pY n(Y˜ n(1))
> logM + δ
}
∩
{
|Q(n)(1)| < Lγ + 1
}∣∣∣∣∣W = 1
}
≤
∑
A⊆{mL+1,mL+2,...,n}:
|A|≤Lγ+1
P
{
log
pY n|Xn(Y˜ n(1)|Xn(2))
pY n(Y˜ n(1))
> logM + δ
∣∣∣∣∣Q(n)(1) = A,W = 1
}
× P{Q(n)(1) = A|W = 1}
≤ e
−δ
M
× (S + 1)Lγ+12 × ∣∣A ⊆ {mL+ 1,mL+ 2, . . . , n} : |A| ≤ Lγ + 1∣∣ (98)
where the last inequality is due to (97). Since the mismatched positions occur in blocks of L symbols except for
the last block whose length is no larger than L, we have
∣∣A ⊆ {mL+ 1,mL+ 2, . . . , n} : |A| ≤ Lγ + 1∣∣ ≤ dγ+1/Le∑
i=0
(d(n−mL)/Le
i
)
≤
dγ+1/Le∑
i=0
(⌈
n−mL
L
⌉)i
≤
dγ+1/Le∑
i=0
(n−mL)i
≤ (n−mL)
γ+2
n−mL− 1
≤ 2(n−mL)γ+1. (99)
Combining (98) and (99), we obtain (27).
APPENDIX C
PROOFS OF COROLLARY 4 AND COROLLARY 8
Since save-and-transmit defined in Section III-A is a special case of blockwise save-and-transmit defined in
Section IV-B with L = 1 and Corollary 4 is a special case of Corollary 8 with L = 1, it suffices to prove
Corollary 8.
Fix an ε ∈ (0, 1/2), and fix any ε1 > 0 and ε2 > 0 such that ε1 + ε2 = ε. Define ρ, S, α, β and m as
in (34), (12), (24), (25) and (35) respectively, and define γ(ε2) = 0 as in (31). To simplify notation, we do not
explicitly specify the dependence on n for ρ, S, α, β and m. Let pX = N (x; 0, S) and let pY = N (y; 0, S + 1)
be the marginal distribution of pXqY |X , and let σ2 and T denote the variance and the third absolute moment
of log qY |X(Y |X)pY (Y ) respectively. Fix any sufficiently large n and any L < n such that ρ ∈ (0, 1), (28) and (11)
simultaneously hold. Then, Theorem 2 implies that there exists a blockwise save-and-transmit (n,M, ε)-EH code
which satisfies (29) and (32). We would like to show that (33) holds for the blockwise save-and-transmit code by
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obtaining a lower bound on the RHS of (29). To this end, we fix a sufficiently large n such that (29) holds for the
blockwise save-and-transmit code. By construction, we have S = P (1− ρ), ρ = Θ
(√
L
n
)
and m = Θ
(√
n
L
)
, and
we use Taylor’s theorem to conclude that there exist some κ1 > 0 and κ2 > 0 which do not depend on n such that
1
2
log(1 + S) ≥ 1
2
(
log(1 + P )− ρP
1 + P
− κ1L
n
)
(100)
and
Φ−1(ε1)− κ2√
n
≤ Φ−1
(
ε1 − T
σ3
√
nm
− 4√
nm
)
< 0. (101)
Combining (29), (100) and (101) and using the facts that ρ = Θ
(√
L
n
)
, m = Θ
(√
n
L
)
and
√
nσ2 −
√
mLσ2 ≤
√
(n−mL)σ2,
we obtain
1
n
logM ≥ n−mL
2n
log(1 + S) +
√
(n−mL)σ2
n
Φ−1
(
ε1 − T
σ3
√
nm
− 4√
nm
)
− log
√
n+ 1
n
− 1
n
(
L
(
2S log 2 +
1
2
log(1 + S)
)
+ (8S + 1) log nm
)
≥ 1
2
log(1 + P )− ρP
2(1 + P )
− mL
2n
log(1 + P ) +
√
σ2
n
Φ−1(ε1)− κ3 max
{
L1/4
n3/4
,
L
n
}
(102)
for some κ3 > 0 which does not depend on n. In order to bound the second term on the RHS of (102), we obtain
from the definition of ρ in (34) that
ρP
2(1 + P )
=
√
(LE[E2] + 3P 2) log(1 + P ) log 1ε2
2
√
2nP (1 + P )
= Θ
(√
L
n
)
. (103)
In order to bound the third term on the RHS of (102), we obtain the following bounds by the definition of α =
Θ
(√
1
Ln
)
in (24), the definition of β in (25) and the definition of γ(ε2) in (31) where κ4 and κ5 are some positive
constants that do not depend on n:
α ≥ 2ρP
LE[E2] + 3P 2
(104)
where (104) follows from the definition of ρ in (34);
β ≥ α
1 + 63αP
≥ 2ρP
LE[E2] + 3P 2
− κ4
Ln
(105)
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where (105) is due to (104);
m =
⌈
log 1ε2
LPβ + L
2α2E[E2]
2
⌉
≤ log
1
ε2
LPβ
+ 1
=
(LE[E2] + 3P 2) log 1ε2
2ρLP 2
×
2ρP
LE[E2]+3P 2
β
+ 1
≤ (LE[E
2] + 3P 2) log 1ε2
2ρLP 2
+
κ5
L
(106)
where (106) is due to (105) and the definition of ρ in (34). Using (106) and the definition of ρ in (34), we have
m ≤ 1
L
√
n(LE[E2] + 3P 2) log 1ε2
2P (P + 1) log(1 + P )
+
κ5
L
. (107)
Combining (102), (103) and (107), we conclude that (33) holds for any sufficiently large n where κ > 0 is some
constant which does not depend on n.
In addition, (36) follows from the following inequality due to (32), the definition of Q(n)(w) in (10) and our
choice for γ(ε2) that γ(ε2) = 0:
P
{
n⋃
k=mL+1
{
k∑
i=1
Ei <
k∑
i=m+1
X2i
}}
= P
{
|Q(n)(W )| ≥ 1
}
= P
{
|Q(n)(W )| ≥ Lγ(ε2) + 1
}
≤ ε2.
APPENDIX D
PROOFS OF COROLLARY 5 AND COROLLARY 9
Since best-effort defined in Section III-D is a special case of blockwise best-effort defined in Section IV-D with
L = 1 and Corollary 5 is a special case of Corollary 9 with L = 1, it suffices to prove Corollary 9.
Fix an ε ∈ (0, 1/2), and fix any ε1 > 0 and ε2 > 0 such that ε1 + ε2 = ε. Define ρ, S, α and β as in (39),
(12), (24) and (25) respectively. In addition, let m , 0 and define γ(ε2) as in (41). To simplify notation, we do not
explicitly specify the dependence on n for ρ, S, α, β and γ(ε2). Let pX = N (x; 0, S) and let pY = N (y; 0, S+ 1)
be the marginal distribution of pXqY |X , and let σ2 and T denote the variance and the third absolute moment
of log qY |X(Y |X)pY (Y ) respectively. Fix any sufficiently large n such that ρ ∈ (0, 1), ε1 − Tσ3√n − 4√n > 0 and (11)
simultaneously hold. Then, Theorem 2 implies that there exists a blockwise best-effort (n,M, ε)-EH code which
satisfies
logM ≥ n
2
log(1 + S) +
√
nσ2 Φ−1
(
ε1 − T
σ3
√
n
− 4√
n
)
− (λ1L+ λ2 log n) (γ(ε2) + 1)− log
√
n− 1 (108)
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and (32) where λ1 and λ2 are as defined in (18) and (19) respectively. In the rest of the proof, we will derive (40)
from (108). By construction, we have S = P (1−ρ) and ρ = Θ
(√
logn
n
)
, and we use Taylor’s theorem to conclude
that there exist some κ1 > 0 and κ2 > 0 which do not depend on n such that
1
2
log(1 + S) ≥ 1
2
(
log(1 + P )− ρP
1 + P
− κ1 log n
n
)
(109)
and
Φ−1
(
ε1 − T
σ3
√
n
− 4√
n
)
≥ Φ−1(ε1)− κ2√
n
. (110)
Combining (108), (109) and (110), we obtain
1
n
logM ≥ 1
2
log(1 + P )− ρP
2(1 + P )
− (λ1L+ λ2 log n)(γ(ε2) + 1)
n
−
√
σ2
n
Φ−1(ε1)
− κ2
√
σ2
n
− log
√
n+ 1
n
− κ1 log n
2n
≥ 1
2
log(1 + P )− ρP
2(1 + P )
− (λ1L+ λ2 log n)γ(ε2)
n
−
√
σ2
n
Φ−1(ε1)− κ3 max{log n,L}
n
(111)
for some κ3 > 0 which does not depend on n. In order to bound the second term on the RHS of (111), we obtain
from the definition of ρ in (39) that
ρP
2(1 + P )
=
1
2
√
(λ1L+ λ2 log n)(LE[E2] + 3P 2) log 1ε2
LP (P + 1)n
= Θ
(√
max{log n,L}
n
)
. (112)
In order to bound the third term on the RHS of (111), we obtain the following bounds by the definition of α =
Θ
(√
logn
n
)
in (24), the definition of β in (25) and the definition of γ(ε2) in (31) where κ4 and κ5 are some
positive constants that do not depend on n:
α ≥ 2ρP
LE[E2] + 3P 2
(113)
where (113) follows from the definition of ρ in (39);
β ≥ α
1 + 63αP
≥ 2ρP
LE[E2] + 3P 2
− κ4 max{log n,L}
L2n
(114)
where (114) is due to (113);
γ(ε2) =
log 1ε2
PLβ + L
2α2E[E2]
2
≤ log
1
ε2
PLβ
=
(LE[E2] + 3P 2) log 1ε2
2ρLP 2
×
2ρP
LE[E2]+3P 2
β
≤ (LE[E
2] + 3P 2) log 1ε2
2ρLP 2
+
κ5
L
(115)
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where (115) is due to (114) and the definition of ρ in (39). Using (115) and the definition of ρ in (39), we have
γ(ε2) ≤ 1
2
√
n(LE[E2] + 3P 2) log 1ε2
LP (P + 1)(λ1L+ λ2 log n)
+
κ5
L
. (116)
Combining (111), (112) and (116), we conclude that (40) holds for any sufficiently large n where κ > 0 is some
constant which does not depend on n.
ACKNOWLEDGMENT
We would like to thank the Associate Editor and the anonymous reviewers for their valuable comments which
helped us improve the presentation of this work.
REFERENCES
[1] O. Ozel and S. Ulukus, “Achieving AWGN capacity under stochastic energy harvesting,” IEEE Trans. Inf. Theory, vol. 58, no. 10, pp.
6471–6483, 2012.
[2] S. L. Fong, V. Y. F. Tan, and J. Yang, “Non-asymptotic achievable rates for energy-harvesting channels using save-and-transmit,” IEEE J.
Sel. Areas Commun., vol. 34, no. 12, pp. 3499 – 3511, 2016.
[3] K. G. Shenoy and V. Sharma, “Finite blocklength achievable rates for energy harvesting AWGN channels with infinite buffer,” in Proc.
IEEE Intl. Symp. Inf. Theory, Barcelona, Spain, Jul. 2016, pp. 465 – 469.
[4] S. L. Fong, V. Y. F. Tan, and A. O¨zgu¨r, “On achievable rates of AWGN energy-harvesting channels with block energy arrival and
non-vanishing error probabilities,” IEEE Trans. Inf. Theory, vol. 64, no. 3, pp. 2038 – 2064, 2018.
[5] J. Yang, “Achievable rate for energy harvesting channel with finite blocklength,” in Proc. IEEE Intl. Symp. Inf. Theory, Honolulu, HI,
USA, Jun. 2014, pp. 811 – 815.
[6] E. MolavianJazi and A. Yener, “Low-latency communications over zero-battery energy harvesting channels,” in Proc. IEEE Global
Communications Conference (Globecom’15), San Diego, CA, Dec. 2015.
[7] K. Tutuncuoglu, O. Ozel, A. Yener, and S. Ulukus, “The binary energy harvesting channel with a unit-sized battery,” IEEE Trans. Inf.
Theory, vol. 63, no. 7, pp. 4240–4256, 2017.
[8] D. Shaviv, P.-M. Nguyen, and A. O¨zgu¨r, “Capacity of the energy harvesting channel with a finite battery,” IEEE Trans. Inf. Theory, vol. 62,
no. 11, pp. 6436 – 6458, 2016.
[9] W. Mao and B. Hassibi, “Capacity analysis of discrete energy harvesting channels,” IEEE Trans. Inf. Theory, vol. 63, no. 9, pp. 5850–6886,
2017.
[10] Y. Polyanskiy, “Channel coding: Non-asymptotic fundamental limits,” Ph.D. dissertation, Princeton University, 2010.
[11] F. Zhang and V. K. N. Lau, “Closed-form delay-optimal power control for energy harvesting wireless system with finite energy storage,”
IEEE Trans. Signal Process., vol. 62, no. 21, pp. 5706–5715, 2014.
[12] D. Shaviv and A. O¨zgu¨r, “Online power control for block i.i.d. energy harvesting channels,” IEEE Trans. Inf. Theory, vol. 64, no. 9, pp.
5920–5937, 2018.
[13] T. M. Cover and J. A. Thomas, Elements of Information Theory, 2nd ed. Wiley-Interscience, 2006.
[14] A. El Gamal and Y.-H. Kim, Network Information Theory. Cambridge, U.K.: Cambridge University Press, 2012.
[15] C. E. Shannon, “Certain results in coding theory for noisy channels,” Information and Control, vol. 1, pp. 6–25, 1957.
[16] T. S. Han, Information-Spectrum Methods in Information Theory. Berlin, Germany: Springer, Feb. 2003.
[17] V. Y. Korolev and I. G. Shevtsova, “On the upper bound for the absolute constant in the Berry-Esse´en inequality,” Theory of Probability
and Its Applications, vol. 54, no. 4, pp. 638–658, 2010.
January 15, 2019 DRAFT
