We review the prominent technologies in virtual screening, and their applications in drug discovery.
INTRODUCTION
Pharmaceutical companies are in pursuit of two goals: cure and profit. To achieve these goals, new drugs must be discovered at a fast pace to win the race against disease and expiring patents. Consequently the industry allocates a significant budget for research and development, and, as a result, enjoys the reward of being the second most profitable industry of legitimate business, second only to tobacco, to which, ironically, is attributed a significant fraction of the pharmaceutical market. Discovery of new drugs, however, is becoming increasingly difficult, costly, and time consuming due to growing regulatory pressure from the FDA and counterpart agencies in other countries. In response, pharmaceutical companies have eagerly embraced a number of new technologies that promise to accelerate the pace and reduce the cost of discovering new drugs. Virtual screening of compound libraries in search of drug leads is one of these technologies.
In traditional medicinal chemistry, a lead compound is usually identified by screening collections of compounds consisting of natural products and other chemicals that organic chemists have toiled years to synthesize. A great leap in lead discovery came with the advent of combinatorial chemistry and high-throughput screening (HTS). Combinatorial chemistry provides access to millions of new *Address correspondence to this author at the 3-Dimensional Pharmaceuticals, Inc., 8 Clarke Drive, Cranbury, NJ 08512, USA; Tel: (609) 655-6978, Fax: (609) 655-6930, e-mail: huafeng.xu@3dp.com compounds, and high-throughput screening enables expedient detection of those few that are biologically active. The numbers, however, are not in our favor. Consider, for example, the library based on the Ugi reaction illustrated in Fig. 1 . If each R-group has 100 different variations, 100 4 = 100,000,000 distinct compounds can be assembled. In fact, it has been estimated that 10 9 compounds could, in theory, be synthesized using this chemistry from commercially available starting materials alone [1] . Despite the everincreasing capacity of synthetic and screening machinery, only a tiny fraction of these libraries can be materialized and tested in a biological assay. This situation presents some challenging opportunities and risks.
In fact, blind screening of large combinatorial libraries for drugs has had few conclusive success stories. This is because drugs are sparse among chemicals, and they are not uniformly distributed throughout the chemical space [2] . The screening capability of the pharmaceutical industry has increased by several orders of magnitude since the inception of modern medicine, but the speed at which new compounds enter advanced clinical trials and win FDA approval has accelerated very little by comparison. The number of new drugs is in no way proportional to the number of new compounds synthesized and screened. This is analogous to mathematicians' search for prime numbers [3] . There are 25 prime numbers smaller than 100 with a density of 0.4, 1229 prime numbers smaller than 10,000 with a density of 0.12, 78,498 prime numbers smaller than 1,000,000 with a density of 0.078, and 5,761,455 prime numbers smaller than 100,000,000 with a density of only 0.058. The prime number theorem states that the number of prime numbers smaller than n asymptotically approaches n/logn.
Consequently the prime numbers are infinitely sparse among all integers. Likewise, drugs may be infinitely sparse among all accessible chemicals. Similar to the lack of a mathematical formula that will consistently generate prime numbers, medicinal chemists do not have a chemical formula to generate drugs. This analogy, however, is not entirely valid. For many decades, the pharmaceutical industry has been successful in developing new medicines through a convergent SAR optimization process based on trial and error. This suggests that although the number of drugs may be vanishingly small compared to the size of chemistry space, the "fitness landscape" of drug-like matter exhibits relatively welldefined minima (drugs), surrounded by a large number of promising -albeit sub-optimal -molecules (hits and leads). Indeed, the process of finding drugs is considerably simpler than that of finding prime numbers, but it does require careful experimental design and good judgment. Virtual screening is a tool to aid such judgment. In addition to automating the selection process, virtual screening expands, by several orders of magnitude, the number of compounds that can be assessed as potential drugs. Utilizing the increasing power of computers, it is now possible to virtually "synthesize" billions of chemical compounds, analyze their properties, and select the ones that will most likely possess activity against the biological target(s) of interest [4] .
REALISTIC OBJECTIVES OF VIRTUAL SCREENING
Small molecule drugs act by binding to their respective protein (or nucleic acid) targets. To identify potential drug leads, we need to identify compounds that have specific affinity for the target of interest. In an ideal world, where molecular interactions and solvation effects are perfectly described, the binding free energy of each compound to the target can be computed, and the best compounds can be identified by sorting them according to their binding free energy. However, neither molecular interactions nor solvation effects can yet be fully described in a model that is amenable to computation, and simplified formalisms must be employed to enable the analysis of large virtual collections.
The use of simplified models means that the predicted binding affinities may differ substantially from their true values. Since in most cases drugs bind to their targets through reversible noncovalent interactions such as hydrogen bonds, hydrophobic interactions, and salt bridges, the binding free energy is small compared to covalent bonding. A small inaccuracy in the predicted binding affinity can alter the judgment between a strong and a weak binder. Therefore the output of virtual screening could include a significant number of compounds that are not truly bioactive (false positives), and omit others that are (false negatives). A good method must minimize the number of both false positives and false negatives. The ability to do so can be assessed through validation experiments, in which the method is used to screen a well-studied chemical library and protein target, and the results are compared to those obtained by actual screening. Suppose that the library contains L compounds, of which D have been experimentally identified as bioactive. The virtual screening protocol picks N compounds as potential drug leads, among which d(N) compounds are truly bioactive (obviously d (N) is a function of N) . A random selection of N compounds from that library would result in DN / L bioactive entities. The quality of the method can thus be measured by the ratio of the percentage of truly bioactive compounds in its selection over that in a random selection, the so-called enrichment factor,
For the method to be useful, the enrichment factor should be consistently greater than 1. The difference g (N) = f (N)-1 reflects the improvement of virtual screening over random selection. A common practice is to plot d(N) / D versus N / L, which should generate a curve well above the diagonal line.
Just as with many other promising technologies, it is important to have realistic expectations of the potential of virtual screening. It is impossible for any method to select all and only the compounds that are truly bioactive. From a practical point of view, the method should be employed as long as the corresponding enrichment factor f(N ) is consistently greater than one and consistently better than that obtained by any alternative selection method, including experience and chemical intuition. Of course, for new chemical libraries and new targets the enrichment factor is not known a priori, and the decision as to whether the method should be employed must be based on prior experience and well-crafted, statistically sound retrospective validation studies.
VIRTUAL SCREENING USING CHEMICAL DESCRIPTORS
Even though molecules interact with each other in 3-dimensional space and manifest their particular properties by adopting certain 3-dimensional conformations, chemists have long speculated that valuable information about molecular interactions and properties can be extracted directly from the connection table. Many different chemical descriptors based on invariants of the molecular graph have been employed in quantitative structure-activity relationship (QSAR) studies and virtual screening. The most popular ones -substructure keys, hashed fingerprints and topological indices -are described below. More extensive reviews can be found elsewhere [4] [5] [6] [7] .
1D/2D Chemical Descriptors
Substructure keys [8] are used to describe what substructures are present in a molecule. These keys are binary vectors, whose i-th field is set to 1 if the corresponding substructure is present in the molecule, 0 otherwise. The substructures are predefined, and range from simple atoms (carbon, nitrogen, etc.) to specific electronic configurations such as triple-bonded nitrogen, common functional groups such as alcohols or amines, and ring systems such as 5-member rings or specific heterocycles. Different substructures are used for different purposes. For drug screening, substructures of interest may include hydrogen-bonding groups, hydrophobic fragments, or specific skeletal features such as steroids, etc.
Hashed fingerprints [9] also encode substructural information but, unlike substructure keys, the substructures to be encoded are not predefined. Instead, all possible patterns of a specific type (such as in a path of up to 3 bonds) are generated by systematic traversal of the molecular graph. Each pattern is converted to an integer number, which serves as a seed to a pseudorandom number generator, which turns on a small number of bits in the respective fingerprint (a process called hashing). Although, in theory, different molecules could share the same fingerprint, the probability of such a circumstance is extremely low if the hashing scheme is designed in a sensible manner. Both substructure keys and hashed fingerprints were originally designed for fast substructure search of chemical databases, but subsequently found widespread use in similarity searching, structure-activity correlation and virtual screening.
The third class of graph theoretic descriptors are connectivity indices [10] . The generalized molecular connectivities χ are defined as:
where the summation is taken over all the paths of length l in the molecule, the product is taken over all the atoms in each path, and δ i is the number of bonds that atom i forms with non-hydrogen atoms. The expression has been modified to include different atomic species, by replacing δ i with δ i ν = Z i − n i H , whereZ i and n i H represent the number of valence electrons and the number of attached hydrogen atoms of the i-th atom, respectively. The χ indices have been used extensively in QSAR studies, and have been shown to correlate well with a number of molecular properties, such as anesthetic potencies [11] , toxicities [12] , and inhibitory potencies [13] . Similar to the χ indices, the κ indices were devised to encode molecular shape, and are based on the number of paths of a specific length. A full description can be found in a review article by Hall and Kier [10] .
Similarity Metrics
Molecular descriptors can be combined using a suitable distance function to provide a numerical estimate of the similarity between two compounds. A number of distance functions have been proposed, including the well-known Manhattan and Euclidean metrics for real-valued descriptors, and the Tanimoto coefficient for binary descriptors. In general, the diversity of chemical structure encourages the use of large descriptor sets to provide adequate structural and/or biological discrimination. However, the more descriptors are used to describe the molecules, the greater the likelihood that they are correlated. Dimensionality reduction attempts to minimize this redundancy by eliminating features that add very little to the overall picture. Dimensionality reduction techniques fall into two broad categories: 1) methods that preserve some of the original descriptors (such as fast random elimination of descriptors [14] , cluster significance analysis [15] , and information theory [16] ), and 2) methods that generate alternative latent features based on the original descriptors. The latter may be accomplished using linear methods such as principal component analysis [17] , singular value decomposition [18, 19] and factor analysis [20] , and nonlinear methods such as multidimensional scaling [21] (MDS) and nonlinear mapping [22] (NLM).
The most popular linear dimensionality reduction method is principal component analysis (PCA). Let x = {x 1 , x 2 , ..., x n ) and y = {y 1 , y 2 , ..., y n } be the vectors of descriptors of two compounds, and
the (squared) Euclidean distance between them. If the descriptors are highly correlated, the Euclidean metric will result in amplifying the contribution of some descriptors at the expense of others. The correlation between the descriptors can be measured by the covariance matrix C = {σ ij }, where
is the covariance between the descriptors x i and x j , as measured by averaging over all the compounds in the library. A more unbiased estimate of the dissimilarity between the compounds can be obtained using the Mahalanobis distance [23] :
where C -1 is the inverse of the covariance matrix C, and x T denotes the transpose of x.
Since C is a symmetric matrix, we can solve the eigenvector problem Cν k = λ k ν k , and order the n real eigenvalues in descending order. The eigenvectors {ν k } form an orthonormal basis for the n-dimensional space. In this basis, the covariance matrix is diagonal:
. . .
and its inverse is simply:
The descriptor vectors in the new basis are x' = {x' 1 , x' 2 , ..., x' n } and y' = {y' 1 , y' 2 , ..., y' n }, and the Mahalanobis distance is given by:
The eigenvectors {ν k } are usually called the principal components (PC). Frequently a few eigenvalues will dominate the variance in the dataset. A common practice is to select only the largest few eigenvalues and the corresponding eigenvectors in the analysis, and treat the variance corresponding to the remaining eigenvalues as statistical noise.
Chemical space, however, is very unlikely to be linear. For this reason, it is preferable to reduce the dimensionality using a nonlinear method such as MDS or NLM. These methods attempt to embed the compounds in a lowerdimensional Euclidean space in a way that preserves their distances in the original high-dimensional manifold. These methods are particularly valuable because they can also be used to produce Cartesian coordinate vectors from data supplied directly in the form of proximities, which simplifies their analysis using conventional statistical and data mining techniques. Although MDS is a computationally intensive procedure, our group has developed a number of methods involving the use of neural networks that allow the expedient mapping of very large data sets such as those encountered in combinatorial chemistry and virtual screening [24] . This general strategy was subsequently extended to employ local learning techniques [25] , generalized to handle complex distance functions and input data supplied in non-vectorial form [26] , and modified to allow the scaling of combinatorial libraries in a way that circumvents explicit enumeration [27] .
Virtual Screening by Similarity Search
Similarity searching is one of the oldest and most trusted methods for computer-assisted lead discovery and optimization [7] . Once a set of active inhibitors has been identified, computers can be used to search large chemical libraries for molecules that closely resemble these compounds. The search is not restricted to compounds that have already been synthesized, but may include synthetically accessible compounds that exist only in virtual form.
In a very interesting study, Schneider et al. used a reference molecule to guide the de novo design of K + -channel blocking agents through an evolutionary algorithm [28] . The reference molecule was first simplified to an abstract representation consisting of generalized atoms (hydrogen bond donors/acceptors, positive/negative charges, lipophilic groups) connected by bonds. Correlation vectors were then used to encode this abstract representation [29] , and the distance between these vectors was used as a measure of the similarity between the corresponding compounds. New candidate molecules were designed by an evolutionary protocol, guided by a fitness function based on the distance of the correlation vector from that of the reference structure. Using this approach, the researchers were able to design a novel potent K + -channel blocker.
The ability to search large virtual libraries has become increasingly important with combinatorial chemistry, which provides access to billions of chemical analogs from a relatively limited number of building blocks. These virtual libraries are orders of magnitude larger than a typical chemical bank, and several sophisticated algorithms have been devised to simplify their search and manipulation.
Our group's efforts have been based on the concept of "lazy enumeration", that is, delaying virtual synthesis and storage of a particular product until it is needed [4] . These algorithms offer enumeration speeds in excess of 20,000 products/second, and can compress a billion-member library into a 1-5 Mb data stream in few seconds on a modern PC. In addition, two complementary similarity searching algorithms have been devised that capitalize on the massive redundancy and constrained nature of combinatorial libraries. The first is based on the observation that the structural diversity of a combinatorial library stems from a limited number of building blocks, so that it is possible, through random sampling, to identify reagents leading to the products that are most closely related to the query structure [30] . The second makes use of an optimization heuristic that allows the independent evaluation and ranking of candidate reagents in each variation site in the library, thus breaking the task into a set of well-defined, computationally tractable sub-problems [31] .
However, in our experience the most important advance is the ability to circumvent the enumeration process altogether, and perform similarity searching and other related calculations using approximate descriptors calculated on-thefly as needed by the application. This is accomplished using feed-forward neural networks, which are trained to predict descriptors of products from pertinent features of their respective building blocks [32] . The training set consists of the descriptors of all the reagents that make up the combinatorial library, along with the descriptors of a relatively small number of randomly chosen products. The latter are computed in a conventional way, i.e. by running a computer program or subroutine on the fully enumerated structures. Once the networks are trained, screening the virtual library (or any subset thereof) becomes a matter of retrieving the precomputed descriptors of the reagents, feeding them through the neural networks in order to compute the descriptors of the products, and using these descriptors for any subsequent analysis, searching, or classification task. Unlike previous attempts, which focused exclusively on decomposable descriptors [33] [34] [35] [36] , this method is general and can be applied to a wide variety of molecular properties, regardless of origin and complexity. The algorithm is fast, and permits the screening of virtual libraries at a rate of tens of thousands of compounds per second on a modern personal computer.
2D descriptors are also gaining popularity in designing diverse chemical libraries for general screening. Diversity analysis has been reviewed in several recent texts, and will not be addressed in this work. We would like to note, however, that it is now becoming increasingly apparent that many other factors need to be considered besides diversity in order to increase the quality and information content of a screening deck. Successful drug development requires the optimization of many additional properties such as solubility, uptake and distribution, metabolism, pharmacokinetics, toxicity, and chemical and metabolic stability. Lipinski's rule-of-5 [2] is an example of how 2D descriptors coupled with simple statistical reasoning can be used to flag compounds with potential development liabilities. Lipinski's work, along with the successful history of QSAR, has prompted several authors to develop more rigorous statistical models to predict drug-likeness in a more general sense [37] [38] [39] [40] . This approach is based on the thesis that drugs have certain common properties that differentiate them from ordinary chemicals, and the belief that it should be possible to extract that information through statistical analysis of large databases of marketed drugs and advanced clinical candidates. In practice, these methods are used either as "hard" filters that eliminate problematic compounds from further consideration [1] , or "soft" biases that enrich the selection with compounds with a more favorable ADME profile [41, 42] .
PHARMACOPHORES
Because a drug interacts with its protein target in 3D space, 2D chemical descriptors are incapable of fully describing these interactions. Thus, it is often desirable to search for compounds that share common 3-dimensional structural elements with known inhibitors. This is usually accomplished by detecting common spatial arrangements of specific functional groups among a series of known inhibitors that correlate well with biological activity. These functional groups with their spatial configuration are commonly called pharmacophores [43] . Once the pharmacophores have been extracted by superimposition of known inhibitor structures, they can be used to query a 3-dimensional structural database of small molecules, such as the Cambridge Structure Database (CSD), or some other physical or virtual collection. Molecules that contain similar pharmacophoric elements will be retrieved as potential leads for further study. Chen et al. used this approach to discover a novel scaffold for inhibitors of rat 5α-reductase [44] .
To simplify search and retrieval, pharmacophores are often encoded in the form of long binary vectors referred to as pharmacophore fingerprints. This mechanism allows pharmacophore perception and screening through simple and fast binary operations. The pharmacophore itself is typically represented as a set of 3 or 4 pharmacophoric centers forming a triangle or tetrahedron. These centers include macromolecular recognition sites, such as charged centers, hydrogen bond donors and acceptors, hydrophobic centers, and aromatic ring centers. To generate the fingerprint, the pharmacophores (i.e. the pharmacophoric centers and their respective distances) exposed by a particular conformation are mapped onto specific bits in the bit string. Individual fingerprints can be combined into "molecular fingerprints" which represent the union across all conformations of a particular molecule, and "library fingerprints" which represent the union across all molecules in a library. The latter has been the method of choice for defining the pharmacophoric diversity of a collection of compounds. These descriptors are available from a number of commercial molecular modeling packages and have been widely adopted by the computational chemistry community.
The problem with pharmacophoric descriptors is that they collapse on a massive scale. The large number of possible products and the large number of possible lowenergy conformations per product limit the application of pharmacophoric techniques in four important ways: 1) to relatively small virtual libraries, 2) to only 3-and 4-point pharmacophores, 3) to inadequate conformational sampling, and 4) to simplistic similarity and/or diversity measures. Perhaps the biggest source of error comes from inadequate conformational sampling. To be meaningful in a biological context, a conformational search algorithm must be able to produce an accurate and thorough account of every molecular conformation that is accessible in a particular biological setting. Most conformational search algorithms perform calculations either in vacuum or in a simple polarizable continuum. Moreover, as the flexibility of the molecule increases, thorough conformational sampling becomes impossible, and drastic measures are taken to truncate the size of the search space. Missing or erroneous conformations can introduce significant errors in the resulting fingerprint.
Another problem comes from aggregation. When the pharmacophore keys of the individual conformations are combined to produce the molecular fingerprint, higher-order relationships are lost. That is, the relative geometric arrangements of, for example, 4 or more pharmacophoric centers cannot be inferred from a set of potentially overlapping 3-point pharmacophores, because these pharmacophores may have originated from different conformations, and could never be simultaneously present in a single conformation. As Kahn has recently demonstrated, the use of higher order pharmacophores results in increasing ability to separate active from inactive molecules, but the complexity of the calculations increases accordingly.
These problems, and the instinctive desire to somehow account for the third dimension, has prompted several groups to look at substituent-based pharmacophoric descriptors. The most prominent of these methods are Cramer's topomerically aligned conformer fields [45] , and Martin's oriented substituent pharmacophores [46] .
The former are based on the steric fields of single side chain conformers topomerically aligned around a common combinatorial core. This alignment tries to find a representative conformation for each side chain attached to a particular variation site on a combinatorial template. First, a model-building routine generates a low energy conformation, which is then fitted as a rigid body onto the template using least-squares minimization. After that, the bond torsions are adjusted one at a time starting from the bond closest to the template, according to a simple set of topological precedence rules. Once the alignment is complete, the steric field of the side chain is calculated using a CoMFA-like approach. These fields can be used to compute a similarity index between two compounds from the root of the squares of the differences in steric field values summed over all lattice points in the CoMFA region, or another equivalent distance function.
In the special case of combinatorial libraries, Martin's approach is to employ pharmacophore keys that represent the substituents rather than the final products [46] . To ensure that the relative orientation of the substituents is accounted for, two additional points and the corresponding distances are added to each substituent pharmacophore. The first is the point of attachment to the template, and the second is an orienting point placed at some distance away from the attachment point along the bond attaching the substituent to the scaffold. In theory, by dissecting the molecule into its constituent parts, one can construct a richer, more informative representation of the pharmacophoric space accessible to each compound. In practice, the results are only as valid as the underlying combinatorial conformer and template alignment assumptions (i.e. the premise that the conformations adopted by a particular substituent do not depend on the conformations adopted by the other substituents or the orientation of the scaffold). However, the most important limitation of these types of approaches is that the descriptors are inherently specific to a particular combinatorial library, and cannot be used to compare that library with other combinatorial libraries, non-combinatorial collections, or even individual compounds.
Of course, pharmacophore detection is not the only approach for introducing 3-dimensional information in virtual screening. A variety of alternative descriptors have been explored, including geometric atom pairs and topological torsions, spatial autocorrelation vectors, WHIM indices, molecular hashkeys, and BCUTs, to name a few.
DOCKING
Despite its long, successful history in drug design, similarity searching suffers from a number of limitations. The method cannot be used with targets for which no active compounds are known, and, when 2D descriptors are used, has a tendency to discover molecules that closely resemble the input queries, thus limiting the ability to discover novel, patentable scaffolds. A promising alternative is to model the 3-dimensional structure of the receptor-ligand complex and assess its stability, a process known as small molecule docking.
Experimentally, the structures of receptor-ligand complexes can be determined by X-ray crystallography or nuclear magnetic resonance (NMR) spectroscopy. This approach, however, is excruciatingly slow. The Protein Data Bank (PDB) currently contains about 18,000 structures, and grows at a pace of 7 additional structures per day [47] . This represents the collective effort of thousands of crystallographers and NMR spectroscopists working in the field. In practice, experimental structure determination can only be used for a select number of ligands, and serves as a source of ideas for analog design.
Small molecule docking attempts to model the key interactions involved in ligand binding, and extract plausible 3-dimensional models and binding affinities that can be subsequently used to prioritize synthetic candidates. The basic assumption is that if a small molecule binds to a protein with good affinity, the geometric shape of that molecule has to fit with that of the cavity (or binding pocket) in the protein. The fit between the small molecule and the binding pocket is then used to evaluate the affinity of the small molecule for the respective target. If the fit is poor, steric hindrance will prevent the ligand from binding to the protein, and the molecule will be rejected as an improbable lead.
As a protein interacts with a ligand, both may undergo conformational changes [48] [49] [50] [51] [52] . Theoretically, such conformational flexibility should be considered in the model, but its effective treatment is computationally very expensive. Consequently, several levels of simplification are introduced to reduce the complexity of the task, which differ in what portion of the protein-ligand complex is treated as flexible.
Rigid Docking
When both the ligand and the binding pocket of the protein are held rigid, the docking problem is reduced to finding a match between characteristic features of the two molecules in 3-dimensional space. Usually a distance compatibility graph is constructed in order to identify potential matches. Each pair of matching features between the protein and the ligand is a node in the graph. If two pairs of matching features have the same distance within certain tolerance, the two nodes that represent the two pairs are joined by an edge. For example, consider a binding pocket that consists of two hydrophobic cavities (R1 and R2) and one hydrogen bond donor site (D), and a candidate ligand that consists of three lipophilic sites (r1, r2, and r3) and one hydrogen bond acceptor (a). Then the nodes in the graph are R1r1, R2r1, R1r2, R2r2, R1r3, R2r3, and Da (see Fig. 2) . If the distance between R1 and R2 is the same as that between r1 and r3, the nodes R1r1 and R2r3 are joined by an edge. A 3-dimensional match between the two molecules is thus equivalent to a fully connected subgraph in the distance compatibility graph, and finding the correct docking orientation is reduced to a search for the largest fully connected subgraph. In graph theory, such a fully connected subgraph is called a clique, and many algorithms have been developed to find the maximum cliques in a graph [53, 54] . Once a clique is found, the matching features in the clique are superimposed to give an initial orientation of the ligand with respect to the binding pocket. DOCK [55, 56] , one of the most widely used docking programs, evaluates the orientation of the ligand using a scoring function based on the AMBER force field. Since the starting orientation is quite crude, the ligand may have bad van der Waals (VDW) contacts with the receptor and thus a high energy. Normally, this would lead to rejection of nearly every docking conformation. To circumvent this difficulty, the program uses a soft VDW potential for the ligand, where the VDW well depth (ε) is scaled down by a factor of 1000, corresponding to about 1Å extra displacement into the VDW repulsive core. The rationale behind this approach is to allow favorable electrostatic interactions to dominate the orientation of the ligand, and resolve bad VDW contacts at a later stage in the optimization.
Another technique applicable to rigid molecular docking is geometric hashing [57] [58] [59] [60] . This technique was originally developed in the field of computer vision to recognize partially occluded objects. Geometric hashing is a modelbased method. The program first preprocesses all the known scenes (models) and stores them into "memory". When presented with a new scene, the program attempts to find a model in memory that best matches the new scene. A scene is represented by a set of points and their coordinates. In the case of protein docking, a scene consists of characteristic structural features and their spatial coordinates. Every triplet of non-collinear points in a scene can uniquely specify a body-fixed reference frame (for instance, for a triplet of points {p 1 , p 2 , p 3 }, the reference frame can be determined by placing p 1 at the origin, setting e 1 = p 2 -p 1 as the x-axis, e 3 = e 1 × (p 3 -p 2 ) as the z-axis, and e 2 = e 3 × e 1 as the yaxis). The position of each point in the scene can then be specified by its coordinates with respect to this reference frame. Geometric hashing compares two scenes using these body-fixed coordinates. If two scenes are identical, for every triplet in one scene, there exists a matching triplet in the other, such that in the respective body-fixed reference frame, the set of coordinates of all the points in each scene are identical to each another. If two scenes are similar but not identical, such a one-to-one correspondence no longer exists between the triplets. However, there should still be some pairs of matching triplets in each scene, such that the set of coordinates in the respective body-fixed reference frame are similar. In the preprocessing stage, every triplet of noncollinear points in a model scene is used to establish a bodyfixed reference frame, and the coordinates in the reference frame of every point in the scene are binned and used as a key in a hash table. The hash entry consists of the model's identity, the triplet used to determine the reference frame, and the type of the point. Apparently both the time and space complexity of preprocessing scales as O(M n 4 ), where M is the number of models, and n is the number of points in each model (by using a two dimensional coordinate system, the complexity can be reduced to O(M n 3 ) [61] ). In the recognition stage, a triplet of non-collinear points in the unknown scene is used to establish a body-fixed reference frame, and the coordinates of all the points in the scene are used to generate hash keys as in the preprocessing stage. For each hash key, the method retrieves all the stored hash entries corresponding to that key, and each model and triplet in the retrieved hash entry receives a vote. If the new scene matches a model in memory, that model and the corresponding triplet will receive a large number of votes. The method can therefore decide whether the new scene matches a memorized model by looking at whether the model receives a large number of votes (more than a predefined threshold). The hashing technique enables recognition to occur in constant time, if the number of bins in the hash table is chosen to be on the same order as the number of models [62] .
To apply geometric hashing to molecular docking, the ligands are simply represented by feature sites, such as lipophilic centers, hydrogen bond donor sites, etc. All the conformations of all the ligands serve as models. Every lowenergy conformation of every ligand is preprocessed and hashed in a database. Complementary feature sites are then extracted from the binding pocket of the protein target. The extracted representation is the scene to be recognized. This allows ligand conformations that fit into the binding pocket to be easily identified.
In theory, geometric hashing has the advantage that the ligand library can be processed once and for all, and protein targets can then be recognized at constant time. At this moment, however, such an approach is impractical because of the enormous storage requirements of preprocessing.
Flexible Ligand / Rigid Receptor Docking
In a small molecule, most of the conformational degrees of freedom stem primarily from rotatable bonds. Most druglike molecules possess between two and eight rotatable bonds [63] . Because the energetic differences between different conformations are often small relative to the binding energies, a ligand may bind to the receptor in a conformation different from the one with the lowest energy in vacuo. Consequently, the flexibility of the ligand must be taken into account explicitly by the docking method, if it is to be successful in discriminating active from inactive compounds.
Conformation Ensembles
The most obvious way to include ligand flexibility is to individually dock every reasonable conformation of the target molecule. Under this paradigm, all low energy conformations of the ligands in the library are identified and stored in a database, and a rigid docking program docks each of these conformations into the protein target. An exemplary system that employs such conformational ensembles is the Flexibas/FLOG suite [64] developed by Kearsley et al. For each compound in the library, the program generates a number of conformations using distance geometry coupled with a crude energy minimization scheme, selects up to 25 diverse conformations per molecule using an RMSD dissimilarity score, and stores these conformations in a database. The rigid docking program FLOG [65] is then used to dock each conformation in the receptor of interest.
Fragmentation
Another approach is to "cut" the rotatable bonds and divide the molecule into a set of rigid fragments, and are then docked individually using the methods developed for rigid docking. In the "place-and-join" approach, the fragments are docked independently in the receptor, and then joined together by reconnecting the broken bonds. In the "incremental construction" approach, a core fragment is first docked, and the remaining fragments are grown from the core in energetically favorable orientations.
The place-and-join approach is the method of choice in de novo drug design [66, 67] , and was originally applied to flexible ligand docking by DesJarlais et al. [68] . The ligand was manually divided into two fragments with one common atom, and they were reconnected in their docked positions based on the proximity of that common atom. The reconnected ligand was then energy minimized and evaluated.
Sandak et al. [69, 70] developed another place-and-join algorithm within the geometric hashing framework. The ligand is divided into rigid fragments with one overlapping atom, called the hinge atom, and the hash entries are modified to include the location of that hinge atom. The method casts a vote for the hinge location for every match of a fragment to the receptor, and the hinge locations with the greatest number of votes are selected for rejoining the fragments.
In practice, the place-and-join algorithms are best suited to ligands comprised of a small set of medium-sized rigid fragments. When the fragments are too small, the number of potential docking orientations for these fragments is very large, resulting in an intractably large search space. Another disadvantage is that the bond lengths and bond angles around the hinge atoms are not preserved during the docking of individual fragments. Energy minimization is usually required to restore them to acceptable values.
In contrast, incremental construction naturally preserves the bond lengths and bond angles near the hinge atoms. The most critical step is placing the core fragment in the binding site. If an appropriate core fragment is selected, the potential docking configurations can be relatively small, rendering the problem more tractable compared to the docking of small fragments.
Leach and Kuntz [71] developed the first flexible docking program based on incremental construction. In their approach, a single anchoring fragment was manually selected and docked into the receptor, and the rest of the ligand was grown onto the anchoring fragment. In the recently released DOCK 4.0 [72] the approach was further developed and automated. The ligand is divided into fragments by cutting the rotatable bonds. The largest fragment is selected as the anchor, and docked into the receptor. The other fragments are organized into layers, where a fragment in one layer is joined to a fragment in the immediately preceding layer by one rotatable bond. Then a breadth-first search is carried out for the torsion angles with which the fragments in each layer can be joined with the fragments in the preceding layer. As each fragment is grown onto the structure, the partial configuration is evaluated based on its score and its dissimilarity from the top-ranking configuration discovered at that stage. Partial configurations with low score or high similarity to the top-ranking configurations are discarded in order to truncate the size of the search space.
A number of other flexible ligand docking programs similar to DOCK 4.0 exist. Among the most prominent ones is FlexX [73] [74] [75] . FlexX also utilizes incremental construction, but it uses the pose clustering algorithm [76, 77] to dock the rigid components into the receptor. Pose clustering matches each triangle of points in one object to the corresponding triangles in another object. For each such match, a transformation that superimposes the two objects can be determined (i.e. a pose). The poses are clustered, and the largest cluster suggests the best transformation to superimpose the two objects, while the size of the cluster tells whether the two objects match. FlexX uses the pose clustering technique to match the interaction surface of the receptor to the interaction centers on the ligand, and the interaction surface of the ligand to the interaction centers on the receptor.
Another program based on incremental construction is Hammerhead [78] . It differs from FlexX in that it divides the ligand into a small set of large fragments, while FlexX divides the ligand into a large core fragment and many small fragments. It adds the next fragment by overlapping the hinge atom and forming maximum interaction with the protein.
Stochastic Methods
The above algorithms represent greedy optimization heuristics that attempt to truncate the size of the search space and quickly produce good, though not necessarily optimal, solutions. Docking is, of course, a global optimization problem where the goal is to identify the ligand conformation, position and orientation relative to the receptor where the binding energy is at its minimum. For flexible ligand docking, the free parameters of the system are the position and orientation of the ligand in the binding pocket and the torsions of its rotatable bonds. While global optimization is a very difficult problem for which often no deterministic algorithm with polynomial time complexity exists [79] several efficient stochastic techniques have been devised and successfully applied to a wide variety of problems, including flexible docking.
Olson and coworkers developed the AUTODOCK program [80, 81] based on the simulated annealing algorithm [82] . To reduce the computational cost of fully evaluating the binding energy at each Monte Carlo step, molecular affinity potentials are calculated once and for all on a grid surrounding the binding site [83] . The standard Metropolis scheme [84] is used to update the conformation and location of the ligand, causing it to move along a continuous and stochastic trajectory in its configuration space. If the annealing protocol is long and slow enough, the ligand will eventually settle in the state with the lowest binding energy.
Another Monte Carlo-based global optimization method, very efficient and robust in the authors' opinion, is Monte Carlo minimization [85] or basin hopping [86] . In this approach, the potential energy surface is transformed, so that the energy of each configuration represents the energy of the local minimum that corresponds to that particular configuration. A regular Monte Carlo simulation is then carried out on this transformed potential energy surface. In other words, before the energy of a state is evaluated after a Monte-Carlo step, the state is locally minimized, and the energy of the respective local minimum is used as a measure of fitness. This approach greatly reduces the search space, as well as the energy barriers between local energy minima, and has proven itself in a number of very difficult optimization problems. Trosset et al. developed PRODOCK [87] [88] [89] using Monte Carlo minimization. To accurately evaluate the energy and its gradient with the precomputed grid potential, the authors used a Bezier spline, which is continuous and differentiable everywhere on the grid.
Another widely applicable optimization technique is the genetic algorithm (GA) [90] . In common genetic algorithms, a state of the system is encoded as a binary string, called a chromosome. A pool of candidate states go through sexual and asexual reproductions to produce the next generation of states. In sexual reproductions, two chromosomes encoding the respective states swap bits with each other. In asexual reproduction, a chromosome goes through point mutations, in which some of its bits are flipped. After each reproduction cycle, the binary strings are translated back to candidate states, whose fitness is evaluated by an appropriate function. The candidates with better fitness are given a higher probability to participate in the next reproduction cycle. In the end, only the states with the highest fitness will survive.
Jones et al. developed one of the most widely used flexible docking programs, GOLD [91, 92] based on a genetic algorithm. GOLD represents a configuration of the ligand by the torsional angle of each rotatable bond, and the mapping between the hydrogen bond partners of the protein and the ligand. This representation is then encoded into a binary string, and the system is allowed to evolve guided by a scoring function comprised of the internal strain energy of the ligand, and the van der Waals and hydrogen bonding energies of the protein-ligand complex.
A few other docking programs based on genetic algorithms [93] or their closely related evolutionary programming are also available [94, 95] . Other global optimization methods have also been applied to the molecular docking problem, such as tabu search [96] .
Flexible Ligand / Flexible Protein Docking
For many protein-ligand complexes, the protein conformation does not differ significantly from its unbound state. In such situations, holding the protein rigid during docking is a valid approximation. However, conformational changes in proteins induced by ligand binding are not uncommon. In particular, when forming hydrophobic interactions, the receptor usually undergoes some conformational changes that allow for a more tight hydrophobic interaction with the ligand. This is usually termed an induced fit. For instance, trifluoperazine (TFP) induces a drastic conformational change in Ca 2+ -calmodulin (Ca 2+ -CaM) from an elongated dumbbell shape into a compact form [97] . Because of this large conformational change, none of the predicted binding modes between TFP and Ca 2+ -CaM resembled the observed structure of the complex obtained by X-ray crystallography.
Receptor flexibility can be naturally handled by molecular dynamics and Monte Carlo-based methods. To retain the advantages of grid-based energy calculation, the receptor is divided into a flexible part consisting of atoms on or near the active site, and a rigid part comprised of the remaining atoms in the biopolymer. The affinity potential is precomputed on a grid for the rigid part, and used to compute the corresponding energy contributions [98] . The flexible part and the ligand are allowed to move in the ensuing simulation [99] to search for the lowest binding energy.
Fragment-based approaches can also be adapted to include receptor flexibility. In this case, it is necessary to consider the flexible part of the receptor as well as the rotatable bonds in the ligand during incremental construction. The most computationally efficient way to handle flexible side-chains on the receptor is through the use of rotamers, which represent the most favorable amino acid conformations as determined by statistical analysis of protein structural databases [100, 101] . Leach adapted the A*-algorithm [102] from artificial intelligence to search through the ligand orientations and conformations along with a discrete set of rotamers for the flexible part of the protein [103] .
Another straightforward approach to handle receptor flexibility is to use an ensemble of protein conformations. A number of programs have been developed along these lines [104, 105] . By placing hinges on the receptors, Sandak et al. extended their flexible ligand docking program to flexible receptors as well, and docked the flexible Ca 2+ -CaM to a rigid ligand [69] . However, it is not obvious how this approach can be further extended to handle flexible ligand / flexible protein docking.
Scoring Functions
To distinguish good from bad binding configurations, and to select the ligands with the best binding affinities from a pool of candidates, a reliable scoring function is required to evaluate any protein-ligand complex in a specific bound conformation. Indeed, without a good scoring function, even the most effective search algorithm will be rendered useless.
The ideal scoring function is, of course, the binding free energy between the protein and the ligand. This is the free where ∆G gas = ∆H − T∆S is the free energy of binding in the gas phase. The binding enthalpy, ∆H, can be estimated by molecular dynamics simulations. Several approaches exist for estimating the entropy, such as normal-mode analysis [106] , quasi-harmonic analysis [80] [81] [82] , and the quasi-Gaussian approach [107] .
There have been some really exciting developments in computing the absolute free energies of binding [84, 85] . A relatively mature technique, thermodynamic integration, has been routinely employed to compute the difference in binding free energy between two different ligands [108] . These methods provide a way to select the best candidate from a small set of candidates with sufficient confidence. However, they all involve expensive molecular dynamics or Monte Carlo simulations, and are not suitable for virtual screening. If docking is to be used for prioritizing a large number of synthetic or screening candidates, simple, fast scoring functions have to be used. Designing such scoring functions is the holy grail of molecular docking. Proteinligand binding involves complex interactions that are difficult to capture with simple terms that are amenable to computation. Although there has been tremendous effort in developing such scoring functions and significant progress has been made, the problem is still unsolved as manifested by the variety of scoring functions and the lack of consensus.
Potential Energy as the Scoring Function
In predicting the native structure of a protein, we seek the structure that globally minimizes the free energy G of the protein in solution. According to the energy landscape theory [109] , the native structures of most proteins reside in a deep and narrow well on the potential energy surface. Thus the potential energy contributes dominantly to the free energy and overshadows entropy. As a result, the structure at the global free energy minimum coincides with that at the global potential energy minimum, and we can minimize the potential energy to predict the native structure, sidestepping the difficulty of computing the free energy. Substituting the potential energy for the free energy is also practiced in molecular docking, and scoring functions based on nonbonded interactions between protein and ligand have been utilized in docking experiments. Handling the electrostatic interactions requires some care in these calculations. Electrostatic interactions in vacuum differ greatly from those in the dielectric continuum of water. In vacuum, the Coulomb interactions between bare ions and dipoles usually dominate the nonbonded interaction energies. In contrast, highly polar water molecules cloud the ions and dipoles in aqueous solutions, and the electrostatic interactions are shielded to a large extent. For homogeneous solutions, the electrostatic interactions between ions can be computed by scaling the Coulomb interaction by the dielectric constant, ε. But this approach is hardly appropriate at the protein-ligand interface. The heterogeneity at the interface precludes the use of a uniform dielectric constant. In this environment, the electrostatic interaction can be computed by solving the Poisson-Boltzmann equation [110, 111] , but the computational cost is prohibitively high. Therefore, in most potential energy-like scoring functions, the Coulomb energy is simply scaled down by the dielectric constant D of the protein environment.
Since ligand desolvation is often an important driving force for protein-ligand binding, it is important to include the solvation energy in the scoring function. The complete scoring function should be expressed as [112, 113] .
where E solv,elec is the solvation energy of bringing the electric charges from vacuum into solution, and E solv,np is the solvation energy of the nonpolar groups. These two terms can be conveniently calculated using the generalized Born/surface area (GB/SA) model [114, 115] , The nonpolar solvation energy is associated with the solvent accessible surface area by the simple linear relationship E solv,np = Σ k σ k A k , where A k is the total solvent accessible surface area [116, 117] of atom type k, and σ k is an empirical atomic solvation parameter for the atom type. The work needed to create a distribution of charged spheres with charges q i and radii a i in a dielectric continuum of permittivity ε is trivially computed by considering the process of bringing the charges from infinity to their corresponding sphere. The energy of the final system is given by:
The constant 332 comes from unit conversions. Here, the charges q i are specified in electrons, the radii a i and the charge separation r ij in Å, the permittivity ε is 1 in vacuum, and the energy is in kcal/mol. Taking the difference between the charges in vacuum and in solution, the solvation energy E solv,elec is given by: This expression reduces to the original equation when r ij >> a ij and r ij << a ij , and approximates the Onsager reaction field energy when r ij ~ a ij . It avoids the singularity in case of small charge separations, but introduces an exponential function, and thus is more expensive to compute.
Empirical Scoring Functions
An alternative to calculating the binding free energies from first-principles, as in the potential energy approach, is to use available binding complexes and their binding free energies, and create a simple model that best reproduces these data. A variety of empirical scoring functions have been developed this way. Many of them resemble the potential energy function in that they decompose the binding free energy into individual contributions from physically intuitive interaction types, such as hydrogen bond interaction, ion-pair interactions, etc. They can be viewed as simplified energy functions, sometimes with additional terms for describing contributions from entropy and solvation. In LUDI [118] and FlexX [75] , for example, the free energy of binding is expressed as the sum of free energy contributions from the rotatable bonds in the ligand, hydrogen bonding, ion-pair interactions, hydrophobic and δ-stacking interactions between aromatic groups, and lipophilic interactions. Each rotatable bond contributes a constant amount to the free energy, which is intended to represent the entropy loss due to the freezing of one rotational degree of freedom upon binding, though in practice it serves to diminish the dependence of the score on molecular size [119] . Every other term in the free energy expression imposes a penalty for deviating from the ideal interacting geometry as specified in the training set. Because the scoring function in FlexX and LUDI is based on specific pair interactions such as hydrogen bonding, it performs very well for binding complexes where hydrogen bonds are the dominant binding force, but encounters problems when hydrophobic interactions play the major role [119] .
Another class of empirical scoring functions is constructed from the statistical preferences of atom pairs. It discards the first-principle approach altogether, and attempts to capture the preferential separation of different types of atoms by statistical analysis of known complexes. These socalled knowledge-based potentials [120] [121] [122] [123] [124] stem from the field of protein structure prediction, where the pairwise pseudo-energy between amino acids has been derived from a protein database [125, 126] . The pairwise potential of mean force is computed from
A(r) = -kT ln g(r)
where A(r) is the Holmholtz energy for bringing the pair into proximity of r, k is the Boltzmann constant, T is body temperature, and g(r) is the pair distribution function that describes how much more the pair prefers the distance r over randomly distributed points. g(r) can be computed from all the known structures of protein-ligand complexes. Muegge et al. developed such a knowledge-based scoring function, PMF_SCORE [124] , which is given by the sum of the pairwise energy of mean force. Knowledge-based scoring functions have demonstrated some success in finding the correct binding structure. However, directional interactions (such as hydrogen bonds) and unidirectional ones (such as hydrophobic packing) are averaged together, and consequently, these methods often perform poorly in when directional interactions dominate the binding energy or when binding involves a very tight fit [119] .
Consensus Scoring
Studies have shown that no scoring function consistently outperforms all other scoring functions [119] . In fact, most scoring functions have a domain of problems where they perform better than others [119, 121, 124, [127] [128] [129] . Consequently, consensus scoring emerged to take advantage of as many scoring functions as possible. Sometimes different scoring functions are employed to dock the ligand onto the receptor and to score the resulting ligand-protein complex [121, 130, 131] . A more promising technique is to select compounds that consistently score high with a number of different scoring functions. Charifson et al. selected compounds that are common in the top-300 lists of various combinations of scoring functions, and found that it greatly reduced the number of false hits, while retaining the genuinely bioactive ones reasonably well [132] . Different scoring functions often emphasize different aspects of the binding interactions, even though each one of them makes an attempt to capture the comprehensive picture of binding. If we compute a series of scoring functions, {f α }, a = 1,2,...n, we can then form a vector for each compound i whose components are the scoring functions for the compound, f i = (f i , f i , ...,f i ).
We will henceforth call this vector the scoring vector. The components of the scoring vector represent different aspects of binding, and are complementary to each other. If a good number of sensible scoring functions are used, the scoring vector will contain all the essential information as regards the true binding affinity. Apparently the components f i 's are not independent. If all the scoring functions are perfect, they should move in unison. We need to maximally utilize the binding information contained in the scoring vector, and predict the binding affinity of the ligand. Mathematically, we hope to find a mapping F : R n → R that produces an accurate estimate of the binding affinity from the scoring vector. The simplest mapping is a linear transform, where the combined score is given by F = λ i f i Σ i . Stahl et al. [119] created a new scoring function by linear combination of terms from two different scoring functions: FlexX [75] and PLP [133] . This new scoring function showed comparable performance to each of its parent functions. More complicated, nonlinear techniques can be conceived to calculate the binding free energy from the scoring vector.
Pressing Issues
Molecular docking has to overcome several hurdles before it can reliably predict binding mode and affinity. Some of the challenges are algorithmic, where a little creativity is needed to solve the problem. One of the examples is how to handle receptor flexibility. Other challenges are theoretical -a fundamental understanding of the phenomenon holds the key.
Theoretical challenges abound. The weakest link in the current scoring functions is hydrophobic interactions. In other interactions such as hydrogen bonds and polar interactions, the interactions are pairwise, and can be easily enumerated explicitly. Hydrophobic interactions, in contrast, are a collective phenomenon that originates from the perturbation of the water network by the immersed alien molecules. Water molecules, unfortunately, are too many to be explicitly included in docking calculations. Therefore we need to model the water ambiance implicitly. Simple solvation models approximate the hydrophobic solvation energy as being linearly proportional to the solventaccessible surface area. This is hardly an accurate approximation for the length scale of drug-protein interaction [134] . Significant progress has been made on the theory of hydrophobicity [134, 135] . If we can formulate these new theories in a computationally efficient way and incorporate them in the docking programs, we will be able to predict the hydrophobic contribution to binding affinity more accurately, and greatly increase the reliability of virtual screening.
Docking Applications
Despite many unsolved problems and the need for a reliable scoring function, docking has been widely applied in virtual screening and has achieved significant success. Perola et al. used docking to search the Available Chemicals Directory (ACD) and discovered a number of Farnesyltransferase inhibitors [136] . Horvath applied rigid body docking and found a few compounds that exhibited inhibitory activities against trypanothione reductase [137] . More examples can be found in Muegge and Rarey's review [112] and references within.
CONCLUDING REMARKS
We now possess a variety of tools for analyzing and manipulating molecules in the computer, and searching for optimal drug leads. A challenging task currently facing scientists is to assemble all the tools into an integrated, easy-to-use system, so that virtual screening can be carried out automatically, achieve true high-throughput, and become a routine desktop tool for medicinal chemists. The latter, however, may prove to be a challenging task. Virtual screening techniques often require careful preparation of training sets, judicious selection of parameters, and careful analysis of the results. It is difficult for a person without extensive knowledge of the internal workings of the software and the underlying theory to use it effectively and obtain sensible results. Considering that there are even specialized consultants for Microsoft Windows, we can safely say that, at least in the foreseeable future, well-trained computational chemists will be the main operators of such systems. Our experience suggests that pharmaceutical companies will benefit greatly by creating an environment of free and constant communication between computational and medicinal chemists. 
