sured values for DNA chains (of 367, 762, 1010, 2311 base pairs) shows excellent agreement as well. This lends confidence to the A carefully parameterized and tested simulation procedure for predictive ability of our model and sets the groundwork for further studying the dynamic properties of long linear DNA, based on a work on circular DNA. We conclude with results of such a predictive representation that combines features of both wormlike-chain and measurement, the autocorrelation time, for the end-to-end distance bead models, is presented. Our goals are to verify the model param-and the bending angle as a function of DNA length. Rotational eters and protocols with respect to all relevant experimental data diffusion measurements for different DNA lengths (300 to 2311 base and equilibrium simulations, to choose the most efficient algo-pairs) are also presented. ᮊ 1997 Academic Press rithms, and to test different approximations that increase the speed of the computations. The energy of the linear model chain includes stretching, bending, and electrostatic components. Beads are asso-
INTRODUCTION
ciated with each vertex of the chain in order to specify the hydrodynamic properties of the DNA. The value of the stretching rigidity constant is chosen to achieve a compromise between the efficiency of the dynamic simulations (since the timestep depends on the The large-scale dynamic motions of double helical DNA stretching constant) and realistic modeling of the DNA (i.e., small are important for many biological processes, from protein/ deviations of the input contour length); the bead hydrodynamic radius is set to yield agreement with known values of the transla-DNA interactions to higher-order DNA folding and retional diffusion coefficient. By comparing results from both a first-combination. Several approaches have been developed and a second-order Brownian dynamics algorithm, we find that the during the past decade to model DNA dynamics on the two schemes give reasonable accuracy for integration timesteps in basis of low-resolution models [3, 4, 6, 7, 24, 29, 31 , 32, the range 200-500 ps. However, the greater accuracy of the second-35]. Such approaches allow simulation of slow motions in order algorithm permits timesteps of 600 ps to be used for better accuracy than the 300 ps used in the first-order method. We develop long DNA molecules that are not possible to capture with a more efficient second-order algorithm for our model by eliminatstandard all-atom simulations, unfortunately limited to ing the auxiliary calculations of the translational diffusion tensor several dozen residues. However, modeling slow motions at each timestep. This treatment does not sacrifice accuracy and in large DNA molecules remains a challenge. In particular, reduces the required CPU time by about 50%. We also show that it is difficult to simulate slow processes in double-stranded an appropriate monitoring of the chain topology ensures essentially no intrachain crossing. The model details are assessed by compar-to test different approximations to increase the speed of potential functions, chain representation, and propagation algorithms. Such issues must be satisfactorily completed the computations.
Our model is based on the classical discrete wormlike to ensure that there are no artifacts in later results. The excellent agreement obtained with respect to available chain and is close to the approach introduced by Allison and McCammon [4] . It combines the wormlike chain fea-Monte Carlo, theoretical, and experimental data establishes a reliable and efficient protocol for dynamic simulatures with those of a bead model, which has been used extensively for polymer hydrodynamics. The working tions of long DNA. Extensions to circular DNA and to site-juxtaposition studies have already been described in model accounts for two essential features of the double helix: the bending potential and the electrostatic interac-the Ph.D. thesis of Jian [19] , and will be published separately [20] . tion between chain segments. Electrostatic interactions are not standard components of Brownian simulations [2, 6, 7] . Electrostatic contributions are significant for the con-
THE MODEL
formational properties of long DNA molecules, especially
Our energy model for linear DNA includes stretching in compact topologically constrained circular DNA [ (each Kuhn length is 300 base pairs) is modeled by N beads term since its smoothness allows the use of larger integraof radius a linked by N Ϫ 1 virtual bonds. The equilibrium tion timesteps without force-discontinuity artifacts. An ''bond length'' (link), l 0 , between beads is chosen according electrostatic potential has recently been added [8] to the to the salt concentration of the solution (see below); it is DNA model of Chirico and Langowski [7] , but details are thus related to the Debye length. lacking in that work, as well as a description of how differ-
The bond stretching energy, a computational device (reent salt concentrations are modeled. Our model also constraint), is expressed as tains a stretching potential to facilitate dynamic simulations. The effect of the stretching rigidity constant on obtained dynamic properties of the model is also closely
(2.1) examined in this work.
Details of our computational procedure are presented, along with discussions of parameter choices. Model details The choice of the stretching force constant, h, must balance are assessed through comparisons of results to equilibrium computational requirements with realized deviations of simulations for the same model, as well as to available the bond. experimental data (translational diffusion coefficients). Ex-
The elastic bending potential of the chain E b is comcellent agreement is obtained for all equilibrium and dy-puted as namic properties examined (e.g., end-to-end distance, bending distributions, persistence length, and translational
For generation of molecular trajectories, we rely on the theoretical framework of the generalized Langevin equawhere i is the angular displacement of bond i relative to tion used previously in the simplest form by Schlick et al.
bond i ϩ 1, and g is the bending rigidity constant. This [31, 26] . Here, we use the Brownian dynamics (diffusive) parameter is related to the DNA persistence length p [11, regime to study the long-time motion of large-scale 15] and is determined by the procedure described by Frank-DNA systems.
Kamenetskii et al. [12] , summarized for completeness in Following the description of our model in Section 2 and Appendix A. a description of the simulation algorithms (integration and
The electrostatic intersegment interaction of our DNA Monte Carlo) in Section 3, we discuss in Section 4 the chain is described by the Debye-Hü ckel (DH) potential. parameterizations of the stretching-rigidity constants and
In practice, a point charge, l 0 , is attributed to each vertex hydrodynamic bead radius, as well as the selection of the and E e is defined as dynamic algorithm and associated timestep. In Section 5, simulation results are presented for the distribution function of end-to-end distance, translational diffusion con-E
3) stant, autocorrelation functions, and rotational diffusion constant.
We emphasize that our focus in this work is a careful where is the effective linear charge density, D is the dielectric constant, r ij is the distance between vertices i and detailed development of a macroscopic computational model for dynamic simulations, addressing all issues of and j, and is the inverse of the Debye length. The value corresponds to the best approximation for the Poisson-For i ϭ j, each 3 ϫ 3 subblock is given by Boltzmann solution for DNA, modeled as a charged cylinder by the DH potential [34] 
SIMULATION ALGORITHMS AND PERFORMANCE
where v i is the velocity of the ith bead, F i is the sum of 3.1. Monte Carlo interparticle forces acting on bead i, and ͚ j ␣ ij и f j repreWe first describe the Metropolis Monte Carlo (MC) sents the randomly fluctuating force. The translational fricprocedure to simulate equilibrium conformational distrition tensor, ij , is connected to stochastic forces via butions of linear DNA chains. These results are later compared to those generated by our dynamic simulations.
(2.6) Two types of perturbation moves are used (see Fig. 1 ). Move (a) is local: one vertex (bead) is randomly selected and a random displacement r is applied. The random vector The friction tensor is also related to the translational diffu-is uniformly distributed in the space, and its length is in sion tensor the range of [0, ͳ Move (b) is global. After a random vertex is selected, [23]. Namely, if the total potential energy of the trial conformation, E new , is lower than that of the previous conformation, E old , the trial conformation was accepted. If E new Ͼ E old , the probability of acceptance of the trial con-
In practice this is accomplished by comparing a random number x (uniformly distributed in [0, 1]) with p acc ; if x Ͼ where D n is the translational diffusion matrix and F n is the collective vector of interparticle forces, as defined above. The random force, R n , is generated at each step from a Gaussian distribution of mean zero and variance
where ͳ nnЈ is the Kronecker delta symbol. We follow the procedure described in Ref. [10] to generate the components of R. This involves setting R to a linear combination of 3N normal random deviates. The computational complexity of this task is of order (3N) 3 . The second-order algorithm was developed and applied by Iniesta and Garcia de la Torre for Trumbell dynamics [18] and also used by Chirico and Langowski for a DNA model [6, 7] . This scheme generates x nϩ1 in two steps. First, Eq. (3.1) is used to generate an auxiliary position vector, x nϩ1 . Second, the following formula is used to generate the new position vector
where D nϩ1 and F nϩ1 are calculated using the values of Both algorithms are based on the assumption that the motions of interest occur on a time scale much larger than the momentum relaxation time, i.e., ⌬t ӷ mD ii /k B T ϭ p acc , the new conformation is accepted, but otherwise the m/(6ȏa), where D ii is the ith diagonal entry of D, and m old conformation is recounted. The combined protocol (for is the mass of the bead. In our case, when all bond lengths using both moves) is calibrated (i.e., setting ͳ 0 1 and ͳ 0 2 ) so are l 0 ϭ 5 nm and the hydrodynamic radius of a bead is that the acceptance ratio of either of the moves is around a ϭ 1.78 nm, this lower bound for the timestep is 0.5 ps. 50%, and the probability of selecting the two types of moves Timesteps larger than 10 ps were tested in this work. is equal.
To improve the computational performance, we suggest modifying the second-order algorithm above by eliminat-3.2. Dynamics ing the calculation of D and R in the second phase. That is, the previous D and R are reused instead of formulating The generalized Langevin equation (Eq. (2.5)) provides new values from Eq. (3.3). We found that this modification the reference for the generation of molecular trajectories.
yields the same accuracy while reducing the CPU time by In the Brownian limit of small inertial contributions and about 50%. sufficiently large timesteps (exceeding momentum relaxation time of the particles), the propagation can be simpli-3.3. Computational Performance fied [10] . We tested two Brownian dynamics (BD) algorithms with respect to accuracy and efficiency. The
Simulations were performed in serial mode on a Silicon common BD algorithm by Ermak and McCammon [10] Graphics Power Challenge computer with four 75 MHZ (first-order) generates the new position vector for the IP21 processors. For a model chain of 41 beads (600 base beads, x nϩ1 , from the current positions, x n , according to pairs), a simulation of one million MC iterations requires the formula 11 min. In comparison, one million iterations of the Ermak and McCammon algorithm with a timestep of 300 ps (covering 0.3 ms) require 280 min. Our modified second-
1) order scheme with a timestep of 600 ps requires 162 min to cover the same total simulation time. Some simulations ing general formula for the ith moment of bond length, l, when only the stretching potential is considered: were also performed on a Silicon Graphics Power Challenge with eight 90 MHZ IP21 processors at Cornell Theory Center, which is faster than the 75 MHZ computer by roughly 15%. 
. For reference, we introduce the parameter k to denote the number of beads per Kuhn length. Thus, k ϭ N/m ϭ 2p/l 0 , where p is the persistence length. There are two The above two equations can be solved numerically for requirements in selecting the value of k. First, k must be various input values of h. Then by experimentation, sufficiently large so that the electrostatic interaction of the condition in Eq. (4.1) gives approximately h ϭ the discrete charges approximates well the interaction of 100 k B T/l 2 0 and corresponds to the value chosen by Allison continuously charged segments. Vologodskii and Cozza- [2] . This value of h yields in turn values for ͗l͘/l 0 of 1.020. relli [38] found that the condition of l 0 Ͻ 2r D provides
We checked that for this value of h and larger the relaxa reasonable approximation. Since the static persistence ation times of the end-to-end distance were the same within length of DNA is 50 nm, this condition gives a lower limit the accuracy of our calculations, about 10%. Furthermore, of k ϭ 17 under salt concentration of 0.01 M. Second, the we also computed mean square end-to-end distance, ͗L 2 ͘, chosen value of k must prevent chain crossings.
from MC simulations. For a system of 3000-bp DNA, the As a test, we checked the conservation of topology of simulation result of ͗L 2 ͘ deviated only 5.0% from that of a circular chain by calculating the Alexander polynomial a continuous wormlike chain. In dynamic simulations, the at the point Ϫ1 [13] . We started the Brownian dynamics choice h ϭ 100 k B T/l 2 0 allows us to use a timestep as large simulation from a chain conformation corresponding to a as 500 ps (see below). trefoil knot. For the short chain (600 base pairs) used, the equilibrium fraction of knotted conformations is known to 4.2. Bead Radius be extremely low [13] , so any strand passage during the The radius of each bead in our model, a, was chosen to course of dynamic simulations should unknot the DNA.
yield the same value of frictional coefficient as that of We found that the chain topology is unchanged for more the well-studied model of touching beads. The model of than 10 6 steps if k is larger than 20. However, when k ϭ touching beads predicts correct hydrodynamic properties 10, for example, unknotting takes place in less than 1000 of DNA when a ϭ 1.59 nm [16] . Using the Monte Carlo steps. Thus, k ϭ 20 is appropriate to simulate the DNA procedure we generated conformational ensembles of 10 5 dynamics for the monovalent salt concentration of 0.01 states for touching (k ϭ 31.45) and nontouching beads M. The corresponding bond length, l 0 , is 5 nm, and the (k ϭ 20), the latter corresponding to our model. Then we corresponding bending rigidity constant is g ϭ 9.820 k B T used each set to calculate the corresponding translational [12] (see Appendix A for a brief description). This force frictional coefficient, f 0 . This coefficient was calculated by constant can be related to the conventional A values used the direct solution of the Burgers-Oseen problem as proin other works, in the curvature-squared integral (A/2 ͐ posed by Zimm [39] . This procedure involves obtaining 2 (s) ds), according to A ϭ 2.02 ϫ 10 Ϫ19 erg и cm if p ϭ the ensemble average of the sedimenting velocity, ͗u z ͘, and 50 nm.
then calculating f 0 via the relation The value of the stretching rigidity constant, h, is closely related to the choice of timestep in the dynamic simulations. Indeed, during one timestep the force acting on each
3) bead should not change significantly. However, too small a value for h would permit large deviations from equilibrium where F is the sedimenting force. Thus, the translation lengths. A good compromise is obtained by choosing h so diffusion constant can be estimated from an equilibrium that the resulting deviations from l 0 satisfy simulation by assuming rigid-body motion. For completeness, the procedure is summarized in Appendix B.
We found the value a ϭ 1.78 nm to give the same value l 0 ϭ
of frictional coefficient as the touching bead model. This value was also independent of chain length. For reference, the principle of equivalent chain volume suggested by The expected value for can be obtained from the follow- 3 shows the distribution functions of a representative bond length for the two BD algorithms with ⌬t ϭ 1000 ps versus the MC result. As ⌬t increases, we see that 2 increases de la Torre and Bloomfield [14] for choosing a gives the in magnitude but, as expected, the second-order algorithm close value of 1.85 nm.
is more accurate (smaller deviations). Although the CPU time for one iteration of the second-order method is double 4.
Dynamic Algorithms and Timestep
that of the first-order algorithm (compare Eq. (3.3) with Eq. (3.1)), the former tolerates a ⌬t at least two times We tested two different BD algorithms as discussed in Section 3.2 with various timesteps, ⌬t. Several local and larger for the same accuracy. Note, for example, from Fig. 2 that the error from the first-order scheme at ⌬t ϭ 300 global properties of the chain, both equilibrium and dynamic, were assessed. These include distribution functions ps is about the same as the error realized by the secondorder BD method for ⌬t ϭ 1000 ps. For further efficiency, of bond length, bond angle, and end-to-end distance; the translational diffusion coefficient; autocorrelation func-our modified version of the second-order algorithm was used. This modification does not change the results signifitions for the end-to-end distance and bending angle; and the rotational diffusion coefficient. We found the variance cantly (data not shown), but saves 50% of the CPU time.
This can be seen from Table I , which shows the correspondof the bond length, 2 , to be most sensitive to ⌬t. This is expected since the stretching potential has the highest ing CPU time for the three algorithms.
For most calculations in this work, we used our modified motion frequency in our model. Figure 2 shows the dependence of 2 (normalized) on second-order algorithm with a timestep of 600 ps. Less than 2% difference was found for the average value of the ⌬t for the first and second-order BD algorithms, and Note. A timestep of 300 ps was used for the first-order scheme, with 600 ps for the second-order methods. The simulations were run on an SGI Power Challenge computer with eight 90 MHZ IP21 processors in serial mode. averaging. Figure 5 shows that there is a certain length of time that provides the best accuracy, around 1000⌬t. Statistical errors were also computed from five different end-to-end distance when smaller values of ⌬t were used.
trajectories differing in the initial conformation and ranStatistically significant differences in corresponding autodom seed. The results are shown in Table II together with correlation functions of the end-to-end distance and rotathe corresponding values from MC simulation, D
MC
, and tional diffusion coefficient were not observed with this displayed in Fig. 6 along with the experimental results of protocol.
references [22] and [25] . The D MC values were obtained by using Einstein's relation of k B T/f 0 , where f 0 is the frictional coefficient (see Section 4.2). Although there is a very good
SOME SIMULATION RESULTS
agreement between results obtained by two different approaches, differences (1-3%) exceed statistical error (1%) 5.1. End-to-End Distance Distribution for short chains (300 and 367 bp). It is possible that the Using the model described above we tested the efficiency rigid-body approximation in the calculations of D MC is of our BD protocol to reproduce the equilibrium end-to-responsible for the difference. end distance distribution as obtained by MC. Figure 4 From the comparison of our D t values with the experishows excellent agreement and demonstrates that it is pos-mental results (D Exp ) of Ref. [25] (Table II) and to the sible to get statistically reliable results by BD simulations for the model chain in this range of length (600 bp), especially with the speedup of the modified second-order algorithm. MC is computationally more competitive (e.g., factor of 200 here), but inadequate for studying dynamic properties.
Translational Diffusion Constant
In dynamic simulations, the translational diffusion constant, D t , can be estimated via a long trajectory simulation by relating the mean square fluctuations of the system to D t according to the Einstein-Stokes equation DNA chain at time t, and the brackets ͗и͘ indicate ensemble where u(t) is the unit vector of the end-to-end distance at time t. In practice, this formula can be used to compute D r by finding the slope of the slowest component of the curve of Ϫln͗P 2 (u(t) и u(0)͘ versus t. The decay of P 2 is well described by a single exponential only for short DNA, and as the DNA length increases, this decay is generally described by several exponential terms. Figure 7 shows examples of semilog plots of the decay of P 2 versus t for a short DNA (300 bp, Fig. 7a ) and for a longer DNA system (1500 bp, Fig. 7b) . We see that a single-exponent approximation is accurate for the short chain only. Figure 8 shows the results of the corresponding rotational relaxation time, ϭ 1/(6D r ), for different DNA lengths. Because of the multiexponential nature of decay for longer chains, the values shown only correspond to Zimm [16] showed that for short chains ( L /p Ͻ 5), where described in [22] . The open triangles are the experimental results of [25] L is the contour length and p is the persistence length, shown in Table II. the coupling between components produces the largest relaxation time; this slowest component corresponds to the best fit of experimental results from [22] (Fig. 6) , we also rotation about the longitudinal axis in the rigid-rod limit. length L is plotted in Fig. 10 . This dependence can be approximated by L ȁ L Ͱ , where Ͱ Ȃ 2 for small L , with Ͱ decreasing for longer DNA. This finding is in qualitative agreement with theoretical results [9] , but further quantitative comparisons are unwarranted due to the approximate nature of the L calculations.
The autocorrelation functions for i cannot be fitted to a single exponential (Fig. 9b) , but a dependence on the bead index, i, can be seen (C is shown for i ϭ 1 and i ϭ N/2 where N is the total number of beads). Clearly, the behavior of the end beads of the DNA is expected to be different than that of the central beads. These differences are not very sensitive to L . linear DNA. Our model combines features of the standard wormlike chain model-used extensively for simulating equilibrium properties of linear and supercoiled DNA by Monte Carlo-with a bead framework, used historically
3) for Brownian simulations of polymers with hydrodynamics. We have added stretching and electrostatic potentials to make the model applicable to long DNA. where 2 A is the variance of A. We computed the autocorrelation functions for L and , the end-to-end distance and
To test the simulation protocol and to select appropriate parameters and algorithms, we explored in detail the the bending angle, respectively. Figure 9 shows typical autocorrelation functions for L choices of the virtual bond length l 0 (salt dependent), the stretching constant (h), and the bead radius (a). We also and i (i ϭ 1 and i ϭ N/2) as obtained by BD for a 600-bp DNA system. The autocorrelation function of L can compared several algorithms for Brownian dynamics and assessed the accuracy obtained for different timesteps. Rebe fitted well to an exponential form of exp(Ϫt/ L ) ( 5. Our BD results agree excellently with MC for the equilibrium property of end-to-end distance distributions (Fig. 4) . MC is certainly very fast to propagate, but BD offers dynamic information. 6. Our BD results for the translational diffusion constant, D t , agree very well with the experimental results, D
Exp
, for the DNA systems tested in the range of 367 to 2311 bp (Table II and Fig. 6 ). In addition, good agreement between D t and the MC result, D MC , is obtained. Still, the small differences between D t and D MC that exceed statistical error might be due to the rigid-body approximation assumed in MC.
7. The decay of the logarithm of the second-order Legendre polynomial (see Eq. 5.2) can be well described  FIG. 10 . Relaxation time of end-to-end distance versus DNA length. by a single exponential for short chains (e.g., 300 bp), but The BD simulation results are shown as filled circles along with the best multiexponential functions are needed to describe rotaquadratic fit. Results were obtained from the same trajectories used for tional motion of longer chains (e.g., 1500 bp) (Fig. 7) . The rotational diffusion coefficients calculated for short chains (less than 750 bp) agree very well with the results of [16] obtained from a rigid-body approximation (Fig. 8) . end-to-end distance (l and L 2 ); translational diffusion constant, D t ; autocorrelation functions for L and selected 8. Our illustrative dynamic result for the autocorreangles ; and rotational diffusion coefficient, D r , with asso-lation function of L (Fig. 9a) shows a good fit to a decaying ciated relaxation times. Both equilibrium and dynamic exponential function of form exp(Ϫt/ L ). properties were compared to results of MC and experi-9. Our computed autocorrelation for the bond angle ment. Excellent agreement for our BD-generated results i depends on chain position, i, but is independent of chain was demonstrated with respect to all available data. length (Fig. 9b) . In brief, we found the following.
The model has already been extended to treat closed 1. Our choice for the virtual bond length (l 0 ϭ 5 nm) circular DNA, where torsional motion and topological consatisfies two requirements: larger than the value corresiderations are important [19] . Additions involve the torsponding to a touching-bead model, thereby making comsional and torsional/bending terms, modified propagation putational time manageable for long DNA, and sufficiently scheme, and the treatment of the topological constraint of small to approximate well the electrostatic interaction and chain closure. These details, and interesting applications to prevent chain crossings.
to branching and site juxtaposition, will be reported 2. Our calibrated bead radius (1.78 nm) yields the shortly [20] . same frictional force as a touching-bead model and is close to the value obtained from the principle of equivalent chain APPENDIX A: BENDING RIGIDITY CONSTANT volume [14] .
3. The stretching potential of Eq. (2.1)-necessary The bending potential of our model chain is expressed for dynamic simulations-affects the realized bond vari-in Eq. (2.2). Within this framework, when the number ance (Fig. 2) as well as the timestep and simulation method of links, N b , is sufficiently large, the end-to-end distance used. A good compromise was found by setting the rigidity squared can be written as constant, h, to 100 k B T/l 2 0 . 4. Using the second-order BD method [18] gives roughly the same accuracy in comparison to the first-order ͗L
(A.1) scheme for more than double the timestep (Fig. 2) . However, since each timestep of the second-order scheme is twice as expensive, our modification of the second-order where method renders it more attractive (Table I) . Namely, the elimination of auxiliary computations yields a CPU gain (with respect to the first-order method) that is essentially ͗cos ͘ ϭ 2) the timestep gain factor. Thus, we gain a factor of two speedup by using double the timestep.
Considering that the wormlike chain is a limiting case of ⍀ z ) following the substitution of Eq. (B.2) into Eq. (B.1).
Three additional relations can be added to the total sediour model chain, we can express N b in terms of the number of Kuhn segments, m, by the relation [36] : mentation force, F:
In our case, the x and y components of F are set to zero, Here k denotes the number of subsegments per Kuhn while the z component was set to N, equivalent to a unit length. By solving Eq. (A.2) and (A.3) , the dependence force in the z direction on each of the N beads. The fourth of g on k can be obtained. The obtained g is close to the relation can be formulated from the fact that total torque result of pk B T/l 0 used in [3, [5] [6] [7] . For example, when k ϭ around the z axis is zero, yielding: 20 and p ϭ 50 nm, the values obtained by two approaches are 9.82 k B T and 10 k B T, respectively. However, as Frank-
(B.4) Kamenetskii et al. [12] showed, the above approach approximates a wormlike chain better in the range of small k (e.g., k Ͻ 20).
For any given conformation, we solve for the sedimentation velocity u z from Eqs. 
