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Abstract 
Climate change is an unequivocal reality that policy makers need to take into 
account for their future adaptation strategies. Regional climate models 
(RCMs) are often used to bridge the gap between GCMs resolution and ef-
fective adaptation strategies at national level. However, most RCMs at 
coarse resolution fail in representing convective precipitation, which is re-
sponsible for some of the most damaging weather phenomena like heavy 
rainfall, large hail, and tornadoes. The parameterisation of convection is 
known to be a major source of uncertainty and often blamed for the misrep-
resentation of the diurnal cycle of summer precipitation. Convection-
permitting scale defines a spatial resolution below 3 km, which gives the 
possibility to switch off a major part of the convective parameterisations. 
Several studies prove the benefits of this spatial scale, particularly in the case 
of moist convection and/or for regions with strong orography, but none of 
them is available on climatological time-scale (i.e. 30 years). 
 
This research bridges the gap between the numerical weather forecast 
(NWP) knowledge on convection-permitting scale and real climate scale. In 
this context, 30-year simulations are performed with the RCM COSMO-CLM, 
driven first with ERA40 reanalysis data and then with ECHAM5 for the recent 
past (1971-2000) and near future (2021-2050). A triple nesting strategy is 
used to reach 2.8 km resolution from the GCM resolution. The investigation 
area is located around the Weiherbach catchment, in the north-western part 
of Baden-Württemberg in southwestern Germany. Here, the Deutsche Wet-
terdienst (DWD) operates a dense network of high temporal resolution rain 
gauge stations, which is used together with the HYRAS dataset for the valida-
tion of the model performances.   
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The study, first determines the added value of higher resolution versus 
coarser resolution using the ERA 40 simulations. In particular, the analysis 
examines the differences between resolutions in the representation of pre-
cipitation statistics and the atmospheric conditions leading to convection. 
The investigation uses probability distributions on both daily and hourly ba-
ses as well as event-based analysis. Diurnal cycles, instability of the atmos-
phere and vertical profiles of temperature and humidity as well as cloud 
cover, radiation budget and triggering mechanisms, are all considered in 
evaluating the status of the atmosphere. The results show that the convec-
tion-permitting scale reduces the drizzle problem affecting coarser resolu-
tions, and better represents the hourly intensity distribution as well as the 
diurnal cycle of precipitation. Moreover, the convection parameterisation 
seems to cause a detachment between the boundary layer conditions and 
the occurrence of convection, while this connection is maintained at higher 
resolution. These findings imply a large improvement in the physical con-
sistency of precipitation at convection-permitting scale. Moreover, the im-
proved representation of the hourly precipitation statistics has a high value 
not only within the scientific community but also for many impact assess-
ment models, which need both high spatial and temporal resolution (e.g. soil 
erosion models). On the other hand, the model, especially at higher resolu-
tion, tends to surround the events with low intensity precipitation above  
0.1 mm/h. This leads to a strong overestimation of higher intensities on daily  
basis.  
 
In the second part, the study investigates the climate change signal at both 
convection-permitting and coarser spatial scale using ECHAM5 driven simu-
lations to determine if higher resolution can provide more reliable infor-
mation on the expected changes in precipitation. The most interesting find-
ings are found in summer, when the simulations project an increase of high-
er precipitation intensities on daily but not on hourly bases. Event-based 
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analysis has proved to be a good methodology to bridge the large temporal 
gap between daily and hourly resolution. In this context, convection-
permitting simulations project a decrease in the number of short events with 
low intensities and an increase in those lasting between 10 and 20 hours 
with intensities between 20 and 90 mm/event. Moreover, events longer 
than 30 hours as well as the total number of events will reduce substantially 
in the near future in good agreement with the increase in the length and 
frequency of the dry periods. The diurnal cycles of precipitation calculated 
for different precipitation thresholds show an increase in the morning pre-
cipitation, probably linked to an intensification of large-scale weather pat-
terns in the near future. The analysis also projects no relevant changes or 
even a decrease in convective precipitation. Both resolutions provide similar 
results in terms of climate change signal and relative magnitude of the 
changes. Differences in absolutes values and in the representation of the di-
urnal cycle of precipitation, CAPE and cloud cover are due to the possibility 
to resolve convection at 2.8 km and not to a different climate change signal 
between resolutions. However, having the diurnal cycle of precipitation cor-
rectly represented for the right reasons makes convection-permitting scale 
more reliable for investigating the climate change signal and in general 
should be the way to follow in regional climate modelling. 
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Zusammenfassung 
Der Klimawandel ist eine nicht zu leugnende Tatsache, die von politischen 
Entscheidungsträgern für die Entwicklung zukünftiger Anpassungsstrategien 
berücksichtigt werden muss. Regionale Klimamodelle (RCMs) werden dabei 
oft dazu verwendet die Lücke, zwischen der Auflösung globaler Klima- 
modelle (GCMs) und den Anforderungen regionaler Planungen, zu schließen. 
Den meisten RCMs gelingt es allerdings nicht konvektive Niederschläge, wel-
che für einige der schadensreichsten Wetterphänomene, wie Stark- 
niederschläge, Hagel und Tornados, verantwortlich sind, zufriedenstellend 
abzubilden. Die Konvektionsparametrisierung ist dabei ein Hauptgrund für 
Unsicherheiten in den Modellergebnissen und in hohem Maße dafür ver-
antwortlich, dass der Tagesgang sommerlicher Niederschläge nicht korrekt 
wiedergeben werden kann. Bei räumlichen Auflösungen unter 3 km kann ein 
Großteil dieser Konvektionsparametrisierung ausgeschaltet werden. Diesen 
Skalenbereich nennt man Wolken-auflösend oder Konvektions-erlaubend. 
Die Ergebnisse verschiedener Studien zeigen dabei den Mehrwert dieser 
räumlichen Auflösung für feuchte Konvektion und/oder Regionen mit hoher 
Orographie. Derartige Studien existieren allerdings nicht auf einer klimatolo-
gischen Zeitskala.  
 
In dieser Arbeit werden die Erkenntnisse aus der numerischen Wetter- 
vorhersage (NWP) über die Wolken-auflösende Skala auf Klimasimulationen 
übertragen. In diesem Zusammenhang werden 30 jährige Simulationen mit 
dem RCM COSMO-CLM durchgeführt, die zuerst durch ERA40 Reanalysen 
und danach mit ECHAM5 für die Zeiträume 1971-2000 und 2021-2050, ange-
trieben werden. Die globalen Antriebsdaten werden dabei durch ein dreifa-
ches Nesting auf eine 2,8 km Auflösung dynamisch regionalisiert. Das Unter-
suchungsgebiet umfasst das Weiherbach-Einzugsgebiet im Nordwesten Ba-
den-Württembergs, im Südwesten Deutschlands. Der Deutsche Wetterdienst 
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(DWD) betreibt hier ein dichtes, zeitlich hochaufgelöstes Regenmessnetz. Die 
dort gemessenen Daten wurden zusammen mit dem HYRAS Datensatz zur 
Validierung des Modells verwendet. 
 
Innerhalb der vorliegenden Arbeit wurde zunächst der Mehrwert einer hö-
heren Auflösung im Vergleich zu einer gröberen, anhand der ERA40 Simula-
tionen, bestimmt. Ein besonderes Augenmerk der Analysen lag dabei auf den 
Auswirkungen die unterschiedliche Auflösungen auf die Niederschlagsstatis-
tik und die atmosphärischen Bedingungen haben die Konvektion auslösen. 
Für diese Untersuchungen wurden Wahrscheinlichkeitsverteilungen auf 
stündlicher und täglicher Basis, sowie ereignisbezogene Analysen, verwen-
det. Zur Untersuchung des Atmosphärenzustands wurden der Tagesgang, die 
Instabilität der Atmosphäre, Vertikalprofile der Temperatur und der Feuchte, 
die Wolkenbedeckung, die Strahlungsbilanz und Auslösermechanismen, be-
rücksichtigt.  
 
Die Ergebnisse zeigen dabei, dass auf der Wolken-auflösenden Skala das 
Problem des Nieselregens, wie es bei gröberen Auflösungen auftritt, redu-
ziert wird. Darüber hinaus wird die stündliche Intensitätsverteilung des Nie-
derschlags sowie dessen Tagesgang besser dargestellt. Des Weiteren scheint 
durch die Konvektionsparametrisierung kein Zusammenhang mehr zwischen 
den Grenzschichtbedingungen und dem Auftreten von Konvektion zu beste-
hen. Bei einer höheren Auflösung ist diese Beziehung allerdings klar zu er-
kennen. Dies führt zu dem Schluss, dass auf der Wolken-auflösenden Skala 
mit hoher zeitlicher Auflösung eine deutliche Verbesserung innerhalb der 
physikalischen Konsistenz des Niederschlages erreicht wird, was nicht nur für 
die regionale Modellierung von großer Bedeutung ist, sondern auch für die 
regionale Planung. Andererseits neigt das Model dazu, besonders bei höhe-
ren Auflösungen, Niederschlagsereignisse mit geringen Intensitäten (0,1 
mm/h) zu verstärken. Dies führt zu einer starken Überschätzung der hohen 
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Intensitäten auf täglicher Basis. Zudem werden auf der Wolken-auflösenden 
Skala die Anzahl der Trockentage im Winter weiterhin deutlich unterschätzt. 
 
Im zweiten Teil der Arbeit wurde, anhand von ECHAM5 angetriebenen Simu-
lationen, untersucht wie gut sowohl die Wolken-auflösende, als auch gröbe-
re Auflösungen, in der Lage sind den Klimatrend wiederzugeben. Bei beiden 
Auflösungen wurden ähnliche Ergebnisse bezüglich der Veränderung der re-
lativen Niederschlagsstatistik erzielt. Besonders interessant war dabei das 
Verhalten in den Sommermonaten, wo die Simulationen einen Anstieg in 
den hohen Niederschlagsintensitäten auf täglicher Basis, aber nicht auf 
stündlicher simulierten.  Ereignisbezogene Analysen sind  dabei nach- 
gewiesenermaßen eine Gute Methode um die zeitliche Lücke zwischen der 
täglichen und der stündlichen Auflösung zu schließen. In diesem Zu- 
sammenhang projizierten Wolken-auflösende Simulationen einen Rückgang 
der kurzen Ereignisse mit geringen Intensitäten und einen Anstieg derer die 
zwischen 10 und 20 Stunden andauern und dabei eine Intensität von 20 bis 
90 mm/Ereignis aufweisen. Darüber hinaus ergab sich, dass sich Ereignisse 
die länger als 30 Stunden andauern wie auch die Gesamtzahl der Ereignisse, 
in Zukunft deutlich verringern werden. Dies geht mit einer Zunahme der 
Dauer und der Frequenz von Trockenperioden einher. Der Tagesgang des 
Niederschlages, berechnet für unterschiedliche Niederschlagsgrenzwerte, 
zeigt einen Anstieg in den morgendlichen Niederschlägen an, was sehr wahr-
scheinlich mit einer Intensivierung großskaliger Wetterprozesse in naher Zu-
kunft zusammen hängt. Die Analysen zeigen des Weiteren keine bedeuten-
den Veränderungen in den konvektiven Niederschlägen auf. In einigen Fällen 
ist eine Abnahme zu erkennen. 
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1. Introduction  
According to the Fifth Assessment Report (AR5) of the Intergovernmental 
Panel on Climate Change (IPCC), climate change is an unequivocal reality that 
policy makers need to take into account for their future planning (IPCC 
2013). Besides a global warming of at least 0.2 K per decade, AR5 global cir-
culation models (GCMs) predict a precipitation increase in winter in North-
ern Europe and a decrease in Southern Europe for the future summers of the 
21st century. However, these climate projections present high uncertainties 
for Central Europe where the models disagree on both distribution and 
magnitude of the climate change signals (Christensen et al. 2007). Moreover, 
GCMs have a typical spatial resolution of more than 100 km, which is too 
coarse to develop an effective adaptation strategy at national level.  
 
Regional climate models (RCMs) give the possibility of increased spatial reso-
lution and provide better insight into the future climate in Europe, especially 
in summer when the climate change signal for precipitation is more hetero-
geneous (Déqué et al. 2007; Feldmann et al. 2012; Wagner et al. 2012). For 
southwestern Germany, RCMs simulations agree on a future increase in the 
more intense events and a decrease in light and moderate precipitation 
(Boberg et al. 2010; Boberg et al. 2009; Feldmann et al. 2012; Wagner et al. 
2012). In the same area, the number of dry days and dry periods are project-
ed to increase by + 20% on annual scale (Wagner et al. 2012), in line with the 
trend over western and central Europe (Giorgi et al. 2004).  
 
The total amount of the precipitation, its intensities and the alternation of 
dry and wet periods are the main direct reasons for changes in soil erosion 
rates (e.g. Favis-Mortlock and Savabi 1996).  A climate scenario with more 
frequent and heavier precipitation on a drier soil is likely to enhance soil ero-
sion. This process reduces the fertility of the land and thus its agricultural 
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productivity, causing economic loss. In this context, the KLIWA (Klimaverän-
derung und Konsequenzen für die Wasserwirtschaft) project “Bodenabtrag 
durch Wassererosion in Folge von Klimaveränderungen” has been estab-
lished with the idea of coupling RCMs with soil erosion models in order to in-
vestigate how erosion will be modified under climate change in the south of 
Germany. In general, impact assessment models, e.g. hydrological river 
catchment models, require meteorological forcing data with high spatial res-
olution. In particular, soil erosion occurs on a scale of a few 100 metres and 
with temporal scales of minutes to hours. For an effective coupling of at-
mospheric and soil processes, erosion models need meteorological forcing 
data with high temporal and spatial resolution (Michael et al. 2005).  
 
From a RCMs point of view, increasing horizontal resolution not only enables 
a more detailed representation of topographical and land use features but 
may also lead to better results in simulating extreme events (Giorgi 2006), 
spatial patterns and intensity distributions of precipitation (Boberg et al. 
2010). Moreover, recent studies start recognizing the importance of also in-
creasing the temporal resolution for a correct interpretation of precipitation 
statistics, especially in evaluating convective events (Berg et al. 2013; 
Haerter et al. 2010; Haerter and Berg 2009; Lenderink and van Meijgaard 
2008).   
 
Deep moist convection acts mainly in summer and is responsible for some of 
the most damaging weather phenomena such as heavy rainfall, large hail, 
damaging wind gusts, and tornadoes. In southwestern Germany, severe con-
vection events causing hail damages increased between 1974 and 2003 
(Kunz et al. 2009). At coarser resolution (i.e. spatial resolution above 3 km) 
most RCMs struggle to correctly  represent convective precipitation, which 
usually occurs too early in the day and with overestimated amplitude of its 
diurnal cycle (Brockhaus et al. 2008; Dai 2006; Dai and Trenberth 2004; Yang 
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and Slingo 2001). The reasons behind this seem to be related to the model 
parameterisation of convection. Deep convection acts on a scale of only a 
few kilometres, while the typical grid resolution for RCMs simulations ranges 
between 5 and 50 km. Thus, on one hand, RCMs need a parameterisation to 
represent convection; on the other, the parameterisation is recognized as a 
major source of uncertainties and it is often blamed for the misrepresenta-
tion of the diurnal cycle of summer precipitation (Bechtold et al. 2004; 
Brockhaus et al. 2008; Hohenegger et al. 2008).  
 
Convection-permitting scale defines a spatial resolution below 3 km, which 
gives the possibility of switching off a major part of the convective parame-
terisations. Several studies prove the benefits of this spatial scale in the rep-
resentation of the precipitation field, mainly when moist convection and/or 
regions with strong orography are involved (Baldauf et al. 2011; Grell et al. 
2000; Hohenegger et al. 2008; Mass et al. 2002; Miura et al. 2007; Richard et 
al. 2007; Roberts and Lean 2008; Schwartz et al. 2009; Weusthoff et al. 
2010). Moreover, Giorgi et al. (2004) underlined the importance of the mod-
els’ internal physics and resolution in predicting climate changes in summer 
when  convection  becomes dominant.  
 
At the moment, simulations at convective-permitting scale are limited to 
numerical weather prediction (NWP) or to shorter periods of up to a season. 
This strongly limits the possibility of reaching sound conclusions on the add-
ed value of higher resolution since improvements due to a better resolved 
land–atmosphere interaction might not appear in short time scale (Prein et 
al. 2013). Moreover, long-term simulations are necessary to separate an-
thropogenic climate change from natural variability and to obtain robust 
findings on the climate change signal.  Additionally, longer datasets allow re-
liable statistical analysis. Research performed for this thesis aims to bridge 
the gap between the NWP knowledge on convection-permitting scale and 
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real climate time scale (i.e. 30 years). This would have a great value not only 
within the scientific community, but especially at a policy-makers level (as in 
the case of this KLIWA project). In fact, meteorological data in higher spatial 
and temporal resolution are requested more and more frequently as input 
for impact assessment models, e.g. in soil erosion modelling or urban drain-
age planning.  
 
In this context, long-term simulations are performed using COSMO-CLM 
(COnsortium for Small scale Modelling model—in Climate Limited Area 
Model, here abbreviated CLM) model. This is a non-hydrostatic local area 
model, whose dynamic core was originally created by the German weather 
service (i.e. Deutscher Wetterdienst , DWD) for weather prediction (Step-
peler et al. 2003). COSMO-CLM has been developed as an initiative of an in-
ternational research consortium and  is now widely used for climatological 
studies (e.g. Berg et al. 2012; Feldmann et al. 2012; Meißner et al. 2009; 
Wagner et al. 2012). Two spatial resolutions simulations are considered in 
this study: convection-permitting (i.e. 2.8 km resolution) and a coarser scale, 
namely 7 km. Besides understanding whether higher spatial resolution can 
lead to some benefits, it is also important to evaluate if these possible add-
ed-values compensate for its high computational cost.  
 
In particular, this thesis has the following objectives: 
1. Define the optimum model domain and setup to run long-term simula-
tions at convection-permitting scale on the state of Baden-Württemberg 
in southwest Germany. 
The purpose is to verify how sensitive the model results at this resolution are 
to changes in the simulation domain and in the internal settings. These sen-
sitivity studies are important to estimate the reliability of the results com-
pared to observations. Vidale et al. (2003) underline the risk of compensat-
ing model errors related to the parameterisation, which can lead in some 
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cases to good results for the wrong reason. Meißner et al. (2009) found that 
leaving out the Alps in simulating Germany at 7 km resolution leads to an un-
realistic increase in precipitation. While coarser resolution was widely tested 
for both size and location of the simulation domain as well as for the optimi-
sation of the internal setup (Berg et al. 2012; Meißner et al. 2009; Meißner 
2008), nothing is known for convection-permitting scale modelling in climate 
mode for  this region. 
 
2. Investigate the added value of convection-permitting scale compared to 
coarser resolution in the representation of precipitation statistics at sub-
daily timescale and of the atmospheric conditions leading to convection. 
For weather prediction, switching off the parameterisation of convection 
seems to lead to a better representation of the diurnal cycle of precipitation, 
especially in summer, when convective processes are dominant (Baldauf et 
al. 2011; Hohenegger et al. 2008; Prein et al, 2013). Nevertheless, it is not 
clear yet to which extent this improvement is related to the parameterisa-
tion or to the increase in spatial resolution. A correct simulation of a diurnal 
cycle for the right reasons is important because it could allow for a better in-
sight into expected changes in precipitation extremes of short duration 
(Lenderink and van Meijgaard 2008). Thus, this research investigates the at-
mospheric conditions leading to convection in order to understand to which 
extent they are consistent with the occurrence of convective activities. Re-
cent investigations suggest increasing temporal resolution when increasing 
spatial resolution (Berg et al. 2012; Boberg et al. 2010; Boberg et al. 2009). 
Haerter et al. (2010) found that the intensity distribution change character at 
the hourly temporal resolution. Therefore, the analysis considers a higher 
temporal scale than just daily resolution.  
 
3. Investigate the climate change signal at convection-permitting scale for 
the near future, i.e. 2021-2050, compared to coarser resolution. 
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Giorgi et al. (2004) underlined the crucial role that local physics processes 
and their parameterisation acquire in predicting climate change in summer. 
Convection-permitting scale could allow reducing the uncertainties related 
to the convection parameterisation and gaining more information on the 
precipitation changes and the reasons behind them. On the other hand, the 
climate change signal could become too noisy increasing the spatial resolu-
tion. Thus, the main purpose here is to determine if at convection-permitting 
scale a climate change signal is detectable and in line with previous findings 
at coarser scale. Moreover, it is important to understand if this scale can 
bring some additional information compared to coarser resolution and thus 
worth its high computational costs.  
 
The investigation focuses on the state of Baden-Württemberg in southwest 
Germany. In the past, the area was selected by several campaigns studying 
convection, such as VERTIKATOR in 2002 (e.g. Barthlott et al. 2006) and COPS 
in 2007 (e.g. Kottmeier et al. 2008; Wulfmeyer at al., 2008). In fact, the char-
acteristic topography of the region with its alternation of hills and flat areas, 
like the Black forest and the Rhine valley, often generates strong convective 
events and impacts on the precipitation distribution in the area (Kalthoff et 
al. 2000; Khodayar et al. 2013; Koßmann and Fiedler 2000; Meiβner et al. 
2007). Moreover, CLM in NWP mode has difficulties in providing satisfying 
precipitation forecasts for this region (e.g. Barthlott et al. 2010). Thus, 
southwest Germany is a challenging region to model, especially when it 
comes to orographically induced convective precipitation. DWD and LUBW 
operate a dense network of high temporal resolution rain gauge stations 
over the state of Baden-Württemberg, which can be used together with the 
HYRAS dataset (Rauthe et al. 2013) for the validation of the model.  
 
The investigation area throughout most of this thesis is located around the 
Weiherbach catchment, in the north-western part of Baden-Württemberg 
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(Figure 1). The KLIWA project, funding this research, selected the Weiher-
bach catchment as one of the reference areas for soil erosion assessment 
modelling because of its high erosion risk and the excellent soil data availa-
bility thanks to in-depth field campaigns on soil erosion processes in the 
same area (e.g. Plate and Zehe 2008; Scherer 2008; Zehe et al. 2001). Erosion 
processes themselves are not considered in this thesis. However, model pre-
cipitation data, created within this research, were used as input for two ero-
sion models, namely LISEM (De Roo et al. 1996) and CATFLOW-SED (Scherer 
2008; Zehe et al. 2001), respectively within the KLIWA project and a Master 
thesis research (Antonetti 2013) I co-supervised. Thus, in this research, par-
ticular attention is given to precipitation characteristics, which could affect 
soil erosion (i.e. extreme precipitation and alternation of dry and wet peri-
ods). Moreover, the main implications for erosion related to the model per-
formance are reported in the text.  
 
 
Figure 1: Map of Baden-Württemberg in south-west Germany (left). The black box 
indicates the Weiherbach catchment that is enlarged on the right. 
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In the following, CLM model and its characteristics are presented in more de-
tail (Chapter 2). Chapter 3 introduces the observational datasets used for the 
validation of the model simulations. The optimum simulation area and mod-
el configuration for long-term simulations at convection-permitting scale are 
determined in Chapter 4, while Chapter 5 investigates the added value of 
convection-permitting scale versus coarser resolution in the representation 
of the convective precipitation and atmospheric conditions leading to it. 
Chapter 6 compares higher with coarser resolution in terms of the climate 
change signal. Finally, the general conclusions and outlook are presented in 
Chapter 7. 
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2. Description of COSMO-CLM model 
The COSMO model is based on the non-hydrostatic limited-area atmospheric 
model (formerly known as Lokal Modell, LM) developed and used by DWD 
since December 1999 for operational NWP. The model was designed to rep-
resent both meso-β and meso-γ scales phenomena from fronts and squall 
lines (i.e. 20-200 km scale) to thunderstorms and convection (i.e. 2-20 km 
scale). The basic model equations describe a compressible flow in a moist 
atmosphere in rotated geographical coordinates with a terrain-following 
height coordinate without any scale approximation.  
 
In 2007, LM model was renamed COSMO to recognize the joint effort of 
DWD and many weather services and academic institutes in Europe, Switzer-
land and Russia to systematically develop and improve the model. Actually, 
two configuration of COSMO are run operationally by DWD: COSMO-EU 
comprising the whole of Europe with a 7 km spatial resolution and COSMO-
DE at 2.8 km resolution covering Germany, Switzerland, Austria and partially 
the neighbouring countries (Figure 2).  
 
COSMO-CLM or CCLM (COSMO model in CLimate Mode, here abbreviated as 
CLM) is the climate version of the model, widely employed for climatological 
study (e.g. Feldmann et al. 2012; Reichler and Kim 2008; Wagner et al. 2012). 
Note that CLM uses the same dynamics, numerics and parameterisations as 
COSMO in NWP mode (see following chapters for more details). For this re-
search, CLM version 4.8 is used. 
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Figure 2: Orographic map of the operational domain of the COSMO-EU (left) 
and COSMO-DE (right). The height is given in metres. The figures were taken 
from www.cosmo-model.org 
2.1. Model equations 
The equations below and the procedure followed to reach the final equa-
tions used in the model are taken from the model description by Doms 
(2011), where more information can be found. The atmosphere is described 
by CLM as a multicomponent continuum of dry air, water vapour, liquid and 
solid water in ideal mixture. The basic equations of CLM consider the gravity 
and Coriolis forces, the conservation of heat, mass and momentum as well as 
phase changes of water. The budget equations are then: 
𝜌
𝑑v
𝑑𝑡
 =  − 𝛻 𝑝 +  𝜌g − 2Ω × (𝜌v) − 𝛻 ∙ ͟t 
𝑑𝜌
𝑑𝑡
 =  −𝜌𝛻 ∙ v 
𝜌
𝑑𝑞𝑥
𝑑𝑡
=  −𝛻 ∙ J𝑥 + 𝐼𝑥 
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𝜌
𝑑𝑒
𝑑𝑡
=  −𝑝𝛻 ∙ v − 𝛻 ∙ (J𝑒 + R) +  𝜀  
with: 𝑡,𝑝,𝑇 Time, pressure, temperature 
 𝜌𝑥 
 
partial density of mixture constituent x 
 𝜌 =  � 𝜌𝑥
𝑥
 total density of the air mixture 
 𝑞𝑥 =  𝜌𝑥/𝜌  mass fraction (specific content) of constituent x 
 𝑣 =  𝜌−1 specific volume 
 𝑒 specific internal energy 
 ℎ = 𝑒 + 𝑝𝑣 specific enthalpy 
 𝐯 barycentric velocity (relative to the rotating earth) 
 𝐼𝑥 sources/sinks of constituent x 
 J𝑥 diffusion flux of constituent x 
 J𝑒 diffusion flux of internal energy (heat flux) 
 R flux density of solar and thermal radiation 
 𝐭 stress tensor due to viscosity 
 𝜀 =  −𝐭  ∙ ∙  ∇𝐯 kinetic energy dissipation due to viscosity 
 Ω constant angular velocity of earth rotation 
 g apparent acceleration of gravity 
 𝑑
𝑑𝑡
=  𝜕
𝜕𝑡
+ v ∙  ∇ total (Lagrangian) time derivative operator 
 𝜕
𝜕𝑡
 local (Eulerian) time derivative operator 
 ∇ gradient (Nabla) operator 
 
The index x represents the specific constituent of the mixture, namely d for 
dry air, v for water vapour, l for liquid water and f for ice. Bold symbols indi-
cate vectors and bold underlined symbols dyadic tensors. Scalar and vector 
products are indicated by · and × respectively. 
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The above equations need to be modified and simplified to arrive at numeri-
cally solvable equations. The procedure is complex and is just quickly sum-
marised in the following. More details can be found in Doms (2011). First the 
equations are defined in terms of differential operators through the budget 
operator ∂(ρ..)/∂t + ∇ · (ρ v ), since the total mass is conserved. The thus-
obtained equations are averaged over the specific grid box and time step.  
 
The meteorological variables are then divided in a mean value (called grid 
scale value) and in the deviation from the mean value (called subgrid scale 
perturbation). The former represents the slow and resolvable part of the 
flow while the latter needs a parameterisation to be formulated in terms of 
the grid scale variables and incorporated in the budget equations. Moreover, 
some approximations of the basic equations are made because of either the 
considered scale of motion or the small contribution of the water constitu-
ents to the total mass of and air volume.  According to Doms (2011; page 18-
19), the following simplifications are presupposed in the model: 
1) all molecular fluxes are neglected except the diffusion fluxes of the liquid 
and solid water;  
2) the specific heat of moist air is replaced by the specific heat of dry air; 
3) the impact on pressure due to changes in the concentrations of the water 
constituents resulting from diffusion fluxes and phase transitions are ne-
glected; 
4) the temperature changes due to buoyant heat and moisture fluxes are 
neglected completely, together with the mean dissipation rate due to 
viscous stresses. 
 
Up to now, the equations are expressed in spherical coordinates to take into 
account the curvature of the earth. However, this coordinate system gener-
ates numerical problems due to the convergence of the meridians both 
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when simulating a domain over the geographical pole and, as more often 
happens, when changing horizontal resolution with latitude away from the 
equator. To overcome this issue, the model use rotated spherical coordi-
nates. In the new coordinate system, the intersection of the equator and the 
prime meridian is located in the simulation domain, thus minimising the 
convergence of the meridians. Figure 3 shows the default rotation applied in 
the model. COSMO-EU, COSMO-DE as well as all the simulations in this study 
place the North Pole at 40°S and -170.0°E in the non-rotated system. 
 
 
Figure 3: Geographical longitude (blue) and latitude (red) in the non-rotated grid. The 
dashed line indicates the equator in the rotated grid with the pole coordinates 32.5°S and 
-170.0°E in the non-rotated system. The rotated 0° meridian corresponds to the 10°E 
geographical meridian (Doms 2011). 
Afterwards, the grid-scale thermodynamic variables are described as a base-
state value plus a grid-scale deviation (not to be confused with turbulent 
fluctuations). The assumption is that the reference state depends only on 
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the height above the surface and is hydrostatically balanced. This allows ne-
glecting the horizontal base-state pressure gradient terms in the equation of 
motion, thus enhancing the numerical accuracy of the model in the case of 
sloping coordinate surfaces. This type of surface is generated when using 
terrain-following vertical coordinates as in the model.  
 
The terrain-following coordinate system is introduced to simplify the repre-
sentation of the lower boundary condition and thus the numerical solution 
of the equations. The vertical coordinate ζ is then a time-independent func-
tion of λ , φ and z. To guarantee that the numerical solution of the model 
equations is independent from the selection of 
 
ζ, the transformation first 
uses a user-defined coordinate ζ�. Three options for the terrain-following co-
ordinate ζ� are available: (1) a reference-pressure based coordinate, (2) a 
height-based coordinate, and (3) a height-based SLEVE (Smooth Level Verti-
cal) coordinate. Then, a monotonic function m is used to map 
 
˜ ζ  to the com-
putational coordinate. The m function is selected to map ζ� to the index space 
used for the vertical discretization with top-down increasing indices and 
equidistant grid spacing (Figure 4). Thus the irregular curvilinear grid gener-
ated with the terrain-following coordinate is mapped onto a regular rectan-
gular grid labelled by integers.   
 
 
Figure 4: Mapping of an irregular curvilinear grid associated with the terrain following 
coordinate 
 
˜ ζ  onto a rectangular equidistant grid 
 
ζ  labelled by integers. 
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After all these transformations, the model equations forming the basis of the 
model system can finally be written as seven prognostic equations and one 
diagnostic equation for horizontal wind velocity, vertical wind velocity, per-
turbation pressure, temperature, water vapour, liquid and solid forms of wa-
ter, and total density of air: 
 
 Horizontal wind velocities 
𝜕𝑢
𝜕𝑡
= = −� 1
𝑎 𝑐𝑜𝑠 𝜑  𝜕𝐸ℎ𝜕λ  − 𝑣 𝑉𝑎� −  ζ̇  𝜕𝑢𝜕ζ −  1𝜌𝑎 𝑐𝑜𝑠 𝜑  �𝜕𝑝′𝜕λ −  1√𝛾  𝜕𝑝0𝜕λ  𝜕𝑝′𝜕ζ �+ 𝑀𝑢 
𝜕𝑣
𝜕𝑡
=  −�1
𝑎
 𝜕𝐸ℎ
𝜕𝜑
+ 𝑢 𝑉𝑎� −  ζ̇  𝜕𝑣𝜕ζ −  1𝜌𝑎  �𝜕𝑝′𝜕𝜑 −  1√𝛾  𝜕𝑝0𝜕𝜑  𝜕𝑝′𝜕ζ � + 𝑀𝑣 
 
 Vertical wind velocity 
𝜕𝑤
𝜕𝑡
=  −� 1
𝑎 𝑐𝑜𝑠 𝜑  �𝑢 𝜕𝑤𝜕λ + 𝑣 𝑐𝑜𝑠 𝜑 𝜕𝑤𝜕𝜑�� −  ζ̇  𝜕𝑤𝜕ζ + 𝑔√𝛾 𝜌0𝜌  𝜕𝑝′𝜕ζ + 𝑀𝑤 + +𝑔 𝜌0
𝜌
 �(𝑇 − 𝑇0)
𝑇
−  𝑇0𝑝′
𝑇𝑝0
+ �𝑅𝑣
𝑅𝑑
− 1� 𝑞𝑣 − 𝑞𝑙 − 𝑞𝑓� 
 
 Perturbation pressure 
𝜕𝑝′
𝜕𝑡
= −� 1
𝑎 𝑐𝑜𝑠 𝜑
�𝑢
𝜕𝑝′
𝜕λ
+ 𝑣 𝑐𝑜𝑠 𝜑 𝜕𝑝′
𝜕𝜑
�� − ζ
𝜕𝑝′
𝜕ζ
+ 𝑔𝜌0𝑤 − 𝑐𝑝𝑑𝑐𝑣𝑑 𝑝𝐷 
 
 Temperature  
𝜕𝑇
𝜕𝑡
=  −� 1
𝑎 𝑐𝑜𝑠 𝜑  �𝑢 𝜕𝑇𝜕λ + 𝑣 𝑐𝑜𝑠 𝜑 𝜕𝑇𝜕𝜑�� −  ζ̇  𝜕𝑇𝜕ζ  −  1𝜌𝑐𝑣𝑑 𝑝𝐷 + 𝑄𝑇 
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 Water vapour 
𝜕𝑞𝑣
𝜕𝑡
=  −� 1
𝑎 𝑐𝑜𝑠 𝜑  �𝑢 𝜕𝑞𝑣𝜕λ + 𝑣 𝑐𝑜𝑠 𝜑 𝜕𝑞𝑣𝜕𝜑 �� −  ζ̇  𝜕𝑞𝑣𝜕ζ  − �𝑆𝑙 + 𝑆𝑓� + 𝑀𝑞𝑣 
 
 Liquid and solid form of water 
𝜕𝑞𝑙,𝑓
𝜕𝑡
==  −� 1
𝑎 𝑐𝑜𝑠 𝜑  �𝑢 𝜕𝑞𝑙,𝑓𝜕λ + 𝑣 𝑐𝑜𝑠 𝜑 𝜕𝑞𝑙,𝑓𝜕𝜑 �� −  ζ̇  𝜕𝑞𝑙,𝑓𝜕ζ  − 𝑔√𝛾 𝜌0𝜌  𝜕𝑃𝑙,𝑓𝜕ζ +  𝑆𝑙,𝑓+ 𝑀𝑎𝑙,𝑓 
 Total density of air 
𝜌 =  𝑝 �𝑅𝑑 �1 + �𝑅𝑣𝑅𝑑 − 1� 𝑞𝑣 − 𝑞𝑙 − 𝑞𝑓�  𝑇 �−1 
 
with 𝑇0, 𝑝0, 𝜌0   base state values of temperature, pressure and density 
cvd:, cpd   specific heat at constant pressure of water vapour, dry air 
Rd, Rv gas constant for dry air and water vapour 
ρ  density 
 
ζ  terrain following vertical co-
ordinate  
ζ̇   contravariant vertical velocity 
Eh kinetic energy of horizontal 
motion 
D divergence of the wind field  
φ,  λ rotated latitude, longitude  
p’ grid scale pressure deviation 
 
γ variation of reference pressure with 
 
ζ   
Va  absolute vorticity 
QT  diabatic heating  
 
The terms 𝑆𝑙 , 𝑆𝑓represent the cloud microphysical sources and sinks due to 
phase change; 𝑄𝑟  the radiative heating; 𝑃𝑙,𝑓   the precipitation fluxes and Mψ 
the source terms due to small scale turbulent mixing and subgrid scale moist 
convection (see Chapter 2.5), which is the dominating subgrid scale 
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transport process  at meso-β scale. Mψ also includes for simplicity some 
terms related with the schemes for numerical smoothing and for relaxation 
and mixing in the lateral and upper boundary zone. The terms related to 
subgrid-scale processes are calculated by the corresponding physical param-
eterisation scheme.  
2.2. Grid structure and time integration 
To solve the model equations derived in the previous chapter, the computa-
tional grid is set by using a constant increment of the independent variables 
(i.e. λ, ϕ and ζ). This method allows the (λ, ϕ, ζ)-space to be represented by 
a finite number of grid points identified by i, j, and k  in the λ, ϕ and ζ direc-
tion respectively. Every grid point (i, j, k) represents the centre of the ele-
mentary grid volume (∆λ, ∆ϕ, ∆ζ).  
 
Figure 5: A grid box volume ∆𝑉 = ∆𝑥∆λ∆𝜑 showing the Arakawa-C/Lorenz staggering of 
the dependent model variables (Doms et al. 2011). T represents all the scale variables. 
The faces of the grid-boxes are set halfway between the grid points. The top 
(lower) boundary of the model domain is defined to be the half level above 
(below) the uppermost (bottommost) model layer. Note that the lower 
boundary corresponds to the terrain height. According to the Arakawa-
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C/Lorenz grid structure, temperature, pressure and humidity are defined at 
the grid point (i.e. the centre of the elementary volume), while the wind 
components at the corresponding box faces. Figure 5 shows the above de-
scribed Arakawa-C/Lorenz grid structure. 
 
The model needs a time splitting technique to separate the fast processes 
related to acoustic and gravity wave from the slower motion modes in the 
prognostic equations. The former are then integrated according to the se-
lected method. All the simulations in this study use a normal 3rd order 
Runge-Kutta time-stepping scheme (Wicker and Skamarock 2002). The 
scheme is used operationally for both COSMO-EU and COSMO-DE because of 
its stability and efficiency.  
2.3. Physical parameterisation  
Atmospheric processes span a wide range of scales both in terms of time and 
space, from molecular to planetary scales as well as from seconds to years. 
On the other hand, RCMs cannot cover either all time or spatial scales of the 
atmospheric phenomena. Thus, parameterisations of the important physical 
processes are used to account for all the processes that cannot be explicitly 
solved because of the limited time or spatial scale of the model. The follow-
ing presents a brief overview of the most prominent parameterisations used 
by CLM at both 2.8 km and 7 km resolution (except where differently stat-
ed). More details can be found in Doms et al. (2011). 
 
The simulations use a delta-two-stream radiation scheme according to Ritter 
and Geleyn (1992) with full cloud-radiation feedback. The calculation of grid 
scale clouds and precipitation follows the Kessler scheme (Kessler 1969), 
which considers the following hydrometeor species: water vapour, cloud 
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droplets, rain, snow, cloud ice, and, also graupel1 for the convection-
permitting scale. The various categories interact maintaining the total water 
mass constant. 
 
Vertical turbulent diffusion uses the prognostic turbulent kinetic energy 
(TKE) closure at level 2.5 (Raschendorfer 2001). This scheme accounts for the 
effects of both subgrid-scale condensation and thermal circulations, but it 
still hypothesizes horizontal homogeneity, i.e. only vertical turbulent fluxes. 
A new version of the surface transfer scheme was introduced to have a con-
sistent formulation with the TKE scheme for the transport through the sur-
face layer. In this context, the surface layer is divided into a laminar-
turbulent sub-layer just above the surface and a constant-flux or Prandtl lay-
er above. This subdivision allows a distinction between the values of the 
model variables at the ground (predicted by the soil model) and at the lower 
boundary of the turbulent atmosphere, i.e. at the roughness height z0 (calcu-
lated by the atmospheric model). The heat fluxes are based on drag-law 
formulations using the temperature and specific humidity at the surface and 
at the lowest atmospheric level calculated by the soil and the atmospheric 
model respectively. The new surface scheme generates the stability func-
tions using the dimensionless coefficients of the Mellor-Yamada closure and 
the interpolation rules, rather than the empirical Monin-Obukhov functions. 
Both new schemes were extensively tested by DWD and they are now used 
operationally in both COSMO-EU and COSMO-DE.  
 
The multilayer soil model TERRA_ML (Schrodin and Heise 2001) is imple-
mented in CLM to predict the temperature and specific humidity at the 
ground. The soil model considers five soil types (plus ice, rock and water) 
and ten active layers for energy transport up to a depth of 15 m. The surface 
                                               
1 Graupel defines particles with spherical shape, higher density than snow and fall speeds of about  
1 – 3 m/s (Doms et al. 2011). 
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humidity is calculated from the sum of all surface fluxes of moisture parame-
terized by the soil model (i.e. evaporation from bare soil, interception and 
snow reservoirs, transpiration and formation of dew and rime). The surface 
temperature is a weighted mean between the temperature of the upper-
most soil layer and the snow temperature. Bare soil evaporation and plant 
transpiration are computed following the recommendation of Dickinson 
(1984), while the calculation of the transport of liquid water uses the prog-
nostic Richards equations (Hillel 1980). The soil temperature Tso is predicted 
with the basic heat equation:  
𝜕
𝑇𝑠𝑜
𝜕𝑡
=  1
𝜌𝑐
𝜕
𝜕𝑧
�λ
𝜕𝑇𝑠𝑜
𝜕𝑧
� with λ, ρc  heat conductivity and  capacity respectively. 
 
The annual mean temperature is prescribed as a boundary value at the bot-
tom layer, so-called climate layer. Only once, at the beginning of the simula-
tion, is the soil moisture initialised, through the forcing, according to the soil 
type. Then, it evolves freely without correction throughout the whole simu-
lation. Nevertheless, soil moisture has a long memory and thus it can affect 
the atmospheric processes at the land surface long after the initialisation 
(Koster and Suarez 2003; Pan et al. 2001; Seneviratne et al. 2002; Wu and 
Dickinson 2004). Changes in soil moisture influence directly not only soil 
temperature and evaporation (Betts et al. 1996), but also the precipitation 
rate (Eltahir 1998; Schär et al. 1999). To reduce the effects of initialisation, it 
is common practice within the climate community to remove the first few 
years of a simulation (considered as spin-up time) for the analysis. 
2.4. Atmospheric convection  
In meteorology, convection mainly refers to the vertical motion of air parcels 
in the atmosphere mostly caused by buoyancy force. Convection can take 
many forms in the atmosphere, being dry or moist, as well as shallow or 
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deep. This study focuses on moist convection, which, unlike dry convection, 
implies that there is a conversion of water vapour to liquid water as the par-
cel is displaced vertically, i.e., the parcel becomes saturated. The main dif-
ference between shallow and deep convection lies in the vertical extent of 
this phenomenon. The former does not usually extend to more than 1 to 2 
km in the atmosphere, while the latter can reach up to approximately 10-15 
km. Because of its spatial scale shallow convection needs to be parameter-
ised in CLM even at convection-permitting scale and therefore it is not the 
focus of this analysis. Deep moist convection is the form of convection re-
sponsible for various hazardous weather situations due to the release of a 
large amount of energy by phase changes of water. Since deep moist con-
vection is the only type of convection investigated in this chapter, we will re-
fer to it in the following simply as convection.   
 
Although there is no unique initiating process for convection, two ingredi-
ents are most important: atmospheric instability and a triggering mechanism 
(Emanuel 1994; Houze 1993). The first guarantees the enhancement of the 
vertical motion of an air parcel; the second is required for the release of the 
available energy for convection. The parcel method is often used to assess 
the potential of the atmosphere to convection. The main idea is to evaluate 
the buoyancy of a parcel that is displaced from its original position through a 
pseudo-adiabatic process. The lifting of air mass, which causes its cooling 
and results in its saturation and thus condensation, can have several rea-
sons. Forced convection happens when there is some kind of dynamic mech-
anism forcing the air upwards. For example, frontal lifting occurs when two 
air masses differing in temperature and humidity, encounter each other and 
the warmer and more humid mass is forced upwards because of its smaller 
density. Orographic lifting is due to the presence of the slopes of a hill or 
mountain while wind convergence generates upward motion as it lifts sur-
face air higher in the atmosphere. Besides all the lifting mechanisms men-
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tioned above, the most common and easily seen form of convection is gen-
erated by thermal instability and it is usually referred as free convection, 
which usually develops in cumulus clouds with a characteristic horizontal 
length of few kilometres (Emanuel 1994).  
 
The Skew-T plot is a very common technique to visually display the vertical 
motion and allows for calculation of the significant levels connected with 
convection. Figure 6 provides an example of this type of thermodynamic dia-
gram. In the background, it shows the isobars horizontally while the iso-
therms are skewed to the right. According to the simple parcel theory, con-
vection starts at the surface when an air parcel starts rising because of either 
thermal instability or mechanical forces. Due to the pressure decrease, the 
lifting causes the expansion of the parcel and thus it is cooling according to 
the dry adiabatic lapse rate (straight line in Figure 6). If the rising parcel con-
tains moisture, it eventually cools sufficiently to reach saturation and thus 
water starts condensing and forming clouds. This level is called lifted con-
densation level, LCL. The change in state causes the release of latent heat of 
condensation, which fuels the parcel with additional energy. The parcel’s 
temperature will now decrease following the moist adiabatic or pseudoadia-
batic lapse rate (dashed curve in Figure 6). 
 
From the LCL, three scenarios are possible. If the rising parcel has a tempera-
ture considerably higher than the environment, it becomes buoyant and it 
can continue ascending further (unstable atmosphere or absolute instabil-
ity). In the second case, the temperature decreases slowly with height, the 
parcel’s buoyancy is smaller and convection is more unlikely to occur (stable 
atmosphere). Figure 6 shows the third situation (conditional stability), where 
the parcel is negatively buoyant for some distance. This means that for small 
upward displacement, stability is maintained but if the parcel is forced above 
the level of free convection (LFC), it again becomes positively buoyant and it 
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can freely continue its ascent until the equilibrium level (EL) is reached, also 
called limit of convection or level of neutral buoyancy (LNB). When condi-
tional instability occurs, deep cumulus clouds form. Within the LFC and EL 
the condensate will eventually grow in size until their gravity force becomes 
larger than the friction forces holding them and they are forced to precipi-
tate. Figure 6 visualizes two important indices for convective processes: the 
green area represents CAPE (Convective Available Potential Energy; 
Moncrieff and Miller 1976) and the red part the Convective Inhibition (CIN; 
Colby 1984). They indicate respectively the atmospheric potential and oppo-
sition to the initiation of convective processes. 
  
 
Figure 6: Skew-T plot showing an example if an atmospheric sounding (from Smith 1997). 
Straight (dashed) lines indicate a dry (pseudo-moist) adiabatic. The thick solid (dahed) line 
shows the measured (dew point temperature). The area in green (red) represents CAPE 
(CIN). 
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2.5. Model parameterisation of moist convection 
In general a parameterisation is meant to represent the ensemble effects of 
subgrid processes on resolved variables, given that it is not possible to re-
solve them on sub-grid scale (Doms et al. 2011). In this case, a closure condi-
tion is necessary to link the parameterization to the explicitly resolved pro-
cesses. Convective parameterisation is a classic case where it is not possible 
to calculate the sub-grid vertical velocity and thus the scheme calculates the 
influence of sub-grid convective tendencies on the model grid space. This 
chapter provides an overview on the parameterisation of the convection in 
CLM model. The information is taken from Doms et al. (2011), where more 
details can be found.  
 
The Tiedtke scheme uses a vertical mass-flux approach to represent moist 
convection (Tiedtke 1989). In particular, it uses the grid-scale variables to 
calculate the vertical mass flux at the convective cloud base. A one-
dimensional cloud model is applied to calculate the feedback of subgrid-
scale vertical fluxes of mass, heat, moisture and momentum in up- and 
downdrafts. This bulk model approximates the net effects of an ensemble of 
clouds as a single representative cloud (Yanai et al. 1973). Although the pa-
rameterisation neglects the impact of convective mesoscale circulations on 
large-scale heat and moisture budgets, it includes the basic effects of moist 
convection, namely: 
 diabatic heating due to the release of latent heat caused by both cloud 
condensation and formation/evaporation of precipitation,  
 vertical transports of heat, moisture and momentum in cumulus updrafts 
and downdrafts,  
 entrainment and detrainment processes by lateral exchange within cumu-
lus clouds.   
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The scheme distinguishes between three types of moist convection: shallow 
convection, deep convection and midlevel convection, but only one type of 
convection can occur at a specific grid point at a certain time. This means 
that the scheme is not able to describe layered convection, i.e. midlevel con-
vection above a layer of shallow convection. Both shallow and deep convec-
tion originate in the atmospheric boundary layer, but they differ in their ver-
tical extent (see Chapter 2.4 for details). By contrast, midlevel convection has 
its roots at much higher level, within the free atmosphere. A dynamical lift-
ing of air mass to the LFC is usually responsible for this type of convective 
cells.  
 
The scheme proceeds according to the following steps:  
(1) determine if convection occurs and define the type (trigger function).  
The scheme first verifies whether free convection (shallow or penetrative) 
can occur at each grid point. Therefore, an air parcel is defined with the 
temperature (plus 0.5 K), the specific humidity and the horizontal momen-
tum registered at the first model level above the surface. Then the parcel is 
lifted adiabatically and the model computes its LCL. If the parcel is found 
buoyant with respect to the environment, then LCL corresponds to the LFC 
and the updated variables representing the air parcel in the new level can be 
used as boundary conditions for the updraft equations. Alternatively, if the 
lifted parcel is non-buoyant at the LCL, the grid point is checked for the oc-
currence of mid-level convection. Starting from the surface the air parcel 
with environmental properties is lifted adiabatically by one model layer. If it 
becomes buoyant in the new layer, this is the LCL for mid-level convection 
and the model follows the same procedure as before. Otherwise, the next 
model layer is checked for convection and so on. In order to occur, mid-level 
convection at LCL needs to have a positive vertical velocity and a relative 
humidity larger than 90%.    
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(2) calculate the cloud base mass flux (closure assumption) using the grid-
scale variables determined in step (1) 
Depending on the specific type of convection, the scheme applies different 
closure hypotheses. For shallow and penetrative convection, the mass flux is 
set proportional to the vertically integrated moisture convergence between 
the surface and the cloud base (Kuo-type closure). Therefore, convection oc-
curs only if moisture convergence increases the subcloud moisture content: 
 {𝑀𝑢(𝑞𝑢𝑣 − 𝑞𝑣) + 𝑀𝑑(𝑞𝑑𝑣 − 𝑞𝑣)}𝑧𝑏 = −� �𝜌v ∙ ∇𝑞𝑣 + 𝜕𝐹𝑞𝑣𝜕𝑧 �𝑑𝑧𝑧𝑏𝑧𝑠  
with zb terrain height, zb height of the cloud base, 𝐹𝑞
𝑣vertical turbolent flux of 
specific humifity. 
 
In case of midlevel convection, the updraft mass flux at cloud base is simply 
proportional to the grid-scale vertical velocity w, i.e. the moisture vertically 
advected through the cloud base is fully available for convective activities. (𝑀𝑢)𝑧𝑏 =  (𝜌𝑤)𝑧𝑏 
 
 (3) apply the bulk cloud model to vertically distribute heat, moisture, mo-
mentum and formation of precipitation and compute the convective tenden-
cies 𝑀ψ𝑀𝐶, i.e. the feedback of subgrid vertical circulation into the resolved 
flow. Neglecting non-hydrostatic effects on the mesoscale and changes in 
the mean vertical velocity, these tendencies can be written: 
 
𝑐𝑝𝑑𝑀𝑇
𝑀𝐶 = �𝜕𝑠
𝜕𝑡
�
𝑀𝐶
=
=  − 1
𝜌
𝜕
𝜕𝑧
{𝑀𝑢(𝑠𝑢 − 𝑠) + 𝑀𝑑(𝑠𝑑 − 𝑠)} + 𝐿�𝑐𝑢 − 𝑒𝑑 − 𝑒𝑙 − 𝑒𝑝� 
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𝑀𝑞𝑣
𝑀𝐶 = �𝜕𝑞𝑣
𝜕𝑡
�
𝑀𝐶
=
=  − 1
𝜌
𝜕
𝜕𝑧
{𝑀𝑢(𝑞𝑢 − 𝑞) + 𝑀𝑑(𝑞𝑑 − 𝑞)} − �𝑐𝑢 − 𝑒𝑑 − 𝑒𝑙 − 𝑒𝑝� 
  
𝑀𝛼
𝑀𝐶 = �𝜕𝛼
𝜕𝑡
�
𝑀𝐶
=  − 1
𝜌
𝜕
𝜕𝑧
{𝑀𝑢(𝛼𝑢 − 𝛼) + 𝑀𝑑(𝛼𝑑 − 𝑠)} 
 
with: 
𝑠 = 𝑐𝑝𝑑𝑇 + 𝑔𝑧     dry static energy 
𝑀𝑢 = 𝜌𝛼𝑢(𝑤𝑢 − 𝑤) updraft mass flux and 𝑀𝑑 = 𝜌𝛼𝑑(𝑤𝑑 − 𝑤) downdraft 
mass flux 
au, ad area fraction of the updraft and downdraft, resp. 
wu, wd vertical velocity of the updraft and downdraft, resp. 
su, sd dry static energy within the up- and downdraft, resp. 
qu, qd specific humidity within the up- and downdraft, resp. 
αu, αd horizontal wind components in the up- and downdraft, resp. 
cu condensation in the updraft (area mean) 
ed evaporation of precipitation in the downdraft (area mean) 
el evaporation of cloud water in the environment (area mean) 
ep evaporation of precipitation below cloud base (area mean) 
L latent heat with L = LV (heat of evaporation) for T ≥ 0 ◦C otherwise  L = LS 
(heat of sublimation)  
 
The convection parameterisation affects several other fields besides precipi-
tation. Particularly interesting for this study is cloud cover. For the parame-
terisation scheme for grid-scale clouds and precipitation, each grid cell can 
either be fully filled with clouds or cloud free. However, for the calculation of 
e.g. radiative transfer, the model defines a fractional cloud cover σc for all 
grid boxes. The calculation of σc in each model layer is based on an empirical 
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function depending on the relative humidity, the height of the model layer 
and the convective activity, and in particular the vertical extent of the con-
vection cell.  
 
The Tiedtke scheme does not use CAPE as closure assumption. CAPE, as well 
as CIN, is calculated at each grid point independently according to the parcel 
theory. A well-mixed near surface layer is assumed with a depth of 50 hPa. 
The parcel starts from a level approximately in the middle of this layer, with 
the average specific humidity and potential temperature as start values. The 
method follows the recommendations of Doswell and Rasmussen (1994). 
2.6. Initial and boundary conditions 
To start a simulation, RCMs need information on the initial state of the at-
mosphere and soil moisture and soil temperature profiles. In addition, data 
about the lower boundary of the domain like orography and vegetation cov-
er ( the so-called “external” data) are required (Table 1).  
 
Using standard datasets from various sources (e.g., orography from the 
Global Land One-km Base Elevation (GLOBE), harmonized world soil data-
base from the Food and Agriculture Organization of the United Nations 
(FAO)), the CLM Community provides the external data for the required hori-
zontal resolution and region. After the initialization, the lateral boundary 
conditions are updated regularly every six hours in our simulations. The  
initial and boundary conditions can be interpolated from either GCMs or a 
coarser nest of RCMs through the so-called nesting procedure. This research 
applies the one-way nesting strategy, i.e. RCMs use GCMs (or coarser RCMs 
resolution) information as driving data at its lateral boundaries, but the re-
sults thus obtained are not fed back into the GCMs simulations. 
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Table 1: Summary of the initial and external data required by the model (Schättler et al. 
2013). The * symbol indicates the variables are required also as boundary data in climate 
mode. 
External data Initial data 
Height of surface topography 
(alternatively) geopotential  
of the earth’s surface  
Fraction of land in the grid cell  
Soil type  
Roughness length  
Plant cover *  
Leave area index and root depth * 
Vertical integrated ozone content  
and ozone maximum* 
 
Zonal and meridional wind speed * 
Vertical wind speed 
Pressure deviation from reference pressure  * 
Temperature * 
Specific water vapour and cloud water content * 
Specific cloud ice, rain and snow content * 
Specific water vapour content at the surface * 
Temperature of snow surface * 
Water content of snow * 
Water content of interception  
water Temperature at surface* 
Temperature and moisture on the  
different soil layers  
Density of snow and snow ’freshness’  
 
The model needs a buffer zone to generate reliable RCM results from the 
GCM data received at the boundary. In this sponge area the GCM infor-
mation has an exponentially decreasing weight on the RCM internal solution. 
According to Doms (2011), the depth of this relaxation zone is at least eight 
grid boxes at each lateral boundary. Moreover, the simulation domains 
should be sufficiently large to allow the model to become uncoupled from 
the forcing (McGregor 1997) and thus develop its own climate. Meantime, 
finer and coarser nest should not differ too strongly in terms of synoptic cir-
culation (Jones et al. 1995). Sensitivity studies are necessary to determine 
the optimum size and location of the simulation domain depending on the 
region and the atmospheric variables under investigation.  
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As forcing data, different datasets can be used depending on the scope of 
the investigation. Table 2 summarises the forcings used in this research and 
their main characteristics.  
Table 2: Used driving dataset and their characteristics. 
Name Spatial reso-lution Covered period Type 
ERA40 ~125 km 1957-2002 Reanalysis data 
ECHAM5 ~150 km 1860-2100 Climate runs 
 
ERA40 reanalysis data (Uppala et al. 2005) are often used as driving data 
when the purpose is to determine the biases of the RCM itself (i.e. to vali-
date the model). In fact, reanalysis datasets provide a spatially coherent rec-
ord of the historical atmospheric fields since they are created assimilating 
observations while running GCMs for past decades. Other GCMs are used to 
investigate the climate change signal. The GCM ECHAM was developed at 
the Max Planck Institute for Meteorology and it is one of the contributing 
models for AR5. Its fifth version ECHAM5 (Roeckner et al. 2003) is widely 
used for climate studies (e.g. Feldmann et al. 2012; Reichler and Kim 2008; 
Wagner et al. 2012). This type of model gives the possibility to investigate 
both past and future periods since it covers the period 1860-2100. On the 
other hand, ECHAM5 is designed to describe correctly the statistics of the 
climate variables but a time correspondence between GCM driven simula-
tions and observed events cannot be expected because they have complete 
freedom to develop their own climate (Feldmann et al. 2008). Moreover, 
changing the forcing (e.g. ECHAM5 versus ERA40) affects the model perfor-
mance and can add an additional bias (Berg et al. 2012). 
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2.7. Nesting strategy 
Dynamical downscaling is used to downscale GCM information to regional 
scales. Results from the coarser nests (either GCMs or previous RCM runs) 
are used to drive the higher resolution simulation (i.e. the finer nest). Denis 
et al. (2003) suggested that the jump in horizontal resolution between two 
nests should be limited to a ratio of 12 to yield realistic results.  
 
IMK-TRO established its own nesting strategy which provides satisfying re-
sults at 7 km resolution (Berg et al. 2012; Feldmann et al. 2008; Meißner 
2008). From GCM, the coarsest RCM nest is at about 50 km resolution and 
embraces the whole of Europe with 118 × 112 grid points. The next finer 
nest at 0.0625° (circa 7 km) comprises all of Germany and the near surround-
ings with 165 × 200 grid points (Figure 7). The finest nest at 0.025° (circa 2.8 
km) centres on the state of Baden-Württemberg in southwestern Germany. 
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Figure 7: Simulation domain for each step of the nesting strategy, namely 50 km (left), 7 
km (right) and 2.8 km domain (inner black frame) in southwestern Germany. Orographic 
heights are indicated in colour.  
  
 
 
 33 
3. Observational datasets 
In this study, two different observational datasets are used for the validation 
of the model performance. The next chapters first present the HYRAS grid-
ded daily dataset and then the measurement stations maintained by DWD 
and their characteristics.   
3.1. HYRAS dataset  
HYRAS dataset is a gridded 1 x 1 km precipitation and temperature dataset 
covering the whole of Germany and some river catchments in neighbouring 
countries, recently created by DWD (Rauthe et al. 2013). HYRAS is the up-
dated version of the REGNIE dataset often used by the hydrological and me-
teorological communities (Berg et al. 2012; Photiadou et al. 2011; Schwitalla 
et al. 2008). The dataset has a daily temporal resolution and covers the peri-
od 1951 to 2006. The gridded precipitation field is calculated from 6200 pre-
cipitation stations using REGNIE (REGionalisierung der NIEderschlagshöhen, 
regionalised precipitation amount) method. The gridding strategy is based 
on a combination of multiple linear regression, accounting for orography, 
and inverse distance weighting (Perry and Hollis 2005; Widmann and Breth-
erton 2000). In particular, the method first calculates a background climato-
logical field including corrections for the elevation of the stations and the 
orientation of the terrain in terms of wind exposure. Then, anomalies are 
calculated assigning to each grid point a station value and dividing it by the 
background data. The anomalies are interpolated using inverse distance 
weighted interpolations, and finally, the results are multiplied by the back-
ground field (Bartels et al. 2005; Berg et al. 2012; Dietzer 2003).  
 
The REGNIE method guarantees that observed extreme precipitation as well 
as non-precipitation events are maintained unchanged in the gridded field 
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(Rauthe et al. 2013). This is a crucial aspect for this research that gives a spe-
cial attention to the characteristics of the precipitation pattern impacting the 
most on erosion, namely strong precipitation intensities and the alternation 
of dry and wet period. Rauthe et al. (2013) found that the HYRAS dataset 
compares well with other existing datasets especially in flat areas. The mean 
absolute error is less than 2 mm/day, but varies spatially and temporally. 
3.2. Measurement stations  
Figure 8 shows the DWD stations available in the state of Baden Württem-
berg, in southwestern Germany.  
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Figure 8: Map of Baden Württemberg in southwestern Germany showing the 
investigation domain (black frame) around Weiherbach catchment (black square) and all 
available DWD measurement stations between 1950 and 2004 (cross points). The blue 
(green) dots represent the gauges with 5-minute (30-minute) temporal resolution within 
the investigation area between 1997 and 2004 used for the analysis.  
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Figure 9: Number of available station within the investigation domain between 1950 and 
2004. The stations have different temporal resolutions, namely 5 or 30 minutes.  
All the rain gauges use the weighting principle and have a lower measure-
ment limit of 0.01 mm (Brommundt and Bárdossy 2007). From 1950 to 2004, 
the number of stations varies considerably and only few of them are active 
for long periods. Figure 9 shows the total number of stations available for 
each year within the investigation area (black frame in Figure 8), but it does 
not clarify if it is the same station that is active. Often, especially in the sev-
enties and eighties of the last century, the rain gauges were active for a few 
years only before being replaced by new stations at other locations. For the 
model validation the observations dataset should be as long as possible and 
consistent in time and space. The period 1997-2004 presents the highest 
number of active stations with a stable density, namely 48. Half of them 
have a 5-minute temporal resolution, while the rest has 30 minutes (Figure 8 
in blue and green respectively). Since these stations were recently activated 
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and automated, they should provide more reliable measurements in com-
parison with stations operating previously (Rauthe et al. 2013).  
 
The quality of the signal both in summer and winter is shortly to be investi-
gated considering the: 
 average number of missing values per station per year (Table 3); 
 influence that the height of the stations and their temporal resolution 
have on the diurnal cycle of precipitation (Figure 10 and Figure 11). 
 
On average, the stations with 5-minute resolution are more reliable in com-
parison with those at coarser temporal resolution. This is especially true in 
summer, when the number of missing value in their time series is negligible 
(Table 3). 
 
Figure 10 shows the diurnal cycle of precipitation for each station, displayed 
in different colours depending on the height range. The amount of mean 
precipitation increases with the elevation of the station, in agreement with 
literature (Khodayar et al. 2010). For both winter (DJF) and summer (JJA), it is 
evident that two stations are completely out of the range. According to DWD 
specifications, they are located at 750 m and 110 m. In reality, the latter, 
Hornisgrinde station, is at 1164 m, which explains the mismatch. To guaran-
tee a homogenous dataset, only the 45 stations below 700 m active between 
1997 and 2004 are selected for the following investigation. Of those, 21  
have 5-minute resolution, while the rest have a coarser temporal scale  
(i.e. 30 min). 
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Table 3: Average number of missing values per station per year depending on the season 
and the temporal resolution of the station.  
Average number of missing value 
per station per year 5 minutes 30 minutes 
JJA 12 296 
DJF 189 275 
 
DJF JJA 
  
Figure 10: Diurnal cycles of precipitation, in DJF (left) and JJA (right), for each station 
within the investigation area in the period 1997-2004. The different colours represent 
the height of the stations, according to the legend. The thick lines represent the mean of 
a specific range with the same colour, while the red thick line the average over all 
stations. Note the different scale for winter and summer. 
Figure 11 shows the diurnal cycles of precipitation for the selected 5 and 30-
minute stations, respectively in black and yellow colour. In both seasons, the 
pattern is similar between resolutions, although the measurement stations 
at coarser temporal resolution have lower mean value. This could be linked 
to their average height, which is lower in comparison with stations with 5-
minute resolution. Although the spread among stations is quite broad (grey 
and yellow shaded areas), the observational diurnal cycles have a distinct 
character in both seasons. In winter (left panel), the diurnal cycle presents 
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higher intensities during daytime and a peak around 8:00. In summer (right 
panel), the two main maxima are at 15:00 and 20:00.  
 
DJF JJA 
 
Figure 11: Diurnal cycles of precipitation, in DJF (left) and JJA (right), calculated 
considering only the stations with a temporal resolution of 5 (black/grey) and 30 (yellow) 
minutes. The shaded areas indicate the spread of the signal calculated as the mean ± the 
standard deviation for the stations.   
There are statistical relationships among stations. To illustrate this, the pre-
cipitation time series of two measurement stations, namely Eppingen and 
Kraichtal, are selected. They are the closest available rain gauges to Weiher-
bach, which is one of the erosion-prone catchments selected by the KLIWA 
project. They are both active between 1986 and 1992 and are about 10 km 
apart. Table 4 shows the temporal correlation between the two time series 
both in JJA and DJF calculated on hourly and daily bases. The correlation co-
efficients are calculated using different methods. Pearson’s r test gives a 
measure of the linear dependence between two variables (Pearson 1920). 
Although Pearson’s r test is frequently and widely used, nonparametric 
methods are more suitable when dealing with non-normal distributed data 
(Kendall 1962; Sommer and Sommer 2002). Moreover, replacing the obser-
vations with their ranks, such as in the case of Spearman’s rank and Kendall’s 
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tau correlation, allows reducing the impact that outliers have on the final 
score (Abdullah 1990). 
 
Table 4 shows a higher temporal correlation in winter than in summer at 
both temporal resolutions. This depends on the characteristic of the precipi-
tation pattern in the different seasons. Large-scale weather patterns, like 
frontal passages, play the strongest role in the precipitation occurrence dur-
ing winter, while in summer precipitation is mainly due to convection. The 
latter phenomenon acts on a scale of few kilometres and is strongly related 
to orography and local conditions. Thus, the chances that both stations are 
hit by the same precipitation event are higher in winter than in summer 
(Table 4). Moreover, Table 4 underlines the strong differences arising from 
the different temporal scale used for the analysis (i.e. hourly versus daily 
scale). In fact, the correlation coefficients have much lower values on an 
hourly than on a daily basis, for all methods and especially in summer. Thus, 
when comparing model simulations with observations and especially on 
hourly basis, it might be important to select the nearest model grid  
points to the stations in order to avoid sampling bias. This is particularly  
important in areas with different landscapes and steep orography  
(Moberg and Jones 2004). 
Table 4: Temporal correlation between Eppingen and Kraichtal measurement stations on 
hourly and daily bases both in JJA and DJF, according to several methods. The period 
considered is 1986-1992. 
Correlation 
JJA DJF 
Hourly Daily Hourly Daily 
Pearson 0.413 0.76 0.624 0.887 
Spearman 0.543 0.819 0.625 0.899 
Kendall 0.51 0.719 0.58 0.799 
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3.3. Comparison HYRAS versus DWD stations 
Generally, the HYRAS dataset compares well with DWD stations within the 
investigation domain. This is not surprising since most of the measurement 
stations are likely to be part of the HYRAS dataset. Nevertheless, some dif-
ferences are obvious. Compared to observations, the HYRAS dataset under-
estimates the percentage of dry days (i.e. days with precipitation below  
1 mm) by 3% in summer, while in winter it underestimates the  
precipitation intensities above 15 mm/day. On the other hand, the  
gridded dataset tends to present more extreme precipitation in both  
seasons than the measurement stations. More details and graphs on the 
comparison between HYRAS and observations can be found in Chapter  
5.4.1, especially Figure 30 and Table 8. 
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4. Sensitivity studies of the model at higher 
spatial resolution  
4.1. Introduction 
Within the KLIWA project, long-term simulations need to be provided for se-
lected areas, Weiherbach and Mertesdorf among them. Before performing 
long-term simulations, it is necessary to make sure that the model gives 
physically sound results in the area under investigation (Meißner 2008). The 
performance of the same model can vary substantially depending on several 
parameters, as for example simulation domain, internal settings, boundary 
data, and soil initialisation. Moreover, the quality of the simulation can be 
judged differently depending on the variables under investigation (Bachner 
et al. 2008; Suklitsch et al. 2008), i.e. the model can represent one variable 
well while strongly  overestimating/underestimating another one.  
 
According to McGregor (1997), the simulation area should be large enough 
to allow the model to develop independently from the boundary conditions. 
On the other hand, it should be small enough to guarantee that finer and 
coarser nests do not differ too strongly in terms of synoptic circulation 
(Jones et al. 1995). Unfortunately, there is no a clear definition of “enough”, 
which depends also on the area location and characteristics (Seth and Giorgi 
1998). Dickinson et al. (1988) suggested avoiding placing the lateral bounda-
ry in regions with strong orography. Meißner et al. (2009) found that leaving 
out the Alps in simulating Germany at 7 km resolution leads to an unrealistic 
increase in precipitation. In addition to all the above-mentioned suggestions, 
modellers always strive to keep the simulation domain small in order to save 
computing time while maintaining satisfying and stable results.  
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Model parameterisation can also strongly affect the results both in summer 
and winter (e.g. Giorgi and Mearns 1999; Bachner et al. 2008; Gebhardt et al. 
2011; Giorgi et al. 1993; Seneviratne et al. 2002; Vidale et al. 2003). For ex-
ample, Bachner et al. (2008) found that the uncertainties in the intensity dis-
tribution of daily precipitation span from 20 to 50 % depending on the pa-
rameterisation. As noted for the simulation domain, it is not possible to de-
fine an overall best configuration for the model and the “best setting” always 
depends on the application. For example, CAPE-based closure in the convec-
tion parameterization can be suitable when considering regional averages, 
but fails in representing the spatial precipitation distribution (Bachner et al. 
2008). Meantime, Suklitsch et al. (2008) found that in the Alpine region, the 
modifications of the domain size and vertical resolution show stronger im-
pacts on both precipitation and temperature than the alteration of the mod-
el configuration. 
 
Vidale et al. (2003) underlined the risk of compensating model errors related 
to the parameterisation, which can lead in some cases to good results for the 
wrong reason. In this context, different methods are required to detect phys-
ical inconsistencies, which might not appear from a superficial analysis. Year, 
seasons, months or days are the standard temporal scales for the analysis of 
the model results. Those scales imply a temporal average of the model out-
puts, which usually have an hourly frequency (usually between one and six 
hours). In averaging, a compensation of maximum and minimum values can 
occur, thus hiding important information and possibly leading to false con-
clusions.  
 
The purpose of the chapter is to define the optimum model condition at 2.8 
km resolution to perform long-term simulations in the area around Weiher-
bach and Mertesdorf. In this context, sensitivity studies on both size and lo-
cation of the model domain as well as internal model settings are consid-
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ered. The focus is on the representation of intense precipitation events as 
well as the alternation between dry and wet periods, which are the condi-
tions affecting soil erosion the most. Different temporal scales for the analy-
sis of the simulated precipitation are considered to guarantee that the con-
clusions are not affected by the averaging process and/or from the selected 
temporal scale.  
 
Section 4.2 contains the description of the methodology used. Chapter 4.3 
focuses on the sensitivity study on the location and size of the simulation 
domain while Chapter 4.4 analyses the effect of different model configura-
tions and several modification of those. The diurnal cycle of precipitation 
and the problem related to its model representation are presented in Chap-
ter 4.5. The model performances in areas other than Weiherbach are con-
sidered in Chapter 4.6. Conclusions are drawn in Chapter 4.7.  
4.2. Methodology  
Despite various research work on these topics, there is no unique way to set 
the simulation domain and the model configuration because these parame-
ters strongly depend on the characteristics of investigation area and on the 
research focus (Bachner et al. 2008; Seth and Giorgi 1998; Suklitsch et al. 
2008). Therefore, sensitivity studies are required to test the responsiveness 
of the model to these parameters.  
 
The sensitivity analysis of this chapter concerns only the simulation at 2.8 km 
resolution, since previous nests were widely tested for both size and location 
as well as for the optimisation of the internal model settings (Berg et al. 
2012; Meißner et al. 2009; Meißner 2008). More information of the nesting 
strategy is provided in Chapter 2.7. Figure 8 and Figure 13 show the investi-
gation area (black frame), where the analysis is performed, except where dif-
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ferently stated (Chapter 4.6). All the simulations are driven with ERA40 rea-
nalysis data to be close to reality (see Chapter 2.6 for further details). The 
model outputs are validated mainly against the HYRAS observational dataset 
(more information in Chapter 3.1). 
 
The sensitivity study follows two steps, each of them focusing on one specific 
aspect of the model sensitivity. First, a one-year simulation is performed for 
several domains with different dimensions in order to select the optimum 
domain size and location (Chapter 4.3). Short simulation periods are often 
used to evaluate the error characteristics of RCMs (Alexandru et al. 2007; 
Caya and Biner 2004; Giorgi et al. 2004; Jacob and Podzun 1997; Meiβner et 
al. 2009; Suklitsch et al. 2008). Then, the domain selected from the first step 
of the analysis is used to test the model sensitivity to the internal settings 
(Chapter 4.4). Note that, since all the simulations in this chapter are at 2.8 
km resolution, the parameterisation of deep convection is always switched 
off. The simulations in the second part of the sensitivity study cover a differ-
ent and longer period, namely five years, to make sure that the results of the 
first step are not influenced by the specific one-year selected.  
 
The analysis focuses on the precipitation statistics since rainfall is the varia-
ble affecting soil erosion the most. Besides precipitation, this phenomenon is 
strongly affected by the soil characteristics, the land use and the vegetation 
coverage. Under the same precipitation event, a bare soil usually generates 
higher erosion than a covered one. A full analysis of the erosion within the 
Weiherbach catchment is outside the purpose of this chapter and this thesis 
in general. However, it is important to make sure that the model is able to 
simulate seasons with different soil situations.  
 
Figure 12 compares hydrological summer (i.e. from May to October includ-
ed) and winter (i.e. from November to April included) in terms of occurrence 
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of precipitation events with different hourly thresholds (namely above 5, 10, 
15 mm/hour). The data refer to Kraichtal gauge station but similar results are 
also found for Eppingen (not shown). These two stations are the closest to 
Weiherbach and are both active between 1986 and 1992. From the figure, it 
is clear that the precipitation tends to be more intense and recurring in hy-
drological summer compared with the rest of the year. Thus, this chapter in 
contrast to the rest of  the thesis, that analyses only JJA and DJF, focuses on 
the hydrological summer. 
 
 
Figure 12: Number of precipitation events for different hourly thresholds (namely above 
5, 10, 15 mm/hour) registered in Kraichtal measurement station between 1986 and 1992. 
Blue (orange) colours represent the hydrological summer, Hs (hydrological winter, Hw). 
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4.3. Sensitivity studies on the location and size of the 
simulation domain 
To test the sensitivity of the model to the size and location of the simulation 
area, three domains are selected (Figure 13).  
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Figure 13: Map of Central Europe showing the three simulation domains (S5, pink; S3, 
red; S4, green) used in the sensitivity study and the investigation area (black frame). The 
red points indicate the erosion prone areas selected within the KLIWA project, 
i.e.Mertesdorf, Weiherbach, and Scheyern.  
The S5 domain represents the ‘minimum’ simulation area since it is ten grid 
points in each direction larger than the investigation area, i.e. almost the 
minimum relaxation zone recommended by Doms (2011). The S3 domain ex-
ceeds S5 in order to include the entire Rhine valley (westward), the Black 
Forest and the Swabian Jura (southeastward) and Eifel and Hunsrück (north-
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eastward). This selection includes the area from where dominant winds 
come and thus regional-scale effects should be more accurately represented. 
The largest domain, S4, covers the southwestern part of Germany, Luxem-
burg and part of France. Moreover, it embraces also the Mertesdorf area 
with more than ten grid points westward and northward so that no addi-
tional simulation is required for this location.  
The selection of the simulation year is based on Kraichtal and Eppingen data 
since these measurement stations are the closest to Weiherbach and thus 
reflect best the situation of the catchment. The modelled year needs to fulfil 
several conditions:  
 Presence of intense events, which are main drivers for erosion 
 High variability between dry and wet periods; the model can have  
some difficulties in simulating quick alternations of these states 
 Wet February-March period to best initialize the model in terms  
of soil memory 
The year 1986 satisfies the above-specified perquisites and presents the 
highest number of events above 30 mm/day, namely four, which is the 
threshold established within KLIWA project as hazardous for erosion. There-
fore, the domains S3, S4 and S5 are simulated for this year to decide the op-
timum location and size of the simulation domain.  
 
Figure 14 shows the daily mean precipitation bias between the different 
simulation domains (S5 domain, top; S3, middle; S4, bottom) and HYRAS da-
taset for the hydrological summer 1986. All the simulation domains present 
the same pattern, with drier conditions in the south (between 34% for S4 
and 42% for S5) and a wetter area in the northwest side of the investigation 
area (between 81% for S4 and 50% for S5). S5 domain performs the worst 
among the others with a large region of underestimation. When only wet 
days (i.e. day with precipitation above 1 mm/day) are considered, the model 
accentuates the wet bias while reducing the dry region.  
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Figure 14: Spatial distribution of the differences in daily mean precipitation between 
model simulations (domain S5, top; S3, middle; S4, bottom) and HYRAS dataset for 
hydrological summer 1986, considering all days (left), and only wet days (right). Blue (red) 
grids show the model overestimation (underestimation). The contour lines represent the 
orography of the area.   
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Although from Figure 14 one would conclude that S4 performs best, the Tay-
lor diagram in Figure 15 provides a different conclusion from the results. The 
Taylor diagram shows the relative skill, with which the model simulates the 
spatial distribution of daily mean precipitation calculated for the hydrological 
summer of 1986 compared to observations. The spatial correlation, readable 
on the arc, quantifies the similarity between the different simulation pat-
terns and HYRAS data. The standard deviation, on the axes, represents the 
amplitude of the variations of the real data normalized with the observed 
standard deviation. In this case, S5 domain has a higher spatial correlation 
compared to S4 (0.7 versus 0.6), while the standard deviation is similar for 
both of them. Thus, one would conclude that S5 best represents the HYRAS 
dataset in terms of precipitation spatial pattern. 
 
 
Figure 15: Taylor diagram for S5 (pink), S3 (red) and S4 (green) domain versus HYRAS data 
in hydrological summer 1986. 
Up to now the analysis considered only mean values of precipitation while 
erosion is mainly sensitive to intense precipitation events as well as the al-
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ternation between dry and wet periods. Moreover, the averaging process 
smoothes extremes and can lead to a wrong interpretation of the results. 
 
The World Meteorological Organization (WMO) suggested the use of indices 
to easily evaluate extremes (Klein Tank et al. 2009; Zhang et al. 2011). Fol-
lowing WMO recommendation, Figure 16 shows how the different simula-
tion domains perform in representing the number of events above 1, 10, 20 
mm/day in comparison with HYRAS dataset. Note that this figure gives no 
indication as to the location of these types of precipitation. S5 domain highly 
underestimates the number of wet days and this is probably the reason for 
the dry bias observed in Figure 14 (top left). On the other hand, it shows a 
good agreement with HYRAS for precipitation above 20 mm/day. S3 and es-
pecially S4 well represent the observational dataset for the full range of se-
lected thresholds.  
 
 
Figure 16: Number of events above 1, 10, 20 mm/day, averaged over the investigation 
domain, of the different simulation domains (S5, S3, S4) and HYRAS dataset in 
hydrological summer 1986. The first set of bars on the left refers to the vertical axis on 
the left; the second and third set to the vertical axis on the right.  
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Table 5: Time needed to simulate different domains depending on the spatial resolution. 
Domain 
Spatial resolu-
tion 
[ km ] 
Grid points 
Simulation 
area 
[ km ] 
Time needed to 
simulate one 
year 
[ hour  ] 
Whole 
Germany 7 165 * 200 1155 * 1400 18 
S5 2.8 60 * 60 168 * 168 14 
S3 2.8 100 * 100 280 * 280 25 
S4 2.8 140 *140 392 * 392 33 
 
In choosing the simulation domain, the computational time and the storage 
capacity need to be taken into account because of the constraints they can 
generate. The last column of Table 5 shows the time needed to simulate one 
year for the domains S5, S3 and S4 in comparison with a coarser resolution 
(i.e. 7 km). Increasing spatial resolution augments substantially the computa-
tional requirement both in terms of time and memory space.  
 
In conclusion, none of the domains outperforms the others. S4 better repre-
sents the number of dry days and more intense events, but it shows a lower 
spatial correlation and it requires high computational costs. Since these are 
crucial when performing a large number of sensitivity tests, as done in the 
following, the S5 domain is selected for further investigation on model set-
tings. Nevertheless, its spatially large dry bias needs to be taken into account 
in analysing the following results. An additional simulation of the large do-
main S4 with the selected model configuration will be necessary to under-
stand how the results transfer to a bigger area. 
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4.4. Sensitivity studies on the model internal settings 
The sensitivity studies on the model internal settings use only the S5 domain, 
which was selected in the previous chapter among the simulation areas. The 
model runs for a different and longer period, namely 1980-1984, to make 
sure that the previous findings, for the selection of the simulation domain 
(Chapter 4.3), were not influenced by the choice of the specific year (i.e. 
1986). Note that for all the simulations the parameterisation of deep convec-
tion is switched off, since all of them are at 2.8 km resolution. 
 
Two reference configurations are considered (Table 6 in yellow): 
 IMK_TRO, consistent with the run at the coarser resolution, i.e. 7 km, in 
which the 2.8 km run is nested  
 COSMO_DE, elaborated according to the advice on high-resolution simula-
tions from DWD and Climate Limited-area Modelling, CLM, Community. 
Table 6: Overview of the sensitivity studies on model internal settings. The reference 
configurations are marked in yellow. 
Simulation 
name Setup 
External  
dataset 
Boundary 
update 
IMK_TRO consistent with coarser resolution CLM 6 h 
IMK_Tur_len 
IMK_TRO + 
+ reduced asymptotic turbulence length scale 
IMK_HINC_3h 
IMK_TRO + 
+ more frequent update of the boundary conditions 
COSMO_DE consistent with COSMO_DE CLM 6 h 
DE_HZG COSMO_DE + external dataset from HZG 
DE_HINC_1h 
COSMO_DE + 
+ more frequent update of the boundary conditions 
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The following changes to the reference configurations are also considered: 
 More frequent update of the boundary conditions both for IMK_TRO and 
COSMO_DE (see also Chapter 2.6). This leads to a stronger connection be-
tween the coarser and the finer resolution. In other words, this means 
that the merits and the blemishes of the 7 km are likely to become more 
evident in the 2.8 km outputs. The runs are called respectively 
IMK_HINC_3h and DE_HINC_1h and the boundaries conditions are updat-
ed respectively every three and one hour versus the six hours of the refer-
ence configurations.  
 Use of a different the external dataset, namely HZG_PEP, for COSMO_DE 
configuration. The external dataset, i.e. PEP, contains information like land 
use, soil type, topography, etc. IMK_TRO uses the PEP provided by the 
CLM Community; the Helmholtz Zentrum Geesthacht, HZG, created its 
own dataset for external parameters. The two PEPs are based on different 
maps; in particular, for the calculation of Leaf Area Index  and Vegetation 
Area Fraction, CLM Community and HZG use GLC2000 and ECOCLIMAP 
maps, respectively. The latter is more accurate since both vegetation pa-
rameters change throughout the whole year, and not only between April 
and October, as in the case of CLM dataset (Figure 17).   
 
Figure 17: Vegetation Area Fraction index along the year for the GZH (blue) and CLM 
Community (red) dataset. 
HZG 
CLM 
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 Reduced asymptotic turbulence length scale l∞ (Blackadar 1962) of the 
turbulent mixing length l for IMK_TRO configuration. According to Baldauf 
et al. (2011), a reduced asymptotic turbulence length fosters the initializa-
tion of convection and can therefore lead to an improvement in the repre-
sentation of convective precipitation. Note that the COSMO_DE configura-
tion already includes this recommendation.  
 
In Figure 18 the different model configurations are compared with HYRAS 
data in terms of number of wet days (P>1 mm per day), of heavy precipita-
tion days (P>10 mm per day) and of very heavy precipitation days (P>20 mm 
per day), according to WMO suggestions (Klein Tank et al. 2009; Zhang et al. 
2011).  
 
Figure 18: Number of events above 1, 10, 20 mm/day, averaged over the investigation 
domain, of simulations with different configurations and HYRAS dataset.The values are 
yearly means calculated for the hydrological summers between 1980 and 1984. The first 
set of bars on the left refers to the vertical axis on the left; the second and third set to the 
vertical axis on the right.  
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As already seen in Chapter 4.3, all the runs performed on the small S5 do-
main systematically underestimate the number of wet days. The only excep-
tions to this behaviour are found for the simulations with a more frequent 
update of the boundary conditions, namely DE_HINC_1h and, to less extent, 
IMK_HINC_3h. According to Berg et al. (2012), a wet bias affects the results 
at 7 km, in which 2.8 km is nested. Through a more frequent update of 
boundary conditions, the characteristics of the coarser resolution get a 
stronger impact on the nested simulation; this causes a substantial decrease 
of the dry days. Moreover, it leads to a clear overestimation of the number 
of heavy and very heavy rainfall for DE_HINC_1h, which is thus not suitable 
to represent Weiherbach catchment. Besides the latter configuration (i.e. 
DE_HINC_1h), the model captures well the frequency of high and very high 
precipitation days (P>10 mm and >20 mm/day), especially for the IMK con-
figurations (Figure 18). Although the number of these events never exceeds 
observations by more than 1-2 events per year, there is an overestimation of 
the number of five-days periods with a total precipitation above 50 mm, 
which is for all simulations almost double that which is registered (not 
shown).  
 
Figure 19 shows the highest one-day precipitation amount simulated by the 
model, with different configurations, during the hydrological summers be-
tween 1980 and 1984. Somewhere within the investigation domain, the 
model clearly overestimates this quantity up to double its real value for the 
COSMO_DE configuration. Although the graph strongly depends on the peri-
od selected and no overall conclusions can be drawn from it, it shows that 
results can differ strongly depending on the area of the investigation domain 
on which the focus is. Therefore an analysis of the spatial distribution of the 
extreme precipitation is crucial to determine the preferable model configu-
ration.  
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Figure 19: Highest one-day precipitation amount over the whole investigation area, 
between 1980 and 1984, for different model configurations and HYRAS dataset. The blue, 
green and red lines represent respectively the minimum, mean and maximum one-day 
precipitation over the domain. 
 
 
Figure 20: Taylor diagram for the different model configurations and HYRAS data for the 
hydrological summers between 1980 and 1984. 
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In the following, only the bias maps of IMK_TRO and IMK_HINC_3h configu-
rations are presented (Figure 21). In fact, the reduction in the asymptotic 
turbulence length scale (IMK_Tur_len configuration) does not seem to have 
a remarkable effect in comparison with the reference IMK_TRO run, as well 
as the different external dataset from HZG (DE_HZG configuration) with re-
spect to the reference COSMO_DE simulation. DE_HINC_1h configuration 
had already been excluded because of its wetness (Figure 18). Between the 
reference configurations COSMO_DE and IMK_TRO, the latter best repre-
sents extremes while the number of wet days is comparable with the former 
(Figure 18). Moreover, the Taylor diagram shows that IMK_TRO and 
IMK_HINC_3h have slightly better spatial correlation with the HYRAS dataset 
compared to the other configurations (Figure 20).   
 
At the top, Figure 21 shows the spatial difference in daily mean precipitation 
between model simulations (IMK_HINC_3h configuration, on the left; 
IMK_TRO, on the right) and HYRAS data considering all days. Probably linked 
to its higher number of dry days (Figure 18), the IMK_TRO reference configu-
ration presents a more extensive area of underestimation of the mean pre-
cipitation compared to the IMK_HINC_3h configuration. In addition, this dry 
region is pretty close to the boundaries of the Weiherbach catchment. On 
the other hand, the overestimation is limited in both cases (IMK_TRO and 
IMK_HINC_3h) to the hilly area, with an altitude above 500 m, in the south-
ern part of the investigation domain. When all days are considered in the 
calculation of daily mean precipitation, very wet and dry periods tend on av-
erage to compensate each other. This can lead to a wrong interpretation of 
the results due to the artificial good agreement with observations in terms of 
daily mean. Thus, in Figure 21, middle row, the spatial bias is calculated only 
for wet days (P>1 mm). Compared to HINC_TRO_1h, IMK_TRO presents a 
higher and spatially amplified overestimation of precipitation, although this 
configuration underestimated the number of wet days more than 
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IMK_HINC_3h (Figure 18). This means that the reference IMK configuration 
has too many dry periods and, when it rains, it rains systematically slightly 
more than in the observational dataset; therefore, the number of wet days 
as well as the number of events above 10 and 20 mm is in line with HYRAS 
data but the mean precipitation for wet days is too high. 
 
In presenting Figure 19, it was noticed that the model was overestimating 
the highest one-day precipitation amount as well as the number of five-day 
periods with a total precipitation above 50 mm in some areas of the investi-
gation domain. Figure 21 bottom shows where this problem occurs. The fig-
ure displays the spatial difference in the number of very heavy precipitation 
(P>20 mm/day) between the model (IMK_HINC_3h, left; IMK_TRO, right) and 
HYRAS. The major bias is localized on the hilly area above 500 m at the be-
ginning of the Black Forest and thus it does not affect the Weiherbach 
catchment; the same can be stated referring to the number of very severe 
precipitation periods (not shown).  
 
The precipitation characteristics important for erosion are frequency and in-
tensity of extreme events as well as the alternation of dry and wet periods. 
The configuration that, among the others, best captured the above-
mentioned precipitation characteristics is IMK_HINC_3h. Since this configu-
ration is consistent with the coarser resolution, it will also be possible to 
compare the two different resolutions. Therefore, IMK_HINC_3h settings are 
used to simulate also the large domain S4 (see Figure 13) to verify if a bigger 
domain can also solve the problem of underestimation of wet days shown in 
Figure 18.   
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Figure 21: Spatial distribution of the differences for the hydrological summers 1980-1984 
between the model simulations (IMK_HINC_3h, left; IMK_TRO, right) and HYRAS data in: 
top (middle) pannel daily mean precipitation considering all days (only wet days), bottom 
panel, the number of very heavy precipitation (P>20 mm/day). Blue (red) grids show the 
model overestimation (underestimation). The contour lines represent the orography of 
the area.  
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4.5. Diurnal cycle  
Before concluding the sensitivity study, the diurnal cycle of precipitation is 
investigated for summer. According to the analysis performed on the meas-
urement stations (Chapter 3.2), the diurnal cycle in JJA has a very character-
istic pattern with a maximum precipitation in the afternoon between 15:00 
and 17:00 (Figure 11 right in Chapter 3.2). This peak is mainly due to convec-
tive processes (more details on convection in Chapter 2.4).  
 
Most of the RCMs have problems in representing convective precipitation, 
which usually occurs too early in the day and with overestimated amplitude 
of its diurnal cycle (Brockhaus et al. 2008; Dai 2006; Dai and Trenberth 2004; 
Yang and Slingo 2001). Previous studies recognized in the convective param-
eterizations a major source of uncertainties and errors causing, among oth-
ers, a misrepresentation of the diurnal cycle of precipitation (Bechtold et al. 
2004; Brockhaus et al. 2008; Hohenegger et al. 2008). Increasing spatial reso-
lution to 2.8 km allows switching off the parameterisation and this should 
lead to a more consistent representation of the atmospheric fields related to 
convection (Baldauf et al. 2011; Fosser et al. 2014). The next chapter investi-
gates in detail the added value of higher versus coarser resolution using long 
term-simulations. Here the goal is to make sure that the selected model set-
tings and the domain selected for the simulations at 2.8 km resolution offer 
a good representation of the diurnal cycle of precipitation. 
 
The observational diurnal cycle is derived from 48 measurement stations ac-
tive in the investigation area between 1997 and 2004, a period with the 
highest number of available stations with a stable density (see Chapter 3.2). 
For this reason, this period is selected, although it does not overlap with the 
simulated one (1980-1984). The shape of the precipitation diurnal cycle is 
not expected to change over time if there is not a strong climate change  
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signal. In Figure 22 the observations show a maximum precipitation in the af-
ternoon between 15:00 and 17:00 followed by a secondary peak in the even-
ing around 21:00. 
  
 
Figure 22: Diurnal cycles of precipitation for observations (black line) in JJA 1997-2004 
and model simulations for JJA 1980-1984. The model simulations are performed over 
different domains (S5, purple and S4, pink; see Figure 13) but have the same settings, 
namely IMK_HINC_3h (see Table 6). 
The figure displays also the diurnal cycle of S5 and S4 domains simulated us-
ing the selected configuration, the same for both simulations (consistent 
with the coarser resolution and update of boundary conditions every three 
hours, namely S5_IMK_HINC_3h and S4_ IMK_HINC_3h). Both domains have 
a similar pattern and both misrepresent the diurnal cycle completely, show-
ing too much precipitation in the morning and no peak in the afternoon. 
Note that this overestimation and underestimation of hourly mean precipita-
tion compensated each other in the calculation of the daily mean precipita-
tion, leading to a limited bias on a daily basis compared with the observa-
tional dataset (see  21). Thus, to assess the quality of the simulation results 
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at convection-permitting scale, a sub-daily temporal scale should always be 
used for the analysis because coarser temporal resolution can lead to a mis-
interpretation of the results. Figure 22 also shows the impact of the domain 
size on the hourly mean precipitation that increases for larger domains (as 
S4 compared to S5).  
 
In order to understand what generates the error in the diurnal cycle, a new 
simulation, called S4_new, is performed on the S4 domain (Figure 23 in 
green). The precipitation diurnal cycle with this new configuration shows a 
peak between 15:00 and 17:00 and a smaller one at 21:00 in good agree-
ment with observations, despite a third peak too early in the morning. Alt-
hough the absolute values are still overestimated, the shape is very similar 
between S4_new and stations data, while it is completely different from 
S4_IMK_HINC_3h (Figure 22 and Figure 23 in pink).  
 
The two model simulations (S4_new and S4_IMK_HINC_3h) differ in the fre-
quency of the update of the boundary conditions (6 hours in S4_new) and 
some model settings, namely tuning parameters and the frequency in the 
call of the radiation scheme. Each of the latter parameters was investigated 
through a one-year simulation to detect the possible responsible for such a 
strong change in the diurnal cycle of precipitation as seen in Figure 22. None 
of the parameters generate the error, which thus probably derives from a 
combination of them.  
 
Figure 23 shows an additional run, called S4_new_HINC_3h in blue. The lat-
ter has the same settings as S4_new but a more frequent update of the 
boundary conditions (namely 3 hours versus the previously used 6 hours). 
Figure 18 showed that a more frequent update of the boundary conditions 
leads to an increase in the number of wet days, which compensated the un-
derestimation of wet days in the S5 domain. Now Figure 23 shows that this 
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option generates an excess of precipitation, especially in the early morning, 
and thus it is not a viable configuration. 
 
 
Figure 23: Diurnal cycles of precipitation for observations (black line) in JJA 1997-2004 
and model simulations for JJA 1980-1984. The model simulations are performed over the 
same domain (S4; see Figure 13) but have different model configurations. In particular, 
the diurnal cycle for S4_IMK_HINC_3h (pink) is the same than in the above panel (i.e. 
configuration IMK_HINC_3h); S4_new (green) has the new settings in green; and 
S4_new_HINC_3h (blue) has the new settings (as S4_new) and the update of boundary 
condition every 3 hours instead of 6 hours as for S4_new. 
S4_new has a more extended wet bias compared with the previously select-
ed configuration (S5 domain with IMK_HINC_3h configuration), both consid-
ering all days and only wet days (Figure 24). On the other hand, S4_new sim-
ulates the shape of the diurnal cycle of precipitation well, especially the con-
vective peak in the afternoon. This is of crucial importance because it 
presumes a correct simulation of the physical process leading to it. Thus, this 
simulation domain and configuration are selected for the long-term simula-
tions used in the following chapters. 
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Figure 24: Spatial distribution of the differences (in percent) in daily mean precipitation 
between model simulation (S4_new) and HYRAS dataset for hydrological summers 1980-
1984, when considering all days (left panel) and only wet days (right panel). Blue (red) 
grids show the model overestimation (underestimation). The contour lines represent the 
orography of the area. 
4.6. Performance in different locations 
Model simulation can give good results in certain regions but fail in others. 
This is particularly true in an area with strong orographic characteristics or 
weather patterns (Barthlott et al. 2010). The model can be configured to 
deal with the specific issues of a selected location but then do not provide 
the same performance as in other regions Seth and Giorgi 1998).   
 
Within the KLIWA project, the long-term simulations will also be used for dif-
ferent locations besides Weiherbach. It is thus important to check how the 
model performs in other regions. For this purpose, two additional areas are 
selected from the simulation S4_new (Figure 25). The first covers Mertesdorf 
and the erosion-prone areas located in the eastern part of the state of 
Rheinland-Pfalz (personal communication with Dr. Billen from BodenGut). 
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The second is located in the middle of the Black Forest, orographically com-
pletely different from those previously considered.  
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Figure 25: Map of southern part of Germany showing the simulation domain S4 (green 
box), the standard investigation area (black frame) and two additional areas respectively 
covering Mertesdorf and the Black Forest. The red points indicate the erosion prone areas 
selected within the KLIWA project, namely Mertesdorf, Weiherbach, and Scheyern. 
Figure 26 shows the differences in daily mean precipitation between the 
model simulation and the HYRAS data considering all days (left) and wet days 
only (right) for the Mertesdorf (top) and Black Forest area (bottom). The 
former is well simulated especially when considering only wet days (top 
panel left). In this case, the bias limited to ±15% outperforms the results ob-
tained for the Weiherbach investigation area in Figure 24. By contrast, the 
Black Forest shows an extended overestimation of mean precipitation, both 
with and without consideration of the dry days. This is probably linked to a 
steeper orography that can act as trigger for precipitation.   
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Figure 26: Spatial distribution of the differences (in percent) in daily mean precipitation 
between model simulation (S4_new) and HYRAS dataset for hydrological summers 1980-
1984, when considering all days (left panel) and only wet days (right panel). The top row 
shows an area around Mertesdorf, while the bottom row an area in the south of the Black 
Forest. Blure (red) grids show the model overestimation (underestimation) of daily mean 
precipitation. The contour lines represent the orography of the area.   
The probability distribution in Figure 27 confirms the findings above. For the 
Mertesdorf area, all the modelled precipitation intensities up to 40 mm/day 
are very close to the HYRAS dataset, while the percentage of dry days is 
overestimated by 4%. This explains both the small bias when only wet days 
are considered (Figure 26 top right) and the dryness, when including also dry 
days (Figure 26 top left). The latter are better simulated for the standard in-
Summary and conclusion 
67 
vestigation area, namely Weiherbach, but the model overestimates precipi-
tations above 20 mm/day, which might explain the bias in Figure 24. In the 
Black Forest region, the model performs well in terms of dry days probabil-
ity, but it highly overestimates precipitation intensities above 10 mm/day. 
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Figure 27: Probability distributions of precipitation intensities comparing between HYRAS 
data (black) and model simulation (red) for the hydrological summers in 1980-1984. The 
investigation areas considered are Weiherbach (Wb, solid lines), Mertesdorf (Mt, dashed 
lines) and Black Forest domain (BF, dotted lines). The percentages in the graphs represent 
the percentage of dry days for the specific dataset.  
4.7. Summary and conclusion  
Within the KLIWA project, long-term simulations at convection-permitting 
scale are required as input for the erosion modelling. In this context, it is im-
portant that the model is able to simulate the alternation between dry and 
wet periods and especially the intense precipitation events. Since the latter 
occur mainly during the hydrological summer, this is selected as investiga-
tion period throughout the whole of Chapter 4. The model is sensitive to the 
domain size and location as well as to the internal settings. Thus, a set of 
sensitivity studies is performed to find the optimum configuration of the 
model at 2.8 km resolution before starting long-term simulations. The simu-
lations in this chapter uses ERA40_reanalysis as driving data and the simu-
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lated precipitation is compared mainly with the observational HYRAS dataset 
remapped on 2.8 km grid.  
 
In order to investigate the influence of the domain size and location, three 
domains are selected and simulated with the same internal settings for one 
year. Their size varies from 60*60 grid points to more than double. The anal-
ysis shows that a too small domain leads to an underestimation of the num-
ber of wet days and of heavy precipitation, i.e. precipitation above 10 
mm/day. Despite this limitation, the second round of sensitivity tests is per-
formed on the small domain in order to save computational time. To test the 
sensitivity of the model to the internal setup, two reference configurations 
are considered and simulated for a five-year period. The first, called 
IMK_TRO, is consistent with the coarser resolution, in which 2.8 km is nest-
ed; the second, called COSMO_DE, follows the recommendations of DWD 
and CLM community on high resolution modelling. Moreover, a more fre-
quent update of the boundaries conditions is considered for both the refer-
ence configurations. In addition, two more simulations are analysed. One, 
based on COSMO_DE configuration, uses a more detailed external dataset; 
the other one, based on IMK_TRO configuration, considers a reduced asymp-
totic turbulence length scale. The latter two options do not show any strong 
difference in comparison with their reference configurations. On the other 
hand, a more frequent update of the boundary conditions leads to a strong 
increase in the number of both wet days and of the heavy precipitation. The 
configuration called IMK_HINC_3h, consistent with the coarser nest and with 
an update of the boundary conditions every three hours (instead of six), is 
the one that best simulates both the frequency and the intensity of extreme 
precipitation events as well as the alternation of dry and wet periods. More-
over, the bias in daily mean precipitation is limited to ±15%.  
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Stepping from daily scale to hourly scale reveals completely different results. 
The analysis focuses on the summer diurnal cycle of precipitation, which 
should be well represented by RCMs at convection-permitting scale since the 
parameterisation of deep convection is switched off at this spatial scale 
(Bechtold et al. 2004; Brockhaus et al. 2008; Hohenegger et al. 2008). Con-
trary to our expectations, the selected IMK_HINC_3h configuration fails to 
reproduce the observational diurnal cycle, generating a remarkable excess of 
precipitation in the early morning and entirely missing the convective peak in 
the afternoon. The first problem is linked to a more frequent update of the 
boundary conditions, and the second to the specific internal settings used. 
The largest simulation domain produces higher mean hourly precipitation, 
but presents the same deficiencies as the smallest domain. The higher tem-
poral scale used for this analysis reveals physical inconsistencies generated 
by the changes in the model settings, which were not visible on a daily scale. 
In fact, the precipitation overestimation in the morning and underestimation 
in the afternoon compensate each other leading to a misleading small bias in 
daily mean precipitation. Thus, coarser temporal scale for the analysis of the 
simulated precipitation can hide important information and lead to false 
conclusions, as hypothesized at the beginning of the chapter. Instead, an 
hourly temporal scale better guarantees that the results are good for the 
right reason.  
 
The modification of some parameters of the model settings and an update of 
the boundary conditions of six hours allow reproduction of the shape of the 
observational diurnal cycle of precipitation. With this new model configura-
tion, the largest domain is selected to perform the long-term simulations 
since it represents the number of wet days and of heavy precipitation better 
than the smallest domain. The bias in daily mean precipitation of this new 
simulation is around 30% compared to the HYRAS observational dataset.  
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5. Investigation of the added value of higher 
versus coarser spatial resolution  
5.1. Introduction  
In the context of adaptation strategies, there is an increased interest in high 
resolution climate model simulation (Christensen et al. 2007). Hydrological 
river catchment and erosion models generally need meteorological forcing 
data with at least hourly resolution and a spatial resolution of few kilometres 
(Berg et al. 2012; Michael et al. 2005). Increasing spatial resolution from 50 
to 25 or 7 km resolution ( Boberg et al. 2010; Berg et al 2013 respectively) 
leads to an improvement of precipitation daily statistics at least in terms of 
probability density functions. However, at these resolutions models struggle 
to correctly represent convective precipitation (Bechtold et al. 2004; Brock-
haus et al. 2008; Dai and Trenberth 2004; Yang and Slingo 2001).   
 
A realistic representation of moist convection is a very difficult task for RCMs 
since it involves complex interactions between the surface, the boundary 
layer, and the free troposphere, such as surface fluxes, turbulence, conden-
sation processes and cloud–radiation relations. For instance, an overestima-
tion of cloud cover could reduce the heating derived by solar heating and 
cause an underestimation of surface temperature, which in turn would be 
responsible for a suppression or delay of convection initiation (Baldauf et al. 
2011; Brockhaus et al. 2008). Convection acts on a scale of few kilometres, 
while the typical grid resolution for RCMs simulations ranges between 5 and 
50 km. Thus, RCMs at these spatial resolutions need a parameterization to 
represent this phenomenon. Previous studies recognized in the convective 
parameterizations a major source of uncertainties and errors causing, among 
others, a misrepresentation of the diurnal cycle of precipitation (Bechtold et 
al. 2004; Brockhaus et al. 2008; Hohenegger et al. 2008).   
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Convection-permitting scale (i.e. a spatial resolution below 3 km) gives the 
possibility to resolve explicitly deep convection. Moreover, higher spatial 
resolution leads to a more detailed representation of orography and surface 
fluxes, crucial for the initiation of convection (Hohenegger et al. 2008). Sev-
eral studies show the benefits of convection-permitting scale in the repre-
sentation of the precipitation field, mainly when moist convection and/or 
regions with steep orography are involved (Baldauf et al. 2011; Grell et al. 
2000; Hohenegger et al. 2008; Mass et al. 2002; Miura et al. 2007; Richard et 
al. 2007; Roberts and Lean 2008; Schwartz et al. 2009; Weusthoff et al. 
2010). Lately, Prein et al. (2013) found that the improved representation of 
the diurnal cycle of summer precipitation and of the extreme precipitation 
events is directly due to the possibility of switching off deep convection pa-
rameterization rather than to higher resolved orography.  
 
Because of the very high computational cost of high-resolution simulations, 
all the above-mentioned literature concerns NWP simulations or is limited to 
a season. The results of these types of studies strongly depend on the specif-
ic planetary boundary condition of the selected month (Hohenegger et al. 
2009) and do not account for the possible improvements due to a better re-
solved soil-atmosphere interaction processes (Prein et al. 2013). In this con-
text, long-term simulations are necessary to reach a sound conclusion on the 
possible benefits of convection-permitting scale in comparison with coarser 
resolution independently from the specific chosen period. 
 
This chapter tries to overcome the limitation of NWP knowledge on convec-
tion-permitting scale using two climatological model simulations of 30 years 
each, performed with CLM. The first one has a spatial resolution of 7 km and 
utilises the complete parameterisation of convection according to (Tiedtke 
1989); in the second, at 2.8 km resolution, most moist convective parame-
terisations are turned off. Initially the analysis explores the differences in the 
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representation of precipitation statistics between the two simulations in 
comparison with observations. The study uses bias maps, probability distri-
bution and single events based analyses.  
 
Besides a more accurate representation of the orography, the main differ-
ence between the two resolutions lies in the model settings, namely the 
convection scheme. Therefore, the investigation focuses on the representa-
tion of the conditions leading to convection at the different resolutions. The 
instability of the atmosphere, vertical profiles of temperature and humidity 
as well as cloud cover, radiation budget and triggering mechanisms leading 
to convection are investigated.  
 
Note that I performed a similar investigation for a larger area covering most 
of the state of Baden-Württemberg (Fosser et al. 2014). 
 
In the following, Chapter 5.2 describes the simulations used in this study. 
The methodology applied in each step of the analysis is explained in Chapter 
5.3. Chapter 5.4 presents the results for the investigation area, while the 
conclusions follow in Chapter 5.5. 
5.2. Model simulations 
In this chapter, two climatological model simulations of 30 years each are 
compared, CLM7 and CLM2.8 respectively, at 7 km and 2.8 km horizontal 
resolution. Both simulations use ERA40 reanalysis data as driving data and 
cover the period 1968-2000, where the first three years are considered as 
spin-up time and are therefore not included in the analysis. For the 2.8 km 
simulations, a nesting strategy is applied as explained in Chapter 2.7. The 
coarser nest at 7 km comprises all of Germany and the near surroundings 
(165 × 200 grid points) and the finer nest at 2.8 km concentrates on the state 
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of Baden-Württemberg (140 × 116 grid points) in south-western Germany 
(Figure 28).  The common investigation area is the black frame in Figure 28. 
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Figure 28: Topographical map of the CLM7 and CLM2.8 simulation domains covering 
Germany and surrounding areas. The green box represents the simulation domain of 
CLM2.8 at 2.8 km resolution on the state of Baden-Württemberg in southwestern 
Germany. The inner black frame indicates the investigation area common to all 
simulations. The black dots indicate the locations of the precipitation gauges. 
The main difference between the two simulations in terms of model settings 
lies in the convection scheme. CLM7 uses the complete parameterisation of 
convection according to (Tiedtke 1989), whereas in CLM2.8 the parameteri-
sation of deep convection is turned off. More details on model parameteri-
sation of convection can be found in Chapter 2.5. The 7 km resolution is in a 
spatial range where one could wonder if and to which extent convective pro-
cesses can be resolved. Larger convective processes, such as mesoscale con-
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vective system, could be resolved partially by the model at 7 km resolution. 
This would possibly lead to a double counting of precipitation due to an 
overlap between resolved and parameterised convection. In this context, an 
additional run, CLM7_conv, was performed to help understanding the effect 
of the parameterisation on the representation of the atmospheric processes 
leading to convective precipitation. CLM7_conv is a short simulation (1991-
1999 including one year spin-up time) with the same spatial resolution and 
simulation area as CLM7 (namely 7 km horizontal resolution, Germany simu-
lation area), but with the same convection parameterisation as CLM2.8.  
Table 7 provides a summary of the simulations used in this chapter and the 
main differences among them in terms of model configuration. More infor-
mation on the general settings of the model can be found in Chapter 2.3. 
Table 7: Simulations used in this chapter and their main characteristics. 
 CLM7 CLM7_conv CLM2.8 
Resolution 7 km 7 km 2.8 km 
Simulation period 1968-2000 1991-1999 1968-2000 
Simulation area  
Germany Baden-
Württem-
berg 
Driving data ER40_reanalysis data 
Convection scheme 
 (Tiedtke 1989) 
full parameter-
isation  
only shallow convection pa-
rameterisation  
Radiation scheme  
(Ritter & Geleyn 1992) 
1h 1h 15 min 
Hydrometeor species 
(Kessler 1969) 
water vapour, cloud droplets, 
rain, snow, cloud ice 
…. and grau-
pel 
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5.3. Methodology  
To determine the potential added value of convective resolving scale versus 
coarser resolution, two complementary aspects are considered: first, the 
representation of the precipitation statistics between resolutions, and sec-
ond, the atmospheric conditions relevant for convection.  
 
Most of the investigation focuses on a sub-daily temporal scale, since con-
vective processes usually occur on a timescale of a few hours. Moreover, 
coarser temporal scale (e.g. day versus hour) can hide important infor-
mation, as seen in Chapter 4.5. Any form of averaging (e.g. daily mean pre-
cipitation) will be handled with care since this procedure tends to smooth 
extremes especially when dealing with highly heterogeneous, both in time 
and space, variables as precipitation. In this context, Prein et al (2013) found 
that the improvements of higher spatial scale become undetectable when 
considering monthly or spatial average.  
 
In the first step of the analysis, bias maps and probability distribution plots 
as well as diurnal cycles are used to assess the differences in the precipita-
tion statistics between CLM7, CLM2.8, the HYRAS dataset and precipitation 
gauges. More details on the observational dataset are found in Chapter 3 
and Figure 28. Berg et al. (2012) found that, in comparison with observa-
tions, CLM7 underestimates the probability of dry days due to the presence 
of too much drizzle and overestimates of low intensities precipitation. There-
fore, the study considers also the percentage of dry periods, only wet peri-
ods and the duration of the events.  
 
Model outputs and HYRAS have different spatial resolutions. According to 
Jones (1999), a conservative remapping was performed to bring them on the 
same scale. This technique minimizes the smoothing effects of remapping 
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and allows maintaining energy and water budgets. The chosen grid spacing 
for this study is 2.8 km; however a conservative remapping on 7 km grid 
would not alter the results significantly (Fosser et al. 2014). For the compari-
son between model data and observational data, the nearest grid point is se-
lected. This method reduces the sampling bias especially in regions with dif-
ferent landscapes (Moberg and Jones 2004). Fosser et al. (2014) considered 
the effects of considering an average of five grid points instead of only one. 
They found that the shape of the probability distribution and diurnal cycle 
was retained although the mean intensities showed a reduction (as is to be 
expected when averaging). In the present study, a similar analysis was per-
formed confirming that the results do not change significantly when consid-
ering all grid points or only the nearest one (not shown). This is probably due 
to the flatness of the investigation area at 2.8 km resolution, which guaran-
tees similar precipitation characteristics on climate scale (i.e. 30 years).  
 
In the investigation area, precipitation has different characteristics depend-
ing on the seasons. In winter large-scale process are dominant whereas in 
summer “boundary-layer forced” convection is the main driver for extreme 
precipitation events (Kottmeier et al. 2008). These meteorological aspects 
should be reflected in the precipitation characteristics. Thus, the study be-
gins by considering both seasons (DJF and JJA) for the precipitation statistics, 
and then focuses  on summer period only in its second part, which investi-
gates how CLM2.8 and CLM7 represent the atmospheric conditions leading 
to convective precipitation. In this context, the CLM7_conv simulation be-
comes important to understand the influence of the parameterisation of 
convection on the representation of the atmospheric fields related to it.  
 
As seen in Chapter 2.4, an unstable atmosphere enhances of the vertical mo-
tion of an air parcel and is thus an important condition to initiate convection. 
Several indices are used in case studies and NWP to provide an indication of 
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the atmospheric convective potential. In this context, none of them outper-
forms the others, and the performances are highly dependent on both the 
area under investigation and the type of event (Doswell 1987). In climate re-
search as well as in NWP, CAPE and CIN are widely employed as indicators of 
the state of atmosphere in term of potential for convective processes 
(Bachner et al. 2008; Brockhaus et al. 2008; Dai and Trenberth 2004; 
Hohenegger et al. 2009; Langhans et al. 2013; Khodayar et al. 2013; 
Khodayar et al. 2010). One would expect to have prevailingly a high CAPE 
and low CIN ahead of the maximum precipitation in the diurnal cycle 
(Brockhaus et al. 2008). CAPE is highly sensitive to small changes in the tem-
perature and moisture in the boundary layer (Emanuel 1994; Smith 1997). 
Therefore, these variables are analysed in more detail through both vertical 
profiles and diurnal cycles. Skew-T plots are also employed to visualise the 
LCL and the LFC calculated following the parcel theory. The LCL provides an 
insight into the effects of the different boundary layer conditions between 
simulations on the level of base cloud formation. LFC allows an estimation of 
the required strength of the triggering mechanisms for the release of CAPE.  
 
Variables such as temperature and humidity as well as precipitation are high-
ly dependent upon radiation fluxes and cloud cover. Therefore, these varia-
bles are also considered. In particular, the analysis considers the fractional 
cloud cover at both low and middle level (respectively in the range 0-2 km 
and 2-7 km). The model division of clouds in low, medium and high clouds 
gives the possibility to evaluate the vertical extent of the clouds, which is an 
important factor for convection. The depth of cumulus is highly related with 
the strength of the convection. Moreover, the fractional cloud cover affects 
the radiative transfer and consequentially other variable such as tempera-
ture and humidity. Besides atmospheric instability, a triggering mechanism is 
favourable for the initialisation of convection. Horizontal wind convergence 
can lead to a lifting of air mass and thus be a possible cause of forced con-
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vection. The higher spatial resolution of CLM2.8 allows a better representa-
tion of orography, which should also lead to a better representation of verti-
cal velocity. Spatial distribution and diurnal cycle of this field are also consid-
ered in the analysis. 
5.4. Results 
 Precipitation statistics  5.4.1
Figure 29 shows the daily mean precipitation bias between model simula-
tions and the HYRAS dataset for both summer and winter during the period 
1971-2000. Generally, CLM2.8 shows a reduced deviation from the gridded 
observational dataset in comparison with CLM7. 
 
The main improvement is visible in summer when CLM2.8 presents an over-
estimation within 0 -  30% in most of the investigation domain, while in 
CLM7 the bias is more spread and reaches up to +70%. In winter, there is a 
larger wet bias for both simulations up to 110% and 130% for CLM2.8 and 
CLM7 respectively. The wet bias of CLM7 is a well-known problem of this 
spatial resolution linked to the overestimation of drizzle, i.e. precipitation 
below 1 mm/day (Berg et al. 2012). 
 
To interpret correctly the bias maps, it is important to investigate the influ-
ence of drizzle not only at 7 km but also at 2.8 km resolution. Therefore, the 
following analysis considers the percentage of dry days, the probability dis-
tribution of precipitation intensities above 1 mm/day and finally the bias 
maps of the daily mean precipitation calculated considering only wet days 
(i.e. precipitation above 1 mm/day). Note that for Figure 30, Figure 32 and 
Table 8 only the closest grid points to the DWD stations were selected for 
both model simulations and the HYRAS dataset (see Methods).  
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Figure 29: Spatial distribution of the differences (in percent) in daily mean precipitation 
between model simulations (CLM7 left; CLM2.8, right) and HYRAS dataset in the period 
1971-2000, if all days are included. Blue (red) grids show the model overestimation 
(underestimation). Summer is displayed in the top row, winter at the bottom. The 
contour lines represent the orography of the area. 
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Table 8 presents the percentage of dry days for observational datasets and 
model simulations. The HYRAS dataset is in good agreement with DWD sta-
tions in winter but it underestimates the number of dry days in summer by 
3%. In comparison with HYRAS data, CLM7 underestimates the number of 
dry days by 9% and 15% in summer and winter respectively. CLM2.8 reduces 
the differences with the observations in both seasons and in summer even 
outperforms the HYRAS dataset.  
Table 8: Percentage of dry days (P<1 mm/day) for the DWD stations (DWD_st), HYRAS 
and model simulations (CLM7 and CLM2.8) in summer (top row) and in winter (bottom 
row). 
Percentage of 
dry days DWD_st HYRAS CLM7 CLM2.8 
JJA 67 64 55 69 
DJF 64 64 50 57 
 
The distributions of daily precipitation intensities above 1 mm/day are 
shown in Figure 30. Generally, the observational datasets agree well with 
each other, but in winter HYRAS tends to underestimate precipitation above 
15 mm/day. In summer, CLM7 performs well for all range of intensities, but 
it presents more fluctuations in winter. First, it underestimates slightly pre-
cipitation below 3 mm/day, and then it overestimates intensities between  
3 and 15 mm/day and underestimates precipitation above 15 mm/day. 
CLM2.8 is very close to observations in winter, except for an underestima-
tion of intensities below 3 mm/day, while in summer it underestimates in-
tensities between 4 and 15 mm/day and highly overestimates precipitation 
above 15 mm/day. 
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Figure 30: Probability density distribution of daily precipitation for JJA (left) and DJF 
(right) for only wet days. Note the logarithmic vertical axis. 
Since the probability distribution of CLM2.8 (CLM7) in winter (summer) is 
pretty close to the HYRAS dataset, one would expect also that the daily 
mean precipitation for CLM2.8 (CLM7) and HYRAS dataset are similar in win-
ter (summer). In this case, the bias in daily mean should be limited; however 
Figure 29 show that CLM2.8 (CLM7) overestimates the daily mean precipita-
tion of 15 - 90% (up to 70%) compared to HYRAS in winter (summer).  Simi-
larly, one would expect that the underestimation of medium intensities (i.e. 
4-15 mm/day) of CLM2.8 in summer does not completely compensate the 
strong overestimation of higher intensities when calculating the daily mean 
precipitation (i.e. in the bias map of (Figure 29). These mismatches between 
probability distributions and bias maps depend on the different percentage 
of dry days between model and HYRAS. In fact, an overestimation (underes-
timation) of dry days reduces (increases) the daily mean precipitation since 
more (less) days with a precipitation below 1 mm/day are included in the av-
erage.  
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Bias maps calculated using only wet days allows the daily mean precipitation 
to not be affected by the bias in dry days and thus better represent the ex-
pectation of the probability distribution. For example, in summer CLM2.8 
compared to HYRAS highly shows an overestimation of the number of dry 
days, which compensates the overestimation of the higher precipitation in-
tensities when calculating the daily mean precipitation. This is reflected in a 
limited bias (i.e. below 30%) in Figure 29 calculated for all days.   
 
When considering only wet days, the overestimation in the probability dis-
tribution of CLM2.8 becomes visible with a deviation in daily mean between 
30 and 50% (Figure 31), while CLM7 performs very well when drizzle is re-
moved. In winter, when both resolutions highly underestimate the number 
of dry days (Table 8), considering only wet days reduces the bias in daily 
mean by 60-100% (comparison Figure 29 and Figure 31). The underestima-
tion of CLM7 of intensities above 15 mm/day is compensated by the higher 
underestimation of dry days in comparison with CLM2.8. 
 
Up to here, the analysis has considered daily resolution, but increasing spa-
tial resolution should go along with increasing temporal resolution. The 
comparison between the bias maps of daily mean precipitation calculated 
first including and then excluding dry days showed how averaging causes a 
loss of information. Moreover, Haerter et al. (2010) found that the intensity 
distribution changes character if using an hourly to a daily temporal resolu-
tion for the analysis. Thus, the analysis continues using an hourly scale. In 
this case, the HYRAS dataset cannot be used since it has a daily resolution. 
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Figure 31: Spatial distribution of the differences (in percent) in daily mean precipitation 
between model simulations (CLM7 left; CLM2.8, right) and HYRAS dataset in the period 
1971-2000, when only wet days (P>1 mm/day) are included. Blue (red) grid points show 
the model overestimation (underestimation). Top panel represents the summer period 
(JJA), the bottom DJF.  The contour lines represent the orography of the area. 
Figure 32 shows the probability distribution of hourly precipitation. In win-
ter, both CLM7 and CLM2.8 are underestimating (overestimating) intensities 
above (below) 1 mm/h, but CLM2.8 is closer to observations in terms of ex-
CLM7 – HYRAS (wet days) CLM2.8 – HYRAS (wet days) 
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treme precipitation events. In summer, CLM2.8 outperforms CLM7, with 
probabilities close to those observed. In Table 9 the percentage of dry hours 
(i.e. hours with precipitation below 0.1 mm/hour) shows the same as on a 
daily basis (Table 8). CLM7 underestimates the dry hours in both seasons  
(-7% in JJA, -10% in DJF), while CLM2.8 reduces this error.  
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Figure 32: Probability density distribution for hourly temporal resolution for JJA (top) and 
DJF (bottom). Note the logarithmic vertical axis. 
Table 9: Percentage of dry hours (P < 0.1 mm/hour) for the DWD stations (DWD_st) and 
model simulations (CLM7, and CLM2.8) in summer (top row) and in winter (bottom row). 
Percentage of dry hours DWD_st CLM7 CLM2.8 
JJA 92 85 90 
DJF 87 77 80 
 
Comparing the probability distributions from the different temporal resolu-
tions (Figure 30 and Figure 32), it is surprising that, especially in summer, 
CLM2.8 performs well on the hourly timescale, but poorly on the daily time 
scale. At the same time, the dry days and dry hour probabilities are very 
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close to what was obtained for the DWD stations. Meantime, CLM7 presents 
a good agreement with observations on the daily basis, but is inadequate on 
the hourly time scale. This mismatch from a statistical point of view can be 
explained by a simple example as follow. Figure 33 shows two hypothetical 
days and their hourly distribution of precipitation. The two graphs, top and 
bottom, have the same sample of hourly data but distributed in a different 
way over the two days. In the first case, there are five events, in the second, 
only two events, one of which is quite long. Since the two graphs (top and 
bottom) have an identical sample of hourly data, they will have identical 
probability distributions on an hourly base as well as an identical percentage 
of dry hours. On the daily basis, the probability distribution will be complete-
ly different because they have different daily precipitation amounts. 
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Figure 33: The figure displays two hypothetical days and their precipitation distribution 
on hourly base. Both graphs have the same sample of hourly data but they are distributed 
in a different way within the two days. 
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The hypothesis explaining the mismatch between the probability distribution 
on different temporal scales is that there is a problem in the temporal struc-
ture of wet hours in the model. In reality, usually, there is an “extreme” 
event and then the precipitation stops. In the model, there is an “extreme” 
event and then it keeps raining. Thus, in the model the hours are wrongly 
clustered together on the daily basis.  
 
To prove this, the duration and the amount of the events are calculated for 
both model simulations and observations in the summer months and dis-
played in Figure 34. An event starts when the precipitation is above 0.1 
mm/hour and it stops when it drops below this threshold. Note that the 
model time series covers 30 years while the observations only 8 years. To 
overcome this problem the number of events is normalized by the total 
number of considered years. This is why the number of events is less than 
one in some cases for model simulations.  
 
   
Figure 34: Distribution of the number of events per year in relation to their duration (left) 
and their amount (right). Note the logarithmic y-axis for all the graphs. The comparison is 
between CLM7 (blue), CLM2.8 (red) and the observations (black) in JJA based on hourly 
data. The numbers in the legend indicate the total number of events for each dataset as 
well as the mean duration and amount for model simulations and observational dataset. 
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The number of precipitation events per year (Figure 34 left, in the legend) is 
overestimated by the model especially for CLM7, which presents almost 
double the observational number of events. This excess of events in CLM7 is 
likely linked to the drizzle problem (i.e. there are too many wet hours). In 
fact, CLM7 overestimates the number of events with low duration and low 
intensities compared with observations (Figure 34). Although the percentage 
of dry hours is well simulated at 2.8 km resolution, CLM2.8 overestimates 
the duration of the events longer than 10 hours and on average presents 
events one hour longer than observations. Thus, the longer events duration 
is caused by a wrong clustering of the wet hours into the events and thus in-
to days. Longer durations go along with higher amounts, especially for 
CLM2.8 which reaches a maximum amount of 160 mm/event versus a maxi-
mum of 100 mm/event in the observations.  
 
  
Figure 35: The two panels show the scatter plots of duration versus amount: CLM2.8 and 
DWD stations on the left; CLM7 and DWD stations on the right. The straight lines 
represent linear fits to the data, according to the colour. Lines are the same in both 
graphs.  
Figure 35 shows the scatter plots of the precipitation amount for each event 
as a function of its duration. The straight lines in the plots represent the line-
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ar fits to the data, i.e. the amount increases with the events’ duration. The 
observations have a steeper gradient in comparison with model simulations, 
which means events with the same duration are more intense in reality with 
respect to what the model forecasts. Reformulating, the model needs longer 
(i.e. longer event duration) to generate the same amount of precipitation as 
observed. As a consequence, the events tend to be less intense than obser-
vations.  
 
A possible explanation for this behaviour is connected with too much low in-
tensity precipitation in the model. Model simulated events are surrounded 
by low intensity precipitation above 0.1 mm/h as seen in the example in Fig-
ure 33. This will lead to an increase in duration and amount of the event and 
decrease the mean intensity of the event. On a daily basis, this will lead to an 
increase in the daily amount (and thus its intensity) because there are less 
dry hours within the day. This can explain the overestimation on daily tem-
poral resolution of intense events for CLM2.8 in JJA (Figure 30). 
 
 Diurnal cycle and atmospheric conditions  5.4.2
leading to convection 
In this section, we investigate the added value of convection-permitting 
scale in the representation of convective precipitation and the atmospheric 
conditions leading to it. Figure 36 shows the precipitation diurnal cycles of 
station data and model simulation, CLM7 and CLM2.8. In winter (left panel), 
the observations show higher intensities during daytime with a small  
peak around 8:00. Both models, and especially CLM2.8, fail in capturing this  
structure.  
 
In summer, the precipitation diurnal cycle shows clearly the consequence of 
the parameterisation of convection. In the literature, it is often remarked 
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how models at coarser resolution have difficulties to correctly represent the 
summer diurnal pattern of the precipitation cycle (Brockhaus et al. 2008; Dai 
2006; Dai and Trenberth 2004; Yang and Slingo 2001). In this season, the ob-
servational diurnal cycle presents the same peculiar features (Figure 36, right 
panel). Particularly important is the maximum between 15:00 and 17:00, 
which is mainly related to convective activities. The secondary peaks take 
place around 20:00 and 6:00. CLM7 produces a completely different image 
of the diurnal cycle with only one large maximum, peaking around 12:00. Be-
cause of the parameterisation, it is possible to distinguish the contribution of 
the grid resolved and the parameterised precipitation (respectively dotted 
and dot-line in Figure 36). The former agrees well with the morning peak of 
the observations while the parameterised component is alone responsible 
for the midday peak.  
 
At 7 km spatial resolution, it is not clear how resolved and parameterised 
precipitation co-exist and/or influence each other. Thus, a short simulation 
(i.e. 8 years), called CLM7_conv, was performed with the same spatial reso-
lution as CLM7, but with the same settings of CLM2.8, namely turned-off 
Tiedtke scheme except for shallow convection (see Chapter 5.2 for details). 
In CLM7_conv, the precipitation reaches the maximum intensity too late in 
the evening around 19:00, then maintains quite high values for the whole 
early morning/night and decreases in intensities after 6:00 (green line in Fig-
ure 36). It is therefore clear that CLM7 needs a parameterisation to correctly 
represent convective processes.  On the other hand, the current Tiedtke pa-
rameterisation fails in its objective since the convection scheme is triggered 
too early, inhibiting the grid resolved convection. 
 
The diurnal cycle of CLM2.8 produces a main peak between 15:00 and 17:00 
and a smaller one at 19:00. CLM2.8 shows a very good agreement with ob-
servations apart from a third peak too early in the morning. Although the ab-
Results 
91 
solute values are still overestimated, the shape is more similar between 
CLM2.8 and station data than for CLM7. The improvements of the convec-
tion-permitting scale are particularly relevant in the afternoon, when CLM2.8 
correctly simulates the time of maximum convection, which is the main fail-
ure of CLM7.   
 
DJF JJA 
 
Figure 36: Diurnal cycle of precipitation for CLM2.8 (red), CLM7 (blue), CLM7_conv 
(green) and observations (black). Results for DJF (left) and JJA (right) are shown. The 
resolved and parameterised components for the CLM7 simulation are shown as dotted 
and dashed blue curves respectively. Shaded areas represent the confidence interval 
calculated as mean precipitation ± standard deviation. 
The main interest is now to try to understand the reasons behind this im-
provement through a deeper analysis of the modelled atmospheric condi-
tions leading to convective precipitation. Therefore, the investigation con-
tinues for JJA with the discussion of the instability of the atmosphere, the 
vertical profiles of temperature and humidity, cloud cover, radiation be-
tween different resolutions and finishes with triggering mechanism of con-
vection. In this context, the use of CLM7_conv can help understand the ef-
fect of the parameterisation on the results. 
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In the following, CAPE and CIN are used to assess when the atmosphere is 
more prone to initiate convection. High values of CAPE indicate a highly un-
stable atmosphere, a situation that could lead to the development of deep 
convection and subsequent heavy precipitation. On average, one would ex-
pect to have a high CAPE, and low CIN (i.e. low atmospheric opposition to 
convective processes), before the precipitation maximum in the diurnal cycle 
(Brockhaus et al. 2008). It has to be noted that the frequency of the model 
outputs is different for CAPE and precipitation, being every three hours and 
one hour respectively. The analysis of these two well-known convective indi-
ces in connection with precipitation is often applied in climatological studies 
(e.g. Brockhaus et al. 2008). CAPE is calculated as a mean over 30 years in-
cluding all weather conditions (i.e. also when convection does not occur). 
Thus, CAPE values are lower than those usually found in case studies on con-
vection (e.g. Barthlott et al. 2006).  
 
Figure 37 (left) shows that CAPE and CIN evolve similarly for all model simu-
lations throughout the day. From 6:00 CAPE gradually grows until it reaches 
a maximum between 15:00 and 18:00, depending on the simulation, and de-
creases afterwards. Similar CAPE evolution and values were also found from 
Brockhaus et al. (2008), who showed that they compare well with the station 
of Payerne in Switzerland. CIN shows opposite behaviour in absolute value 
compared to CAPE. It is high during night, decreases quickly in the early 
morning, close to zero from 9:00 to 15:00, when it increases again to abso-
lute values up to 300 J/kg. 
 
The comparison between Figure 36 and Figure 37 leads to the conclusion 
that CLM2.8 well captures the relation between CAPE and precipitation dis-
cussed above. In fact, the daily maximum is found between 15:00 and 18:00 
for CAPE and around the same time, 15:00-17:00 for the convective precipi-
tation. CLM7 instead simulates the maximum precipitation around 11:00, 
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but it exhibits the maximum atmospheric instability around 18:00, seven 
hours too late. Thus, the occurrence of convective precipitation for CLM7 is 
detached from the atmospheric conditions leading to it, in accordance with 
previous findings (Baldauf et al. 2011). Conversely, CLM7_conv reaches the 
maximum instability at 18:00, which is followed by the peak in precipitation 
around the same time. In this case, the relation between atmospheric insta-
bility and occurrence of convective precipitation is maintained. This confirms 
that it is mainly the parameterisation that is responsible for the too weak 
connection between atmospheric status and precipitation. On the other 
hand, CLM7_conv strongly misrepresents the precipitation diurnal cycle  
in comparison with observations, showing that 7 km spatial resolution  
needs a parameterisation to correctly represent convective processes acting 
at smaller scales. Nevertheless, the current version of the Tiedtke scheme 
needs to be improved in order to be competitive with convection-permitting 
scale.   
 
 
Figure 37: For CLM2.8 (red), CLM7 (blue) and CLM7_conv (green) in JJA the panels show 
the diurnal cycle of CAPE (solid line) and CIN (dashed line) on the left, and integrated 
water vapour on the right.  
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The model calculates CAPE and CIN following the classic parcel theory as 
seen in Chapter 2.4. Therefore, temperature and moisture of the ascending 
parcel are crucial elements for the estimation of these indices. The diurnal 
cycle of these variables and their distribution within the boundary layer can 
help in understanding the evolution of CAPE and CIN (Brooks et al. 1993; 
Crook 1996; Khodayar et al. 2010) and thus these variables are investigated 
in detail.  Figure 38 shows the diurnal cycle of specific humidity and temper-
ature at different model levels. Those follow the terrain and, in our case, 
they represent the pressure levels of  ~950 hPa and ~850 hPa. All simulations 
show similar daily evolution for both variables. Temperature shows the same 
pattern at both levels, uniformly increasing from sunrise (i.e. 6:00) until 
18:00 and decreasing afterwards. By contrast, specific humidity alters its be-
haviour at different heights in the boundary layer. For both levels, moisture 
slowly accumulates from 6:00 to 12:00, then it stays constant until 18:00 in 
the lower boundary layer while it keeps increasing at higher level (~850 hPa).  
 
 
Figure 38: Diurnal cycle of specific humidity (left) and temperature (right) at both ~950 
hPa (solid line) and ~850 hPa (dashed line) for CLM2.8 (red), CLM7 (blue) and CLM7_conv 
(green) in JJA. Note that temperature and specific humidity are output every six hours in 
all model simulations. 
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CLM7 and CLM7_conv have similar patterns for both these variables, show-
ing that the parameterisation does not affect their temporal evolution. How-
ever, CLM7_conv is systematically wetter and warmer than CLM7 (and 
CLM2.8) resulting in higher integrated water vapour and CAPE in comparison 
with the other simulations (Figure 37). The convection-permitting scale (i.e. 
CLM2.8) shows some differences compared with coarser resolution between 
6:00 and 18:00. In particular, at ~950 hPa the temperature increase between 
6:00 and 12:00 is substantially steeper than for coarser resolution; this could 
be related to the reduced cloud cover, as will be explained later in the text 
and Figure 40a.  At ~950 hPa, the maximum differences between the two 
resolutions in temperature and specific humidity are respectively in the or-
der of 1 °C and approximately 0.3 g/kg, CLM2.8 being drier and warmer. Alt-
hough this difference in moisture could seem to be negligible, it is of crucial 
importance for the evolution of the atmospheric conditions. In fact, the at-
mosphere needs all the layers to compensate this small difference in the 
lower boundary level since the integrated water vapour shows a CLM2.8 
wetter than CLM7 (Figure 37 right).  
 
It is interesting that CAPE has the same diurnal cycle shape as temperature 
and specific humidity at ~850 hPa. At this level, CLM2.8 is systematically 
warmer and wetter than CLM7, which results in a higher CAPE. Nevertheless, 
vertical profiles of temperature and specific humidity can give a better in-
sight on the atmospheric state and explain the temporal evolution of CAPE.  
Figure 39 shows the vertical profiles of humidity and temperature both in 
the midday (12:00, top) and evening (18:00, bottom) periods. The figure con-
firms what is found in Figure 38, namely a drier and warmer CLM2.8 in com-
parison with CLM7 in the lower boundary layer, up to 900 hPa. Moreover, 
the skew-T plots allow the calculation of the level of base cloud formation, 
LCL; the LFC from where the atmospheric parcels freely rise; and the EL, i.e. 
the limit of convection (Figure 39 left). 
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Figure 39: Skew-T plots (left) and vertical profiles of specific humidity (right) respectively 
at 12:00 (top) and 18:00 (bottom) for CLM2.8 (red), CLM7 (blue) and CLM7_conv (green) 
in JJA. 
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In the lower boundary layer, at both 12:00 and 18:00 CLM7 is wetter and 
cooler in comparison with CLM2.8 leading to lower LCL and LFC. This means 
that clouds can form more easily and frequently, impeding the increase in 
temperature and the accumulation of water vapour necessary for the initia-
tion of deep convection. This situation is likely to result in low intensity pre-
cipitation instead of heavy thunderstorms as in the case of convection. This 
scenario would explain the drizzle problem affecting CLM7. Meanwhile, a 
much less wet environment in CLM2.8 could explain why its specific humidity 
does not vary remarkably during the day in the lower boundary layer  
(Figure 38).  
 
Higher LCL and LFC in CLM2.8, in comparison with coarser resolutions, imply 
that the triggering mechanism will need to be stronger to lift the atmospher-
ic parcels to the LFC and thus initiate convective processes. For all simula-
tions, the temporal variation of the LFC and EL (higher EL at 18:00 than 
12:00), agree with the diurnal cycle of CAPE in Figure 37.  
 
The differences found in the analysis of the skew-T plot are reflected in the 
extent of cloud cover in the atmosphere. CLM classifies clouds depending on 
their height. Low clouds are from the surface to 800 hPa, medium clouds 
from 800 to 400 hPa and high clouds from 400 hPa to the free atmosphere. 
Figure 39 showed that CLM2.8 has systematically higher LCL and LFC with re-
spect to coarser resolution. This causes the reduction in low cloud cover with 
a maximum difference of circa 10 % at 12:00 (Figure 40a) and consequently 
the peak in temperature at the same time in the lower boundary layer 
(Figure 38). 
 
Focusing on medium level clouds (dashed lines in Figure 40a), one immedi-
ately notices the peak of CLM2.8 at 15:00. This probably indicates the pres-
ence of deeper convective clouds around the same time as the CAPE and 
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precipitation maxima. Baldauf et al. (2011) found that nocturnal drizzle is 
due to an excess of boundary layer clouds at night and can generate an 
overestimation of precipitation. In this context, the decrease in low cloud 
coverage at night in CLM2.8, in comparison with CLM7, could be one of the 
reasons behind the attenuation of the drizzle problem at this resolution. 
 
Cloud coverage is often investigated in climate studies given its influence on 
several atmospheric fields as well as on precipitation. For instance, an over-
estimation of cloud cover could reduce the heating derived from solar radia-
tion and cause an underestimation of surface temperature, which in turn can 
result in changes in the atmospheric status and determine the suppression 
or delay of convective processes (Baldauf et al. 2011; Hohenegger et al. 
2008).  
 
A well-known problem of CLM is the underestimation (overestimation) of 
shortwave (longwave) net radiation, which is due to an overestimation of 
cloud cover (Jaeger et al. 2008). Note that the longwave radiation has a neg-
ative sign and thus to improve its representation, its value should become 
more negative. Due to improvement in the cloud representation, at convec-
tion-permitting scale (CLM2.8) the representation of both radiation net 
components also improves (Figure 40b). In particular, CLM2.8 shows an in-
crease of shortwave net radiation in comparison to CLM7 as well as a de-
crease of longwave net radiation. Figure 40c looks in more detail at the short 
wave radiation, plotting both its components, diffuse and direct. Both of 
them show an increase, justifying the rise in short wave radiation. Higher di-
rect radiation is probably linked to the diminished cloudiness at 12:00 in 
CLM2.8 versus CLM7.  
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Figure 40: All the panels show the diurnal cycles for CLM2.8 (red), CLM7 (blue) and 
CLM7_conv (green) in JJA. The variables shown are respectively: panel a, cloud cover at 
low (solid line) and medium level (dashed line); panel b, averaged surface net shortwave 
and longwave radiation (solid and dashed line respectively). Note that radiation is positive 
when directed downward. Panel c represents the surface shortwave radiation 
components for both diffuse (solid line) and direct (dashed line), while panel d the 
instantaneous vertical wind maxima at ~850 hPa (solid line) and ~950 hPa (dashed line). 
Besides an unstable atmosphere, a triggering mechanism favours the initia-
tion of convection to allow the release of convective potential energy. Ana-
lysing the LCL and LFC, it was underlined that CLM2.8 would have needed a 
stronger triggering mechanism to initiate convection in comparison with 
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coarser resolution. Figure 40d shows the diurnal cycle of the instantaneous 
maximum vertical velocity w. CLM2.8 exhibits more intense updrafts in com-
parison with both simulations at coarser resolution, proving that the en-
hancement of w is due to a better representation of the orographic features. 
Vertical velocity simulated at convection-permitting scale can reach even 
higher values, up to 14 m/s, in areas with steeper orography, like the Black 
Forest (Fosser et al 2014). The vertical velocity at CLM2.8 peaks at 15:00, es-
pecially at ~850 hPa, consistent with the higher cloud coverage at middle 
level (Figure 40a) and the maximum in convective precipitation between 
15:00 and 17:00 (Figure 36 right).  
 
In addition, the spatial distribution of w is considered for different atmos-
pheric levels, namely ~950 hPa, ~850 hPa and ~500 hPa (Figure 41), where 
CLM7 is displayed on the left and CLM2.8 on the right. The values are much 
lower than those presented in Figure 40d because of the averaging over 30 
years. Nevertheless, substantial differences can be seen, especially at lower 
levels, ~950 hPa and ~850 hPa (bottom and middle panel). CLM2.8 shows a 
remarkably larger spatial variability at all levels in comparison with coarser 
resolution, due to the higher-resolution representation of orography at con-
vection-permitting scale. The representation of convergence and divergence 
areas, more consistent with the orographic features of the area, is of great 
importance for the initiation of convection (Kalthoff et al. 2009). 
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Figure 41: Spatial distribution of vertical wind as a mean over the JJA period 1971-2000 
for CLM7 (left) and CLM2.8 (right) at ~500hPa (top), ~850hPa (middle) and ~950hPa 
(bottom). The contour lines represent the orography of the area. 
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5.5. Summary and conclusion 
This chapter investigated the benefit of convection-permitting scale com-
pared to the coarser resolution in the representation of the precipitation 
field. In particular, the focus is on the convective precipitation and the at-
mospheric conditions leading to it. The main difference between the two 
resolutions considered, besides an improved representation of orography, 
lies in the possibility to switch off the parameterisation of convection, which 
is known to be a major source of error and uncertainties (e.g. Brockhaus et 
al. 2008). Several studies showed the added value of convection-permitting 
scales in NWP mode or for seasonal simulations (e.g. Hohenegger et al. 
2008; Prein et al. 2013), but none was performed on a climate scale. In this 
context, CLM was used to simulate 30 years at both a 7 km (CLM7) and a  
2.8 km (CLM2.8) resolution over the state of Baden-Württemberg in south-
western Germany. The HYRAS dataset as well as 45 measurement stations,  
operated by DWD, are used to validate the precipitation field versus obser-
vations.   
 
CLM2.8 produces a number of dry days close to observations especially in 
summer and thus reduces the drizzle problem affecting coarser spatial reso-
lution (i.e. CLM7; Berg et al. 2012). In winter, the dominance of large-scale 
circulation could explain the strong overestimation of wet days that leads to 
a strong bias in daily mean precipitation at both resolutions. The relatively 
small size of the simulation domain at 2.8 km could impede the autonomous 
evolution of CLM2.8 especially in this season. The analysis showed that aver-
aging procedures, as for the bias maps, have to be handled with care, espe-
cially in the case of strong overestimation/underestimation of dry days, to 
avoid arriving at wrong conclusions. 
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The probability distribution of daily precipitation is well represented by 
CLM7 for all ranges of intensities especially in summer. By contrast, CLM2.8 
highly overestimates precipitation above 15 mm/day in summer, while it is 
very close to observations in winter. Increasing the temporal scale used for 
the analysis leads to opposite conclusions. On an hourly basis CLM2.8 per-
forms very well in terms of probability distribution, while CLM7 highly un-
derestimates it in both seasons. This mismatch between different temporal 
resolutions is due to a wrong clustering of wet hours on the daily basis. The 
events in CLM2.8 are longer, produce higher amounts of precipitation and 
have lower intensities than observations. Probably, when the model simu-
lates an event, it surrounds the event with low intensity precipitation above 
0.1 mm/h, thus leading to an overestimation of higher intensities on the dai-
ly basis. Most probably situation occurs also at CLM7, which underestimates 
hourly statistics but performs well on a daily basis. Further analysis would be 
necessary to understand the reasons behind this model behaviour.  
 
In accordance with the literature, CLM7 fails in representing the summer di-
urnal cycle of precipitation presenting a strong maximum around midday.  By 
contrast, CLM2.8 simulates well the shape of the diurnal cycle in summer 
although it overestimates the amount and presents a peak in the morning 
that does not exist in the observations. The improvement at convection-
permitting scale seems to be linked to the explicit resolution of deep convec-
tion. Temperature and specific humidity have similar diurnal evolution 
among simulations, with CLM2.8 being wetter. The higher humidity, espe-
cially in the afternoon, could be responsible for the more unstable atmos-
phere in CLM2.8. According to Baldauf et al. (2011), the parameterisation 
decouples the initiation of convection from the boundary layer conditions 
leading to it. The analysis of the diurnal cycle of CAPE shows that the atmos-
phere reaches the maximum instability just before the afternoon peak of 
precipitation only when the parameterisation of convection is switched off. 
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However, CLM7_conv misrepresents the precipitation diurnal cycle showing 
a maximum precipitation too late in the afternoon. Thus, a parameterisation 
is still necessary at 7 km resolution, but the Tiedtke scheme needs to be im-
proved in order to be competitive with convection-permitting scale. 
 
The analysis of the vertical profiles of temperature and specific humidity 
show that CLM2.8 tends to be systematically warmer than CLM7, with max-
imum difference at 12:00 of 1 °C. Moreover, CLM2.8 is slightly drier than 
CLM7 in the lower boundary layer but it gets wetter at higher levels in the 
atmosphere. Wetter and cooler CLM7 lead to a steadily lower LCL and LFC 
compared to CLM2.8. This could foster the formation of clouds at low level 
and be a cause of drizzle. By contrast, the boundary layer conditions of 
CLM2.8 allow the accumulation of moisture, which is a driving element for 
deep convection and eventually heavy precipitation. The temperature peak 
at 12:00 in CLM2.8 is probably due to a strong reduction at the same time in 
low cloud compared to CLM7. The latter condition results also in an increase 
(decrease) in surface net shortwave (longwave) radiation correcting thus its 
underestimation (overestimation) detected by Jaeger et al. (2008). This im-
provement depends on the increase of diffuse but mainly direct shortwave 
radiation. Due to a better representation of orography, vertical velocities 
show a more consistent alternation of convergence and divergence areas 
and much higher values in the diurnal cycle for CLM2.8 compared to CLM7. 
Moreover, wind convergence, which can trigger the initiation of convection, 
presents its daily maximum at 15:00, in good agreement with convective 
precipitation, CAPE and mid-level cloud cover.   
 
Concluding, CLM2.8 provides a representation of the diurnal cycle of sum-
mer precipitation in good agreement with observations, thus overcoming 
the well-known limitations of coarser resolution. Moreover, CLM2.8 shows a 
more consistent representation of the atmospheric conditions leading to 
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deep convection compared to CLM7. The ability of convection-permitting 
scale of correctly simulating precipitation on an hourly basis is of crucial im-
portance for erosion models, which are more sensitive to heavy precipitation 
than to long durations (Antonetti 2013). The 7 km resolution presents insuf-
ficiently strong events to generate erosion, while 2.8 km allows reaching a 
better agreement with observational data from field campaigns, at least for 
the Weiherbach area (personal communication with Mrs Kempf from GE-
OMER GmbH). Moreover, the possibility to have a correct simulation of the 
diurnal cycle for the right reasons allows for a more sound analysis of the 
changes in precipitation extremes in the near future. 
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6. Analysis of climate change signal in higher 
versus coarser spatial resolution  
6.1. Introduction 
In its Fifth Assessment Report (AR5), the Intergovernmental Panel on Climate 
Change forecast for the 21st century a global warming of about 0.2 K per 
decade, with even larger increases for sub-regions, such as Europe (IPCC 
2013). The trends for precipitation show a high seasonality and the signal is 
stronger in winter and summer compared to intermediate seasons 
(Feldmann et al. 2012; Giorgi et al. 2004; Wagner et al. 2012). The AR5 GCMs 
ensemble predicts a precipitation increase in winter in Northern Europe and 
a decrease in Southern Europe for summer. However, large uncertainties on 
the future climate remain for Central Europe where the models disagree on 
both distribution and magnitude of the climate change signals (IPCC 2013). 
  
Knowledge of the regional trends of the precipitation and temperature pat-
terns under climate change is crucial to develop effective adaptation 
measures not only to deal with soil erosion, but also in others fields such as 
hydrology, agriculture, and urban drainage network planning. RCMs help in 
bridging the gap between GCMs and regional planning requirements and 
they can give a better insight in the future climate in Europe. Moreover, in-
creasing horizontal resolution enables a more detailed representation of 
topographical features and may lead to better results in simulating extreme 
precipitation events (Giorgi 2006), spatial patterns and intensity distributions 
of precipitation (Boberg et al. 2010). Several projects pursued the goal of in-
vestigating the climate change signal in Europe using RCMs through steadily 
increasing the spatial resolution, as, for example, PRUDENCE (Christensen 
and Christensen 2007) and ENSEMBLES (Hewitt 2005) with a resolutions of 
50 km and 25 km respectively. An even higher resolution, namely 7 km, was 
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reached by Feldmann et al. (2012) and Wagner et al. (2012) using the CLM 
and WRF models over southwestern Germany. Besides the different spatial 
resolutions, a clearer climate change signal was found, especially for tem-
perature, that shows a wide-spread increase over the whole of Europe for all 
seasons but with the largest warming in summer in the Mediterranean re-
gion (Christensen and Christensen 2007). Wagner et al. (2012) found that 
annual temperature in Germany will rise on average by 1.1 K. While the fu-
ture temperature change seems to depend mainly on the GCM and its reali-
zation, RCMs play a significant role in the projected precipitation especially 
in summer (Déqué et al. 2007; Wagner et al. 2012).  
 
For this season, Giorgi et al. (2004) found that the future Atlantic storms 
track tends to be deflected northward causing a precipitation decrease over 
most of Europe. Over southwestern Germany, Feldmann et al. (2012) fore-
cast no significant changes in mean precipitation apart from a slight decrease 
on the lower mountain ranges. However, looking at the probability distribu-
tion of precipitation, simulations agree on a future increase in the more in-
tense events and a decrease  in light and moderate precipitation (Boberg et 
al. 2010; Boberg et al. 2009; Feldmann et al. 2012; Wagner et al. 2012). 
Feldmann et al. (2012) hypothesized that the changes in extreme precipita-
tion are connected to changes in the soil moisture, surface energy balance 
and atmospheric stability. In this context, Giorgi et al. (2004) found a uni-
form reduction in cloudiness, snow cover and soil water content over Europe 
but an increase of 10 - 20% in atmospheric moisture. Moreover, in the near 
future the number of dry days and dry periods of more than five consecutive 
days are projected to rise by + 20% on the annual scale in southwestern 
Germany (Wagner et al. 2012) in line with the European trend (Giorgi et al. 
2004). In winter, mean precipitation shows widespread increase of 5–10% 
over southwestern Germany, in line with the European trend (van der Linden 
and Mitchell 2009). This rise seems to be due to an increase in the number 
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of events or their duration more than to their intensity. According to Giorgi 
et al. (2004), this change depends on the increase in cyclonic activity and 
higher atmospheric water vapour content in a warmer climate (Trenberth  
et al. 2003).  
 
Giorgi et al. (2004) underlined the importance of the model selection in pre-
dicting climate changes in summer when the parameterisation of local pro-
cesses, like convection, can impact strongly on the results. Climate convec-
tion-permitting simulations improve the probability density distribution of 
hourly precipitation and the representation of more extreme precipitation 
events (Fosser et al. 2014; Prein et al. 2013). The shape of the precipitation 
diurnal cycle in summer is closer to the observations thanks to a more con-
sistent representation of the atmospheric fields related to convection 
(Fosser et al. 2014). However, not much is known about the added value of 
this spatial resolution in the context of the climate change because of the 
high computational costs of this type of simulation.  
 
The purpose of this chapter is to determine if at convection-permitting scale 
a climate change signal is detectable and in line with previous findings at 
coarser scale. Moreover, it is important to understand if it is worthwhile in-
vesting in higher spatial resolution. This spatial scale could allow us to gain 
more information on the precipitation changes and the reasons behind 
them, especially in summer, when the uncertainties related with the param-
eterisation of convection are higher. For this reasons, ECHAM5 is used to 
force two climatological model simulations of 30 years in the recent past 
(1971-2000) and the near future (2012-2050), at 7 km and 2.8 km resolution. 
The comparison between the two resolutions focuses on winter and summer 
when the climate change signal is stronger (Feldmann et al. 2012; Giorgi et 
al. 2004; Wagner et al. 2012) and the added value of convection-permitting 
scale becomes evident (Fosser et al. 2014).  
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Chapter 6.2 describes the methodology used in the following. The results on 
the climate change signal are presented in Chapter 6.4 after the validation of 
the ECHAM5 driven simulations in the recent past against those forced with 
ERA40 reanalysis data (Chapter 6.3). Conclusions and implications for ero-
sion can be found in Chapter 6.5. 
6.2. Methodology  
For the studies described in previous chapters, ERA40 reanalysis data were 
used as driving data. The choice was justified by the necessity to have model 
data as close as possible to observations in order to determine the optimum 
simulation area and model configuration (Chapter 4) and the added value of 
convection-permitting scale versus coarser resolution (Chapter 5).  
 
To investigate the climate change signal, GCMs output can be used as forc-
ing. More details on the different forcing characteristics are given in Chapter 
2.6. The GCM ECHAM was developed by the Max Planck Institute for Mete-
orology and it is one of the contributing models for AR4. Its fifth version, 
ECHAM5 (Roeckner et al. 2003), is widely used for studies on the climate 
change signal (e.g. Feldmann et al. 2012; Reichler and Kim 2008; Wagner et 
al. 2012). This type of model gives the possibility to investigate both past and 
future periods. It has to be noted that one cannot expect a time correspond-
ence between ECHAM5 and observed events since GCMs can only be ex-
pected to describe the statistics of the climate variables (Feldmann et al. 
2008). Moreover, changing the forcing (ECHAM5 versus ERA40) affects the 
model performances and can add an additional bias (Berg et al. 2012). Thus, 
modellers usually investigate the error introduced by different forcings  
and then analyse the climate change signal (e.g. Berg et al. 2012; Wagner  
et al. 2012).   
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This chapter follows the same strategy as summarised in Table 10. First, in 
Chapter 6.3, the model driven with ECHAM5 is compared with ERA40 driven 
simulations. The latter are used as reference and thus the graphs in the fol-
lowing do not use observational data. The main differences between ERA40 
driven simulations and observational dataset (i.e. HYRAS dataset and DWD 
station) were already discussed in Chapter 5 and in the following they are 
underlined only when necessary. The nearest grid points to the DWD sta-
tions are selected to be consistent with the previous chapter. For this first 
step of the analysis, the simulations cover the period 1968-2000, where the 
first three years are considered as spin-up time and therefore not included in 
the analysis. The variables considered for the model validation are precipita-
tion and temperature, the same used for the validation of 7 km resolution 
versus the previous nest at 50 km by Berg et al. (2012). Note that EC7_past 
and EC2.8_past (see Table 10) are abbreviated to EC7 and EC2.8 in the vali-
dation chapter for simplicity. 
Table 10: Summary of the simulations used in the Chapter 6.3 and 0. 
 Simulation Resolution Driving data 
Analysed 
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ER7 7 km ERA40 re- 
analysis data 1971-2000 
 
ER2.8 2.8 km  
EC7_past 7 km 
ECHAM5 1971-2000 
Clim
ate change signal 
(Chapter 6.4) 
EC2.8_past 2.8 km 
 
EC7_fut 7 km 
ECHAM5 2021-2050 
 
EC2.8_fut 2.8 km 
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The second step, in Chapter 6.4, investigates the climate change signal com-
paring ECHAM5 driven simulations in the past, when only twentieth century 
anthropogenic forcing is considered (Roeckner et al. 2006), with the future, 
which uses the IPCC SRES A1B forcing scenario (Nakicenovic et al. 2000). The 
recent past covers the same period as for validation. Only limited differences 
in the order of ± 10–20 % were found among ECHAM5 realisations of the 
past in reference to the spatial distribution of annual precipitation (Berg et 
al. 2012). In terms of probability distribution Berg et al. (2012) did not find 
any relevant difference among realisations apart from slightly higher proba-
bilities for the most extreme precipitation events in R1 realisation. Since this 
study focuses on the extremes, R1 realisation is selected for further 
downscaling to 2.8 km resolution.  
 
The simulations for the near future extend from 2018 to 2050 with a spin-up 
time of three years. To investigate future changes in soil erosion, the KLIWA 
group chose this time period because of its compatibility with their planning 
horizons. The projected climate change signal is smaller for the selected pe-
riod than for 2070-2100 (Wagner et al. 2012), which is commonly used to in-
vestigate  changes in future climate (Boberg et al. 2009; Christensen et al. 
2007; Christensen and Christensen 2007; Déqué et al. 2007; Déqué et al. 
2005; Giorgi et al. 2004). In this part of the analysis, the comparison between 
past and future ECHAM5 simulations is not limited to temperature and pre-
cipitation as for the model validation. Several other atmospheric variables, 
such as  humidity, CAPE, cloud cover and radiation, are considered in order 
to understand the possible reasons behind changes in the precipitation pat-
tern. All grid points within the investigation area are used in the analysis 
since there is no comparison with observations. 
 
There is abundant literature discussing the climate change signal at coarser 
resolution, while little is known on the effects of higher spatial resolution in 
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this context. Thus, more space will be given to convection-permitting scale 
to determine if it can provide more detailed or different information about 
future changes in the precipitation pattern with respect to coarser resolu-
tion. Information on the nesting strategy applied to reach convection-
permitting scale can be found in Chapter 2.7. The investigation area is the 
same for both resolutions and throughout the chapter (black frame in Figure 
28 in Chapter 5). The model internal settings are kept unchanged for both 
validation and investigation of the climate change signal (summarised in Ta-
ble 7 in Chapter 5).  
 
The whole study focuses on winter and summer since the climate change 
signal in these seasons is more pronounced than in spring and autumn 
(Giorgi et al. 2004). Previous chapters underlined the crucial role of using a 
sub-daily as well as an event-temporal scale in the evaluation of convection-
permitting scale. Thus, the same strategy is employed also in this chapter. 
Bias maps and probability distribution plots as well as diurnal cycles are used 
to assess the error introduced by the change in the forcing as well as the dif-
ferences between past and future in the precipitation pattern and related 
fields.  
 
Note that in the study of the climate change signal, it is assumed that the 
model maintains the same error in the past and future. This assumption is 
likely to be acceptable for the very near future (2021-2050) when the cli-
mate change signal is weaker.  Under this hypothesis, the model bias due to 
the change in the forcing does not affect the findings regarding the climate 
change signal, i.e. the relative change in the precipitation pattern between 
past and future would be correct even if the absolute values are overesti-
mated or underestimated in comparison with observational datasets. Thus, 
the absolute values provided in Chapter 6.4 should always be seen in the 
context of a comparison between past and future. 
Analysis of climate change signal in higher versus coarser spatial resolution 
114 
6.3. Validation: ERA40 versus ECHAM5  
The validation compares ECHAM5 with ERA40 driven simulations to evaluate 
the error introduced by a different forcing. Most of the graphs do not show 
observational data, which were already presented in Chapter 5. Note that an 
“underestimation/overestimation” compared to ERA40driven simulations 
does not necessarily imply an underestimation/overestimation versus obser-
vations. 
 
Figure 42 compares the probability distribution of ECHAM5 and ERA40 driv-
en simulation at both spatial resolutions on daily basis. In summer (left pan-
el), EC2.8 compared to ER2.8 underestimates intensities below 4 mm/day, 
overestimates them between 4 and 20 mm/day and underestimates them 
again for intensities above 50 mm/day. Remembering Figure 30 in Chapter 5, 
one can conclude that EC2.8, compared to observations, presents a strong 
underestimation of low intensities (below 4 mm/day) and an improvement 
in higher intensities above 50 mm/day. Meanwhile, EC2.8 keeps overesti-
mating intermediate intensities between 15 and 50 mm/day like ER2.8. By 
contrast, the 7 km resolution simulations seem to be much less sensitive to 
the change of the forcing being EC7 and ER7 close to each other. The same 
situation occurs in winter for both resolutions, meaning that different driving 
data do not change substantially the shape of the curves and thus EC2.8 is 
similar to observations, while EC7 underestimates intensities above 15 
mm/day (Figure 30 in Chapter 5).  
 
For both resolutions, the ECHAM5 driven simulations lead to a decrease in 
the percentage of dry days especially in winter (-11% compared to ERA40 
driven simulations), consistent with previous findings by Berg et al. (2012) 
and Feldmann et al. (2008).  In comparison with observations, this means in 
summer for EC7 an increase in the bias (-14% compared to HYRAS) and for 
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EC2.8 change in the sign of the bias (before +5% versus HYRAS), which leads 
to an underestimation of dry days equal to -3% (Table 11 and Table 8 in 
Chapter 5). In winter, EC7 and EC2.8 underestimate dry days by respectively 
-25% and -18% compared to HYRAS. These overestimations of wet days ap-
pear clearly when considering the spatial distribution of daily mean precipi-
tation (Figure 43 and Figure 44). 
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Figure 42: Probability density distribution of daily data for the simulations ER2.8 (red 
dots), EC2.8 (pink line), ER7 (blue dots) and EC7 (light blue line). Panel on the left refers to 
JJA and on the right to DJF for the validation period 1971-2000. Note the logarithmic 
vertical axis.  
Table 11: Percentage of dry days (P < 1 mm/day) for ER2.8, EC2.8, ER7 and EC7 in summer 
(top row) and in winter (bottom row). 
Percentage 
of dry days ER2.8 EC2.8 ER7 EC7 
JJA 69 61 55 50 
DJF 57 46 50 39 
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When considering all days (Figure 43), ECHAM5 driven simulations in both 
seasons and resolutions show a large bias compared to ERA40 driven simula-
tions, which in turn presented a strong overestimation compared to HYRAS 
except for ER2.8 in JJA (Figure 30 in Chapter 5).  
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Figure 43: Spatial distribution of the differences (in percent) in daily mean precipitation 
between ECHAM5 and ERA40 driven simulations in JJA (top) and DJF (bottom) between 
1971-2000 for 7 km (left) and 2.8 km resolution (right), when all days are included. Blue 
(red) grids show an increase (decrease) in mean precipitation in ECHAM5 driven 
simulation compared to ERA40 reanalysis data. The contour lines represent the 
orography.  
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In Figure 44 the wet biases disappear when removing drizzle (P<1 mm/d) 
proving that the bias is related to the overestimation of wet days. When 
considering only wet days, ERA40 driven simulations performed well com-
pared to HYRAS except for ER2.8 in summer (Figure 29). 
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Figure 44: Spatial distribution of the differences (in percent) in daily mean precipitation 
between ECHAM5 and ERA40 driven simulations in JJA (top) and DJF (bottom) between 
1971-2000 for 7 km (left) and 2.8 km resolution (right), when only wet days are included. 
Blue (red) grids show an increase (decrease) in mean precipitation in ECHAM5 driven 
simulation compared to ERA40 reanalysis data. The contour lines represent the 
orography. 
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On an hourly base, probability distribution of EC2.8 and ER2.8 almost overlap 
until 7 mm/h and 4 mm/hour respectively in summer and winter (Figure 45). 
Then, EC2.8 underestimates higher intensities compared to ER2.8 and thus 
compared to observations (Figure 32 in Chapter 5). A similar statement can 
be made for EC7 and ER7, but the differences are minor. As for the daily data 
(Table 11), ECHAM5 driven simulations present a reduced number of dry 
hours, which was already underestimated in ERA40 simulations especially in 
winter (Table 12 and Table 9 in Chapter 5).  
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 Figure 45: Probability 
density distribution  
of hourly data for the 
simulations ER2.8 (red 
dots), EC2.8 (pink line), 
ER7 (blue dots) and  
EC7 (light blue line). 
Top (bottom) panel 
refers to JJA (DJF) for 
the validation period 
1971-2000. Note the 
logarithmic vertical 
axis. 
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Table 12: Percentage of dry hours (P <0. 1 mm/hour) for ER2.8, EC2.8, ER7 and EC7 in 
summer (top row) and in winter (bottom row). 
Percentage of 
dry hours ER2.8 EC2.8 ER7 EC7 
JJA 89 86 85 82 
DJF 57 47 50 39 
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Figure 46: Diurnal cycle of precipitation for EC2.8 (pink), ER2.8 (red), EC7 (light blue), ER7 
(blue) calculated considering all hours (bottom) and only wet hours (top). Results for JJA 
(left) and DJF (right) are shown.  
These characteristics explain the different behaviour of the precipitation di-
urnal cycle whether or not dry hours are included in the calculation (Figure 
46). In the first case, the diurnal cycle of precipitation has the same shape for 
ECHAM5 and ERA40 driven simulations, but the former has higher mean 
precipitation for both seasons and resolutions. In winter this overestimation 
vanishes if the dry hours are removed and the shape of the curves remains 
unchanged. Thus, the main effect of the change in the driving (ECHAM5 ver-
sus ERA40) lies in the overestimation of wet hours. Also in summer EC2.8 has 
higher (lower) mean values compared to ER2.8 when considering all (only 
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wet) hours. However, the differences between the two cases (all/wet hours) 
are much stronger than in winter. This leads to the conclusion that the high-
er precipitation intensities of ER2.8 account considerably in the calculation 
of the mean.   
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Figure 47: Spatial distribution of the differences in daily mean temperature at 2 m 
between ECHAM5 and HYRAS in JJA (top) and DJF (bottom) between 1971-2000 for 7 km 
(left) and 2.8 km resolution (right). Blue (red) grids show a cold (warm) bias in ECHAM5 
driven simulation compared to the observational dataset. The contour lines represent the 
orography of the area.  
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In climate change studies, the most frequently considered variable beside 
precipitation is temperature. Thus, this variable is also considered in the val-
idation process. Since Chapter 5 did not consider the bias maps of tempera-
ture, the comparison in Figure 47 is performed directly between ECHAM5 
driven simulations and the HYRAS dataset for daily mean temperature. More 
details on the HYRAS dataset can be found in Chapter 3.1. In accordance 
with the findings from Berg et al. (2012), Figure 47 shows a cold bias be-
tween -2 and -3 K for EC7 in summer, while in winter the bias is limited to -
0.5 K and 1 K. Comparing ERA40 with ECHAM5 driven simulations at differ-
ent resolutions (namely 50 and 7 km), Berg et al. (2012) found that the 
ECHAM5 model introduces an additional cold bias compared to ERA40 driv-
en simulations especially during summer, but the downscaling with CLM 
from 50 km to 7 km does not increase the original error. In this context, it is 
interesting to note that EC2.8 reduces the temperature bias in summer by 
1.5 K. By contrast, in winter the performance of EC2.8 is comparable with 
coarser resolution. Thus, the possibility to switch off the convective parame-
terization leads to a better representation of daily mean temperature, prob-
ably due to the reduction at convection-permitting scale of the overestima-
tion in cloud cover affecting coarser resolution (Fosser et al. 2014; Will and 
Woldt 2009). 
6.4. Climate change signal in coarser and higher resolution 
 Climate change in winter 6.4.1
In winter, the spatial maps of daily mean precipitation show no strong dif-
ferences between recent past and near future when all days are included in 
the analysis (Figure 48 top). The situation becomes slightly more interesting 
when considering only wet days. In fact, Figure 48 at the bottom, shows 
more extended areas with precipitation between 6 and 8 mm/day and an in-
crease of ~2mm/day over the hills above 600m. In general, the precipitation 
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maintains its spatial pattern in all cases, i.e. plain areas are drier in compari-
son with the foothills where the precipitation concentrates. Note that Figure 
48 refers to 2.8 km resolution, but similar results are also found for 7 km 
resolution. The main difference between the two resolutions in the bias 
maps is found over the hilly area above 600 m, where coarser resolution 
shows lower daily mean values. 
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Figure 48: Spatial distribution of daily mean precipitation in winter for the recent past 
1971-2000 (left) and near future 2021-2050 (right) at 2.8 km resolution. Top panels 
consider all days while the bottom ones only rainy days (precipitation above 1 mm/day). 
The contour lines represent the orography of the area. Note the different scale between 
top and bottom row.  
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Figure 49:  Probability 
distribution of daily (top) 
and hourly (bottom) 
precipitation in DJF for 
recent past 1971-2000 
and near future 2021-
2050 at 2.8 km and 7 km 
resolution; colours 
according to the legend. 
Note the logarithmic y-
axis for both panels.    
 
  
For future winters, Figure 49 top shows a slight increase (decrease) of inten-
sities above (below) 5 mm/day. The number of days with heavy precipitation 
(i.e. P> 10 mm/day, Herrera et al. (2010) and Klein Tank et al. (2009)) will in-
crease uniformly over the investigation area (not shown), while the increase 
in the number with very heavy precipitation (i.e. P> 20 mm/day, Herrera et 
al. (2010) and Klein Tank et al. (2009)) will concentrate in the areas above 
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300 m (not shown). This explains the above-mentioned changes in the spa-
tial distribution of daily mean precipitation when considering only wet days 
(Figure 48).   
 
For both resolutions, the percentage of dry days will increase by less than 
~2% in the near future (Table 13). The augmentation is quite well spread 
over the whole investigation area with some peaks over the top of the hills 
(not shown). The changes in dry days and in the probability distribution 
compensate each other in the calculation of daily mean precipitation, includ-
ing all days resulting in almost no difference between past and future (Figure 
48, top).  
Table 13: Comparison between the past (1971-2000) and future (2021-2050) winters for 
2.8 km and 7 km spatial resolution of the percentage of dry days and hours, maximum 
number of consecutive dry days and number of dry periods. For the latter two, the 
minimum, the maximum and the mean value of the index over the investigation area are 
provided. A dry period is defined as at least five consecutive days without rain (Klein Tank 
et al. 2009). 
 
2.8 km 7 km 
Past Future Past Future 
Percentage of dry days 47 % 49 % 39 % 41 % 
Percentage dry hours 75 % 75 % 72 % 72 % 
Maximum number of  
consecutive dry days 
15-29 
Mean 25 
19-37 
Mean 24 
14-26 
Mean 22 
19-26 
Mean 20 
Number of dry periods 
32-79 
Mean 50 
34-77 
Mean 55 
23-57 
Mean 41 
28-59 
Mean 42 
 
The dry periods will become slightly longer (Table 13) in the valleys up to a 
maximum of + 13 days, while there will be a general decrease anywhere 
else, more marked on the south-eastside of the domain (not shown). Note 
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that the maximum (minimum) values between past and future in Table 13 do 
not necessarily refer to the same grid point.  Thus, it is possible to have a de-
crease in the maximum duration of a dry period although this index shows 
an increase of its minimum value in the future. The dry periods will also be-
come more frequent, on average rising from 50 dry periods in the past to 55 
in the future (Table 13). This trend will affect especially the foothills in the 
south (beginning of the Black Forest), while the hills in the northern part will 
be less affected by the change. 
 
On an hourly base, the probability distribution shows a clear increase for the 
intensities above 0.35 mm/hour especially for higher spatial resolution 
(Figure 49 bottom). This means that in the near future precipitation will be-
come heavier than in the past. Nevertheless, it is important to notice that 
the “extreme” precipitation in winter reaches a maximum of 24 mm/hour 
that is not so extreme compared with the summer maximum of  
140 mm/hour (not shown in the graphs because of their extremely low 
probability).  The increase in hourly intensities finds a correspondence in the 
diurnal cycle of precipitation. Figure 50 bottom shows a slight increase in 
magnitude from 12:00 and early morning (midnight) for 2.8 km (7 km) when 
all hours are included. For both resolutions, the trend becomes even more 
accentuated if taking into account only wet hours (Figure 50 middle). The di-
urnal cycle changes its shape from past to future when considering only 
hourly precipitation above 5 mm (Figure 50 top). In particular, for 2.8 km 
simulations the precipitation shows a strong maximum at 12:00. This, to-
gether with an increased water vapour (not shown) and temperature (Figure 
51), might be an indicator of an increase in convective activities in line with 
the findings by Giorgi et al (2004) for future winters. However, due to the 
higher hourly threshold selected (i.e. 5 mm/hour), the amount of data used 
for the calculation of the latter diurnal cycles is strongly reduced compared 
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with the previous sampling especially for coarser resolution. Thus statistically 
the diurnal cycle could be not significant.   
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Figure 50: Diurnal cycle of precipitation calculated considering all hours (bottom), only 
wet hours (middle) and with precipitation intensity above 5 mm/hours (top) in DJF for 
recent past 1971-2000 and near future 2021-2050 at 2.8 km and 7 km resolution; colours 
according to the legend. 
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In agreement with previous literature, future winters will be 1-2 °C warmer 
than in the recent past (Wagner et al. 2012). The changes will affect the 
whole investigation area with the only exception for the hills above 700 m 
(Figure 51); similar findings are also found at 7 km resolution (not shown). 
Compared to the past, the diurnal cycle of temperature in the future will not 
change its shape (not shown). On the other hand, its magnitude will increase 
uniformly during the day with maximum temperatures around 13:00 equal 
to 4.6 °C in the future and 3°C in the past. Wagner et al (2012) found that the 
projected temperature change signal is mainly due to the forcing, with little 
impact from the RCM. However, the higher temperature could also be linked 
to a reduced cloud cover both at low and medium level (Figure 52), although 
there are no changes in either surface longwave or shortwave radiation (not 
shown). Note that the differences between 2.8 km and 7 km resolution in 
the representation of cloud cover are not related to the ECHAM5 forcing but 
to the higher resolution, as already pointed out in Chapter 5.4.2. 
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Figure 51: Spatial distribution of daily mean temperature at 2 m in winter for the recent 
past 1971-2000 (left) and near future 2021-2050 (right) at 2.8 km resolution. The contour 
lines represent the orography. 
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Figure 52: Diurnal cycle 
of cloud cover for total 
(CLCT, top panel), 
medium and low (CLCM 
and CLCL, middle panel), 
and high cloud (CLCH, 
bottom panel) in DJF for 
recent past 1971-2000 
and near future 2021-
2050 at 2.8 km and 7 km 
resolution; colours 
according to the legend. 
LST [h]  
 Climate change in summer 6.4.2
Figure 53 shows the spatial maps of daily mean precipitation in summer for 
the recent past (left) and near future (right) at 2.8 km resolution. The spatial 
pattern of precipitation is very similar between past and future with or with-
out considering dry days (respectively top and bottom panel in Figure 53). In 
the first case, a general reduction in mean intensities is visible in the whole 
investigation area and especially over the hills above 400 m. When consider-
ing only wet days, the situation reverses, with a general rise in mean precipi-
tation from 7 mm/day to 8.5 mm/day and with maximum intensities over 
the hilly area equal to 19 mm/day (Figure 53, bottom).  
 
A similar signal is found also at 7 km resolution (not shown), but the mean 
values are higher (lower) if all days (only wet days) are considered due to the 
strong overestimation of wet days at this resolution, as seen in Chapter 5 
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Figure 30, in Berg et al. (2012) and in Table 14. In order to understand the 
different signal when considering or not only wet days, it is important to 
evaluate the percentage of dry days as well as the probability distribution of 
precipitation intensities. 
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Figure 53: Spatial distribution of daily mean precipitation in summer for the recent past 
1971-2000 (left side) and near future 2021-2050 (right side) at 2.8 km resolution. Top 
panels consider all days while the bottom ones only rainy days (precipitation above 1 
mm/day). The contour lines represent the orography of the area. 
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In the near future, the number of dry days will rise by 4% (5%) at 2.8 km (7 
km) resolution (Table 14). Although the increase is widely spread, the hills at 
the beginning of the Black Forest are the area mostly affected by the change 
(not shown). At 2.8 km resolution, the maximum number of consecutive dry 
days will increase uniformly over the investigation area from 23 to 30 days 
(Table 14). These values represent a mean over the whole investigation area 
while the table offers also the minimum and maximum values registered 
within the investigation area. The above-mentioned trend is confirmed by 
the increase in the number of dry periods, defined as periods of more than 
five consecutive dry days (Klein Tank et al. 2009; Wagner et al. 2012). On the 
other hand, the latter change will affect mainly the beginning of the Black 
Forest, where the number of dry periods will increase by 30% (not shown). 
Coarser resolution shows the same tendency as higher resolution (Table 14 
and Wagner et al. 2012). However, at 7 km resolution the relative differ-
ences between past and future are higher, while the absolute values are 
lower compared to higher resolution. 
Table 14: Comparison between the past (1971-2000) and future (2021-2050) summer for 
2.8 km and 7 km spatial resolution of the percentage of dry days, maximum number of 
consecutive dry days and number of dry periods, defined as at least five consecutive days 
without rain (Klein Tank et al. 2009). For the latter two, the minimum, the maximum and 
the mean value of the index over the investigation area are provided. 
 
2.8 km 7 km 
Past Future Past Future 
Percentage of dry days 62 % 66 % 51 % 56 % 
Maximum number of con-
secutive dry days 
17 - 41 
mean 23 
22 - 67 
mean 30 
13 - 27 
mean 17 
22 - 34 
mean 29 
Number of dry periods 
67 - 122 
mean 93 
83 - 125 
mean 103 
36 - 86 
mean 57 
60 - 108 
mean 77 
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In Figure 54a, the probability distribution of daily precipitation shows a slight 
increase of the lower intensities (below 4 mm/day) and a decrease of medi-
um intensities between 4 and 15 mm/day. In addition, the spatial distribu-
tion of these types of events modifies in the near future. The number of 
heavy and very heavy precipitation days will decrease on the hills above 500 
m while the valley will experience an increase in them (not shown).  
 
Figure 54b shows that precipitation above 50 mm/day will be more frequent 
and reach higher intensities (more than 250 mm/day versus maximum 185 
mm/day in the past). Previous chapters showed that 2.8 km tends to overes-
timate precipitation intensities above 20 mm/day when driven with ERA40 
forcing (Chapter0 Figure 30) and that the error is reduced, but still present in 
ECHAM5 driven simulations (Chapter 6.3). The conclusions from Figure 54 
are in good agreement with previous literature on coarser resolution 
(Feldmann et al. 2012). In fact, also in our case, 7 km resolution shows an in-
creased probability of more extreme precipitation events although the abso-
lute change is minor compared with higher resolution.   
 
Stepping to an hourly scale, a signal similar to the daily scale is found in 
terms of dry hours (Table 15). Both resolutions show an increase in them of 
between 1 and 2% in the near future. Figure 55 shows a decrease in precipi-
tation intensities between 0.5 mm/hour and 2 mm/hour in the near future 
and a light increase for medium intensities between 5 and 17 mm/hour for 
both resolutions. Above the latter threshold, no differences can be seen 
from Figure 55.  
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Figure 54: Panel a shows the 
probability distribution of daily 
precipitation for JJA comparing 
past and future at 2.8 km and 7 
km spatial resolution (colour and 
symbols according to the legend). 
Panel b shows for the same 
datasets the number of events 
with higher intensities. Note the 
logarithmic y-axis for both panels.    
 
 
Dry 
hours Past Future 
Table 15: Percentage of dry hours in the recent 
past (1971-2000) and near future (2021-2050) for 
2.8 km and 7 km spatial resolution. 
2.8 km 87 % 88 % 
7 km 83 % 85 % 
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Figure 55: Probability distribution 
of hourly precipitation for JJA 
comparing past and future at 2.8 
km and 7 km spatial resolution 
(colour and symbols according to 
the legend.  
 
The following analysis based on the events tries to bridge the gap between 
the two temporal scales used up to now (i.e. day and hours). An event starts 
when the precipitation is above 0.1 mm/hour and it stops when it drops be-
low this threshold. For the simulations at 2.8 km resolution, the duration and 
the amount of each event is calculated for each grid point for the summer 
season. The events are divided into sets according to their duration and 
amount of precipitation produced. Then, the number of events within each 
set is calculated. Note that this method could lead to an oversampling of 
large-scale events. In fact, this type of precipitation likely affects more than 
one grid point at the same time. Thus, the same events would be accounted 
twice in the calculation of contiguous grid points.  
 
Figure 56 displays the number of events for each set for the past (left) and 
the future (right). The sets have a step of 10 mm/event and 5 hours for 
amount and duration respectively, i.e. the first set of events is characterised 
by an amount of precipitation between 0.1 and 10 mm produced within 5 
hours; the events of the second set produce - in the same time (i.e. 5 hours) - 
an amount of precipitation between 11 and 20 mm and so on. The same is 
procedure is followed of increasing the duration with a step of 5 hours and 
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keeping the amount constant. Note that the scale represents the number of 
events registered in 30 years of simulation. 
 
In the past, most of the events do not exceed 130 mm/event but they last a 
long time, up to a maximum of four days (Figure 56 left). By contrast, in the 
future the events will usually last no more than 2-3 days, but they will gener-
ate a higher amount (Figure 56 right). In addition, the model simulates for 
the future a branch of long events of more than two days producing a huge 
amount of precipitation of up to 540 mm/event in the worst case. On the 
other hand, their occurrence is limited to a maximum of 100 cases in 30 
years and thus highly uncertain.  
 
This type of analysis provides more information than a standard probability 
density distribution, where variations within a day can compensate each 
other and thus hide information. The probability distribution on daily data in 
Figure 54 showed no strong difference for intermediate intensities (i.e. 15-50 
mm/day) between past and future. Now Figure 56 (bottom) using the event 
scale shows that differences between past and future also exist within a day 
(i.e. 24 hours in the figure) for these intensities. In particular, there will be a 
decrease in the number of short events with low intensities (0-10 hours with 
0-60 mm/event; in red in Figure 56) accompanied by an increase of events 
lasting 10-20 hours with intensities between 20 and 90 mm/event (in blue in 
Figure 56). The tail of the probability distribution in Figure 54b finds a con-
firmation in Figure 56 with an increase of events above 90 mm/event and 
duration below 25 hours. Figure 56 shows also a strong reduction in the 
number of events longer than 30 hours, not visible in the probability distri-
bution based on daily data. This could be linked to a reduction in large-scale 
precipitation in good agreement with previous findings (Giorgi et al. 2004). 
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Figure 56: Distribution of 
precipitation events depending on 
their duration and total amount at 
2.8 km resolution. The panel show 
the distribution in the recent past 
(top left), near future (top right) and 
the difference between past and 
future (bottom left). The scale 
indicates the number of events 
occurring in 30 years of simulation. 
A very interesting change in the near future is the strong reduction of 14% in 
the total number of events. This decrease confirms the above-mentioned 
trend of longer and more frequent dry periods (Table 14). Moreover, the to-
tal amount of precipitation does not substantially reduce over the valley (on-
ly -300 mm in 30 years), as one might expect given the reduction in the total 
number of events. These findings lead to the conclusion that future precipi-
tation will occur less frequently, the events will be shorter but more intense. 
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The analysis continues investigating how the diurnal cycle of precipitation 
and CAPE will change in the near future, in comparison with the recent past, 
for both spatial resolutions (i.e. 2.8 and 7 km) depending on the hourly 
threshold selected. For each grid point, where the hourly precipitation is 
above the selected threshold, both precipitation and CAPE data are selected 
and used for the calculation of their diurnal cycle. The cases analysed are for 
all hours (Figure 57 top row), wet hours (Figure 57 middle row) and hours 
with precipitation intensities above 5 mm/hour (Figure 57 bottom row). 
Note that at 7 km resolution the data above the higher threshold are sub-
stantially less than at higher resolution; therefore the results should be han-
dled with care because they are highly uncertain.  
 
At both resolutions, the shape of the diurnal cycles is in most of the cases re-
tained in the future, but the intensities can change to some extent. Consider-
ing all hours (Figure 57, top row), the characteristic afternoon and morning 
peaks of 2.8 km resolution will attenuate in the future, while at 7 km the 
maximum will remain unchanged and the decrease will affect the rest of the 
curve. The diurnal cycle of CAPE does not shows any relevant difference be-
tween past and future apart from a slight decrease between 15:00 and 
18:00, more accentuated at higher spatial resolution.  
 
These findings are distorted by the lessening of 2% in the number of dry 
hours (Table 15). In fact, by removing them the above-mentioned future de-
crease in the precipitation intensities at convection-permitting scale disap-
pears (Figure 57, middle left versus top left panel). By contrast, the future 
precipitation becomes more intense at 9:00 and 22:00 at higher resolution, 
while a systematic increase is found at coarser resolution. 
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Figure 57: Diurnal cycle of precipitation (solid line) and CAPE (dashed line) calculated 
considering all hours (top), only wet hours (middle) and precipitation intensity above 5 
mm/hours (bottom) in JJA at 2.8 km (left) and 7 km (right) resolution for recent past 
1971-2000 (pink/light blue for 2.8 km/7 km) and near future 2021-2050 (purple/green for 
2.8 km/7 km). Note that the model outputs precipitation and CAPE respectively every 
hour and every three hours.   
Note that the diurnal cycle of the percentage of dry hours, both in the past 
and future (not shown), has the minima at 3:00 and 15:00 (between 11:00 
and 15:00) at 2.8 km (7 km) resolution in correspondence with the precipita-
tion maxima. At 2.8 km the maximum difference in the percentage of dry 
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hours between past and future is found in the early morning until 7:00 and 
then between 14:00 and 19:00. Thus, the future changes in the number of 
dry hours can justify the alteration of the precipitation pattern, - whether or 
not considering dry hours-  in the early morning and afternoon but not com-
pletely the peaks at 9:00 and 22:00. These peaks are thus probably related to 
future higher intensities or more frequent precipitation during these hours. 
For the simulations at 7 km, the diurnal cycle of the dry hours cannot cause 
the changes in the precipitation diurnal cycle- whether or not considering 
dry hours-  either in the past or in the future.   
 
Focusing on hours with a precipitation above 5 mm/hour (Figure 57, bottom 
row), the findings are very interesting, both for the shape of the diurnal cy-
cles of precipitation in the past and for its change in the future. First compar-
ing the two resolutions in the past (Figure 57, bottom, pink/light blue for 
2.8/7 km resolution), one can immediately notice that 2.8 km has mean pre-
cipitation spanning from 8 mm/h to more than 9.5 mm/h while 7 km never 
exceeds 8.5 mm/hour.  
 
The higher values at convection-permitting scale are due to a better repre-
sentation of hourly precipitation intensities (see Chapter 5 Figure 32). Com-
paring this precipitation diurnal cycle with those above at higher resolution 
(Figure 57, bottom left versus top and middle row, left column), the morning 
peaks disappear, while the afternoon maximum starts one hour later (i.e. 
16:00) and continues until 19:00 when it reaches the maximum intensities. 
Thus, higher precipitation intensities seem to be related with convective ac-
tivities in the afternoon. 
 
Few similarities can be found with coarser resolution; 7 km  also has a maxi-
mum in the afternoon around the same time as 2.8 km, but in addition it 
presents other two peaks around 7:00 and 13:00 (Figure 57, bottom right in 
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light blue). None of the peaks is prominent over the others as with the con-
vection-permitting scale. For the near future, the shape of the precipitation 
diurnal cycle is similar to the past, for both resolutions. However, the after-
noon peak will be weaker and shorter, while there will be an increase in the 
morning precipitation between 2:00 and 6:00, probably linked with large-
scale weather patterns (Figure 57, bottom row). These findings disagree with 
the probability distribution on an hourly basis, which did not show any rele-
vant change between past and future (Figure 55). However, the probability 
distribution for the morning hours (i.e. 00:00 to 11:00) shows an increase in 
precipitation intensities above 5 mm/hours (not shown). Similarly, consider-
ing the hours between 13:00 and 19:00, one can find a slight decrease in 
precipitation intensities above 15 mm/hour (not shown) only at convection-
permitting scale. In fact, at coarser resolution, the opposite signal is found 
with an increase in precipitation intensities above 5 mm/hour. Thus, it is im-
portant not only to consider higher temporal scales for the analysis but also 
consider slices of a day. 
  
Figure 57 also plots the diurnal cycle of CAPE calculated for the hours, which 
are characterized by a precipitation above the selected hourly thresholds. In 
both cases, for thresholds above 0.1 mm/hour and 5 mm/hour, there is a 
good correspondence between high CAPE and the occurrence of convective 
precipitation at 2.8 km, as already seen in Chapter 5.4.2. At this resolution, 
the diurnal cycle of CAPE is not modified in the future either in terms of 
shape or intensities. This, together with a decrease in the higher intensities 
of hourly precipitation between 11:00 and 19:00 (not shown), could mean 
that there will be no strengthening of convective activities in the near future. 
For the Mediterranean regions, Giorgi et al (2004) found that the convective 
precipitation fraction will decrease in future summers, but this effect will be 
counterbalanced by an increase in the amount of atmospheric water vapour 
thus generating higher precipitation intensities on a daily basis. The same 
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hypothesis could be applicable to our case (see increase in integrated water 
vapour in Figure 59). Interestingly, at 7 km resolution, CAPE values are higher 
than at the convection-permitting scale when considering precipitation 
thresholds of 0.1 mm/h and 5 mm/hour. However, these higher values of 
CAPE do not translate into higher precipitation amounts compared to higher 
spatial resolution. This could be linked to the parameterisation of convec-
tion, which to some extent decouples the status of the boundary layer with 
the occurrence of convection (Baldauf et al, 2011).   
 
The precipitation diurnal cycles based on an hourly thresholds, displayed in 
Figure 57, do not account for the durations of the precipitation. A precipita-
tion with low/medium hourly intensities but lasting longer can generate a 
large daily amount, which would not be visible in a diurnal cycle base on an 
hourly threshold. Moreover, calculating the diurnal cycle of CAPE base on 
the hours with a precipitation above a selected threshold (as in Figure 57) 
could be misleading. In fact, CAPE is usually higher before a convective event 
and not necessarily at the moment of its occurrence. Thus, the same type of 
analysis as for Figure 57 is performed, using a precipitation daily threshold. A 
direct correspondence between hourly and daily thresholds does not exist. 
Translating the 5 mm/hours limit on a daily basis by simply multiplying it for 
24 hours would lead to a daily threshold of 120 mm/day, which is extremely 
high (see probability distribution on daily basis in Figure 54). Moreover, it is 
quite unlikely that it rains continuously for 24 hours with the same intensity, 
especially if high. The standard limit to distinguish between precipitation and 
drizzle is 1 mm/day; thus, this is the first selected daily threshold. The sec-
ond, 50 mm/day, is a good compromise between an intense event on a daily 
(see Figure 54) and on an hourly scale (corresponding to a continuous pre-
cipitation with ~2 mm/hour intensity). Figure 58 shows the diurnal cycle of 
precipitation and CAPE for days with precipitation of above-mentioned daily 
limits (i.e. 1 mm/day and 50 mm/day).  
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Figure 58: Diurnal cycle of precipitation (solid line) and CAPE (thick dashed line) calculated 
considering only wet days (top) and with precipitation intensity above 50 mm/day 
(bottom) in JJA at 2.8 km (left) and 7 km (right) resolution for recent past 1971-2000 
(pink/light blue for 2.8 km/7 km) and near future 2021-2050 (purple/green for 2.8 km/7 
km). Shaded areas and light dashed lines indicate the 95% confidence interval. Note that 
the model outputs precipitation and CAPE respectively every hour and every three hours.   
At convection-permitting scale, the precipitation diurnal cycles have a similar 
shape both considering only wet hours (Figure 57 middle row left) and wet 
days (Figure 58 top left), but with lower values for a daily threshold. This is 
related to hourly intensities lower than 0.1 mm/hour that can exist within a 
day. By contrast, CAPE values are higher in Figure 57 than in Figure 58 be-
cause the hours before a convective event are also considered in this case. In 
terms of climate change, the signal is similar to that registered before in the 
case of an hourly threshold of 0.1 mm/h. The 7 km resolution is highly sensi-
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tive to the selection of the threshold. Considering only wet days (Figure 58 
top), the diurnal cycle of precipitation is very similar to the one considering 
all days (i.e. all hours, Figure 57 top right), while it changes substantially 
when considering only wet hours (Figure 57 middle right). This is probably 
linked to the overestimation of lower intensities at this resolution (see chap-
ter 5.4.1). 
 
The analysis now focuses on the comparison between the precipitation diur-
nal cycles at 2.8 km for the upper thresholds of 5 mm/hour and 50 mm/day 
(Figure 57 and Figure 58, bottom rows). For the past, in the latter case (i.e. 
50 mm/day), the precipitation reaches its maximum intensity at 16:00 and 
decreases immediately afterwards, while for the case of the 5 mm/hour 
threshold the precipitation was peaking again at 19:00. These changes indi-
cate that the events at 17:00 and 19:00 are short showers that do not gener-
ate high amounts on a daily basis but have high hourly intensity. Note in fact 
that the diurnal cycle based on an hourly threshold of 5 mm/hour has sub-
stantially higher precipitation intensities than in the case of a daily threshold 
of 50 mm/day. Moreover, the morning maximum has the same intensities as 
the afternoon one when considering a daily threshold. This is related to the 
combination of precipitation intensities and their duration. The morning pre-
cipitation, mainly related to large-scale processes, has usually lower hourly 
intensities but longer duration than convective precipitation. Thus it can 
generate high amounts of precipitation on a daily basis, which are not so ev-
ident when considering an hourly threshold. Thus, the changes in the daily 
threshold would affect the prominence of the morning precipitation in com-
parison with the afternoon maximum (e.g. lower (higher) thresholds than 50 
mm/day would reduce (increase) the morning (afternoon) precipitation in-
tensities in the diurnal cycle.  
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In the future, the precipitation diurnal cycle at 2.8 km simulation calculated 
for a daily threshold of 50 mm/day shows two main changes compared to 
the past (violet line versus pink line in Figure 58, bottom left). First, there is a 
net increase in the morning precipitation, which is most probably related to 
large-scale weather patterns since is also present at coarser resolution. Sec-
ond, the afternoon maximum slightly decreases in intensity and duration. 
Although less evident, these changes were also present in the diurnal cycle 
for an hourly threshold of 5 mm/hour (Figure 57 bottom). Thus they do not 
depend on the selected threshold. It has to be underlined that the above-
mentioned changes are not statistically significant. This could depend on the 
future period selected for the investigation, namely 2021-2050. In this peri-
od in fact the climate change signal is likely to be less strong than at the end 
of the century. Also at coarser resolution, Wagner et al. (2012) found  
that the seasonal changes between past and future were not statistically  
significant.  
 
The CAPE values in the diurnal cycle are much higher when considering a dai-
ly precipitation threshold of 50 mm/day than for an hourly threshold of 5 
mm/hour. The same was also found at convection-permitting scale in the 
comparison between wet days and wet hours (Figure 58 top left and Figure 
57 middle left). In the latter case, the shape of the CAPE diurnal cycle did not 
change when selecting either an hourly or daily threshold. By contrast, using 
a 50 mm/day threshold at the convection-permitting scale causes the maxi-
mum CAPE three hours earlier (i.e. maximum between 12:00 and 15:00 
(Figure 58 bottom left) than in the case of an hourly threshold of 5 mm/hour 
(i.e. maximum between 15:00 and 18:00; Figure 57 bottom left). This shifting 
is not in agreement with the diurnal cycle of precipitation, which has the 
maximum at 16:00. Thus, on the one hand, considering the hours before a 
convective event leads to higher value of CAPE; on the other, considering a 
daily threshold seems to lead to an incorrect diurnal cycle of CAPE due to the 
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inclusion in the calculation of days with high precipitation amount in the 
morning but not in the afternoon (i.e. not related with strong convective 
events). However, this could also depend on the fact that CAPE is output by 
the model every three hours while precipitation is output every hour. The 
diurnal cycles calculated for a precipitation threshold of 50 mm/day from 7 
km simulations are highly uncertain because of the few data available above 
this threshold (see the large confidence interval in Figure 49). Nevertheless, 
it is interesting that 7 km resolution for this threshold provides similar con-
clusions to convection-permitting scale in terms of climate change signal, i.e. 
an increase (decrease) in morning (afternoon) precipitation (Figure 58, bot-
tom right).  
 
The comparison between the two resolutions in terms of climate change sig-
nal continues when considering other atmospheric variables, namely inte-
grated water vapour, temperature and radiation fluxes (Figure 59). Already 
from a first look, one notices that there is no difference in the climate 
change signal between resolutions. Both of them show an increase in the in-
tegrated water vapour of ~2 kg/m2 along with a rise of  ~2 °C in temperature 
in line with previous findings (Giorgi et al. 2004). Philipona (2005) found that 
changes in the former are strongly connected with changes in the latter, with 
regions of warming experiencing increasing moisture and vice versa. The 
changes in both temperature (Figure 60) and integrated water vapour (not 
shown) show higher values in the Rhine valley. The simulations show a slight 
increase (decrease) in shortwave (longwave) net radiation. Note that the 
longwave radiation has a negative sign and thus to increase in the future, its 
value should become more negative. These latter changes seem to depend 
upon the rise in direct radiation. In turn, this is linked with the reduction of 
more than 5% in cloud cover, which is particularly relevant for low and me-
dium clouds (Figure 61). Giorgi et al. (2004) suggested that the reduction in 
cloudiness depends on an enhancement of the precipitation efficiency (i.e. 
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the ratio of precipitation over the total cloud water column). Longer and 
more frequent dry periods will likely lead to a drier soil condition, which 
could explain the irrelevant differences in evapotranspiration between past 
and future (not shown); this hypothesis would need further investigation. 
 
 
Figure 59: All the panels show the diurnal cycles for EC2.8_past (pink), EC2.8_fur (purple), 
EC7_past (light blue) and EC7_past (green) in JJA. The variables shown are respectively: 
panel a, integrated water vapour; panel b, temperature at 2 m from the surface; panel c, 
averaged surface net shortwave and longwave radiation (solid and dashed line 
respectively). Note that radiation is positive when directed downward. Panel d represents 
the surface shortwave radiation components for both diffuse (solid line) and direct 
(dashed line). 
Analysis of climate change signal in higher versus coarser spatial resolution 
146 
 
La
tit
ud
e 
 
 Longitude Longitude 
Figure 60: Spatial distribution of daily mean temperature at 2 m in summer for the recent 
past 1971-2000 (left) and near future 2021-2050 (right) at 2.8 km resolution. The contour 
lines represent the orography of the area. 
 
Figure 61: Diurnal cycle of 
cloud cover for total 
(CLCT, top panel), medium 
and low (CLCM and CLCL, 
middle panel), and high 
cloud (CLCH, bottom 
panel) in JJA for recent 
past 1971-2000 and near 
future 2021-2050 at 2.8 
km and 7 km resolution; 
colours according to the 
legend. 
LST [h]  
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6.5. Summary and conclusion 
This chapter investigated the climate change signal at convection-permitting 
scale for the investigation area around Weiherbach. The first goal of this 
chapter was to determine if higher resolution simulations provide a climate 
change signal in line with coarser simulations. The second was evaluating if 
and to what extent increasing spatial scale can bring additional information 
on future changes in the precipitation pattern and eventually the reasons 
leading to them. In this context, the ECHAM5 model is used to force two cli-
matological model simulations of 30 years in the recent past (1971-2000) 
and near future (2012-2050), at 7 km and 2.8 km resolution. The comparison 
between the two resolutions considers both winter and summer, when the 
climate change signal is more evident (Feldmann et al. 2012; Giorgi et al. 
2004). However, a more detailed investigation is performed for the summer 
time since this is the period of the year when the added value of convection-
permitting scale becomes evident (Fosser et al. 2014) and the climate 
change signal is more heterogeneous (Feldmann et al. 2012).  
 
Before investigating the climate change signal, the effects of the change in 
the forcings (i.e. from ERA40 driven to ECHAM5 driven simulations) are eval-
uated for the period 1971-2000 at both resolutions. Consistent with previous 
findings by Berg et al. (2012) and Feldmann et al. (2008), ECHAM5 driven 
simulations highly overestimate the number of wet days especially in winter, 
which causes a strong bias in daily mean precipitation especially at coarser 
resolution. The probability distribution of daily precipitation intensities 
shows that the model is not sensitive to the change of the forcing in winter, 
while in summer differences can be found mainly at higher resolution. On an 
hourly basis, the use of ECHAM5 as forcing data leads to an underestimation 
of higher intensities compared to ERA40 driven simulations especially in win-
ter and at higher resolution. This underestimation seems to have the strong-
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est impact on erosion modelling. Using CATFLOW-SED model, Antonetti 
(2013) found that using ECHAM5 driven simulations, instead of ERA40 driven 
ones, leads to an underestimation of soil erosion by 20%. Similar results 
were found with the LISEM erosion model (personal communication with 
Mrs Kempf from GEOMER GmbH; De Roo et al. 1996). 
 
Compared to the HYRAS dataset, ECHAM5 driven simulations present in win-
ter a similar cold bias limited to 1 K. In summer, higher resolution reduces 
the cold bias of coarser resolution by ~2 K. This is in contrast with previous 
literature stating that downscaling ECHAM5 driven simulations from 50 km 
to 7 km does not modify the magnitude of the initial bias (Berg et al. 2012). 
Most probably this difference in the findings is due to different treatment of 
deep convection at 7 km and 2.8 km. Switching off the convective parame-
terization at convection-permitting scale reduces the overestimation in cloud 
cover affecting coarser resolution (Fosser et al. 2014; Will and Woldt 2009), 
and thus could lead to a better representation of daily mean temperature. 
 
In winter, the climate change signal at convection-permitting scale projects 
an increase in the number of dry days. Moreover, the Rhine valley will expe-
rience longer dry periods while their frequency is projected to rise by 5% uni-
formly over the whole Weiherbach area. This drier climate will be accompa-
nied by a warming of 1-2 °C, likely due to the forcing over most of the inves-
tigation area.  The future increase in the intensities above 5 mm/day leads to 
an increase of ~2mm/day in daily mean precipitation especially over the hilly 
areas when considering only wet days. On an hourly basis, the simulations 
project a strong increase in precipitation intensities above 2 mm/hour, which 
seems to occur mainly around midday.  
 
In summer the simulations in high resolution project an increase in the num-
ber of dry days (+4%) as well as in the length and frequency of the dry peri-
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ods, in line with previous literature (Feldmann et al. 2012; Wagner et al. 
2012). These trends will affect more the foothills of the Black Forest, where 
the number of dry period will increase by 30%. The probability distribution of 
daily precipitation shows a decrease in medium intensities (i.e. 4 - 15 
mm/day) and an increase in intensities above 50 mm/day in good agreement 
with previous literature on coarser resolution (Feldmann et al. 2012). How-
ever, the spatial distribution of heavy and very heavy precipitation days 
seems to change in the near future, with an increase of them in the valley 
and an opposite trend over the hills above 500 m. The probability distribu-
tion of hourly precipitation intensities shows almost no differences between 
past and future especially for intensities above 17 mm/h. This underlines the 
importance of the selection of the temporal scale used to investigate the 
climate change signal.  The event base analysis projects a decrease in short 
events with low intensities (0-10 hours with 0-60 mm/event) and an increase 
in those with intensities between 20 and 90 mm/event and lasting between 
10 and 20 hours. Moreover, events longer than a day will reduce substantial-
ly. In addition, the climate change signal projects a reduction of 14% in the 
total number of precipitation events for the near future, compatible with the 
above-mentioned increase in dry days and periods. Thus, in future summers 
the precipitation will occur less frequently; the events will be shorter but 
more intense.  
 
An analysis of the climate change signal is performed considering the diurnal 
cycle of precipitation for different hourly and daily thresholds. The most rel-
evant future change appears when calculating the diurnal cycle for days with 
a precipitation above 50 mm considering higher hourly and daily precipita-
tion thresholds in the calculation of the diurnal cycle. Selecting days with a 
precipitation above 50 mm/day, the ECHAM5 driven models project an in-
crease in the morning precipitation (i.e. between 2:00 and 14:00) probably 
linked to future changes in the large-scale weather patterns. The same 
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trend, but less evident, is also present with the hourly threshold of 5 
mm/hour). The projections at 2.8 km show a decrease in the afternoon pre-
cipitation and CAPE, with no relevant changes in magnitude compared to the 
recent past. Thus, it seems that there will be no strengthening of the after-
noon convective processes in the near future.  
 
Both resolutions shows an increase in the integrated water vapour of  
~2 Kg/m2 along with a rise of  ~2 °C in temperature in line with previous find-
ings (Giorgi et al. 2004). The warming affects mainly the Rhine valley, where 
the increase in humidity is more relevant. Shortwave net radiation is pro-
jected to slightly increase due to a rise in direct radiation, which in turn is 
linked with the reduction of more than 5% in cloud cover, especially at low 
and medium height.  
 
In most of the cases, higher and coarser resolutions agree well on both the 
climate change signal and the relative magnitude of the changes, although 
they differ in absolute values. The only disagreement between resolutions in 
terms of climate change signal is found for the probability distribution of 
hourly precipitation between 13:00 and 19:00 in summer. Differences be-
tween resolutions remain in representation of the diurnal cycle of precipita-
tion, CAPE and cloud cover. Although the latter differences are related to the 
possibility to resolve convection at 2.8 km, to have the diurnal cycle of pre-
cipitation correctly represented, at least in its shape, for the right reasons, 
makes the convection-permitting scale more reliable for investigating the 
climate change signal. 
 
  
7. Final conclusion and outlook 
The Fifth Assessment Report (AR5) of the Intergovernmental Panel on Cli-
mate Change made clear the consequences of the climate change and un-
derlined the importance of adaptation strategies to deal with it (IPCC 2013). 
In this context, the KLIWA project “Bodenabtrag durch Wassererosion in 
Folge von Klimaveränderungen” aims to determine future soil erosion using 
climate modelling results for feeding erosion models. For this purpose, GCMs 
are too coarser and large uncertainties on the future climate remain for Cen-
tral Europe (Christensen et al. 2007). RCMs can help to bridge the gap be-
tween coarse climate change information from global models and infor-
mation needed at much higher resolution in certain region. However, at the 
moment, the highest spatial scale reached by most climate simulations is 7 
km, which is still too coarse to simulate a process acting on small spatial and 
temporal scales like soil erosion (i.e. approx. 1km and < 1hour). Moreover, 7 
km resolution shows strong deficiencies in the representation of convection, 
which is responsible for some of the most damaging weather phenomena 
(Brockhaus et al. 2008; Dai 2006; Dai and Trenberth 2004; Yang and Slingo 
2001). Literature on model simulations in NWP mode proves that convec-
tion-permitting scale could be a viable way to have more reliable infor-
mation for both past and future (Baldauf et al. 2011; Grell et al. 2000; 
Hohenegger et al. 2008; Lean et al. 2008; Mass et al. 2002; Miura et al. 2007; 
Richard et al. 2007; Schwartz et al. 2009; Weusthoff et al. 2010).  
 
In this context, this research aims to achieve a deeper understanding of con-
vection-permitting scale for simulations on climate scale (i.e. 30 years) and 
the benefit it can bring compared to coarser resolution. After defining the 
optimum model configuration to run long-term simulations at convection-
permitting scale, this thesis analyses how the higher and coarser resolution 
represent convective precipitation and the atmospheric leading to it. The 
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climate change signal is then investigated at both resolutions to see if higher 
spatial scale can bring some additional information compared to coarser 
resolution. 
 
The study focuses on the state of Baden-Württemberg in southwestern 
Germany with particular attention to the Weiherbach catchment, which has 
a high erosion risk. COSMO-CLM is used for the simulations and the HYRAS 
dataset as well as 45 measurement stations operated by DWD, for validation 
of the precipitation field.  
 
Modelling at convection-permitting scale is highly computationally expensive 
in terms of both time and memory space required. Thus, a set of sensitivity 
studies at 2.8 km resolution was performed with the CLM model driven by 
ERA40 reanalysis data in order to determine the optimum simulation domain 
and model configuration for convection-permitting scale simulation. The 
analysis shows that a too small domain leads to an underestimation of the 
number of wet days and of heavy precipitation days. A more frequent up-
date of the boundary conditions leads to a strong increase in the number of 
wet days and in the heavy precipitation, generating a remarkable excess of 
precipitation in the early morning. Moreover, modifications of the model’s 
internal settings can lead to a wrong representation of physical processes re-
lated to convective precipitation. Those errors appear only at hourly resolu-
tion but they are hidden by the coarser temporal scale. Thus, it is of crucial 
importance to increase temporal scale together with the spatial scale to 
evaluate correctly the benefit of convection-permitting scale and thus avoid 
wrong conclusions.  
 
Several studies proved the added value of convection-permitting scale in 
NWP mode or for seasonal simulations in climate mode (e.g. Prein et al 
2013; Hohenegger et al. 2008), but none was performed on a climate scale. 
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In this context, 30 years at both a 7 km and a 2.8 km resolution were simu-
lated with CLM to investigate the benefit of convection-permitting scale ver-
sus coarser resolution in the representation of the precipitation statistics 
and of convection. The results show that convection-permitting scale pro-
vides a representation of the diurnal cycle of precipitation in good agree-
ment with observations, thus overcoming the well-known limitations of 
coarser resolution (e.g. Brockhaus et al. 2008). The improvement is linked to 
a more consistent representation of the atmospheric conditions leading to 
deep convection thanks to the possibility of switching off the parameterisa-
tion of deep convection at this spatial resolution. In addition, hourly statistics 
at higher resolution are very close to observations. On the other hand, con-
vection-permitting scale simulation shows a problem on daily temporal scale 
due to the clustering of low intensities precipitation in too large events. 
Most probably this problem is also present at 7 km but hidden by the under-
estimates of hourly statistics. In winter, the dominance of large-scale circula-
tion could explain the strong underestimation of dry days affecting both  
resolutions.  
 
The ability of convection-permitting scale of correctly simulating precipita-
tion on an hourly basis is of crucial importance for erosion models, which are 
more sensitive to heavy precipitation than to long durations (Antonetti 
2013). In fact, 7 km resolution presents insufficiently strong events to gener-
ate erosion, while 2.8 km allows reaching a better agreement with observa-
tional data from field campaigns, at least for the Weiherbach area (Mrs 
Kempf, GEOMER GmbH, personal communication, April 17, 2013). Moreo-
ver, the possibility to have a correct simulation of the diurnal cycle for the 
right reasons allows a more sound analysis of the changes in precipitation 
extremes in the near future. 
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Feldmann et al. (2012) found that the climate change signal for precipitation 
over southwestern Germany is highly heterogeneous especially in summer. 
In this context, it was investigated if and to what extent convection-
permitting scale and higher temporal resolution can clarify the climate 
change signal for this area and provide a better basis for effective adaptation 
strategies on the national scale. The ECHAM5 model is used as forcing for 
two RCM simulations of 30 years in the recent past (1971-2000) and near fu-
ture (2012-2050), at 7 km and 2.8 km resolutions. Besides wet bias, especial-
ly relevant in winter for coarser resolution, the change of the forcing causes 
an underestimation of the higher intensities of hourly precipitation. The dif-
ferent clustering of hourly precipitation on event basis change seems to have 
a strong impact on erosion modelling, generating underestimation of soil 
erosion up to 20% (Antonetti 2013;  Mrs Kempf, GEOMER GmbH, personal 
communication, June 27, 2013). 
 
In terms of the climate change signal, the findings are mainly in line with 
previous literature and thus only the main differences are reported here. The 
probability distributions for daily and hourly scale provide opposite climate 
change signals, proving yet again that coarser temporal scale is not sufficient 
when dealing with high spatial resolution. Event base analysis is found to be 
a good methodology to bridge the large temporal gap between daily and 
hourly resolution. In this context, the convection-permitting simulations pro-
ject a decrease in the number of short events with low intensities (0-10 
hours with 0-60 mm/event) and an increase of those lasting between 10 and 
20 hours with intensities between 20 and 90 mm/event. Moreover, events 
longer than 30 hours will reduce substantially in the near future. The total 
number of events will decrease by 14% in the near future and there will be a 
strengthening of the dry periods both in frequency and length. In addition, 
ECHAM5 driven models project an increase in mean precipitation between 
2:00 and 14:00 for days with a precipitation above 50 mm, probably linked to 
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an intensification of large-scale weather patterns. The analysis projects no 
relevant changes for convective precipitation or even a decrease. In general, 
convection-permitting and coarser resolutions do not diverge in the sign of 
the climate change over the investigation area and also the magnitude of the 
relative changes between past and future is similar between resolutions. Dif-
ferences between resolutions remain in representation of the diurnal cycle 
of precipitation, CAPE and cloud cover but they are related to the possibility 
of switching off the parameterisation of convection at 2.8 km.  
 
Concluding, this doctoral research showed that convection-permitting scale 
brings important benefit when one is interested in studies on convection, ex-
treme precipitation or detailed spatial representations of precipitation fields 
as input for further assessment models. Most probably the added value 
would also appear clearly when investigating the climate change signal if an 
increase in the hourly precipitation intensities or in convective activities was 
projected into the future.  
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8. APPENDIX: First experience with 1 km spatial 
resolution  
Within the KLIWA project “Bodenabtrag durch Wassererosion in Folge von 
Klimaveränderungen”, ECHAM5 driven simulations at 2.8 km resolution were 
downscaled at 1 km resolution with COSMO-CLM to be used as input for the 
erosion model LISEM. The purpose of this appendix is to determine the dif-
ferences between 1 km and 2.8 km resolution in the representation of the 
precipitation field. Previous research proved that 2.8 km improves the prob-
ability distribution of hourly precipitation and the representation of more ex-
treme precipitation events compared to coarser resolution (Fosser et al. 
2014; Prein et al. 2013). Moreover, the shape of the precipitation diurnal cy-
cle in summer is closer to the observations thanks to a more consistent rep-
resentation of the atmospheric fields related with convection (Fosser et al. 
2014). The added value of 2.8 km resolution is mainly due to the possibility 
of switching off the parameterisation of deep convection. Thus, 1 km resolu-
tion is also likely to represent correctly the hourly precipitation since the 
model at this resolution, as at 2.8 km, resolves deep convection. However, 
not much is known about 1 km resolution. Moreover, evaluating 1 km versus 
2.8 km resolution can help understanding the findings of LISEM simulations.  
 
Figure 62 shows in yellow solid (dashed) frame the investigation (simulation) 
domain for this resolution. The model internal settings are the same as for 
the simulations at 2.8 km resolution. The comparison between the two reso-
lutions focuses on the investigation area around Weiherbach and it is based 
on three summers, namely 1985, 1996, and 1997, during which extreme pre-
cipitation events occurred. To compare the model outputs on equal terms, 
the simulations are remapped on a common 2.8 km grid according to the 
method by Jones (1999). 
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Figure 62: Map of southern part of Germany showing the simulation domain at 2.8 km 
resolution (green box) and the standard investigation area (black frame). The yellow solid 
(dashed) frame is the investigation (simulation) domains at 1 km resolution.  
For this analysis, observations are not used here; however, Chapter 6.3 vali-
dated ECHAM5 driven simulations at 2.8 km resolution against observations 
for the recent past (1971-2000). The main results are summarised in Table 
16. Knowing the failure of 2.8 km compared to observations can help under-
standing whether the differences between 2.8 km and 1 km are an im-
provement or not.  
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Table 16: Summary of the comparison between observations datasets and simulation at 
2.8 km driven with ECHAM5 for the recent past (1971-2000) in JJA over the investigation 
area around Weiherbach. 
Bias maps Overestimation of daily mean precipitation by 15-30%  both when all days and only wet days are considered 
Percentage of dry days 
and dry hours  Underestimated by 2% and 6% respectively 
Probability distribution  
on daily basis 
strong underestimation of low intensities  
(below 4 mm/day) overestimation of intermediate  
and higher intensities (above 15 mm/day) 
Probability distribution  
on hourly base Underestimation of higher intensities 
Precipitation  
diurnal cycle 
correct representation of the shape of the precipitation  
diurnal cycle but overestimation of the amplitude 
 
Figure 63 shows the spatial distribution of daily mean precipitation in sum-
mer at 1 km (left) and 2.8 km (right). When all days (Figure 63 top) are con-
sidered, 1 km resolution reduces mean precipitation uniformly over the in-
vestigation area, while the reduction concentrates mainly over the Black 
Forest if selecting only wet days (Figure 63 bottom). Since the 2.8 km resolu-
tion tends to overestimate precipitation by 15-30% compared to the HYRAS 
dataset (Table 16), the above-mentioned reduction at 1 km resolution can be 
seen as an improvement compared to 2.8 km resolution.  
 
Table 17: Percentage of dry days and dry hours for the model simulations in summer (top 
row). 
 
 
 
 
Percentage of 1 km 2.8 km 
Dry days 67 % 63 % 
Dry hours 88 % 87 % 
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Figure 63: Spatial distribution of summer daily mean precipitation for 1 km (left) and 2.8 
km resolution (right), when all days (top) and only wet days (bottom) are considered. The 
contour lines represent the orography of the area. 
The percentage of dry days at 1 km is ~6% more than for the simulation at 
2.8 km, which in turn is underestmating dry days by 2% compard to HYRAS 
(Table 17).  The probability distribution  of daily intensities in Figure 64 
shows that 1 km compared to 2.8 km resolution has higher lower intensities 
(below 3 mm/day) and lower medium intensities between 3 and ~15 
mm/day. Precipitation above the latter threshold has higher probablitity at 1 
km than at 2.8 km resolution. Thus, 1 km resolutions improve the 
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representations of daily precipitation  below 15 mm/day while it 
overestimates the intensities above this threshold (see Table 16). 
 
Compared to observations, the 2.8 km simulation represented well most 
hourly precipitation, but it underestimated higher intensities (Table 16). The 
probability distributions on an hourly basis for 1 km and 2.8 km resolutions 
are very similar (not shown). The difference between them that is likely to 
affect erosion modelling the most concerns the higher intensities. Those are 
underestimated by 1 km resolution in comparison with 2.8 km resolution 
and thus with observations. 
 
Lower maximum intensities at 1 km, together with an increase in the  
percentage of dry hours, lead to a reduction in the amplitude of the diurnal 
cycle of precipitation (Figure 65). The shape of the precipitation diurnal cycle 
is retained at higher resolution since both resolutions do not parameterise 
deep convection. This is crucial for erosion modelling as it guarantees that 
precipitation occurs on average at the right time.  
 
Concluding, 1 km resolution generally agrees very well with 2.8 km resolu-
tion especially in terms of timing of the precipitation. Nevertheless, very 
higher spatial resolution tends to underestimate higher precipitation intensi-
ties on an hourly base compared to 2.8 km resolution and this could lead to 
an underestimation of soil erosion. 
 
APPENDIX: First experience with 1 km spatial resolution 
162 
 
Figure 64: Probability distribution of summer daily precipitation. Note the logarithmic 
vertical axis.  
 
Figure 65: Diurnal cycle of summer precipitation for 1 km (light blue) and 2.8 km (pink).  
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Acronyms 
CAPE Convective Available Potential Energy 
CIN Convective Inhibition 
COSMO-CLM  
(abbreviated in 
CLM) 
COnsortium for Small scale Modelling 
model—in CLimate Model 
DJF Winter season (i.e. December-January-February) 
DWD 
Deutscher WetterDienst  
(German weather service) 
EL Equilibrium Level 
GCMs Global Circulation Models  
IPCC  Intergovernmental Panel on Climate Change 
JJA Summer season (i.e. June-July-August) 
LCL Lifted Condensation Level 
LFC Level of Free Convection 
LST Local Standard Time 
NWP Numerical Weather Prediction 
RCMs Regional climate models 
REGNIE 
REGionalisierung der NIEderschlags- 
höhen (Eng. regionalised precipitation 
amount) 
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Most regional climate models fail in representing convective precipitation, 
which is responsible for some of the most damaging weather phenomena, 
like heavy rainfall, large hail, and tornadoes. The parameterisation of convec-
tion is known to be a major source of uncertainty and errors as the misrep-
resentation of the diurnal cycle of summer precipitation. Increasing spatial 
resolution to the so-called convection-permitting scale allows switching off 
most of the convective parameterisations. Several studies prove the benefits 
of this spatial scale, but none of them is available on climatological time-scale 
(i.e. 30 years). This research bridges the gap between the numerical weather 
forecast knowledge on convection-permitting scale and real climate scale. 
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