Abstract-In the field of pattern recognition, the traditional supervised learning methods and unsupervised learning methods are not always suitable for the practical applications. In some applications, the data obtained is neither no-information-given nor all-information-given. In addition, the data obtained usually contains some noises due to many interference factors in practical collection procedure and these noises are of great influence on the traditional clustering methods. In order to overcome the two problems mentioned above, based on the classical Maximal Entropy Clustering (MEC), we propose a semi-supervised MEC algorithm based on the maximized central distance and the compensation term for membership, i.e., CMsSMEC algorithm. The experimental results on benchmarking UCI data sets show that it has a better performance than the traditional unsupervised clustering method.
I. INTRODUCTION
In the field of pattern recognition, data mining methods generally contain supervised learning methods and unsupervised learning methods. The traditional supervised learning methods is usually classified into the field of classification. The famous algorithm is the model of SVM and its related improved models [1] [2] . In this study, the unsupervised learning method is focused on. The clustering technique is the main method of unsupervised learning, such as the classic k-means algorithm [3] [4] [5] [6] and the FCM algorithm [7] [8] [9] [10] [11] [12] . In 1995, a novel clustering algorithm called maximum entropy clustering algorithm (MEC) is proposed by fuzzy clustering technology [13] . The MEC has more clear physical meaning with concise mathematical expression compared woth the previous clustering algorithms. However, there still exit some respective problems in the MEC algorithm and other related improved algorithms. Since all known data information in the data collection process is not adequate, it makes the classification method wait for the processing of the data information adequate for modeling. As well known, the clustering algorithm does not need to know the sample information, such as the data labels. Therefore, when we face the above data mining task, the clustering algorithm is more adaptive than classification algorithm. Especially in the initial stage of data analysis, the data scale is very small and the data information is also very limited. The clustering algorithm can be used to process this situation, but the traditional clustering algorithms also ignored the limited known information which is very significant during the data analysis process.
Through the above analysis, unsupervised clustering algorithm which is more efficient to process data in the initial processing is used as the natural model in this study. And a specific clustering algorithm called MEC algorithm is studied. In recent years, some improved MEC algorithms have been proposed, such as MECA algorithm [14] , FBACN algorithm [15] . Although these related works have some good practical values within a certain range of applications, they still belong to field of the unsupervised learning. Therefore, they do not use the known information effectively. In such scene, we propose a new compensation term of membership for the classical MEC. On the other hand, there must be some interference-information in the known data information obtained for the real-world environment, and the interference-information will affect the final clustering result. Therefore, a new mechanism of maximized central distance is proposed to maximize the distances of different cluster centers. It will weaken the impact of interference-information. By introducing these two novel items into the traditional MEC algorithm, we propose a robust semi-supervised MEC clustering algorithm based on maximized central distance, i.e., CM-sSMEC algorithm. The algorithm not only can effectively utilize the existing sample information, but also weaken the influence of interference information, which can effectively enhance the anti-interference ability of the algorithm.
II. RELATED WORK

A. Basic Principle Described of MEC Algorithm
, the objective function of the classic MEC algorithm is as follows: 1, 2, , ; 1, 2, , .
B. The Algorithm of MEC
The algorithm of MEC can be described as follows.
Input:
Given a dataset
, with the number of samples N .
Initialize: Set the clustering number C , the maximal number of iterations M , threshold ε , parameter γ ; randomly initialize membership matrix ( ) t U and set t =1,1 t M ≤ ≤ .
Iteration： 1
Step : Compute the cluster center ( 1) t + V by (2). 2
Step : Compute the partition matrix ( 1) t + U by (3). 3
Step : Repeat step 1 to step 2, until the termination criterion is satisfied.
Output: Output the partition matrix U and the cluster center V .
C. Motivation Question1 (The low utilization rate of the sample information):
In the real-world, we can only obtain a small amount of sample information, neither noinformation-given nor all-information-given. In this case, the unsupervised traditional MEC algorithm ignores the known information, as shown in Fig.1. In Fig.1 , the colored part represents the known information, the red color and blue color represent different classes respectively. How to effectively use the known information is becoming the focus of attention. 
Question2(The presence of interference of known information):
Due to the weak anti-interference ability of the current sensor, the collected samples usually contain noise, which indirectly causes the interferenceinformation in the known information. Generally, the interference-information is defined as misclassified sample information. For example, sample x should belong to Class A, but the information obtained is assigned to Class B, as shown in Fig.2 . Therefore, if this information is directly used into the clustering procedure the final result will be serious interferential. For the lower utilization of known information (question 1), through the introduction of the compensation term to the membership the problem of low utilization of sample information will be solved. The structure form of the compensation term is as follow：
where the membership ij μ is unknown and ˆi j μ is known which plays a supervisory role. ˆi j μ =0 represents the label of sample ij x is unknown.
Meanwhile, for the problem of the known information with interference (question 2), in order to avoid the known information attracting the cluster centers overlapping, we introduce the maximum center item to maximize between-cluster separation, which will weaken the impact of noise-points. The objective function of maximum center item is defined as follows. 
By introducing (4) and (5) into the MEC algorithm, the new objective function is presented as follows:
s.t.
The symbolic meanings of the above equation are defined in Table I. interference information 
A. Iterative Parameter Derivation
Minimizing the objective function by Lagrangian optimization, the updating equations of membership and cluster center can be expressed by Eqs. (7) and (8), respectivel. 
Initialize:
Set the clustering number C , the maximal number of iterations M , threshold ε , parameter γ ; randomly initialize membership matrix ( ) t U and ( ) t V ; set the number of the initial iteration t =1，and the maximal iteration number M . Given the known membership matrix Û and he coefficient of center maximization item η , 0 1 η < < ）.
Iteration： 1
Step : Compute the cluster center matrix ( 1) t + V by (7). 2
Step : Compute the partition matrix ( 1) t + U by (8). 3
Step : Repeat step 1 to step 2, until the termination criterion is satisfied. Output: Output the partition matrix U'and the cluster center V '.
IV. EXPERIMENT
In this section, the proposed CM-sSMEC algorithm has been evaluated on several benchmarking UCI datasets. Two metrics, the rand index (RI) and the normalized mutual information (NMI) are used for evaluating the performance of the proposed CM-sSMEC algorithm. we compare the experimental results of several related algorithms, inclusing FCM, MEC and semi-supervised sSFCM [16] . 
Index
Computational formula NMI [9] , , 1 1
Both RI and NMI take the value within the interval between 0 and 1. The higher the values, the better the clustering performance. The experimental environment are shown in Table III . We fix the parameters used in our experiments as follows: the maximal number of iterations 
A. UCI Datasets
The ability to use known information of the proposed algorithm has been evaluated and compared with four clustering algorithms using two UCI datasets of Iris and wine (The specific description of the two data sets are shown in Table IV ). In this experimental part, the proportions of the known sample information are 1%, 5%, 10%, 20% and 50%, respectively. Specific results are shown in Table V . The experimental results of Table V indicate that the proposed algorithm can efficiently use known information to guide learning. With the increasing known information, the advantages of the proposed algorithm become more obvious. When the known information is accounted for 50% of the total amount of data, the clustering accuracy of the proposed algorithm is nearly 100%. The above observation is consistent with the actual situation. As we know, the guidance role is not obvious when the known information is limited, while when the known information is sufficient, the clustering problem has actually become a classification problem. We find that the only difference between clustering and classification is the size of the amount of known information received prior to the model. Data analysis problem is transformed into clustering problem in the face of a very small amount of known information. On the other hand, we also find that regardless of the known information is 1% or 50%, this information always can play a positive role in the clustering algorithm, and greatly enhance the accuracy of the algorithm. This study has effectively used this known information, and thus the accuracy of the proposed algorithm has be improved obviously than the other algorithms. 
B. Experimental Analysis of Noise Immunity
In order to validate the anti-interference of the proposed algorithm, experiment analysis has been conducted on the two data sets with the rate of known information is 20% and the interference information (noise) is respectively 1%, 5%, 10%, and 20%. The detailed results are as shown in Table VI . The experimental results show that the proposed algorithm is more robust in the face of data containing the interference information. With the increase of the interference information, the accuracy of the proposed algorithm has a smaller downward trend, but the decline is less than the increase of the interference information. It can be seen from the experimental result of Wine, the interference information increasing from 1% to 20%, and the accuracy of NMI index only fell from 92.94% to 89.77% with a decrease of about 3%. The above analysis shows that the proposed method has a good anti-interference capability.
V. CONCLUSIONS
In order to solve the weaknesses of the traditional cluster analysis methods that the known information for data analysis is not used well, the CM-sSMEC algorithm is proposed by integrating a new compensation term of membership and maximized the central distance into the classic MEC algorithm. Experimental results on Iris and Wine datasets show that the proposed method is better than the traditional clustering methods. It can not only effectively use known information to guide learning, but also to reduce the impact of interference information on clustering accuracy, thus making the CM-sSMEC algorithm more applicable in the practical application.
