Today the favored explanation for the evolution of language seems to lie in the field of social intelligence. According to this view, language developed as a social glue: the primary selective pressure being the binding together of the early hominids in large groups, with gossip substituting costly grooming as the main mechanism of social interaction and cohesion (Dunbar, 1998) . Nevertheless, advancing the argument that, taking language away, human social life may not be more complex than those of chimpanzees and bonobos, Calvin & Bickerton (2000) have championed the viewpoint that the selective pressures for language must have come from the brute exigencies of survival, e.g., hunting, food gathering and predator detection, rather than from human social life. Here we build on this proposal by considering these elementary survival needs as problems to be solved by the (artificial, in our case) organisms and ask how and whether communication can improve the performance of the individual organisms to solve a specific problem. This approach is in line with the seditious view of language as the cause of our species becoming more intelligent rather than that language being an inevitable consequence of greater intelligence.
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The specific task we consider in this contribution is the differentiation problem, i.e., how organisms develop a more detailed knowledge of their surroundings. In particular, we address the problem of the "true" number of objects in the world, which is described as follows. We assume that the world contains a certain number of objects, e.g., points on a single axis or sets of points drawn from a Gaussian distribution, and that the organisms are endowed with a categorization system inspired in the modeling field theory (MFT) approach (Perlovsky, 2001 ) that, in principle, enables them to distinguish, through the creation of internal representations or concepts, those objects. At the beginning each organism starts with a single concept-model -a modeling neuronal field chosen randomly -which then becomes associated to a specific object or group of objects. The organisms then exchange information -the values of their models or, alternatively, signs (words) associated to those models -which prompt them to create new concept models and finally to identify unambiguously all objects. We discuss the trade-off between the number of objects and the number of organisms needed to achieve perfect categorization.
In doing so we demonstrate that categorization is better (in the sense that all objects are identified) and faster when communication is allowed.
This formulation allows us to go beyond the simplistic view of language as a mapping between objects in the real world and words (or, alternatively, between conceptual representations -meanings -and words) that underlies most of the simulation models on the evolution of language. In fact, since de Saussure it is known that there are at least two mapping operations between the real world and language: first our sense perceptions are mapped onto a conceptual representation, and then this conceptual representation is mapped onto a linguistic representation (Bickerton, 1990) . The importance of the incorporation of this second hierarchy level in models for language evolution is the fact that linguistic representations can help creating conceptual categories , which may aid in coping with the external world. Another approach, that also shows the benefit of language to solve tasks that require the coordinated action of distinct agents, is the Predator-Prey Pursuit Problem (see, e.g., Jim & Giles, 2000) . However, rather than provide additional support to this hardly surprising finding, our aim here is to verify the emergence of improved structure in combined categorization and communication abilities when the more realistic two-steps mapping between objects and words is implemented through the MFT formalism.
