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Abstract
The principle of optimism in the face of uncertainty is one of the most widely used and
successful ideas in multi-armed bandits and reinforcement learning. However, existing optimistic
algorithms (primarily UCB and its variants) are often unable to deal with large context spaces.
Essentially all existing well performing algorithms for general contextual bandit problems rely on
weighted action allocation schemes; and theoretical guarantees for optimism-based algorithms
are only known for restricted formulations. In this paper we study general contextual bandits
under the realizability condition, and propose a simple generic principle to design optimistic
algorithms, dubbed “Upper Counterfactual Confidence Bounds” (UCCB). We show that these
algorithms are provably optimal and efficient in the presence of large context spaces. Key
components of UCCB include: 1) a systematic analysis of confidence bounds in policy space
rather than in action space; and 2) the potential function perspective that is used to express the
power of optimism in the contextual setting. We further show how the UCCB principle can be
extended to infinite action spaces, by constructing confidence bounds via the newly introduced
notion of “counterfactual action divergence.”
1 Introduction
1.1 Motivation.
Algorithms that rely on the “optimism principle” have been a major cornerstone in the study of
multi-armed bandit (MAB) and reinforcement learning problems. Roughly speaking, optimistic
algorithms are those that choose a deterministic action at each round, based on some optimistic
estimate of future rewards. Perhaps the most representative example is the celebrated Upper
Confidence Bounds (UCB) algorithm and its many variants. Popularity of optimistic algorithms
stems from their simplicity and effectiveness: the analysis of UCB-type algorithms are usually more
straightforward than alternative approaches, so they have become the “meta-algorithms” for more
complex settings. They are also often preferable to weighted allocations among actions because
of the ability to discard sub-optimal actions and achieve superior instance-dependent empirical
performances.
Despite their prevalent use in traditional bandit problems, existing UCB-type algorithms have
a glaring drawback in contextual MAB settings: their regret often scales with the cardinality
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of the context space. (Notable exceptions are the special “linear payoff” formulation [11] and
its generalized-linear variant [23].) In particular, despite encouraging empirical observations [9],
optimism-based algorithms provably achieve sub-linear regret only under restrictive distributional
assumptions [15]. This motivates the main problem studied in the paper:
Is there a generic principle that ensures that optimistic algorithms are optimal and efficient for
general contextual bandit problems?
Almost all existing solutions to general contextual bandits [5, 13, 3, 4, 16, 26] rely on weighted
randomized allocations among actions at each round—we refer to these as “randomized algorithms”
in the paper. In particular, the recent work of Simchi-Levi and Xu [26] solves the important open
problem of designing an optimal and efficient algorithm for general contextual bandits using the
offline least square oracle, under a mild realizability condition. As the availability of the least square
oracle is common in machine learning practice, their result significantly improves the practical
feasibility of general contextual bandits. Motivated by this breakthrough, a challenging question is
whether the optimism principle can achieve similar degree of generality.
Moreover, there is little focus on contextual MAB with infinite actions, which we believe to
be a natural setting to illustrate simplicity and universality of optimism-based algorithms. These
observations motivate us to search for a new optimism principle in the presence of large context
spaces.
1.2 The contextual MAB problem
The canonical stochastic contextual bandit problem can be described as follows. Let A be the
action set (in the initial parts of the paper, one can think of A as the integer set {1, . . . ,K}, which
we generalize later on), and X be the space of contexts that supports the distribution DX (e.g.,
X can be a subset of Euclidean space). For all x ∈ X , a ∈ A, denote Dx,a a reward distribution
determined by context x and action a. At each round t = 1, . . . , T , the agent first observes a
context xt drawn i.i.d. according to DX . She then chooses an action at ∈ A based on xt and the
history Ht−1 generated by {xi, ai, ri(xi, ai)}t−1i=1, and finally observes the reward rt(xt, at), which
is conditionally independent and distributed according to the distribution Dxt,at . We assume the
rewards take values in the interval [0, 1]. An admissible contextual bandit algorithm Alg is a
(possibly randomized) procedure that associates each realization of {Ht−1, xt} with an action at to
employ at round t.
Previous literature on contextual MAB problems can be sorted into two categories: the realizable
setting and the agnostic setting. In the realizable setting, the agent has access to a function class
F , with its members f ∈ F being mappings from X × A to [0, 1]. The following is referred to as
the realizability condition [11, 3, 15, 16, 26] :
Assumption 1 (realizability). There exists f∗ ∈ F such that for all t ≥ 1, x ∈ X , a ∈ A, the
conditional mean reward, E[rt(xt, at)|xt = x, at = a], is equal to f∗(x, a).
We call a mapping pi : X → A from the context space X to the action set A a “policy.” (Those
mappings may be referred to more precisely as “deterministic stationary policies;” in this paper
we often just refer to them as “policies” with slight abuse of terminology.) Let pif∗ , defined by
pif∗(x) = argmax f
∗(x, a), be the “ground truth” optimal policy. The cumulative (pathwise) regret
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of a contextual bandit algorithm Alg compared with the optimal policy pif∗ after T rounds is
Regret(T, Alg) :=
T∑
t=1
(rt(xt, pif∗(xt))− rt(xt, at)),
and the agent aims to minimize this cumulative regret. The agnostic setting, on the other hand,
does not make such realizability assumption; instead, algorithms are compared with the best policy
within a given policy class. In this paper we focus on the realizable setting which is computationally
more tractable and lends itself more naturally to the design of optimism-based algorithms.
We present some examples of the realizable setting. The most well-studied contextual MAB
problems are simple variants of the “linear payoff” model [11, 23]
F = {f : f(x, a) = θTxa, θ ∈ Θ}, Θ,X ⊆ Rd, x = (xa)a∈{1,...,K}. (1.1)
One motivation towards general function classes is to encompass models of the form
F = {f : f(x, a) = ga(x), ga ∈ G, a ∈ {1, . . . ,K}}, (1.2)
where parameters of ga : X → R can be distinct for different actions [21, 18]; it is also desirable to
handle complex nonlinear models (such as neural networks) which are much more expressive than
their linear counterparts.
On the computation side, we make the rather benign assumption the the agent has access to
a pre-specified least square oracle over F . Formally, after the agent inputs the historical data
{xi, ai, ri(xi, ai)}t−1i=1, the least square oracle outputs a solution f̂t ∈ F that provides the best fit,
namely,
f̂t ∈ argmin
f∈F
t−1∑
i=1
(f(xi, ai)− ri(xi, ai))2. (1.3)
This is the simplest optimization oracle assumed in the contextual bandit literature. We assume
the least square oracle to be deterministic, for simplicity, as there may be multiple solutions to
(1.3).
1.3 Introducing UCCB: two equivalent viewpoints
This subsection will describe the UCCB principle introduced in this paper from two equivalent
viewpoints: 1) implicitly, it is an upper confidence bound rule in policy space; and 2) explicitly, it
calculates the upper confidence bound via simulating counterfactual action trajectories rather than
using the original action trajectory. For illustration purpose we focus on the finite-action setting
where A = {1, . . . ,K}; extension to infinite action spaces will be discussed later in Section 4.
Implicit strategy: maximizing upper confidence bounds in policy space. Let Π be the
policy space that contains all deterministic stationary policies pi : X → {1, . . . ,K}. The core idea
of UCCB is to choose policies that maximize certain upper confidence bounds in the policy space Π.
After initialization, for each round t, data {(xi, ai), ri}t−1i=1 is sent to an offline least square oracle
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to compute the estimator f̂t ∈ F . Without the need to “see” xt, the agent selects the optimistic
policy pit ∈ Π (which is a mapping from X to the action set {1, . . . ,K}) such that
pit ∈ argmax
pi∈Π
{
Ex[f̂t(x, pi(x)] + Ex
[
βt∑t−1
i=1 1{pi(x) = pii(x)}
]
+
Kβt
t
}
, (1.4)
where the expectation Ex[·] is history-independent and taken with respect to the distribution DX
(over the random context x), and βt is a parameter related to the complexity of the function class.
(When there are multiple solutions to (1.4), we take pit to be the unique solution such that for all
other solutions pi′ to (1.4) and all x ∈ X , the index of the action pit(x) is smaller than the index of
the action pi′(x).) Then the agent observes xt and selects the action at = pit(xt). The right hand
side of (1.4) is an upper confidence bound on the true expected reward of pi, because we can prove
that with high probability, for all pi ∈ Π,
∣∣Ex[f∗(x, pi(x))] − Ex[f̂t(x, pi(x)]∣∣ ≤ Ex
[
βt∑t−1
i=1 1{pi(x) = pii(x)}
]
+
Kβt
t
.
Explicit strategy: constructing confidence bounds via counterfactual actions. The dis-
tribution DX is unknown so there are both statistical and computational challenges in the optimiza-
tion over policies. However, since our proposed policy optimization problem (1.4) is decomposable
across contexts, there is an equivalent strategy where no explicit policy optimization is required:
at round t, after observing xt, the agent selects the optimistic action
at ∈ argmax
a∈{1,...,K}
{
f̂t(xt, a) +
βt∑t−1
i=1 1{a = a˜t,i}
}
(ties broken by choosing the action with the smallest index), where {a˜t,i}t−1i=1 is the counterfactual
action trajectory for context xt, defined as realizations of all past chosen policies {pii}t−1i=1 on the
context xt. To recover the counterfactual actions, at round t, the agent runs an inner loop to
sequentially generate a˜t,1, . . . , a˜t,t−1: for i = 1, . . . , t− 1,
a˜t,i ∈ argmax
a∈{1,...,K}
{
f̂i(xt, a) +
βi∑i−1
j=1 1{a = a˜t,j}
}
,
(ties are broken by choosing the action with the smallest index). Our approach is clearly quite
distinct from previous variants of UCB, as we construct confidence bounds by using simulated coun-
terfactual actions rather than using the actual selected actions.
The UCCB principle leads to provably efficient optimism-based algorithms for general function
classes: their regret bounds do not scale with the cardinality of the context spaces, and the required
offline least square oracle is feasible for most natural function classes.
1.4 Related literature
We review previous works in the following three areas.
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Randomized solutions to general contextual bandits (with finite actions). In the realiz-
able setting, the minimax regret of stochastic contextual bandits is O(
√
KT log |F|)1 for a general
finite function class F . In [3] the non-efficient algorithm Regressor Elimination was proposed
to achieve optimal regret. [16] proposed the use of an online regression oracle and gave an op-
timal and oracle-efficient algorithm called SquareCB, however the online regression oracle is only
computationally efficient for specific function classes.
The open problem of optimal realizable contextual MAB with an offline least square oracle
was first solved by [26], with a surprisingly simple randomized algorithm called FALCON. One very
inspiring aspect of FALCON is that weighted allocation in policy space can be implicitly achieved by
weighted allocation over actions under the realizability assumption—this implication was referred
to as “bypassing the monster” in [26]. This motivates the investigation in the present paper that
considers implicit optimization over policies when designing optimistic algorithms. Unlike the
FALCON algorithm, our approach is predicated on computing counterfactual action trajectories.
In agnostic contextual bandits, the minimax regret is O(
√
KT log |Π¯|) given a finite policy
class Π¯ ⊂ Π. The earliest optimal solution to agnostic contextual bandits is the EXP4 algorithm [5]
whose computation is linear in |Π¯|. There exist two optimal oracle-efficient randomized algorithms
using the cost-sensitive classification (CSC) oracle: Randomized UCB [13] and ILOVETOCONBANDIT
[4]. Though theoretically important, both of them are rather complicated in structure, and the CSC
oracle problem is NP-hard in general.
Variants of UCB for particular contextual bandit problems. Variants of LinUCB are well-
known to be regret-optimal and efficient for simple variants of (1.1). However, for general function
classes, existing variants of UCB typically have their regret scaling with |X | [25], except under strong
assumptions on the data distribution [15]. UCB has also been used as a subroutines in contextual
bandits when the functions in F admit smoothness or Lipchitz continuity over X [24, 27]. These
works are usually based on discretization of X .
Contextual bandits with infinite actions. There is far less discussion of the infinite-action
contextual bandit problem with general function classes. [2] studies how to reduce realizable con-
textual MAB with infinite actions to an online learning oracle called knows-what-it-knows (KWIK),
but this oracle is only known to exist for restricted function classes. [16] studies how to combine
general function classes with a linear action model (our illustrative example (4.1) in Section 4).
However, their results crucially rely on the restrictive assumption that the action set A is the
unit ball, and they assume access to the online regression oracle which is not computationally ef-
ficient in general. Lastly, [22] studies infinite-action contextual bandits in a quite general agnostic
setting. Their formulation and results are quite different from ours, and they do not provide a
computationally efficient algorithm.
1.5 Organization
In Section 2 we introduce an optimal and efficient optimistic algorithm in the finite-action setting,
and explain the key ideas underlying its principles. For illustrative purpose we assume the function
class F to be finite in Section 2, and present extensions to infinite function classes in Section 3. In
1we adopt non-asymptotic big-oh notation: for functions h1, h2, h1 = O(h2) if there exists constant C > 0 such that
h1 is dominated by Ch2 with high probability (omitting log
1
δ
factors); h1 = O˜(h2) if h1 = O(h2 max{1, polylog(h2)}).
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Section 4 we introduce a unified framework for contextual bandits with infinite action spaces, and
present several interesting examples for which our work gives rise to the first efficient solutions. In
Section 5 we propose an optimistic subroutine to generalize randomized algorithms to the infinite-
action setting.
2 Upper counterfactual confidence bounds
Following previous works [3, 15, 16, 26], we start by assuming A = {1, . . . ,K}, |F| < ∞, and
target the “gold standard” in this area—Regret(T, Alg) ≤ O˜(√KT log |F|), which emphasises the
logarithmic scaling in the cardinality |F|. This is mainly for illustrative purposes, and we discuss
extensions to infinite function classes in Section 3. A relatively new setting which has essentially
not been explored is the infinite-action setting, which we will discuss in Section 4.
2.1 The algorithm
Algorithm 1 Upper Counterfactual Confidence Bounds (UCCB)
Input tuning parameters {βt}∞t=1.
1: for round t = 1, 2, . . . ,K do
2: Choose action t.
3: for round t = K + 1,K + 2, . . . do
4: Compute f̂t ∈ argminf∈F
∑t−1
i=1(f(xi, ai)− ri(xi, ai))2 via the least square oracle.
5: Observe xt.
6: for i = K + 1,K + 2, . . . , t do
7: Calculate the counterfactual action a˜t,i by
a˜t,i ∈ argmax
a∈A
{
f̂i(xt, a) +
βi∑i−1
j=K+1 1{a = a˜t,j}+ 1
}
.
(ties broken by taking the action with the smallest index)
8: Take at = a˜t,t and observe reward rt(xt, at).
We present the algorithm that formalizes the high-level descriptions presented in Section 1.3,
where {βt}∞t=1 are tuning parameters that depends on the statistical complexity of F . With the
choice βt =
√
17t log(2|F|t3/δ)/K for finite F , the algorithm is simple and achieves O˜(√KT log |F|)
regret, which is optimal up to log T factors. On the computation side, the algorithm executes no
more than T 2 maximizations over actions and no more than T calls to the regression oracle.
Theorem 1 (Regret for Algorithm 1). Under Assumption 1 and fixing δ ∈ (0, 1), set the
parameter βt in Algorithm 1 to be
βt =
√
17t log(2|F|t3/δ)/K.
Then with probability at least 1− δ, for all T ≥ 1, the regret of Algorithm 1 after T rounds is upper
bounded by
Regret(T,Algorithm 1) ≤ 2
√
17KT log(2|F|T 3/δ)(log(T/K) + 1) +
√
2T log(2/δ) +K.
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Remark: Recall that our offline regression step can be solved by first-order algorithms and does
not require any computation related to the confidence interval (i.e., maintaining a subset of F
or inverting the Hessian). Therefore, despite having much broader applicability, Algorithm 1 is
also simpler than many variants of UCB [11, 25, 15] from a computational perspective. The only
comparable algorithm to Algorithm 1 is a randomized algorithm—FALCON in [26], which requires
O(T ) maximizations over actions and O(log T ) calls to the offline least square oracle. However, we
believe our optimistic solution should be preferable in many practical settings as we do not require
randomization and our regret bound exhibits much smaller constants.
2.2 Key ideas underlying UCCB
We now explain three key ideas underlying UCCB.
Key idea 1: building confidence bounds for policies. Previous literature typically refers
to the optimism principle as choosing the optimistic action that has the largest estimate on the
current context [25, 1, 15]—optimism is analyzed in the action space. In contrast, we view policies
as decisions and build confidence bounds in policy space. The key step in our approach is to
characterize the confidence bounds of the function estimate fˆt, which is the output of the least
square oracle given the history Ht−1.
For an admissible non-randomized contextual bandit algorithm, at each round t there exists a
deterministic stationary policy pit such that the chosen action at is equal to pit(xt) for any realization
of xt. Equivalently, the algorithm selects pit based on Ht−1 and chooses the action at = pit(xt)
at round t. Through this viewpoint, the following lemma is applicable to all admissible non-
randomized contextual bandit algorithms:
Lemma 1 (confidence of policies). Consider an admissible non-randomized contextual bandit
algorithm that selects pit based on Ht−1 (and chooses the action at = pit(xt)) at each round t. Then
∀δ ∈ (0, 1), with probability at least 1 − δ/2, for all t > K and all pi ∈ Π, the estimation error on
the expected reward of pi is bounded by
∣∣Ex[f̂t(x, pi(x))] − Ex[f∗(x, pi(x))]∣∣ ≤
√√√√Ex
[
1∑t−1
i=1 1{pi(x) = pii(x)}
]√
68 log(2|F|t3/δ) (2.1)
The proof of Lemma 1 may be interesting in its own right; a proof ketch will be presented in
Section 2.3, and full details are deferred to Appendix A.2.
Key idea 2: the potential function perspective. The idea to establish confidence bounds in
policy space is natural when one takes a potential function perspective. From the potential function
perspective, the cumulative regret of an optimistic algorithm can be approximately bounded by
the sum of confidence bounds at all rounds. Therefore, we would like to establish a uniform upper
bound whatever the trajectory of policies is, which usually depends on the “entropy” of the policies.
Although the number of policies is “large,” the “entropy” of the policies is essentially bounded by
O˜(K) in the following manner.
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Lemma 2 (contextual potential lemma). Let pit be the policy that chooses action t regardless
of x for t = 1, . . . ,K, and from round K + 1 up to T , its actions are given by any deterministic
stationary policy. Then for all T > K,
T∑
t=K+1
Ex
[
1∑t−1
j=1 1{pit(x) = pij(x)}
]
≤ K +K log(T/K).
The above lemma applies to all admissible non-randomized contextual bandit algorithms that
choose each action once at the first K rounds, regardless of the order by which they are chosen.
Proof of this lemma follows from the observation that for every x ∈ X , the historical sum of
1{pit(x) = pij(x)} will never exceeds a “per-context entropy” O(K log T ). In short, analyzing
confidence bounds in policy space helps us take expectation over the “per-context entropy,” and
successfully avoid the dependence on |X |.
Key idea 3: the “square trick” and efficient computation. Following Lemma 1 and Lemma
2, a natural “upper confidence bound” strategy is to choose the policy that maximizes the following
(unrelaxed) upper confidence bound:
pit ∈ argmax
pi∈ΠF
Ex[f̂t(x, pi(x)] +
√√√√Ex
[
1∑t−1
i=1 1{pi(x) = pii(x)}
]√
68 log(2|F|t3/δ)
 ,
where ΠF is the policy class defined by ΠF = {pif : pif (x) ∈ argmaxa∈A f(x, a),∀x ∈ X}, which
contains pif∗ . While we can prove this strategy leads to optimal regret bounds, it is not directly
feasible: 1) the distribution DX is unknown; and 2) the optimization over policies is computationally
intractable. To solve this issue, we introduce two relaxations: we “agnostically” optimize over the
full policy space Π rather than ΠF ; and we use a simple inequality to relax the confidence bound
proved in Lemma 1, which we call the “square trick”.
Lemma 3 (the “square trick” relaxation). The inequality (2.1) can be further relaxed to
∣∣Ex[f̂t(x, pi(x))] − Ex[f∗(x, pi(x))]∣∣ ≤ Ex
[
βt∑t−1
i=1 1{pi(x) = pii(x)}
]
+
Kβt
t
. (2.2)
Proof. Simply relax (2.1) by the Arithmetic Mean-Geometric Mean inequality.
By performing the two relaxations stated above, we only need to consider the optimization
problem
pit ∈ argmax
pi∈Π
{
Ex[f̂t(x, pi(x)] + Ex
[
βt∑t−1
i=1 1{pi(x) = pii(x)}
]}
. (2.3)
This is a “per context” optimization problem, where optimality at every context implies opti-
mality of pit over the full policy space Π. The algorithm does not need to calculate pit explicitly
in every step. Instead, the algorithm observes xt, and calculates all the counterfactual actions
pi1(xt), pi2(xt), . . . , pit−1(xt) as if the past policies were applied at xt. Using these counterfactual
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actions, the algorithm calculates a counterfactual confidence, and chooses an optimistic action at
that maximize the upper confidence bound stated in (2.3).
The formula to calculate the counterfactual action pii(xt),
pii(xt) ∈ argmax
a∈A
{
f̂i(xt, a) +
βi∑i−1
j=1 1{a = pij(xt)}
}
,
requires us to the compute the sequence {a˜t,i}ti=1 in a recursive manner: for i = 1, . . . , t, compute
a˜t,i ∈ argmax
a∈A
{
f̂i(xt, a) +
βi∑i−1
j=K+1 1{a = a˜t,j}+ 1
}
.
And finally we take at = pit(xt) = a˜t,t. Therefore, we can explain the explicit steps in Algorithm 1
via the following (obvious) equivalence:
Lemma 4 (equivalence between Algorithm 1 and implicit strategy (2.3)). After the first
K initialization rounds, Algorithm 1 produce the same pathwise actions as those produced by the
policies {pit}t>K chosen by the upper-confidence-bound rule (2.3) and a specific tie-breaking rule
(i.e., when there are multiple solutions to (2.3), taking pit to be the unique solution such that for all
other solutions pi′ to (2.3) and all x ∈ X , the index of the action pit(x) is smaller than the index of
the action pi′(x)).
Based on all the lemmas that we introduce in this subsection, one can prove the O˜(
√
KT log |F|)
regret bound for Algorithm 1 through relatively standard techniques. The full proof is deferred to
Appendix A, and a sketch is provided below.
2.3 Proof sketch of Theorem 1 and Lemma 1
In this subsection we present a proof sketch of Theorem 1 (the cumulative regret of Algorithm 1)
and Lemma 1 (confidence bounds in policy space, whose relaxation leads to Lemma 3).
Proof sketch of Theorem 1. From Lemma 4, we know Algorithm 1 implicitly chooses the
optimistic policy pit (i.e., solution of (2.3)) at each round t. We prove the regret bound on the
event where the inequality (2.2) holds true for all pi ∈ Π. From Lemma 3, the measure of this event
is at least 1− δ2 .
Optimism of Algorithm 1 in policy space suggests that for all t > K,
Ex[f
∗(x, pif∗(x)] ≤ Ex[f̂t(x, pif∗(x))] + Ex
[ βt∑t
i=1 1{pif∗(x) = pii(x)}
]
+
Kβt
t
≤ argmax
pi∈Π
{
Ex[f̂t(x, pi(x))] + Ex
[ βt∑t
i=1 1{pi(x) = pii(x)}
]}
+
Kβt
t
= Ex[f̂t(x, pit(x))] + Ex
[ βt∑t
i=1 1{pit(x) = pii(x)}
]
+
Kβt
t
≤ Ex[f∗(x, pit(x))] + Ex
[ 2βt∑t
i=1 1{pit(x) = pii(x)}
]
+
2Kβt
t
,
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where the first and the last inequality are due to Lemma 3; and the second inequality due to
maximization over policies. Therefore, the expected regret incurred at round t is bounded by
Ex[f
∗(x, pif∗(x)]− Ex[f∗(x, pit(x)] ≤ Ex
[
2βt∑t−1
i=1 1{pit(x) = pii(x)}
]
+
2Kβt
t
. (2.4)
Taking the telescoping sum of (2.4) and applying the contextual potential lemma (Lemma 2), we
can prove
T∑
t=1
Ex[f
∗(x, pif∗(x)− f∗(x, pit(x))] ≤ 2
√
17KT log(2|F|T 3/δ)(log(T/K) + 1) +K. (2.5)
By Azuma’s inequality and Lemma 4, with probability at least 1 − δ/2, we can bound the regret
by
Regret(T,Algorithm 1) ≤ Ex[f∗(x, pif∗(x)− f∗(x, pit(x))] +
√
2T log(2/δ). (2.6)
Finally we combine (2.5) and (2.6) by a union bound to finish the proof.
Proof sketch of Lemma 1. The proof of Lemma 1 includes three key steps: characterization
of the estimation error (inequality (2.7)); a counting argument (inequality (2.8)); and applying
Cauchy-Schwartz inequality to (2.8). Now we describe these key steps.
The following lemma, which holds for arbitrary algorithms, characterizes the estimation errors
of an arbitrary sequence of estimators.
Lemma 5 (uniform convergence over all sequences of estimators). For an arbitrary contextual
bandit algorithm, ∀δ ∈ (0, 1) , with probability at least 1− δ/2,
t−1∑
i=1
Exi,ai
[
(ft(xi, ai)− f∗(xi, ai))2|Hi−1
] ≤ 68 log(2|F|t3/δ)
+2
t−1∑
i=1
(ft(xi, ai)− ri(xi, ai))2 − (f∗(xi, ai)− ri(xi, ai))2, (2.7)
uniformly over all t ≥ 2 and all fixed sequence f2, f3, · · · ∈ F .
Proof of Lemma (2.7) can be found in Appendix A.2.
Consider the contextual bandit algorithm that choose pit based on Ht−1 at each round t, the
left hand side of (2.7) is equal to
∑t−1
i=1 Ex
[
(f(x, pii(x)) − f∗(x, pii(x)))2
]
. Then by using the fact
that ∀pi ∈ Π, for all x ∈ X ,
1{pi(x) = pii(x)}(ft(x, pi(x)) − f∗(xi, pi(x)))2 ≤ (ft(x, pii(x)) − f∗(x, pii(x)))2,
we obtain the key inequality
Ex
[ t−1∑
i=1
1{pi(x) = pii(x)}(ft(x, pi(x)) − f∗(xi, pi(x)))2
]
≤ 68 log(2|F|t3/δ)
+2
t−1∑
i=1
(ft(xi, ai)− ri(xi, ai))2 − (f∗(xi, ai)− ri(xi, ai))2. (2.8)
We then apply Cauchy-Schwartz inequality to lower bound the left hand side of (2.8), and take
ft = f̂t be the least square solutions to upper bound the right hand side of (2.8).
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3 Generalization to infinite F
Extensions of our theory to “infinite” F with statistical complexity notions of covering number and
parametric dimension are straightforward. Technically speaking, we only require some standard
uniform convergence arguments to modify Lemma 5. We will first show that our results trivially
generalizes to parametric F with suitable continuity, and then extend our results to general function
classes following some more careful covering arguments.
Parametric dimension. Assume F is parametrized by a compact set Θ ⊂ Rd whose diameter
is bounded by ∆, and satisfies
|fθ1(x, a)− fθ2(x, a)| ≤ L‖θ1 − θ2‖, (3.1)
uniformly over x ∈ X and a ∈ A. This case clearly covers many previous structured models
(variants of the “linear payoff” formulation (1.1)).
Corollary 2 (extension to infinite F via parametric dimension). Under Assumption 1 and
the assumption (3.1) and fixing δ ∈ (0, 1), set the parameter βt in Algorithm 1 to be
βt =
√
34t/K
√
d log(2 +∆Lt) + log(2t3/δ) + 1.
Then Algorithm 1 satisfies that with probability at least 1− δ, for all T ≥ 1,
Regret(T,Algorithm 1) ≤ 2KβT (log(T/K) + 1) +
√
2T log(2/δ) +K = O˜(
√
KTd).
Remark: While this regret bound has a worse dependence on K in the “linear payoff” formulation
(1.1) compared with SupLinUCB in [11] (whose regret is logarithmic in K), Algorithm 1 can be
applied in more general parametric settings and enjoys much lower computational demands (there
is no need to invert any Hessian). While the square-root dependence on K can not be improved
for general F (see the lower bound in [3]), we can improve this dependence for structured models
by applying our results in Section 4.
Covering number formulation. Our results can be extended to general (possibly non-parametric)
function classes via covering numbers and standard uniform convergence techniques. We consider
formulation (3.2)—a major target of previous works on general contextual bandits [21, 15, 16]. We
assume access to a general function class G that contains mappings from X to [0, 1], and assume
F = {f : f(x, a) = ga(x), ga ∈ G}. (3.2)
Definition 1 (covering number). For a function class G that contains mappings from X to [0, 1]
and fixed n ∈ Z+, an empirical L1 cover on a sequence x1, . . . , xn at scale ε is a set U ⊆ Rn such
that ∀g ∈ G,∃u ∈ U, 1n
∑n
i=1 |g(xn) − un| ≤ ε. We define the covering number N1(G, ε, {xi}ni=1) to
be the size of the smallest such cover.
Given careful covering arguments proved in [21, 15], the following extension is straightforward:
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Corollary 3 (extension to infinite F via covering number). Under Assumption 1 and the
assumption (3.2), given T ≥ 1 and δ ∈ (0, 1), by setting all the parameters βt in Algorithm 1 to be
a fixed value
β =
√
TK · inf
ε>0
{
25εT + 80 log
(
8KT 3E{xi}Ti=1
N1(G, ε, {xi}Ti=1)
δ
)}
.
Then, Algorithm 1 satisfies that with probability at least 1− δ,
Regret(T,Algorithm 1) ≤ 2Kβ(log(T/K) + 1) +
√
2T log(2/δ) +K.
Remark: When G is a parametric class with dimension d, the above result achieves optimal
square-root dependence on T and d. For “rich” non-parametric classes, the dependence on T in
Corollary 3 is not necessarily minimax—we comment that this is only a consequence of the lack of
existing reference on offline regression with martingale sequences. We expect that for (3.2) with
non-parametric classes, a more careful chaining-based analysis on the estimation error can allow
Algorithm 1 to achieve the minimax rate. We also comment that the recent algorithm, FALCON+ in
[26] does achieve minimax dependence on T for “rich” non-parametric classes, as it utilizes known
results on offline regression with i.i.d. sequences.
4 A unified framework for infinite action spaces
In this section we study infinite-action contextual bandits to illustrate the simplicity and applica-
bility of the UCCB principle. In context-free settings, discussion on infinite actions can be sorted
into two streams. The first stream studies variants of the linear action model. Prominent examples
include linearly parametrized bandit [12, 1], and parametrized bandit with generalized linear model
[14]. The second stream is based on discretization over actions and reduction to the finite-action
setting (e.g., Lipchitz bandit ([20]). We focus on the first stream here, as it exhibits additional
challenges of efficient exploration beyond the finite-action setting.
To focus on the core messages, we assume F to be finite and function in F take values in [0, 1].
We propose a generic algorithm (Algorithm 2) that achieves
Regret(T,Algorithm 2) ≤ O˜(
√
E log |F|T ),
for many models of interest. Here we call E := Ex[Ex] the “average decision entropy,” where Ex
is (informally) the complexity of the “fixed-x-model” where the context is fixed to be x. Note
that unlike previous complexity measures such as “Eluder dimension” [25], the “average decision
entropy” E does not scale with |X | so that this complexity measure is much more useful in the
contextual settings. We will present several interesting illustrative examples, and present key ideas
of our algorithm using these examples.
4.1 Illustrative models
In the context-free infinite-action bandits literature, it is well-known that O˜(
√
T )−type regret is
only possible for structured models, among which variants of linear bandits are the preponderant
models. As a result, our framework mainly targets settings where all “fixed-x-model” are variants
of linear bandits.
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Example 1 (contextual bandit with linear action model). Given a general vector-valued
function class G that contains mappings from X to Rd, let
F = {f : ∃g ∈ G s.t. f(x, a) = g(x)⊤a,∀x ∈ X ,∀a ∈ A}. (4.1)
We assume A ⊂ Rd is an arbitrary compact set, and is available for the agent at all rounds. This
formulation is a strict generalization of the finite-action realizable contextual bandit problem we
studied in previous sections (it reduces to the K−armed setting when A is the set of K element
vectors in RK). Another special case where A is restricted to be the unit ball is studied in Foster
and Rakhlin [16], but a general solution to arbitrary compact action set is still open. Moreover,
Foster and Rakhlin [16] requires online regression oracles which are not computationally efficient
in general. Formulation (4.1) was also studied in [10] but the goal there was off-policy evaluation
rather than regret minimization.
With knowledge on linear bandits we can prove Ex = d for all x ∈ X . (detailed explanation is
deferred to Section 4.4.1). Therefore E = d, which is independent of the number of actions, and
the order of regret is expected to be O˜(
√
d log |F|T ).
Example 2 (contextual bandit with generalized linear action model.). Consider a broader
choice of models, which contains generalized linear action models and allows a mapping ϕ:
F =
{
f : ∃g ∈ G s.t. f(x, a) = σx
(
g(x)⊤ϕ(x, a)
)
,∀x ∈ X ,∀a ∈ A
}
, (4.2)
where for every x ∈ X , σx : R→ [0, 1] is a known link function that satisfies
supa σ
′
x(〈g∗(x), ϕ(x, a)〉)
infa σ′x(〈g∗(x), ϕ(x, a)〉)
≤ κx;
and ϕ : X × A → Rd is a known compactness-preserving mapping (e.g., continuous mappings).
This model generalizes (4.1) and allows more flexibility. When we set ϕ(x, a) = xa, we see that this
model is significantly broader in scope than the simple “linear payoff” formulation (1.1), as g(x) is
a general function that depends on x rather than a fixed parameter θ.
Our analysis will show that Ex = κ2xd for all x ∈ X (detailed explanation is deferred to Section
4.4.2), so that E = Ex[κ2x]d, and the order of regret is expected to be O˜(
√
Ex[κ2x]d log |F|T ).
Example 3 (heterogeneous action set). Many real-world, customized pricing and personalized
healthcare applications have a high dimensional action set A, but the “effective dimension” of
available actions after observing x is usually much smaller. To model these applications, consider
the reward model
F =
{
f : ∃g ∈ G s.t. f(x, a) = σx(g(x)⊤a),∀x ∈ X ,∀a ∈ A(x)
}
, (4.3)
where for all x ∈ X we assume a compact action set A(x) ⊂ A, and assume A(x) is contained in
a dx−dimensional subspace. When the agent observes context x, she can only choose her action
from A(x).
For this model we have Ex = κ2xdx (detailed explanation is deferred to Section 4.4.3) so that
E = Ex[κ2xdx]. The salient point here is the we avoid dependence on the full dimension d. Regret
therefore scales as O˜(
√
Ex[κ2xdx] log |F|T ).
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4.2 Counterfactual action divergence
The main modification required for infinite-action settings is predicated on a central concept called
“counterfactual action divergence,” which generalizes the term (
∑n
i=1 1{a = ai})−1 that was used
in Algorithm 1. This new concept characterizes “how much information” is learned from action a
given a sequence {ai}ni=1, on the “fixed-x-model.”
Definition 2 (counterfactual action divergence). For fixed integer n, a context x, an action
a and a sequence of actions {ai}ni=1, we say Vx(a||{ai}ni=1) is a proper choice of the counterfactual
action divergence between a and {ai}ni=1 evaluated at x, if
Vx(a||{ai}ni=1) ≥ sup
f∈F
{ |f(x, a)− f∗(x, a)|2∑n
i=1(f(x, ai)− f∗(x, ai))2
}
.
We define Vx(a||∅) =∞ in the case n = 1.
Using the definition of counterfactual action divergence, the expectation
Ex[Vx(pi(x)||{pii(x)}t−1i=1)], (4.4)
can be used to construct an upper confidence bound on the expected reward of policy pi given the
past chosen policies {pi}t−1i=1. Similar to the finite-action setting, the agent chooses the optimistic
policy pit that maximizes this confidence bound, and chooses at = pit(xt) without explicitly com-
puting pit—this is achieved by sequentially recovering counterfactual actions, as will be illustrated
in our proposed Algorithm.
Convenient choices of Vx(a||{ai}ni=1}ni=1) should be taken case by case for different problems.
In the following lemma, we present closed-form choices of Vx(a||{ai}ni=1}ni=1) in all our illustrative
examples.
Statement 1 (illustration of counterfactual action divergences). In the illustrative exam-
ples, the counterfactual action divergences are given as follows (and taken as ∞ when inverse of
matrices is not well-defined):
• finite-action contextual bandit:
Vx(a||{ai(x)}ni=1) =
1∑n
i=1 1{a = ai}
.
• linear action model (4.1):
Vx(a||{ai}ni=1}ni=1) = a⊤(
n∑
i=1
[aia
⊤
i ])
−1a. (4.5)
• generalized linear action model (4.2):
Vx(a||{ai}ni=1) = κ2xϕ(x, a)⊤(
n∑
i=1
[ϕ(x, ai)ϕ(x, ai)
⊤])−1ϕ(x, a).
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• generalized linear action model with heterogeneous action sets (4.3):
Vx(a||{ai(x)}ni=1) = κ2xbx,a⊤(
n∑
i=1
[bx,aib
⊤
x,ai ])
−1bx,a,
where bx,a is the coefficient vector of a with a basis {Ax,1, . . . , Ax,dx} of A(x), i.e.,
a = [Ax,1, . . . , Ax,dx ]bx,a.
4.3 The algorithm and regret bound
Algorithm 2 is a generalization of Algorithm 1 to the infinite-action setting. It can be applied
to most parametric action models that have been studied in the context-free setting, and handles
heterogeneous action sets. Recall that E := E[Ex] is the average decision entropy of the problem,
for which we will give the formal definition later. The “initialization oracle” and the “action
maximization oracle” will also be explained shortly.
Algorithm 2 Upper Counterfactual Confidence Bound-Infinite Action (UCCB-IA)
Input tuning parameters {βt}∞t=1.
1: for round t = 1, 2, . . . do
2: Compute f̂t = argminf∈F
∑t−1
t=1(f(xt, at)− rt(xi, at))2 via the least square oracle.
3: Observe xt, use the initialization oracle to obtain initializations {Axt,i}dxi=1.
4: for i = 1, 2, . . . , t ∨ dx do
5: Take a˜t,i = Axt,i.
6: for i = t ∧ (dx + 1), . . . , t do
7: Use the action maximization oracle to compute counterfactual actions:
a˜t,i ∈ argmax
a∈A(xt)
{
f̂i(xt, a) + βiVxt(a||{a˜t,j}i−1j=1)
}
.
8: Take at = a˜t,t and observe reward rt(xt, at).
Algorithm 2 essentically provide a reduction from contextual models to the “fixed-x-models.”
The regret of an optimistic algorithm is usually upper bounded by the sum of confidence bounds.
In our case, the sum of expectations (4.4) is decomposable over contexts, so tractability of the
“fixed-x-models” suffices to make Algorithm 2 provably efficient. Formally, we require regularity
conditions so that the “fixed-x-models” are solvable by the optimism principle. Motivated by the
standard potential arguments used in the linear bandit literature, we make Assumption 2 below.
Verification of this assumption on Examples 1-3 will be presented in the next section.
Assumption 2 (per-context models are solvable by optimism). There exists counterfactual
action divergences such that the following are satisfied:
i)for all x ∈ X , there exists dx actions Ax,1, . . . , Ax,dx ∈ A(x) such that Vx(a||{Ax,i}dxi=1) < ∞
for all a ∈ A(x).
ii) For all x ∈ X , there exists Ex > 0 such that for all T ≥ 1 and all sequences {at}Tt=1 that
satisfy {at}dx∧Tt=1 = {Ax,t}dx∧Tt=1 , we have
T∑
t=1
[
1 ∧ Vx(at||{aj}t−1j=1)
]
≤ Expoly(log T )
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for all x ∈ X , where poly(·) is a fixed polynomial-scale function.
Given positive values Ex that satisfies condition ii) in Assumption 2, we define Ex := Ex[Ex]
to be (a proper choice of) the “average decision entropy” of the problem. The “average decision
entropy” of a problem is not unique, and any “proper” choice of E leads to a rigorous regret bound
of Algorithm 2.
Besides the least-square oracle, Algorithm 2 uses two other optimization oracles that are nec-
essary in the infinite-action setting: 1) a deterministic initialization oracle which returns {Ax,i}dxi=1
satisfying Assumption 2 after inputting A(x) (this is standard for Examples 1-3 using the theory of
barycentric spanners, see the next subsection); and 2) a deterministic action maximization oracle
whose output is a maximizer of a function over the feasible region A(x).
After imposing the regularity conditions proposed in Assumption 2, the regret of Algorithm 2
can be bounded as the follows.
Theorem 4 (Regret of Algorithm 2). Under Assumptions 1 and 2 and fixing δ ∈ (0, 1), let
βt =
√
17t log(2|F|t3/δ)/E .
Then with probability at least 1− δ, for all T ≥ 1 the regret of Algorithm 2 after T rounds is upper
bounded by
Regret(T,Algorithm 2) ≤ 2
√
17ET log(2|F|T 3/δ)(poly(log T ) + 1) +
√
2T log(2/δ) + E .
This theorem immediately provides regret bounds for all our illustrative examples, which we
will discuss in the next subsection.
Finally, we give a high-level interpretation of the average decision entropy E : if the expectation
(4.4) is the “discrete” partial gradient of a potential function, then the historical sum has the path
independence property—that is, the historical sum of (4.4) can be bounded by the maximum value
of a potential function, which is characterized by the average decision entropy E . Since E is the
average rather than the sum of the effective complexities of all “fixed-x-models,” UCCB provides a
generic solution to achieve optimal regret bounds that do not scale with |X |.
4.4 Applications in illustrative examples
In this subsection we will carefully go through the three illustrative examples. We summarize the
conclusions in the following corollary:
Corollary 5 (Theorem 4 applied to illustrative examples). Examples 1-3 satisfy Assump-
tions 2 with the average decision entropy given by
• linear action model (4.1): E = d.
• generalized linear action model (4.2): E = Ex[κ2x]d.
• generalized linear action model with heterogeneous action sets (4.3): E = Ex[κ2xdx].
Now we give a verification in the remaining parts of this subsection.
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4.4.1 Contextual bandits with linear action model (Example 1).
We begin with contextual bandits with linear action model (4.1), with the homogeneous action set
A. For this problem, Algorithm 1 only needs to compute the initialization actions A1, . . . , Ad once,
and use them during the first d rounds. This suffices to complete the required initialization for all
contexts.
Based on well-known results in the linear bandit literature, it is straightforward to show that
E = d, because we can take Ex = d for every per-context model. The details are as follows.
As shown in Statement 1, for all x ∈ X , we choose the counterfactual action divergence between
any at and any sequence {ai}t−1i=1 evaluated at x to be
Vx(at||{ai}t−1i=1) = a⊤t (
t−1∑
i=1
[aia
⊤
i ])
−1at.
Following the standard approach in the linear bandit literature (e.g., see [12]), we choose the d
initialization actions {Ai}di=1 to be the barycentric spanner of A. A barycentric spanner is a set of
d vectors, all contained in A, such that every vector in A can be expressed as a linear combination
of the spanner with coefficients in [−1, 1]. An efficient algorithm to find the barycentric spanner
for an arbitrary compact set is given in [6].
The following result follows [12, Lemma 9]2, which is often referred to as the “elliptical potential
lemma”: let ai = Ai for i = 1, . . . , d, then for all T > d and all trajectory {at}Tt=d+1,
T∑
t=d+1
[
1 ∧ a⊤t (
t−1∑
i=1
[aia
⊤
i ])
−1at
]
≤ 2d log T.
Therefore, we obtain for all T ≥ 1 and all x ∈ X ,
T∑
t=1
[
1 ∧ Vx(at||{ai}t−1i=1)
] ≤ 2d log T + d ≤ 3d log T. (4.6)
By taking {Ai}di=1 to be a barycentric spanner of A, setting E = d, and taking poly(log T ) =
3 log T , Assumption 2 holds for problem (4.1). Despite the illustration here, we also note that our
Assumption 2 is not restricted to any particular choice of initialization actions and E : there are
other ways to choose linearly independent initialization actions, giving rise to a slightly different
poly(log T ) term in Assumption 2 (see, e.g. [1, Lemma 11]).
4.4.2 Contextual bandits with generalized linear action model (Example 2).
For the problem formulation (4.2), we can take E[Ex] = E[κ2x]d. The details are as follows.
As shown in Statement 1, given x ∈ X , we choose the counterfactual action divergence between
any at and any sequence {ai}t−1i=1 evaluated at x to be
Vx(at||{ai}t−1i=1) = κ2xϕ(x, at)⊤(
t−1∑
i=1
[ϕ(x, ai)ϕ(x, ai)
⊤])−1ϕ(x, at).
2 Lemma 9 in [12] holds for an arbitrary compact set A ⊂ Rd, as changing the coordinate system is without the
loss of generality for this lemma.
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Given x ∈ X , we take {Ax,i}di=1 such that {ϕ(x,Ax,i)}di=1 consists of a barycentric spanner of
{ϕ(x, a) : a ∈ A}3. Note that a different basis {Ax,i}di=1 should be computed for each x. From
our previous result (4.6) and the fact κx ≥ 1, for all T ≥ 1 and all sequences {ai}Ti=1 that satisfy
{ai}dx∧Ti=1 = {Ax,i}dx∧Ti=1 ,
T∑
t=1
[
1 ∧ Vx(at||{ai}t−1i=1)
]
=
T∑
t=1
[
1 ∧ κ2xϕ(x, a)⊤(
t−1∑
i=1
[ϕ(x, ai)ϕ(x, ai)
⊤])−1ϕ(x, a)
]
≤ κ2x3d log T.
By taking Ex = κ2xd, and poly(log T ) = 3 log T , Assumption 2 holds with E = Ex[κ2x]d.
4.4.3 Contextual bandits with heterogeneous action set (Example 3)
We consider the problem formulation (4.3) where the action set A(x) is heterogeneous for different
x ∈ X . Note that A(x) is a compact set contained in a dx−dimensional subspace. Given x ∈ X ,
we choose {Ax,i}dxi=1 as the barycentric spanner of A(x) and take ai = Ax,i for i = 1, . . . , dx. As
stated in Statement 1, given x ∈ X , the counterfactual action divergence between at and {ai}t−1i=1
evaluated at x is
Vx(at||{ai}t−1i=1)) = κ2xb⊤x,at(
t−1∑
i=1
bx,atb
⊤
x,at)
−1bx,at ,
where bx,at is the coefficient vector of at with respect to the basis {Ax,i}dxi=1. From our previous result
(4.6) and the fact κx ≥ 1, for all T ≥ 1 and all sequences {ai}Ti=1 that satisfy {ai}dx∧Ti=1 = {Ax,i}dx∧Ti=1 ,
T∑
t=1
1 ∧ [Vx(at||{ai}t−1i=1)] = T∑
t=1
[
1 ∧ κ2xb⊤x,at(
t−1∑
i=1
[bx,aib
⊤
x,ai ])
−1bx,at
]
≤ κ2x3dx log T.
By taking Ex = κ2xdx, and poly(log T ) = 3 log T , we verify Assumption 2 with E = E[κ2x]dx. We
note that under the heterogeneous formulation, Algorithm 2 needs to compute a different basis
for each A(x), and the computation of counterfactual action divergence also requires a coefficient
decomposition for each x ∈ X .
One significant advantage of Algorithm 2 is that the regret does not rely on the full dimension
d—this means that we can increase feature context as long as we can control the average decision
entropy E[κ2xdx].
5 Using “optimistic subroutines” to generalize randomized algo-
rithms
What is the connection between our proposed optimistic algorithms and existing randomized algo-
rithms? In this section, we show that by combining the idea of counterfactual confidence bounds
and a non-trivial “optimistic subroutine,” we can also generalize an existing randomized algorithm
to the infinite-action setting. However, the analysis and implementation of the resulting random-
ized algorithm is much more complex than the optimistic algorithm we introduced before. Through
3in formulation (4.2) we have asked ϕ to preserve compactness with respect to a (e.g. the continuous ones), so
such barycentric spanner must exists.
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this extension, we see the simplicity and importance of the optimism principle for complex settings
like infinite-action spaces.
The first least-square-oracle-efficient randomized algorithm in the general realizable contextual
bandits, FALCON from Simchi-Levi and Xu [26], is restricted to the finite-action setting. FALCON
performs implicit optimization in policy space, but the allocation of policies reduces to a closed-
form weighted allocation rule for actions (this design principle also influences the design of UCCB).
We find that it becomes more crucial to exploit the counterfactual confidence bounds in the infinite-
action setting: the optimization of weighted allocation rules no longer has closed-form solutions,
and we need to design a technical “optimistic subroutine” to find feasible weighted allocations.
As the required subroutine is a bit complex, we focus on the linear action model (4.1) stated in
Example 1 for simplicity. Extensions to more complex models follow similar ideas, and the structure
of the proposed algorithm remain mostly unchanged. We assume a deterministic initialization
oracle that outputs a barycentric spanner of the compact set A (e.g. the algorithm in [6]), and an
action maximization oracle that outputs the maximizer of the input function over A. The following
algorithm extends FALCON to the linear action model (4.1). As our focus in this section is to design
the “optimistic subroutine” to efficiently solve step 7 in Algorithm 3, we refer the readers to [26]
for the background and intuition of the original FALCON algorithm.
Algorithm 3 a generalized version of FALCON for linear action model (4.1)
Input epoch schedule {τm}∞m=1, τ0 = 0, tuning parameters {βm}∞m=1, an arbitrary function f̂1 ∈ F .
1: for epoch m = 1, 2, . . . do
2: Compute f̂m = argminf∈F
∑τm−1
t=1 (f(xt, at) − rt(xt, at))2 via the least square oracle when
m ≥ 1.
3: for round t = τm−1 + 1, . . . , τm do
4: Observe context xt.
5: Use the action maximization oracle to compute ât ∈ maxa∈A f̂m(xt, a).
6: Run the algorithm OptimisticSubroutine(A, ât, f̂m(xt, ·), βm) to find a distribution pt
over A such that,
Ea∼pt[f̂m(xt, ât)− f̂m(xt, a)] ≤ 2βmd, (5.1)
∀a ∈ A, f̂m(xt, a) + βma⊤(Ea˜∼pt [a˜a˜⊤])−1a ≤ f̂m(xt, ât) + 2βmd. (5.2)
7: Sample at ∼ pt and observe reward rt(at).
The algorithm runs in an epoch schedule and only calls the least square oracle at the pre-
specified rounds τ1, τ2, . . . . We take τm = 2
m for all m ≥ 1 to simplify the statement of the
theorem, though other choices of the epoch schedule are also possible [26].
Theorem 6 (Regret of Algorithm 3). Consider the problem formulation (4.1) stated in Example
1, under Assumption 1. Take the epoch schedule τm = 2
m for m ≥ 1. Let
βm = 30
√
log(|F|τm−1/δ)/(2dτm−1)
for m = 2, . . . , and β1 = 1. Then with probability at least 1 − δ, for all T ≥ 1, the regret of
Algorithm 3 after T rounds is upper bounded by
Regret(T,Algorithm 3) ≤ 608.5
√
2dT log(|F|T/δ) + 2
√
2T log(2/δ) + 2.
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The regret analysis of this algorithm can be adopted from [26], as it characterizes the sufficient
conditions on the weighted allocation rule for the algorithm to have optimal regret (see “Observation
2” in [26]). However, the challenge here is to provide an efficient algorithm to find such weighted
allocation rules (i.e., satisfy both (5.1) and (5.2) in Algorithm 3).
Algorithm 4 OptimisticSubroutine(â, β,A, ĥ)
input action set A, greedy action â ∈ A, function ĥ : A → [0, 1], parameter β > 0.
1: Obtain a barycentric spanner {Ai}di=1 of A via the initialization oracle.
2: Set q0 =
∑d
i=1
1
d1Ai .
3: for t = 1, 2, . . . do
4: Set
qt− 1
2
= min{ 2d
2d + Ea∼q[(ĥ(â)− ĥ(a))/β]
, 1} · qt−1. (5.3)
5: Use the action maximization oracle to compute
at = argmax
a∈A
{
ĥ(a) + βa⊤(Ea˜∼q
t−1
2
[a˜a˜⊤])−1a
}
. (5.4)
6: if ĥ(at) + βa
⊤
t (Ea∼qt− 1
2
[aa⊤])−1at > ĥ(â) + 2βd, then
7: Run the coordinate descent step
qt = qt− 1
2
+
−2a⊤t (Ea∼q[aa⊤])−1at + 2d+ (ĥ(â)− ĥ(at))/β
(a⊤t (Ea∼q[aa
⊤])−1at)2
1at . (5.5)
8: else
9: Let qt = qt− 1
2
, halt and output
qt + (1−
∫
A
qt(a)da)1â.
We provide Algorithm 4 as a subroutine to achieve this. The core idea of this algorithm is to use
a coordinate descent procedure to compute a sparse distribution over actions, which is motivated
by the optimization procedure used in Agarwal et. al. [4]—however, we extend their idea from the
finite-action setting to the linear action model, which requires further matrix analysis and may be
interesting in its own right. We call this algorithm OptimisticSubroutine as the algorithm is built
upon the optimistic step (5.4), where the “a⊤(Ea˜∼q
t−1
2
[a˜a˜⊤])−1a” term is a continuous analogue to
the counterfactual action divergence (4.5) in the linear action model.
Proposition 1 (optimization through SubOpt). At each round within epoch m, Algorithm 4
outputs a probability distribution that satisfies (5.1) and (5.2) within at most ⌈ 4βm + 8d(log d+ 1)⌉
iterations.
According to this proposition, the optimistic subroutine outputs an efficient solution that sat-
isfies the requirements (5.1) and (5.2) within finite number of iterations at every rounds. One
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advantage of Algorithm 3 is that it requires only O(log T ) calls to the least-square oracle. However,
the design and analysis of the optimistic subroutine becomes challenging in the infinite-action set-
ting, especially for complex problem formulations. On the other hand, Algorithm 2 exhibits much
cleaner structure and a principled analysis that covers many problem formulations of interest.
6 Conclusion and future directions
In this paper we propose UCCB, a simple generic principle to design optimistic algorithms in the
presence of large context spaces. Key ideas underlying UCCB include: 1) confidence bounds in policy
space rather than in action space; and 2) the potential function perspective that explains the power
of optimism in the contextual setting. We present the first optimal and efficient optimistic algorithm
for realizable contextual bandits with general function classes. Besides the traditional finite-action
setting, we also discuss the infinite-action setting and provide the first solutions to many interesting
models of practical interest.
Moving forward, there are many interesting future directions that may leverage the ideas pre-
sented in this work. The principle of optimism in the face of uncertainty plays an essential role in
reinforcement learning. Currently the majority of existing provably efficient algorithms are devel-
oped for the “tabular” case, and their regret scales with the cardinality of the state space. However,
empirical reinforcement learning problems typically have a large state space and rely on function
approximation [19]. Motivated by this challenge, a natural next step is to adapt the UCCB principle
to reinforcement learning problems with large state space. This paper can be viewed as an initial
step towards this goal, as the contextual MAB problem is a special case of episodic reinforcement
learning where the episode length is equal to one. Within the scope of bandit problems, UCB-type
algorithms are often the “meta-algorithms” for many complex formulations when there is no contex-
tual information. Since UCCB improves over UCB-type algorithms in several fundamental contextual
settings, this work may be a building block to combine contextual information and function ap-
proximation with more complex formulations such as Gaussian process optimization [28], bandits
with long-term constraints [7], and bandits in non-stationary environments [17]. We leave these
directions to future work.
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A Proofs for the finite-action setting
A.1 Proof of Theorem 1.
We prove the theorem on the clean event stated in Lemma 3, whose measure is at least 1 − δ/2.
For all t > K,
Ex[f
∗(x, pif∗(x)] ≤ Ex[f̂t(x, pif∗(x))] + Ex
[ βt∑t
i=1 1{pif∗(x) = pii(x)}
]
+
Kβt
t
≤ argmax
pi∈Π
{
Ex[f̂t(x, pi(x))] + Ex
[ βt∑t
i=1 1{pi(x) = pii(x)}
]}
+
Kβt
t
= Ex[f̂t(x, pit(x))] + Ex
[ βt∑t
i=1 1{pit(x) = pii(x)}
]
+
Kβt
t
≤ Ex[f∗(x, pit(x))] + Ex
[ 2βt∑t
i=1 1{pit(x) = pii(x)}
]
+
2Kβt
t
, (A.1)
where the first and the last inequality are due to Lemma 3; the second inequality due to maximiza-
tion over policies.
Therefore, we have the following:
T∑
t=1
E[f∗(xt, pif∗(xt))− f∗(xt, at)|Ht−1] =
T∑
t=1
(
Ex[f
∗(x, pif∗(x))]− Ex[f∗(x, pit(x))]
)
≤
T∑
t=K+1
Ex
[ 2βt∑t
i=1 1{pit(x) = pii(x)}
]
+
T∑
t=K+1
2Kβt
t
+K
≤ 2βT
T∑
t=K+1
Ex
[ 1∑t−1
i=1 1{pit(x) = pii(x)}
]
+ 2
√
17KT log(|F|T 3/δ) +K
≤ 2
√
17KT log(2|F|T 3/δ)(log(T/K) + 1) +K, (A.2)
where the first line uses the equivalence proved in Lemma 4; the second line is due to (A.1); the
third line is due to βt ≤ βT and
∑T
K+1 1/
√
t ≤ √T ; and the last line is due to the contextual
potential lemma (Lemma 2).
By Azuma’s inequality, with probability at least 1− δ/2, we can bound the regret by
Regret(T,Algorithm 1) ≤
T∑
t=1
E[f∗(xt, pif∗(xt))− f∗(xt, at)|Ht−1] +
√
2T log(2/δ). (A.3)
Therefore, by a union bound and inequalities (A.2) (A.3), with probability at least 1− δ, the regret
of Algorithm 1 after T rounds is upper bounded by
Regret(T,Algorithm 1) ≤ 2
√
17KT log(2|F|T 3/δ)(log(T/K) + 1) +
√
2T log(2/δ) +K.

A.2 Analysis on the confidence
The main goal of this subsection is to prove Lemma 1. For a fixed f , we denote Yf,i = (f(xi, ai)−
ri(xi, ai))
2 − (f∗(xi, ai)− ri(xi, ai))2, i = 1, 2, . . . .
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A.2.1 Proof of Lemma 1.
For a fixed f ∈ F , when conditioned on Υi−1, we have
Exi,ai
[
(f(xi, ai)− f∗(xi, ai))2|Hi−1
]
= Exi
[
(f(xi, pii(xi))− f∗(xi, pii(xi)))2|Hi−1
]
= Ex
[
(f(x, pii(x))− f∗(x, pii(x)))2
∣∣Hi−1]
= Ex
[
(f(x, pii(x)) − f∗(x, pii(x)))2
]
,
where the first equation is because ai = pii(xi) and the fact that pii is completely determined
by Ht−1; the second equation is because the independence between xi and Hi−1; and the third
inequality is because (f(xi, pii(x))− f∗(xi, pii(xi)))2 depends on Hi−1 only through pii.
Therefore,
t−1∑
i=1
Exi,ai
[
(f(xi, ai)− f∗(xi, ai))2|Hi−1
]
=
t−1∑
i=1
Ex
[
(f(x, pii(x))− f∗(xi, pii(x)))2
]
.
Applying Lemma 5, we know that ∀δ ∈ (0, 1), with probability at least 1− δ/2,
t−1∑
i=1
Ex
[
(ft(x, pii(x))− f∗(xi, pii(x)))2
] ≤ 68 log(2|F|t3/δ) + 2 t−1∑
i=1
Yft,i, (A.4)
uniformly over all t ≥ K and all fixed sequence fK , fK+1, · · · ∈ F .
Therefore, ∀pi ∈ Π,
Ex
[ t−1∑
i=1
1{pi(x) = pii(x)}(ft(x, pi(x)) − f∗(x, pi(x)))2
]
= Ex
[ t−1∑
i=1
1{pi(x) = pii(x)}(ft(x, pii(x))− f∗(x, pii(x)))2
]
=
t−1∑
i=1
Ex[1{pi(x) = pii(x)}(ft(x, pii(x))− f∗(x, pii(x)))2]
≤
t−1∑
i=1
Ex[(ft(x, pii(x))− f∗(x, pii(x)))2]
≤ 68 log(2|F|t3/δ) + 2
t−1∑
i=1
Yft,i, (A.5)
where the first inequalities are due to 1{pi(x) = pii(x)} ≤ 1 and the second inequality is (A.4).
Since Algorithm 1 pick all actions exactly once during the first K rounds, t > K will ensure∑t−1
i=1 1{pi(x) = pi(x)} ≥ 1,∀x ∈ X .
From Cauchy-Schwarz’s inequality, ∀t > K, ∀pi ∈ Π,
|Ex[ft(x, pi(x)) − f∗(x, pi(x))]|
≤
√
Ex
[ 1∑t−1
i=1 1{pi(x) = pii(x)}
]√√√√
Ex
[ t−1∑
i=1
1{pi(x) = pii(x)}(ft(x, pi(x)) − f∗(xi, pi(x)))2
]
.
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Combine the above inequality with (A.5), we prove
|Ex[ft(x, pi(x)) − f∗(x, pi(x))]|
≤
√
Ex
[ 1∑t−1
i=1 1{pi(x) = pii(x)}
]√√√√68 log(2|F|t3/δ) + 2 t−1∑
i=1
Yft,i.
Taking ft = f̂t in the above inequality, and use the fact
∑t−1
i=1 Yf̂t,i ≤ 0 (as the least square solution
f̂t minimizes
∑t−1
i=1(f(xi, ai) − ri(xi, ai))2), we obtain: with probability at least 1 − δ/2, ∀t > K,
∀pi ∈ Π, ∣∣Ex[f̂t(x, pi(x))] − Ex[f∗(x, pi(x))]∣∣
≤
√
Ex
[ 1∑t−1
i=1 1{pi(x) = pii(x)}
]√
68 log(2|F|t3/δ)
≤
√
Ex
[ 1∑t−1
i=1 1{pi(x) = pii(x)}
]√
68 log(2|F|t3/δ)

A.2.2 Proof of Lemma 5
We now prove Lemma 5 and the supporting lemmas required to prove Lemma 5.
Proof of Lemma 5. Fix a δ ∈ (0, 1). Take δt = δ/2t3, and apply a union bound to Lemma 6
with all t ≥ 2. From
∞∑
t=1
δt log2(t− 1) ≤
∞∑
t=2
δ/2t2 ≤ δ/2,
we know that with probability at least 1− δ/2,
t−1∑
i=1
Exi,ai
[
(ft(xi, ai)− f∗(xi, ai))2|Hi−1
] ≤ 68 log(2|F|t3/δ) + 2 t−1∑
i=1
Yft,i,
uniformly over all t ≥ 2 and all fixed sequence f2, f3, · · · ∈ F . 
Lemma 6 (uniform convergence over F). For a fixed t ≥ 2 and a fixed δt ∈ (0, 1/e2), with
probability at least 1− log2(t− 1)δt, we have
t−1∑
i=1
Exi,ai
[
(f(xi, ai)− f∗(xi, ai))2|Hi−1
] ≤ 68 log(|F|/δt) + 2 t−1∑
i=1
Yf,i, (A.6)
uniformly over all f ∈ F .
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Proof of Lemma 6. We have |Yf,i| ≤ 1,∀i. From Lemma 7, for δt/|F| ≤ δt < 1/e2, with
probability at least 1− log2(t− 1)δt/|F|,
t−1∑
i=1
E[Yf,i|Hi−1]−
t−1∑
i=1
Yf,i ≤ 4
√√√√ t−1∑
i=1
Var[Yf,i|Hi−1] log(|F|/δt) + 2 log(|F|/δt).
Applying union bound to all f ∈ F , we obtain that with probability at least 1 − log2(t − 1)δt ≥
1− log2 tδt,
t−1∑
i=1
E[Yf,i|Hi−1]−
t−1∑
i=1
Yf,i ≤ 4
√√√√ t−1∑
i=1
Var[Yf,i|Hi−1] log(|F|/δt) + 2 log(|F|/δt), ∀f ∈ F .
From Lemma 8 we have Var[Yf,i|Hi] ≤ 4E[Yf,i|Hi]. Therefore
t−1∑
i=1
E[Yf,i|Hi−1] ≤ 4
√√√√ t−1∑
i=1
Var[Yf,i|Hi−1] log(|F|/δt) + 2 log(|F|/δt) +
t−1∑
i=1
Yf,i
≤ 8
√√√√ t−1∑
i=1
E[Yf,i|Hi−1] log(|F|/δt) + 2 log(|F|/δt) +
t−1∑
i=1
Yf,i, ∀f ∈ F .
This implies ∀f ∈ F ,
√√√√ t−1∑
i=1
E[Yf,i|Hi−1]− 4
√
log(|F|/δt)
2 ≤ 18 log(|F|/δt) + t−1∑
i=1
Yf,i,
which further implies ∀f ∈ F ,
t−1∑
i=1
E[Yf,i|Hi−1] ≤ 68log(|F|/δt) + 2
t−1∑
i=1
Yf,i.
From Lemma 8, we have
t−1∑
i=1
Exi,ai
[
f(xi, ai)− f∗(xi, ai))2|Hi−1
]
=
t−1∑
i=1
E[Yf,i|Hi−1] ≤ 68log(|F|/δt) + 2
t−1∑
i=1
Yf,i.
This finish the proof to Lemma 6. 
The following two lemmas are used in the proof of Lemma 6.
Lemma 7 (Freeman’s inequality, [8]). Suppose Z1, Z2, . . . , Zt is a martingale difference se-
quence with |Zi| ≤ b for all i = 1, . . . , t. Let V Then for any δ < 1/e2, with probability at least
1− log2 Tδ,
T∑
i=1
Zi ≤ 4
√√√√ T∑
i=1
Var[Zi|Z1, . . . , Zi−1] log(1/δ) + 2b log(1/δ).
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Lemma 8 (Lemma 4.2 in [3]). Fix a function f ∈ F . Suppose we sample x from the data
distribution DX , and r(x, a) from Dx,a. Define the random variable
Y = (f(x, a)− r(x, a))2 − (f∗(x, a) − r(x, a))2.
Then we have
Ex,r,a[Y ] = Ex,a[(f(x, a)− f∗(x, a))2],
Varx,r,a[Y ] ≤ 4Ex,r,a[Y ].
A.3 Proof of Lemma 2
Proof of Lemma 2. For any fixed x ∈ X , we have
T∑
t=K+1
1∑t−1
i=1 1{pit(x) = pij(x)}
≤
∑
a∈A
∑T
t=1 1{pit(x)=a}∑
i=1
1
i
≤
∑
a∈A
(1 + log(
T∑
t=1
1{pit(x) = a})) ≤ K +K log(T/K),
where the last inequality is due to Jensen’s inequality. By taking expectation on both sides of the
above inequality, we prove the lemma. 
B Proofs for the extensions to infinite function classes
B.1 Proof of Corollary 2
From the well-known result on the covering of d−dimensional balls [29], the covering number of a
ball with radius ∆2 and discretization error
1
Lt is bounded by (1 +∆Lt)
d, so there exists a set Vt of
size no more than (1 + ∆Lt)d + 1 ≤ (2 + ∆Lt)d that contains θ∗ and satisfies
∀θ ∈ Θ ∃v ∈ Vt s.t. ‖θ − v‖ ≤ 1
Lt
.
We see log |Vt| ≤ d log(2 + ∆Lt). ∀fθ ∈ F , x ∈ X , a ∈ A, take v to be the closest point to θ in Vt,
we have
(fθ(x, a)− f∗(x, a))2 = (fθ(x, a)− fv(x, a) + fv(x, a) − fθ∗(x, a))2
≤ 2(fθ(x, a) − fv(x, a))2 + 2(fv(x, a) − fθ∗(x, a))2
≤ 2L2‖θ − v‖2 + 2(fv(x, a) − fθ∗(x, a))2
≤ 2
t2
+ 2(fv(x, a)− fθ∗(x, a))2.
Sine Vt is a finite function class, we can prove a slight modification of Lemma 6, with the result
(A.6) becomes
t−1∑
i=1
Exi,ai [(f(xi, ai)− f∗(xi, ai))2|Hi−1] ≤ 136 log(|Vt|/δt) + 2 + 4
t−1∑
i=1
Yf,i.
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Following the same path in the proof of Lemma 5, we can prove a slight modification of Lemma 5:
with probability at least 1− δ2 ,
t−1∑
i=1
Exi,ai
[
(ft(xi, ai)− f∗(xi, ai))2|Hi−1
] ≤ 136(d log(2 + ∆Lt) + log 2t3
δ
)
+ 2 + 4
t−1∑
i=1
Yft,i
≤ 136
(
d log(2 + ∆Lt) + log
2t3
δ
+ 1
)
+ 4
t−1∑
i=1
Yft,i,
uniformly over all t ≥ 2 and all fixed sequence f2, f3, · · · ∈ F .
By setting the parameter βt to be
βt =
√
34t/K
√
d log(2 + ∆Lt) + log(2t3/δ) + 1
in Algorithm 1, we can prove a slight modification of Theorem 1, with the result being
Regret(T,Algorithm 1) ≤ 2KβT (log(T/K) + 1) +
√
2T log(2/δ) +K.
B.2 Proof of Corollary 3
We introduce the following Lemma adopt from [15]:
Lemma 9 (a consequence of Lemma 4 in [15]). ∀δ ∈ (0, 1), with probability at least 1− δ,
τ2∑
i=τ1
Exi,ai [(f(xi, ai)− f∗(xi, ai))2|Hi−1] ≤ 2
τ2∑
i=τ1
Yf,i+
K · inf
ε>0
{
100εT + 320 log
(
4KE{xi}Ti=1
N1(G, ε, {xi}Ti=1)
δ
)}
.
for all 1 ≤ τ1 ≤ τ2 ≤ T and g ∈ G.
We then prove a slight modification of Lemma 5, with the result (2.7) becomes
t−1∑
i=1
Exi,ai
[
(ft(xi, ai)− f∗(xi, ai))2|Hi−1
] ≤ 2 t−1∑
i=1
Yft,i+
K · inf
ε>0
{
100εT + 320 log
(
8KT 3E{xi}Ti=1
N1(G, ε, {xi}Ti=1)
δ
)}
,
uniformly over all t ≥ 2 and all fixed sequence f2, f3, · · · ∈ F .
By setting the parameter βt in Algorithm 1 to be the fixed value
β =
√
TK · inf
ε>0
{
25εT + 80 log
(
8KT 3E{xi}Ti=1
N1(G, ε, {xi}Ti=1)
δ
)}
,
we can prove a slight modification of Theorem 1, with the result being
Regret(T,Algorithm 1) ≤ 2Kβ(log(T/K) + 1) +
√
2T log(2/δ) +K.
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C Proofs for the infinite-action setting
Proof of Theorem 4. We prove the theorem on the clean event stated in Lemma 10, whose
measure is at least 1− δ/2. For all t ≥ 2,
Ex[f
∗(x, pif∗(x)] ≤ Ex[1 ∧ βtVx(pif∗(x)||{pii(x)}t−1i=1)] + Eβt/t
≤ Ex[f̂t(x, pit(x))] + Ex[1 ∧ βtVx(pit(x)||{pii(x)}t−1i=1)] + Eβt/t
≤ Ex[f∗(x, pit(x))] + 2Ex[1 ∧ βtVx(pit(x)||{pii(x)}t−1i=1)] + 2Eβt/t.
where the first and the last inequalities are due to Lemma 10; the second inequality is due to the
definition of pit in Lemma 11. The above argument implies that for all t ≥ 2
Ex[f
∗(x, pif∗(x)− f∗(x, pit(x)] ≤ 2Ex[1 ∧ βtVx(pit(x)||{pii(x)}t−1i=1)] + 2Eβt/t. (C.1)
When t = 1, inequality (C.1) trivially holds true, because Vx(pi1(x)||∅) = ∞ by definition. So
inequality (C.1) holds true for all t ≥ 1.
When T ≤ E , we can bound the regret by E . We now give the regret bound for the case T > E .
We have the following:
T∑
t=1
E[f∗(xt, pif∗(xt))− f∗(xt, at)|Ht−1] =
T∑
t=1
(
Ex[f
∗(x, pif∗(x))]− Ex[f∗(x, pit(x))]
)
≤
T∑
t=1
2Ex[1 ∧ βtVx(pit(x)||{pii(x)}t−1i=1)] +
T∑
t=1
2Eβt/t
≤ 2
T∑
t=1
Ex[1 ∧ βtVx(pit(x)||{pii(x)}t−1i=1)] + 2
√
17ET log(2|F|T 3/δ)
≤ 2
T∑
t=1
Ex[βT ∧ βTVx(pit(x)||{pii(x)}t−1i=1)] + 2
√
17ET log(2|F|T 3/δ)
= 2βTEx[
T∑
t=1
1 ∧ Vx(pit(x)||{pii(x)}t−1i=1)] + 2
√
17ET log(2|F|T 3/δ)
≤ 2βT Epoly(log T ) + 2
√
17ET log(2|F|T 3/δ)
= 2
√
17ET log(2|F|T 3/δ)(poly(log T ) + 1), (C.2)
where the first line uses the equivalence proved in Lemma 11; the second line is due to (C.1); the
third line is due to
∑T
t=1 1/
√
t ≤ √T ; the fourth line is due to βT > βt and βT > 1 when T > E ; and
the sixth line is due to the condition II in Assumption 2. By Azuma’s inequality, with probability
at least 1− δ/2, we can bound the regret by
Regret(T,Algorithm 2) ≤
T∑
t=1
E[f∗(xt, pif∗(xt))− f∗(xt, at)|Ht−1] +
√
2T log(2/δ). (C.3)
Therefore, by a union bound and inequalities (C.2) (C.3), with probability at least 1− δ, the regret
of Algorithm 1 after T rounds is upper bounded by
Regret(T,Algorithm 2) ≤ 2
√
17ET log(2|F|T 3/δ)(poly(log T ) + 1) +
√
2T log(2/δ).
Combine the case T ≤ E and T > E we finish the proof. 
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Lemma 10 (counterfactual confidence bound). Consider a non-randomized contextual bandit
algorithm that selects pit based on Ht−1 and chooses the action at = pit(xt) at all rounds t. Then
∀δ ∈ (0, 1), with probability at least 1− δ/2, we have∣∣Ex[f̂t(x, pi(x)] − Ex[f∗(x, pi(x))]∣∣ ≤ E[1 ∧ βtVx(pi(x)||{pii(x)}t−1i=1)] + Eβt/t.
uniformly over all pi ∈ Π and all t ≥ 2.
Proof of Lemma 10. For a fixed f , we denote Yf,i = (f(xi, ai) − ri(xi, ai))2 − (f∗(xi, ai) −
ri(xi, ai))
2, i = 1, 2, . . . . From Lemma 5, ∀δ ∈ (0, 1) , with probability at least 1− δ/2, we have
t−1∑
i=1
Exi,ai
[
(ft(xi, ai)− f∗(xi, ai))2|Hi−1
] ≤ 68 log(2|F|t3/δ) + t−1∑
i=1
Yft,i, (C.4)
uniformly over all t ≥ 2 and all fixed sequence f2, f3, . . . ft+1, · · · ∈ F .
Use the fact that pii is completely determined by Hi−1 and independent with xi, we obtain:
t−1∑
i=1
Ex
[
(f̂t(x, pii(x))− f∗(x, pii(x)))2
]
≤ 68 log(2|F|t3/δ) +
t−1∑
i=1
Yft,i = 4Eβ2t /t+
t−1∑
i=1
Yft,i, (C.5)
uniformly over all t ≥ 2.
From the definition of counterfactual action divergence, we know ∀x ∈ X ,
|ft(x, pi(x)) − f∗(x, pi(x))| ≤
√
Vx(pi(x)||{pii(x)}t−1i=1)
√√√√ t−1∑
i=1
(ft(x, pii(x))− f∗(x, pii(x)))2.
Applying the AM-GM inequality to the above inequality, we obtain
|ft(x, pi(x)) − f∗(x, pi(x))| ≤ βtVx(pi(x)||{pii(x)}t−1i=1) +
1
4βt
t−1∑
i=1
(ft(x, pii(x))− f∗(x, pii(x)))2.
Since F is bounded by [0, 1], we further obtain
|ft(x, pi(x)) − f∗(x, pi(x))| ≤ max
{
βtVx(pi(x)||{pii(x)}t−1i=1) +
1
4βt
t−1∑
i=1
(ft(x, pii(x))− f∗(x, pii(x)))2, 1
}
≤ max{1, βtVx(pi(x)||{pii(x)}t−1i=1)}+ 14βt
t−1∑
i=1
(ft(x, pii(x)) − f∗(x, pii(x)))2
= 1 ∧ βtVx(pi(x)||{pii(x)}t−1i=1) +
1
4βt
t−1∑
i=1
(f̂t(x, pii(x)) − f∗(x, pii(x)))2
(C.6)
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By taking expectation on both side of (C.6) and using (C.5), we obtain that with probability
at least 1− δ/2, ∣∣Ex[ft(x, pi(x)) − f∗(x, pi(x))]∣∣ ≤ Ex|ft(x, pi(x)) − f∗(x, pi(x))|
≤ Ex[1 ∧ βtVx(pi(x)||{pii(x)}t−1i=1)] +
1
4βt
Ex[
t−1∑
i=1
(ft(x, pii(x)) − f∗(x, pii(x)))2]
= Ex[1 ∧ βtVx(pi(x)||{pii(x)}t−1i=1)] +
1
4βt
t−1∑
i=1
E[(ft(x, pii(x)) − f∗(x, pii(x)))2]
≤ Ex[1 ∧ βtVx(pi(x)||{pii(x)}t−1i=1)] + Eβt/t+
1
4βt
t−1∑
i=1
Yft,i.
uniformly over all pi ∈ Π, all t ≥ 2 and all fixed sequence f2, f3, . . . ,∈ F . Here the first inequality
is due to the triangle inequality; the second inequality is due to (C.6); the last inequality is due to
(C.5).
By taking ft = f̂t the the least square solution that minimizes
∑t−1
i=1(f(xi, ai)− ri(xi, ai))2, we
have Yft,i ≤ 0 and finish the proof. 
Lemma 11. Consider an algorithm that choose policy pit by
pit(x) =

Ax,t if t ≤ dx,
argmax
A(x)
{
f̂t(x, ·) + βtVxt(·||{pi(x)}t−1j=1)
}
if t > dx.
(Ax,t is determined the initialization oracle and the input A(x); the “argmax” problem when t > dx
is computed via the action maximization oracle.) Then this algorithm produces the same actions as
those produced by Algorithm 2.
Proof. The proof to this lemma is straightforward.
D Proofs for the “optimistic subroutine” in Section 5
In this subsection we prove Proposition 1. Our proof is motivated by Agarwal et. al. [4, Lemma
6, Lemma 7].
We call q an improper distribution if: 1)
∫
A q(a)da is within (0, 1] but not necessarily equal
to one; and 2) Ea∼q[aa
⊤] is invertible. We define the improper expectation Ea∼q[W (a)] for any
random variable W : A → R by the integral ∫a∈AW (a)q(a)da.
We aim to minimize the potential function
Φ(q) := −2 log(det(Ea∼q[baba⊤])) + Ea∼q[2d+ (ĥ(â)− ĥ(a))/β], (D.1)
where ba is the coefficient vector of a when the basis is the barycentric spanner {Ai}di=1. We prove
that after each iteration, either Algorithm 4 outputs a desired distribution that satisfies both (5.1)
and (5.2), or
Φ(qt) ≤ Φ(qt−1)− 1
4
. (D.2)
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Since Φ function is bounded the algorithm must halt within finite iterations. (D.2) is a consequence
of the following two lemmas:
Lemma 12. When Ea∼q(a)[2d + (ĥ(â) − ĥ(a))/β] ≥ 2d, the objective Φ(q) will not increase if we
multiply q by 2d
2d+Ea∼q[2d+(ĥ(â)−ĥ(a))/β]
. That is, after step (5.3) in Algorithm 4, we always have
Φ(qt− 1
2
) ≤ Φ(qt−1).
Lemma 13. If Algorithm 4 does not halt at round t, then after the coordinate descent step (5.5)
in Algorithm 4, we always have
Φ(qt) ≤ Φ(qt− 1
2
)− 1
4
.
Now we present the proof of Proposition 1, as well as proofs of Lemma 12 and Lemma 13.
Proof of Proposition 1. From Lemma 12 and Lemma 13 we know that if the algorithm does
not halt at round t, then Φ(qt) ≤ Φ(qt− 1
2
)− 14 . Assume Algorithm 4 does not halt after t rounds.
Then we have
2d log d+ 2d+
1
β
≥ 2d log d+ Ea∼q0 [2d+ (ĥ(â)− ĥ(a))/β] = Φ(q0)
≥ Φ(qt) + t
4
= −2 log(det(Ea∼qt [bab⊤a ])) + Ea∼qt [2d+ (ĥ(â)− ĥ(a))/β] +
t
4
≥ −2 log(det(Ea∼qt [bab⊤a ])) +
t
4
. (D.3)
where the first inequality is due to
∫
A q0(a)da = 1; the first equation is due to−2 log(det(Ea∼q0 [bab⊤a ])) =
−2 log(det(1dI)) = 2d log d; and the last inequality is due to Ea∼qt[2d + (ĥ(â)− ĥ(a))/β] ≥ 0.
Since the initialization actions consist of a barycentric spanner of A, all coordinates of ba is
within [−1, 1], ∀a ∈ A. Clearly ‖ba‖ ≤
√
d for all a ∈ A. We know that qt is a improper
distribution with at most d+ t non-zero supports, so we assume qt =
∑d+t
i=1 qt(Ai)1Ai .
det(Ea∼qt [bab
⊤
a ]) = det(
d+t∑
i=1
qt(Ai)bAib
⊤
Ai)
≤ (tr(
∑d+t
i=1 qt(Ai)bAib
⊤
Ai
)
d
)d = (
∑d+t
i=1 qt(Ai)tr(bAib
⊤
Ai
)
d
)d
≤ (
∑d+t
i=1 qt(Ai)‖bAi‖2
d
)d ≤ 1,
where the first inequality is due to the AM-GM inequality; the last inequality is due to ‖ba‖ ≤
√
d
for all a ∈ A and ∑d+ti=1 qt(Ai) = ∫A qt(a)da ≤ 1. As a result, we obtain log(det(Ea∼qt [bab⊤a ])) ≤ 0.
Combine this result with (D.3), we obtain
t ≤ 8d(log d+ 1) + 4
β
.
So Algorithm 4 must halt within at most ⌈ 4βm + 8d(log d + 1)⌉ iterations. When it halts, it is
straightforward to verify that the output distribution is proper and satisfies both (5.1) and (5.2).

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Proof of Lemma 12. Denote w(a) = (ĥ(â)− ĥ(a))/β. Given an arbitrary improper distribution
q, we view Φ(c · q) as a function on the scaling factor c. By the chain rule, we can compute the
derivative of this function with respect to c,
∂cΦ(c · q) =
∫
A
[
∂cq(a)Φ(c · q)
](
∂ccq(a)
)
da
=
∫
A
[
− 2a⊤(Ea˜∼cq[a˜a˜⊤])−1a+ 2d+ w(a)
]
q(a)da
=
2
c
Ea∼q[a
⊤(Ea∼q[aa
⊤])−1a] + 2d+ Ea∼q[w(a)],
where the second equation use the fact that the partial gradient of log(det(Ea∼cq[bab
⊤
a ])) with
respect to the coordinate cq(a) is b⊤a (Ea˜∼cq[ba˜b
⊤
a˜ ])
−1ba = a
⊤(Ea˜∼cq[a˜a˜
⊤])−1a.
By the “trace trick”, we have
Ea∼q[a
T (Ea∼q[aa
T ])−1a] = tr(Ea∼q[a
T (Ea∼q[aa
T ])−1a])
= Ea∼q[tr(a
T (Ea∼q[aa
T ])−1a)]
= Ea∼q[tr(aa
T (Ea∼q[aa
T ])−1)]
= tr(Ea∼qaa
T (Ea∼q[aa
T ])−1)) = d.
So we have
∂cΦ(c · q) = −2d
c
+ 2d+ Ea∼q[w(a)].
This means that for all c ∈ [ 2d2d+Ea∼q [w(a)] , 1], ∂cΦ(c · q) ≥ 0.
Proof of Lemma 13. We define
∆t =
−2a⊤t (Ea∼q[aa⊤])−1at + 2d+ (ĥ(â)− ĥ(at))/β
(a⊤t (Ea∼q[aa
⊤])−1at)2
,
then the coordinate descent step (5.5) is qt = qt− 1
2
+∆t1at .
Φ(qt− 1
2
)−Φ(qt) = 2 log(
det(Ea∼q+ [baba
⊤])
det(Ea∼q[baba
⊤])
−∆t
(
2d+ (ĥ(â)− ĥ(at))/β
)
= 2 log(1 + ∆ta
⊤
t (Ea∼q[aa
⊤])−1at)−∆t
(
2d+ (ĥ(â)− ĥ(at))/β
)
(D.4)
≥ 2a⊤t (Ea∼q[aa⊤])−1at∆t − (a⊤t (Ea∼q[aa⊤])−1at)2∆2t −∆t
(
2d+ (ĥ(â)− ĥ(at))/β
)
(D.5)
=
(
− 2a⊤t (Ea∼q[aa⊤])−1at + 2d+ (ĥ(â)− ĥ(at))/β
)2
4(a⊤t (Ea∼q[aa
⊤])−1at)2
, (D.6)
where (D.4) is due to the matrix determinant lemma as well as a⊤t (Ea∼q[aa
⊤])−1at = b
⊤
at(Ea∼q[baba
⊤])−1bat ;
(D.5) is due to the inequality log(1 + w) ≥ w − w22 for all w ≥ 0; (D.6) is due to the definition of
∆t which maximize the quadratic function in (D.5).
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As the algorithm does not halt, we have a⊤t (Ea∼q[aa
⊤])−1at ≥ 2d+ (ĥ(â)− ĥ(at))/β, so
| − 2a⊤t (Ea∼q[aa⊤])−1at + 2d+ (ĥ(â)− ĥ(at))/β|
= 2a⊤t (Ea∼q[aa
⊤])−1at − 2d− (ĥ(â)− ĥ(at))/β
≥ a⊤t (Ea∼q[aa⊤])−1at.
Combine this inequality with (D.6) we obtain
Φ(qt− 1
2
)− Φ(qt) ≥ 1
4
.

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