ABSTRACT. Over a field of characteristic zero, we show that two commutative differential graded (dg) algebras are quasi-isomorphic if and only if they are quasi-isomorphic as associative dg algebras. We also show the Koszul dual statement that two dg Lie algebras whose universal enveloping algebras are quasi-isomorphic as associative dg algebras must themselves be quasi-isomorphic. The latter result is new already for classical (non-dg) Lie algebras, in which case it says that two Lie algebras whose universal enveloping algebras are isomorphic as associative algebras are themselves isomorphic.
INTRODUCTION

0.1.
Recall that two (commutative, associative, Lie, ...) differential graded algebras A and B are said to be quasi-isomorphic if they can be linked by a zig-zag
of morphisms of (commutative, associative, Lie, ...) algebras, each of which induces an isomorphism on homology.
0.2.
A commutative dg algebra is in particular an associative dg algebra, which means that there are two a priori different notions of what it means for two commutative dg algebras to be quasi-isomorphic. One is led to ask: If two commutative dg algebras are quasi-isomorphic as associative dg algebras, must they be quasi-isomorphic also as commutative dg algebras? This turns out to be a surprisingly subtle question. Our first main theorem settles the question completely in characteristic zero: 0.3. Theorem A. Let A and B be two commutative dg algebras over a field of characteristic zero. A and B are quasi-isomorphic as associative dg algebras if and only if they are also quasi-isomorphic as commutative dg algebras.
0.4.
Our second main theorem is, informally speaking, dual to Theorem A, and is at first sight perhaps more surprising: 0.5. Theorem B. Let g and h be dg Lie algebras over a field of characteristic zero. Their universal enveloping algebras U g and U h are quasi-isomorphic as associative dg algebras if and only if g and h are quasi-isomorphic as dg Lie algebras.
0.21.
We know of one further example to which the general Theorem 0.19 applies. By [Gri14, Section 6 .2], the morphism Leib → Diass from the Leibniz operad to the diassociative operad admits a left inverse as infinitesimal bimodule. It follows that two dg Zinbiel algebras are quasi-isomorphic if and only if they are quasi-isomorphic as dendriform algebras (the analogue of Theorem A), and two dg Leibniz algebras are quasi-isomorphic if and only if their universal enveloping diassociative algebras are quasi-isomorphic (the analogue of Theorem B).
Structure of the paper 0.22. Let us briefly summarize the proofs. We will focus on the proof of Theorem A -as remarked above, Theorem B is more or less "just" obtained by dualizing. For the proof it will be necessary to work with A ∞ -algebras rather than associative algebras, and similarly we need to replace commutative algebras with C ∞ -algebras (which are sometimes called "commutative A ∞ -algebras" in the older literature). The statement we actually prove is that if two C ∞ -algebras are A ∞ -quasi-isomorphic, then they are also C ∞ -quasiisomorphic. We will represent our two C ∞ -algebra structures by two Maurer-Cartan elements of a certain dg Lie algebra h, called the deformation complex of C ∞ -algebra structures. Two Maurer-Cartan elements of the deformation complex are gauge equivalent if and only if the two C ∞ -algebra structures are C ∞ -quasiisomorphic (in fact C ∞ -isotopic). The fact that they are A ∞ -quasi-isomorphic translates into the assertion that these two Maurer-Cartan elements are gauge equivalent in a larger dg Lie algebra g, which is the deformation complex of A ∞ -algebra structures. These dg Lie algebras are essentially the Harrison and Hochschild cochain complexes, respectively. One can now ask the following rather general question: for complete filtered dg Lie algebras h ⊂ g, and two Maurer-Cartan elements in h which are gauge equivalent in g, when are they also gauge equivalent in h? 0.23. In Section 1, we will give an answer to this more general question: this holds whenever there exists a filtered retraction of g onto h as an h-module. Thus we should construct a retraction of the Hochschild cochains onto the Harrison cochains. The existence of such a retraction goes back to Barr, but we will give a slightly different proof of this fact. In Section 2, we observe that there is a retraction of the operad Ass onto the operad Lie as an infinitesimal bimodule over the operad Lie, as a consequence of the Poincaré-Birkhoff-Witt theorem. This implies in particular the existence of a filtered retraction of the Hochschild cochains onto the Harrison cochains. In Sections 3 and 4, we put these ingredients together to prove Theorem A and Theorem B, respectively. In these two sections we will freely use various facts about filtered C ∞ -and A ∞ -algebras and coalgebras and their deformations. The proofs of these facts are deferred to Section 5, concluding the paper, where we give the necessary background on ∞-algebras over operads (and ∞-coalgebras over cooperads); this part makes up the bulk of the length this paper. Much of this material is standard but some of it we have not found in the literature. One novelty, for example, is the observation that the bar-cobar duality between positively filtered algebras and coalgebras is in several respects better behaved than the usual bar-cobar duality, where a positive filtration is an increasing exhaustive filtration satisfying F 0 = {0}. We also obtain analogues of well known theorems for ∞-algebras (existence of a minimal model, Homotopy Transfer Theorem, that ∞-quasi-isomorphisms have ∞-quasi-inverses) for positively filtered ∞-coalgebras, and we construct a well behaved deformation complex parametrizing positively filtered ∞-coalgebra structures on a given positively filtered chain complex.
0.24.
The reader who wants to get the gist of the proofs of Theorems A and B with a minimum of fuss about operadic preliminaries is invited to read only the statements of Theorem 1.7 and Corollary 2.9, and then proceed to Sections 3 and 4.
Notation and conventions 0.25. We always work over a field K of characteristic 0 and in the category of chain complexes. In other words, we use homological conventions and differentials have degree −1. We use conventions such that the dual of a chain complex is again a chain complex. The Harrison and Hochschild cochain complexes will play a supporting role in the paper; when they are mentioned they will be considered as chain complexes via the usual convention that C n = C −n , and so on. All algebras and coalgebras are in chain complexes unless explicitly specified otherwise, and we often omit the adjective dg, writing e.g. associative algebras when speaking of differential graded associative algebras. We implicitly identify invariants and coinvariants whenever necessary.
0.26.
We consistently apply the Koszul sign rule: the category of chain complexes is symmetric monoidal with V ⊗ W ∼ = W ⊗ V given by sending v ⊗ w to (−1) |v||w| w ⊗ v. We denote by s a formal element of degree 1 and write sV := Ks ⊗ V for the suspension of a chain complex V . The dual of s is denoted by s −1 , so that s −1 s = 1 = −ss −1 . 0.27. We try to follow the notations of [LV12] as closely as possible when talking about operads. All cooperads are conilpotent. Unless explicitly specified otherwise, associative and commutative coalgebras are non-unital, and coassociative and cocommutative coalgebras are non-counital.
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1. SOME DEFORMATION THEORY 1.1. A famous principle, due to Deligne and Drinfeld and developed by many others, assigns to a dg Lie algebra a "deformation problem", in which the solutions to the deformation problem are Maurer-Cartan elements and deformation equivalence of solutions is defined by the action of the group obtained by exponentiating the degree 0 elements. Any deformation problem in characteristic zero arises in this way, according to an informal principle which is now a theorem of Lurie-Pridham [Lur10, Pri10] . We will only require a tiny fragment of the general theory, which we recall below; for an introductory textbook account see e.g. [Man04] . 1 1.2. Let g be a dg Lie algebra equipped with a complete Hausdorff descending filtration
The set of degree 0 elements g 0 can be made into a group, called the gauge group of g, using the Baker-Campbell-Hausdorff formula
in which the higher order terms are given by higher order nested brackets of a and b. For a ∈ g 0 we write exp(a) for the corresponding group element. The series converges, since g = F 1 g and the filtration is complete. The only fact about the Baker-Campbell-Hausdorff formula we will need in this article is that if a ∈ F n g 0 and b ∈ g 0 then BCH(a, b) ≡ a + b (mod F n+1 g).
1.3.
Let MC(g) be the set of solutions to the Maurer-Cartan equation
1 Our set-up is slightly different to the one considered in the references mentioned above: instead of considering functors of Artin rings, our dg Lie algebras have complete filtrations which make the required power series converge. So strictly speaking we will never write down an actual deformation functor.
in g −1 . If x ∈ MC(g), we may define a "twisted" differential d x on g by
is again a complete filtered dg Lie algebra with the same underlying filtration. An element y ∈ g −1 is a Maurer-Cartan element in the original Lie algebra if and only if y − x is a Maurer-Cartan element in the Lie algebra with the twisted differential.
1.4.
The gauge group acts on MC(g) by
Two Maurer-Cartan elements are said to be gauge equivalent if they differ by an element of g 0 in this way.
The only fact about the gauge action we will need here is that if da and x are in
1.5. The main result of the present section is the following one.
1.6. Proposition. Let h ⊆ g be a Lie subalgebra. Suppose that h is a retract of g as a filtered complex, meaning that there is a filtration-preserving chain map s : g → h whose restriction to h is the identity. Let x ∈ MC(h), and suppose there is a gauge equivalence between x and 0 given by an element a ∈ g 0 . Then x is also gauge equivalent to 0 in h.
Proof. We write x 1 := x and a 1 := a and we define inductively the following sequence of elements for n ≥ 1: a n+1 = BCH(a n , −s(a n )), and
By construction, x n is gauge equivalent to x n+1 via the gauge s(a n ) for all n, which lives in h. Each x n is also gauge equivalent to 0 via the gauge a n , which instead is in general only an element of g.
We claim that s(a n ), da n , and x n are in F n g for all n. In particular, all three sequences converge to zero. We prove this by induction on n, the base case n = 1 being clear.
For the first claim, suppose that s(a n ) ∈ F n g. Then we have a n+1 ≡ a n − s(a n ) (mod F n+1 g).
It follows that s(a n+1 ) ≡ s(a n ) − s(a n ) ≡ 0 (mod F n+1 g).
Here we used the fact that s(s(x)) = s(x) for all x ∈ g.
The second and third claims are proven in tandem. Suppose that x n and da n are in F n g. Consider the equation exp(a n ) · x n = 0 modulo F n+1 g to get
Since x n ∈ h we have s(x n ) = x n . It follows that s(da n ) = ds(a n ) is also equivalent to x n , modulo F n+1 g. Thus
Moreover, we have the identity
But we just saw from the equation
so that da n+1 ∈ F n+1 g, as claimed.
It follows that x 1 is gauge trivial in h. Indeed, all elements of the sequence x 1 , x 2 , x 3 , . . . in h are gauge equivalent to each other in h by construction, since the gauge taking x n to x n+1 is given by an element of h. Since the sequence of gauges converges to the identity in the group, we may consider the (ordered) product ∞ n=1 exp(s(a n )), which is now a well defined gauge from x 1 to 0.
Theorem.
Let h ⊆ g be a dg Lie subalgebra. Suppose that h is a retract of g as a filtered h-module: that is, there is a filtration-preserving chain map s : g → h whose restriction to h is the identity map and such that s([x, y]) = [s(x), y] for all x ∈ g and y ∈ h. If x and y are Maurer-Cartan elements of h which are gauge equivalent in g, then they are gauge equivalent in h.
Proof. This result reduces to Proposition 1.6 by replacing the differentials in h and g with the twisted differential d y ( §1.3). The fact that s is an h-module morphism implies in particular that s is a chain map with respect to the twisted differentials.
A CONSEQUENCE OF THE PBW THEOREM
2.1.
Recall that an operad can be defined as a monoid in a certain monoidal category: the category of Smodules, with monoidal structure given by the composite product • [LV12, Section 5.2]. As such there are evident notions of left and right modules over an operad P: an S-module M is a left (resp. right) P-module if it is equipped with maps P • M → M (resp. M • P → M) satisfying axioms of associativity and unit. If M has commuting structures of a left P-module and a right Q-module we say that it is a (P, Q)-bimodule.
2.2.
The category of S-modules is symmetric monoidal with respect to the tensor product (Day convolution) of S-modules. If M and N are right Q-modules, then M⊗N is again a right Q-module in a natural way, making the category of right Q-modules itself symmetric monoidal. The category of (P, Q)-bimodules is equivalent to the category of P-algebras in the symmetric monoidal category of right Q-modules [Fre09, Chapter 9].
2.3.
One can also define the infinitesimal composite product • (1) of two S-modules [LV12, Section 6.1.1]. If P is an operad, an infinitesimal left (resp. right) module is an S-module M equipped with a map P
satisfying the analogous unit and associativity axioms. The notion of infinitesimal right module is equivalent to the usual notion of right module, but for left modules the two are genuinely different. Moreover, neither notion is stronger or weaker than the other.
2.4.
Let f : P → Q be a morphism of operads. Then Q becomes both a P-bimodule and an infinitesimal P-bimodule. When we consider Q as a left P-module, we are considering morphisms
and when we consider Q as an infinitesimal left P-module we are considering instead the morphisms
This means that considering Q as a left P-module is equivalent to considering Q as an algebra over the operad P in the category of S-modules, and considering Q as an infinitesimal left P-module is equivalent to considering Q as a module over P, where P is considered as an algebra over itself in the category of S-modules.
2.5.
There is a pushforward functor f ! from P-algebras to Q-algebras which is left adjoint to the functor f * restricting a Q-algebra structure to a P-algebra structure along f . If A is a P-algebra, then f ! A is the Q-algebra defined as the coequalizer of the two natural arrows
given by applying the P-algebra structure of A, and by mapping P to Q using f and then applying the operadic composition in Q, respectively. This coequalizer can also be written as a "relative composite product" Q • P A. If we consider the operad P itself as a P-algebra in right P-modules, then f ! P is the Q-algebra in right P-modules given by Q itself, considered as a (Q, P)-bimodule.
2.
6. An important example of this pushforward functor is given by the universal enveloping algebra. Any unital associative algebra may be considered as a Lie algebra, with bracket given by the commutator; this forgetful functor corresponds to a morphism of operads Lie → Ass + , where Lie is the Lie operad and Ass + is the operad of unital associative algebras. The pushforward gives a functor from Lie algebras to unital associative algebras, which is precisely the usual universal enveloping algebra construction.
2.7.
What will be more important for us in this paper is the operad Ass of non-unital associative algebras. The pushforward along Lie → Ass maps a Lie algebra to the augmentation ideal of its universal enveloping algebra, and the pushforward along Ass → Ass + is the functor which freely adjoins a unit to a non-unital algebra.
Theorem.
There is an isomorphism of infinitesimal Lie-bimodules Ass + ∼ = Sym(Lie), where Sym(Lie) denotes the symmetric algebra on the infinitesimal bimodule Lie. Explicitly, Sym(Lie) = k≥0 Sym k (Lie) is the direct sum of all symmetric powers of Lie. Similarly, Ass ∼ = k≥1 Sym k (Lie) as infinitesimal Lie-bimodules.
Proof. Consider Lie as a bimodule over itself. Then the (Ass + , Lie)-bimodule given by f ! Lie, i.e., the universal enveloping algebra of Lie, is given by Ass + . The Poincaré-Birkhoff-Witt theorem states that for any Lie algebra g in characteristic zero there is an isomorphism of g-modules
This theorem is true for Lie algebras in any K-linear symmetric monoidal abelian category [DM99, §1.3.7] . In particular, Ass + is isomorphic to the symmetric algebra on Lie, considered as a module over the Lie algebra Lie in the category of right Lie-modules. But a module over the Lie algebra Lie in the category of right Lie-modules is exactly the same thing as an infinitesimal Lie-bimodule.
2.9. Corollary. Let f : Lie → Ass be the natural morphism described in §2.6. There is a morphism of infinitesimal Lie-bimodules s : Ass → Lie such that s • f = id Lie .
Proof. Indeed, s is given by projecting onto the summand Sym 1 (Lie) = Lie.
2.10.
In the next section, we will consider the deformation complexes of A ∞ -deformations and C ∞ -deformations of a C ∞ -algebra. These are (essentially) the Hochschild cochain complex and the Harrison cochain complex, respectively. The isomorphism of infinitesimal Lie-bimodules
gives rise to a direct sum decomposition of the Hochschild cochains of a commutative or C ∞ -algebra, for which the k = 1 summand Sym 1 (Lie) = Lie is identified with the Harrison cochains. This decomposition coincides with the Hodge decomposition of Hochschild cohomology of Quillen [Qui70, §8] and GerstenhaberSchack [GS87] . The relationship between the Hodge decomposition and the Poincaré-Birkhoff-Witt theorem seems to have first been made explicit by Bergeron and Wolfgang [BW95] , although in a different form than the one found here. The only fact we will need for the proofs of Theorem A and B is Corollary 2.9, which says in this context that the Hochschild cochains retracts onto the Harrison cochains, and in particular that Harrison cohomology is a direct summand of Hochschild cohomology [Bar68] . However, it does not seem possible to deduce Theorems A and B purely from the fact that Harrison cohomology injects into Hochschild cohomology; we really do need the stronger statement that there exists a splitting of infinitesimal operadic bimodules. By contrast, Saleh [Sal17] proves the weaker statement that if a C ∞ -algebra is formal as an A ∞ -algebra then it is also formal as a C ∞ -algebra, using only the fact that Harrison cohomology is a direct summand of Hochschild cohomology.
2.11. Theorem 2.8, stated only for right modules, can be found in [Fre09, Lemma 10.2.6]. The fact that Ass decomposes into a direct sum as an infinitesimal Lie bimodule has also been noticed by Griffin [Gri14] , who proved it by explicitly verifying that the Eulerian idempotents used by Gerstenhaber-Schack define morphisms of infinitesimal bimodules. Griffin's paper also explains in detail the relationship with the Hodge decomposition of the Hochschild complex.
3. PROOF OF THEOREM A 3.1. We will prove Theorem A for two different classes of algebras: non-unital algebras and unital algebras. The proofs of the two results are very similar and rely on the criterion proved in Section 1. Neither case is more general than the other.
Theorem A (Non-unital case)
. Two non-unital commutative dg algebras A and B are quasi-isomorphic if and only if they are quasi-isomorphic as non-unital associative dg algebras.
Theorem A (Unital case)
. Two unital commutative dg algebras A and B are quasi-isomorphic if and only if they are quasi-isomorphic as unital associative dg algebras.
3.4.
Our methods apply slightly more naturally to the non-unital case. We will start by proving Theorem A in this case and then elaborate on the necessary modifications when the algebras have units. To avoid repeating hypotheses, all dg algebras will be assumed to be non-unital by default.
The non-unital case 3.5. Instead of working with commutative algebras we work in the larger category of C ∞ -algebras and C ∞ -morphisms, also known as ∞-morphisms of C ∞ -algebras. We denote C ∞ -morphisms by a squiggly arrow. This category has the following useful properties:
(1) Two commutative dg algebras are quasi-isomorphic if and only if they are C ∞ -quasi-isomorphic.
(Proposition 5.79) (2) If two C ∞ -algebras A and B are quasi-isomorphic, then there exists a C ∞ -quasi-isomorphism 2 A B. (Theorem 5.105) (3) Any C ∞ -algebra is C ∞ -quasi-isomorphic to a minimal C ∞ -algebra, i.e. a C ∞ -algebra with zero differential, which is unique up to non-canonical C ∞ -isomorphism. (Theorem 5.104) 3.6. We will similarly work with A ∞ -algebras instead of associative algebras; they satisfy evident analogues properties (1'), (2') and (3').
3.7.
Suppose that we are given two commutative dg algebras A and B that are quasi-isomorphic as associative dg algebras. Our goal is to show that they are quasi-isomorphic as commutative dg algebras as well. By (3), we may assume that A and B are minimal. By (2'), there is an A ∞ -quasi-isomorphism A B, which is in fact an A ∞ -isomorphism due to the fact that the algebras are minimal. By (1), the proof of Theorem A is reduced to showing the existence of a C ∞ -quasi-isomorphism (in fact, a C ∞ -isomorphism) A B.
3.8.
We can make the following further simplification. By the minimality assumption, the underlying graded vector spaces of A and B are isomorphic, an isomorphism being given by the first component of the given A ∞ -morphism. We can transport the C ∞ -structure of one of the algebras along this morphism and reduce to the case where A and B are minimal C ∞ -algebras with the same underlying graded vector space that are linked by an A ∞ -morphism whose linear component is given by the identity, i.e. what is called an A ∞ -isotopy.
3.9.
Putting all of this together, we see that Theorem A is implied by the following statement.
3.10. Proposition. Let V be a chain complex. Suppose that we are given two C ∞ -algebra structures on V , and an A ∞ -isotopy between them. Then there also exists a C ∞ -isotopy between them.
3.11.
For the proof, we consider the deformation complexes Def A∞ (V ) and Def C∞ (V ) of A ∞ -algebra and C ∞ -algebra structures on V . They are filtered graded dg Lie algebras whose Maurer-Cartan elements are the A ∞ -algebra (resp. C ∞ -algebra) structures on V , and whose gauge equivalences are A ∞ -isotopies (resp. C ∞ -isotopies), see Theorem 5.126. Elements of the deformation complexes are given by collections of equivariant maps, viz.
and
They are filtered by
and similarly for Def C∞ (V ).
3.12.
Here, S −1 coAss is the Koszul dual cooperad of Ass, given by the operadic suspension [LV12, Section 7.2.2] of the cooperad coAss encoding coassociative coalgebras. Similarly, S −1 coLie is the Koszul dual of Com, given by the suspension of the cooperad coLie encoding Lie coalgebras.
3.13.
To describe the Lie algebra structure on the deformation complexes, and to see that Def C∞ (V ) is a Lie subalgebra of Def A∞ (V ), it is useful to put ourselves in a more general situation. If C is a dg cooperad and P is a dg operad, then we can define a complete filtered dg Lie algebra
Hom Sn (C(n), P(n)) which is called the convolution Lie algebra of C and P. This construction is covariantly functorial in P and contravariantly functorial in C. There is a binary operation ⋆ on Hom S (C, P) which can be heuristically described as follows: if f, g ∈ Hom S (C, P), then f ⋆ g is the composition
where the first and last arrow are given by the infinitesimal cocomposition (resp. composition) of C (resp. P). See § §5.119-5.123 for a precise description. The Lie bracket is then defined by
The deformation complexes can now be defined as Def C∞ (V ) = Hom S (S −1 coLie, End V ) and Def A∞ (V ) = Hom S (S −1 coAss, End V ), where End V is the endomorphism operad of V . Dualizing the natural injection Lie → Ass defines a surjection coAss → coLie which induces the embedding of Def C∞ (V ) into Def A∞ (V ).
3.14.
Remark. An A ∞ -structure on V corresponds to a Maurer-Cartan element in Def A∞ (V ), and twisting by this Maurer-Cartan element ( §1.3) defines a differential on Def A∞ (V ). Up to a degree shift and the fact that the n = 1 component Hom K (V, V ) is missing, Def A∞ (V ) with this differential is the Hochschild cochain complex of the A ∞ -algebra. Similarly, if we twist Def C∞ (V ) by the Maurer-Cartan element corresponding to a C ∞ -algebra structure on V we recover the Harrison cochain complex of the C ∞ -algebra.
Proof of Proposition 3.10. We can rephrase the statement in terms of deformation complexes as follows. We are given two Maurer-Cartan elements in the Lie algebra Def C∞ (V ) which are gauge equivalent in the bigger Lie algebra Def A∞ (V ). We need to prove that the two Maurer-Cartan elements are also gauge equivalent in Def C∞ (V ). This puts us in the situation considered in Section 1, and by Theorem 1.7 we are done if we can prove that Def A∞ (V ) retracts onto Def C∞ (V ) as a filtered Def C∞ (V )-module.
As already mentioned above, the inclusion Def C∞ (V ) ֒→ Def A∞ (V ) is induced by the dual of the map Lie → Ass. Clearly any retraction of S-modules s : Ass → Lie will induce a retraction of filtered complexes from Def A∞ (V ) to Def C∞ (V ), but a priori we will not have any compatibility with the Lie brackets. We claim that if s is a morphism of infinitesimal Lie-bimodules, then the induced map
is a morphism of Def C∞ (V )-modules. Showing this will complete the proof of Theorem A since by Corollary 2.9 we have such a morphism s : Ass → Lie of infinitesimal Lie-bimodules.
Again it is useful to put ourselves in a slightly more general setting. If C is a cooperad and P is an operad, then we have the convolution Lie algebra Hom S (C, P); if M is an infinitesimal C-bicomodule and N is an infinitesimal P-bimodule then Hom S (M, N) = n≥2 Hom Sn (M(n), N(n)) is naturally a filtered module over the Lie algebra Hom S (C, P), by a formula much like the one described in §3.13; see §5.120 and §5.122. Again this construction is functorial in M and N. Note in particular that a morphism of cooperads D → C makes D into an infinitesimal bicomodule over C, which means that Hom S (D, P) is both a Lie algebra equipped with a morphism from Hom S (C, P), as well as a module over the Lie algebra Hom S (C, P). These two structures are compatible with each other, in the sense that the module structure on Hom S (D, P) deduced from the infinitesimal bicomodule structure on D agrees with the one obtained from the morphism Hom S (C, P) → Hom S (D, P).
The map Lie → Ass makes Ass into an infinitesimal bimodule over Lie. By dualizing, coAss becomes an infinitesimal bicomodule over coLie, and this defines the Def C∞ (V )-module structure on Def A∞ (V ). Given a morphism of infinitesimal bimodules Ass → Lie, we obtain by dualizing a morphism of infinitesimal bicomodules coLie → coAss and hence a morphism of Def C∞ (V )-modules from Def A∞ (V ) to Def C∞ (V ). This concludes the proof of Theorem A in the non-unital case.
The unital case 3.15. The proof for the unital case of Theorem A is very close to the one for the non-unital case. This time, we work in the categories of strictly unital C ∞ -algebras and A ∞ -algebras, see Definition 5.26 and Definition 5.27. They satisfy the following properties.
(1) Two unital commutative dg algebras are quasi-isomorphic if and only if they are C ∞ -quasi-isomorphic in the category of strictly unital C ∞ -algebras (Proposition 5.83). (2) If two strictly unital C ∞ -algebras A and B are quasi-isomorphic, then there exists a strictly unital
(Theorem 5.108) (3) Any strictly unital C ∞ -algebra is C ∞ -quasi-isomorphic to a minimal strictly unital C ∞ -algebra, which is unique up to a non-canonical C ∞ -isomorphism. (Theorem 5.107) The same is true mutatis mutandis for strictly unital A ∞ -algebras.
3.16.
Repeating the arguments of §3.7- §3.8, we see that it is be enough to prove that if we have two strictly unital C ∞ -algebra structures on the same graded vector space and a strictly unital A ∞ -isotopy between them, then there also exists a strictly unital C ∞ -isotopy between them.
3.17.
In order to proceed, we need a version of the deformation complexes considered in the non-unital case that also take the presence of a strict unit in the structure into account. In other words, we need dg Lie algebras whose Maurer-Cartan elements are strictly unital C ∞ -algebra (resp. strictly unital A ∞ -algebra) structures on a given chain complex, and where gauge equivalences correspond to strictly unital C ∞ -isotopies (resp. strictly unital A ∞ -isotopies). We will explain such a construction, following Burke [Bur18] .
3.18.
Let V be a graded vector space with a non-zero element 1 ∈ V 0 . We write V := V /K1 for the quotient of V by the 1-dimensional subspace of V generated by 1. By fixing a complement of K1 in V , we write V = V ⊕ K1. Consider the unique associative algebra structure on V for which 1 is a unit element and the product of any two elements of V vanishes, and let µ 0 denote the corresponding Maurer-Cartan element of Def A∞ (V ). The element µ 0 is completely determined by the choice of complement of K1. Any other Maurer-Cartan element µ of Def A∞ (V ) can be decomposed into µ = µ 0 + µ. Note that µ = µ in arity greater or equal than 3. We may consider µ, and hence also µ, as a collection of maps V ⊗n → V for n ≥ 2. It is now not hard to verify that µ corresponds to a strictly unital A ∞ -structure if and only if µ corresponds to multilinear maps V ⊗n → V that give 0 whenever one of their inputs is in K1, for all n ≥ 2; equivalently, µ may be considered as a collection of multilinear maps V ⊗n → V .
3.19.
Since µ 0 is a Maurer-Cartan element of the deformation complex Def A∞ (V ), we can use it to twist the deformation complex as in §1.3. In other words, we consider the dg Lie algebra Def A∞ (V ) with the same Lie bracket but with the non-trivial differential given by
is a Maurer-Cartan element if and only if µ 0 + µ is a MaurerCartan element of the untwisted deformation complex Def A∞ (V ), and two Maurer-Cartan elements are gauge equivalent in the twisted complex if the corresponding Maurer-Cartan elements in the untwisted deformation complex are also gauge equivalent.
3.20.
We want to use this to define a deformation complex for A ∞ -algebra structures that are strictly unital with unit 1. Thus, we consider the Lie subalgebra
, where the inclusion is induced by the canonical projection V → V . Note that even though µ 0 does not lie in Def 
gives a nontrivial linear automorphism of V , and acting by this automorphism produces an automorphism between the twisted deformation complexes Def A∞ (V ) 3.23. Remark. In the same way that the deformation complexes for non-unital A ∞ -algebra and C ∞ -algebra structures correspond to the Hochschild and Harrison complexes, the deformation complexes for strictly unital algebra structures correspond to the normalized Hochschild and Harrison complexes, respectively.
3.24.
We can now conclude the proof of the unital case of Theorem A. It is straightforward to check that the retraction of Def A∞ (V ) onto Def C∞ (V ) maps the subalgebra Def 
Theorem B.
Let g and h be two dg Lie algebras. The universal enveloping algebras U g and U h are quasiisomorphic as unital associative dg algebras if and only if g and h are quasi-isomorphic as dg Lie algebras.
4.3.
In the proof we will need to juggle the bar-cobar adjunction between associative algebras and coassociative coalgebras, as well as the bar-cobar adjunction between Lie algebras and cocommutative coalgebras. We denote these adjunctions by Ω : {conilpotent coassociative dg coalgebras} ⇆ {associative dg algebras} : B and L : {conilpotent cocommutative dg coalgebras} ⇆ {dg Lie algebras} : C, and we refer the reader to §5.5 for more details on how these functors are defined. We remind the reader that algebras and coalgebras are assumed to be non-unital (resp. non-counital) unless stated otherwise.
4.4.
We begin with two simple preliminary lemmas.
Lemma.
If a morphism g → h of dg Lie algebras is a quasi-isomorphism, then U g → U h is also a quasiisomorphism.
Proof. If g → h is a quasi-isomorphism of Lie algebras, then Sym(g) → Sym(h) is a quasi-isomorphism of chain complexes. The statement then follows immediately from the Poincaré-Birkhoff-Witt theorem.
4.6.
There is a well-known equivalence of categories between augmented algebras and non-unital algebras, as well as an equivalence between coaugmented coalgebras and non-counital coalgebras. If A is a nonunital algebra then we denote by A + the augmented unital algebra obtained by freely adjoining a unit.
Lemma. For any cocommutative conilpotent dg coalgebra C there is a natural isomorphism of augmented dg associative algebras (ΩC)
+ ∼ = U LC.
Proof. Ignoring the cobar differentials, the result just says that the tensor algebra is canonically isomorphic to the universal enveloping algebra of the free Lie algebra. The compatibility of the isomorphism with the differentials is a computation, see e.g. [Qui69, p. 290, last paragraph].
4.8.
As a first reduction step towards Theorem B, we will show that if U g and U h are quasi-isomorphic as unital associative algebras, then they are also quasi-isomorphic as augmented associative algebras. This is a consequence of the following lemma, see also [RU07, Lemma 2.1].
4.9. Lemma. Let g be a dg Lie algebra. Let e : K → U g and ε : U g → K be the unit element and augmentation of its universal enveloping algebra. Suppose that ε : U g → K is any other augmentation of U g, then there exists an automorphism α : U g → U g of unital associative algebras such that ε = εα.
Proof. Consider the composition
which is a morphism of Lie algebras. By the universal property of the enveloping algebra, this induces a morphism of unital associative algebras α :
for all x ∈ U g. Indeed, since g generates U g it is enough to check this equality for x ∈ g, in which case the identity is obvious. Moreover, α is an isomorphism. To see this, we start by noticing that α preserves the Poincaré-Birkhoff-Witt filtration on U g, i.e. the filtration obtained by declaring that F k U g is spanned by products of at most k elements of g. Indeed, α maps g into F 1 U g, so the result follows since g generates U g. It is also straightforward to check that the induced map on the associated graded is the identity map. Since the filtration is bounded below and exhaustive, it follows that α is bijective.
Lemma.
Let g and h be dg Lie algebras. Suppose U g and U h are quasi-isomorphic as unital associative algebras. Then they are also quasi-isomorphic as augmented associative algebras.
Proof. If g is a dg Lie algebra, we have a natural quasi-isomorphism
given by the unit of the bar-cobar adjunction. By Lemma 4.5, this gives a quasi-isomorphism of augmented associative algebras
Therefore, it is enough to show that U LCg and U LCh are quasi-isomorphic as augmented associative algebras, and then by Lemma 4.7 it is enough to construct such a quasi-isomorphism between (ΩCg) + and (ΩCh) + . Now we already know that (ΩCg) + and (ΩCh) + are quasi-isomorphic as unital algebras, since we assumed that U g and U h were quasi-isomorphic. Moreover, we may in fact assume the existence of a quasiisomorphism of unital dg algebras
(as opposed to a zig-zag of quasi-isomorphisms). Indeed, (ΩCg) + is a triangulated unital associative algebra [LV12, Appendix B.6.7], for the same reason that any bar-cobar-resolution of an algebra is triangulated. Hence one can construct construct φ by induction on the depth of the corresponding filtration of Cg, with the requirement that the relevant triangle commutes at the level of homology. More generally one may note that triangulated algebras are bifibrant for the model structure on unbounded unital dg algebras constructed by Hinich [Hin97] . Now the quasi-isomorphism φ has no reason to be compatible with the two augmentations on (ΩCg) + and (ΩCh) + . However, by Lemma 4.9 we may compose φ with an automorphism of (ΩCg) + to obtain a quasi-isomorphism which preserves the augmentations, which concludes the proof. 4.11. Now let g and h be two dg Lie algebras, and suppose that U g ≃ U h as unital dg associative algebras. By Lemma 4.10, U g and U h are also quasi-isomorphic as augmented associative algebras. Since g ≃ LCg for any dg Lie algebra and the universal enveloping algebra functor preserves quasi-isomorphisms by Lemma 4.5, we have U LCg ≃ U g ≃ U h ≃ U LCh. Then by Lemma 4.7 we have (ΩCg) + ≃ (ΩCh) + as augmented associative algebras, so that we also have ΩCg ≃ ΩCh as non-unital associative algebras. We now apply the bar functor B to get a string of quasiisomorphisms of coassociative conilpotent coalgebras Cg ≃ BΩCg ≃ BΩCh ≃ Ch.
4.12.
It is now clear how we need to proceed in order to go on with our proof of Theorem B. We want to apply a dual version of Theorem A to deduce that Cg and Ch are already quasi-isomorphic as cocommutative conilpotent coalgebras, and then go on to show that g ≃ h.
4.13. One might naively hope that the conclusion g ≃ h follows immediately once we have a quasiisomorphism of cocommutative coalgebras Cg ≃ Ch. Namely, one could apply the cobar functor L and hope to infer the following string of quasi-isomorphisms
Unfortunately, the cobar functor does not preserve quasi-isomorphisms in general [LV12, Section 2.4], so there is no a priori reason for the middle map to be a quasi-isomorphism.
4.14.
To repair the flaw in the argument above, we need to work with filtered coalgebras. We say that a coalgebra C is positively filtered if it is equipped with a filtration compatible with the coalgebra structure which is increasing, exhaustive, and satisfies F 0 C = 0, so that 
4.17.
Once again, we follow very closely the strategy we used in Section 3. We place ourselves in the bigger category of positively filtered C ∞ -coalgebras and filtered C ∞ -morphisms. This category satisfies the following properties.
(1) Two positively filtered cocommutative dg coalgebras are filtered quasi-isomorphic if and only if they are filtered C ∞ -quasi-isomorphic (Proposition 5.79). (2) If two positively filtered C ∞ -coalgebras C and C ′ are filtered quasi-isomorphic, then there exists a filtered C ∞ -quasi-isomorphism C C ′ (Theorem 5.117). (3) Any positively filtered C ∞ -algebra is filtered C ∞ -quasi-isomorphic to a minimal positively filtered C ∞ -coalgebra, i.e. a positively filtered C ∞ -coalgebra such that the induced differential on the associated graded is trivial, which is unique up to non-canonical C ∞ -isomorphism (Theorem 5.116). The same is true for positively filtered A ∞ -coalgebras.
4.18.
Repeating mutatis mutandis the arguments of §3.7- §3.8, we see that Proposition 4.16 follows from the following statement.
Proposition.
Let V be a positively filtered chain complex. Given two filtered C ∞ -coalgebra structures on V and a filtered A ∞ -isotopy between them, there also exists a filtered C ∞ -isotopy between them.
Proof. Similarly to the algebra case, we have deformation complexes Def F A∞ (V ) and Def F C∞ (V ) whose Maurer-Cartan elements correspond to the A ∞ -coalgebra structures on V respecting the given positive filtrations, respectively C ∞ -coalgebra structures, and whose gauges correspond to the filtered A ∞ -isotopies, respectively C ∞ -isotopies. See from §5.129 to 5.129 for details.
Once again, we filter the deformation complexes of coalgebras by
where Hom
are the filtration preserving maps. Arguing the same way as we did in the proof of Proposition 3.10, we see that we have a retraction of Def F A∞ onto Def F C∞ , so that we can apply Theorem 1.7 and conclude the proof of the result. Hence, Theorem B is also proved.
PRELIMINARIES ON FILTERED HOMOTOPY (CO)ALGEBRAS AND THEIR DEFORMATIONS
5.1. In the proofs of Theorems A and B we have used various standard facts about ∞-algebras over a Koszul operad (in particular A ∞ -and C ∞ -algebras), such as the existence of a minimal model, that ∞-quasi-isomorphisms always have an ∞-quasi-inverse, and some properties of the deformation complex which parametrizes ∞-algebra structures on a given chain complex. For the proof of Theorem B we need the analogous facts also for positively filtered ∞-coalgebras over a Koszul cooperad. Since these results for positively filtered coalgebras do not seem to appear in the literature we collect the proofs here. The arguments in the coalgebra case are very similar to the arguments used for ∞-algebras, although the positive filtration is crucial for the results we want to be true. We have therefore included proofs also in the ∞-algebra case where the results are already well known.
5.2.
We assume that the reader has a basic familiarity with the concepts of (co)operads and (co)algebras over (co)operads. Various comprehensive introductory texts exist on the subject, such as the book [LV12] .
5.3.
Throughout this section, we fix a Koszul operad P with Koszul dual cooperad P ¡ . In some places we will assume that P(n) and P ¡ (n) are dualizable for all n, meaning that the underlying vector space of P(n) (disregarding grading) is finite dimensional; we will make this explicit when needed. We always assume that P(0) = 0 and P(1) ∼ = K.
5.4.
The reader will lose nothing by restricting attention to the case where P is one of the three operads Com, Ass or Lie encoding commutative, associative, and Lie algebras respectively. In these cases P ¡ is given by S −1 coLie, S −1 coAss and S −1 coCom, respectively, where S −1 denotes the operadic suspension, i.e. tensoring with the endomorphism operad End Ks −1 . In the case of these three cooperads, P ¡ (n) is a graded vector space concentrated in degree n − 1.
Bar-cobar duality and homotopy algebras 5.5. Let P-alg denote the category of dg P-algebras and P ¡ -coalg the category of conilpotent dg P ¡ -coalgebras. The bar construction is a functor B :
If A is a P-algebra, then BA is the cofree conilpotent dg P ¡ -coalgebra generated by A, equipped with a differential encoding both the internal differential of A and its P-algebra structure. A detailed description is given in [LV12, 11.2.2]. There is an analogously defined functor
which takes a conilpotent P ¡ -coalgebra C to the free P -algebra on C with a differential encoding the internal differential and algebraic structure of C, see [LV12, 11.2.4].
5.6. Remark. Let C be a P ¡ -coalgebra. We remind the reader that C is called conilpotent if every x ∈ C vanishes under the cocomposition maps
Sn for all n ≥ N , for some N depending on x.
5.7. Proposition. Let A be a dg P-algebra and C a conilpotent dg P ¡ -coalgebra. There are natural bijections
, where Tw(C, A) denotes the set of twisting morphisms C → A. In particular, Ω and B are adjoint functors.
Proof. [LV12, Proposition 11.3.2].
Remark.
Perhaps this is the right place to remark on a small difference in conventions between this section and the previous one. In §4.3 we used a bar functor from dg Lie algebras to conilpotent dg cocommutative coalgebras, which would seem to say that the bar construction of an algebra over Lie should be a coalgebra over coCom. But according to §5.5 the bar construction of an algebra over Lie should be a conilpotent coalgebra over Lie ¡ = S −1 coCom, the operadic suspension of coCom. This is explained as follows. A C-coalgebra structure on a vector space V is in the same thing as a S −1 C-coalgebra structure on the suspension sV , so there is an equivalence of categories between coCom-coalgebras and S −1 coCom-algebras given by suspending. The bar construction in §4.3 differs from the bar construction in §5.5 by tacitly composing with this equivalence of categories. The same holds of course for the bar-cobar adjunction between associative algebras and conilpotent coassociative coalgebras in §4.3.
5.9.
The functors B and Ω make sense also on the larger category of P ∞ -algebras and P ∞ -morphisms between them. Depending on how P ∞ -algebras are defined this is either a theorem or a definition. We will choose to take this as our definition of a P ∞ -algebra.
Definition.
A P ∞ -algebra structure on a chain complex V is a square-zero coderivation on the cofree conilpotent P ¡ -coalgebra on V , whose linear term vanishes. A coderivation of P ¡ (V ) is completely determined by its projection onto the cogenerators, i.e. it may be considered as a map
and by the linear term of the coderivation we mean the map P ¡ (1) ⊗ V ∼ = V → V . We denote this cofree conilpotent P ¡ -coalgebra, equipped with the differential provided by the coderivation, by BV and call it the bar construction of the P ∞ -algebra V . A P ∞ -morphism between two P ∞ -algebras V and W is a P ¡ -coalgebra morphism from BV to BW , with the evident notion of composition of P ∞ -morphisms. We denote P ∞ -morphisms by a squiggly arrow V W .
Remark.
In the literature one also finds the definition that a P ∞ -algebra is a graded vector space V and an arbitrary square-zero coderivation of P ¡ (V ). In this case the linear term of the coderivation is a differential on V , making it a chain complex, and we can consider the result as a P ∞ -algebra structure in our sense on the resulting chain complex. One can also mix the two and declare a P ∞ -algebra to be a chain complex V with an arbitrary square-zero coderivation on P ¡ (V ), although this leads to an awkward notion of what it means for two P ∞ -algebras to be equal.
5.12.
We are mostly interested in the cases where P is one of the operads Ass, Com, or Lie, encoding associative, commutative, and Lie algebras respectively. The corresponding P ∞ -algebras are called A ∞ -algebras, C ∞ -algebras, and L ∞ -algebras.
Proposition.
The following structures are equivalent for a chain complex V .
(1) A P ∞ -algebra structure on V .
(2) An operadic twisting morphism P ¡ → End V .
(3) The structure of an algebra over the operad ΩP ¡ on V .
Proof. This is [LV12, Theorem 10.1.3]. See also §5.124 for the notion of operadic twisting morphism.
5.14. It follows from Proposition 5.13 that if A is a P ∞ -algebra, then H(A) is naturally a P-algebra. Indeed, A is an algebra over the operad ΩP ¡ , so its homology is an algebra over H(ΩP ¡ ). But the morphism ΩP ¡ → P is a quasi-isomorphism, so H(ΩP ¡ ) ∼ = P.
Remark.
One can also consider the category of P ∞ -algebras with as morphisms the usual morphisms of algebras over the operad ΩP ¡ . These morphisms are called strict morphisms between P ∞ -algebras, and they are a special case of P ∞ -morphisms. We denote strict morphisms by a straight arrow →.
Explicit definitions of C ∞ -algebras and A ∞ -algebras 5.16. From the definition, it is straightforward to see that a P ∞ -algebra structure on a chain complex V is the same thing as a sequence of maps of degree −1
for n ≥ 2 satisfying certain quadratic equations. These equations say informally that γ 2 gives V the structure of a P-algebra up to a sequence of coherent homotopies provided by the higher operations γ n≥3 .
5.17.
Similarly, a P ∞ -morphism f : V W between two P ∞ -algebras is equivalent to a sequence of maps
for n ≥ 1 satisfying certain relations. Strict morphisms are exactly those whose only non-zero component is the linear part f 1 .
5.18.
We now give a short review of how to define A ∞ -algebras and C ∞ -algebras by explicit formulae. We do not use them in the main text, but they are the most accessible way to define the notion of strictly unital A ∞ -algebras and C ∞ -algebras.
5.19.
Definition. An A ∞ -algebra is a graded vector space A equipped with maps
of degree 2 − n, for n ≥ 1, satisfying the identities
is a sequence of maps
5.20.
In characteristic zero one may consider C ∞ -algebras as a special case of A ∞ -algebras, in the following way.
5.21.
Let V be a chain complex. We define the shuffle product on the tensor algebra T V by the following recursive rule: if v 1 , v 2 ∈ V and w 1 , w 2 ∈ T V , then
where concatenation denotes multiplication in the tensor algebra. This makes T V into a unital commutative ring.
Proposition.
A C ∞ -algebra is an A ∞ -algebra for which the structure maps m n vanish on any element which can be written as a nontrivial shuffle product in T (sV ) (where the suspension introduces a nontrivial sign factor via the Koszul sign rule). A C ∞ -morphism of C ∞ -algebras is an A ∞ -morphism for which the maps f n vanish on any nontrivial shuffle product.
Proof. This is [LV12, Prop. 13.1.6].
5.23.
While it is relatively straightforward to unravel the general definition of a P ∞ -algebra to recover the above explicit definition of an A ∞ -algebra, it is less immediate to see why C ∞ -algebras can be defined in the above way. The connection between Lie elements and shuffles, which is only valid over a field of characteristic zero, goes back to Ree [Ree58] and Chen [Che57] and can be summarized as follows. Let V be a chain complex. There is a tautological identification between the tensor algebra T V and the universal enveloping algebra of the free Lie algebra, U Lie(V ). By the Poincaré-Birkhoff-Witt theorem it follows that there is a canonical isomorphism T V ∼ = Sym Lie(V ) of chain complexes, and by transport of structure there is an a induced commutative multiplication on T V , which is precisely the shuffle product defined above.
In particular, the quotient of T V by all nontrivial shuffle products is isomorphic to Lie(V ). So maps out of coAss(n)⊗ Sn V ⊗n = V ⊗n vanishing on shuffles are identified with maps from the quotient coLie(n)⊗ Sn V ⊗n .
5.24.
In particular, we see that a C ∞ -algebra satisfies the equation m 2 (x, y) = (−1) |x||y| m 2 (y, x). So a C ∞ -algebra is an algebra with associativity satisfied up to a coherent sequence of higher homotopies, but the commutativity is satisfied strictly. In characteristic zero this is not as unnatural as it might sound at first: informally speaking, lack of commutativity can always be canonically rectified by suitably averaging over the symmetric groups. So in characteristic zero we only need to homotopically resolve the associativity constraint to get a homotopy invariant notion, and commutativity comes for free. By contrast, commutativity is rather more delicate than associativity in positive characteristic, as evidenced by how complicated E ∞ -algebras are compared to A ∞ -algebras.
5.25.
We can now define the notions of strictly unital A ∞ -algebras and C ∞ -algebras.
Definition. Let
for all x ∈ A and m n (x 1 , . . . , x i−1 , 1, x i+1 , . . . , x n ) = 0 for all n ≥ 2, for all 1 ≤ i ≤ n, and all x 1 , . . . , x n ∈ A. An A ∞ -algebra with a strict unit is called a strictly unital A ∞ -algebra. A strictly unital A ∞ -morphism between two strictly unital A ∞ -algebras is an A ∞ -morphism F : A A ′ such that f 1 (1) = 1 and f n (x 1 , . . . , x i−1 , 1, x i+1 , . . . , x n ) = 0 for all n ≥ 2, for all 1 ≤ i ≤ n, and for all x 1 , . . . , x n ∈ A.
Definition.
A strictly unital C ∞ -algebra is a C ∞ -algebra which is strictly unital as an A ∞ -algebra. A strictly unital C ∞ -morphism is a C ∞ -morphism which is strictly unital as an A ∞ -morphism.
If
A is any A ∞ -algebra, then one can give A ⊕ K1 the structure of a strictly unital A ∞ -algebra with 1 as a unit in a natural way. Conversely, given a strictly unital A ∞ -algebra A and a strict morphism ǫ : A → K (an augmentation of A), there is a natural structure of an A ∞ -algebra on ker ǫ. This sets up an equivalence of categories between A ∞ -algebras and augmented strictly unital A ∞ -algebras. The same is true for C ∞ -algebras.
Homotopy coalgebras
5.29.
A priori, there are two reasonable definitions of P ¡ ∞ -coalgebras, i.e. P ¡ -coalgebras up to homotopy.
Definition.
A genuine P ¡ ∞ -coalgebra structure on a chain complex V is a square-zero derivation of the free P-algebra on V , whose linear term vanishes. Such a derivation is determined by its value on the generators, i.e. it may be considered as a map
and by the linear term of the derivation we mean the map V → P(1) ⊗ V ∼ = V . We denote this free Palgebra, equipped with the differential provided by the derivation, by ΩV and call it the cobar construction on the P ¡ ∞ -coalgebra V . A genuine P ¡ ∞ -coalgebra morphism between genuine P ¡ ∞ -coalgebras V and W is a P-algebra morphism ΩV → ΩW .
A naive P ¡ ∞ -coalgebra structure on a chain complex V is a square-zero derivation of the completion
of the free P-algebra on V , whose linear term vanishes. A naive P ¡ ∞ -coalgebra morphism between naive P ¡ ∞ -coalgebras V and W is a P-algebra morphism between the respective completions, equipped with their respective differentials.
5.32.
The definition of a naive P ¡ ∞ -algebra can be unwound in multiple ways. One equivalent definition is that a naive P ¡ ∞ -coalgebra structure on a chain complex V is the same as a (not necessarily conilpotent) BP-coalgebra structure on V . Alternatively, it can be defined as a sequence of degree −1 maps
satisfying an infinite hierarchy of equations, formally dual to those for an ∞-algebra over a Koszul operad. Similarly, a naive P ¡ ∞ -coalgebra morphism between naive P ¡ ∞ -coalgebras is a collection of degree 0 maps
Sn satisfying an infinite hierarchy of equations, formally dual to those defining the notion of an ∞-morphism between ∞-algebras over a Koszul operad.
5.33.
The difference between the two definitions is given by the fact that the coalgebraic structure is given by a map factors through the direct sum. In general, naive P ¡ ∞ -coalgebras do not admit a cobar construction; a derivation of P(V ) does not determine a differential on the free P-algebra P(V ).
5.34.
We will later ( §5.67) define what it means for a P ¡ ∞ -coalgebra C to be conilpotent: this is the case precisely if there exists a positive filtration on C which is compatible with the coalgebra structure. We will see that in the conilpotent case, the notions of genuine and naive P ¡ ∞ -coalgebra coincide (Proposition 5.68). However, our point of view taken here is that one obtains a better behaved category by considering the category of positively filtered P ¡ ∞ -coalgebras, i.e. ∞-coalgebras equipped with a choice of positive filtration, instead of the category of conilpotent P ¡ ∞ -coalgebras.
Remark. A P
¡ -coalgebra is the same thing as a (naive or genuine) P ¡ ∞ -coalgebra for which the coproducts C → (P(n) ⊗ C ⊗n )
Sn vanish for n ≥ 3. In this case the definition of conilpotence mentioned in the previous paragraph reduces to the usual one ( §5.6). 
Remark. It is clear that genuine P
5.37.
The coendomorphism operad coEnd V of a chain complex V is the operad
whose operad structure is defined in essentially the same way as the endomorphism operad. A coalgebra over an operad P is a chain complex V with a morphism of operads P −→ coEnd V . If C is a cooperad, then its linear dual C ∨ is an operad, and if V is a coalgebra over the cooperad C, then it is also naturally a coalgebra over the operad C ∨ . If C(n) is dualizable for all n, then the converse is also true and we have an equivalence of categories between C-coalgebras and coalgebras over the operad C ∨ . 5.38. Proposition. Suppose that P(n) is dualizable for all n, and let P ∨ denote the linear dual cooperad. Let V be a chain complex. There is a natural bijection between naive P ¡ ∞ -coalgebra structures on V and operadic twisting morphisms P ∨ → coEnd V .
Proof. If P(n) is dualizable for each n, the same holds for BP. Therefore, a BP-coalgebra is the same as a coalgebra over the operad (BP) ∨ = ΩP ∨ . Finally, we notice that there is a bijection between morphisms of operads ΩP ∨ → coEnd V and twisting morphisms P ∨ → coEnd V .
∞-quasi-isomorphisms, ∞-isomorphisms, and ∞-isotopies
Let f :
A B be a P ∞ -morphism. Its linear component f 1 : A → B is a chain map, so in particular there is an induced map H(A) → H(B), which is a morphism of P-algebras.
Definition. Let f :
A B be a P ∞ -morphism between P ∞ -algebras.
(2) f is called a P ∞ -isomorphism if it is an isomorphism in the category of P ∞ -algebras and P ∞ -morphisms. (3) f is called a P ∞ -isotopy if f 1 is the identity map.
Proposition. A P ∞ -morphism f :
A B is a P ∞ -isomorphism if and only if its linear component f 1 is an isomorphism of chain complexes. In particular, every P ∞ -isotopy is a P ∞ -isomorphism, and every P ∞ -isomorphism is a P ∞ -quasi-isomorphism.
Proof. Suppose that f 1 is invertible, and consider a P ∞ -morphism g : B A with components
The equation g • f = id translates into an infinite sequence of equations, where the nth equation is an equality between linear maps P ¡ (n) ⊗ Sn A ⊗n → A. Exactly one of the terms in the nth equation is given by the composition
gn and the remaining terms involve only f and the components g k for k < n. Since the first arrow above is an isomorphism it is clear that we can uniquely solve for g n inductively for every n. A very similar argument shows that we can also find g
Composing this equation with g from the left we see that g ′ = g.
Conversely, if f has an inverse g, then the first of the above sets of equations say that f 1 : A → B and g 1 : B → A are inverses.
Proposition.
Let A and B be strictly unital A ∞ -algebras. If f : A B is a strictly unital A ∞ -isomorphism, then its unique inverse g : B A is strictly unital, too. In particular, the same is true for strictly unital C ∞ -isomorphisms.
Proof. We must study the description of the A ∞ -inverse g furnished by the proof of Proposition 5.41. We have assumed that f 1 (1) = 1, and since g 1 and f 1 are inverses it follows that g 1 (1) = 1. The nth component g n : B ⊗n → A is expressed in terms of f and the g k for k < n, and by induction on n one sees that all lower order terms vanish if one of the inputs is in K1. Hence also g n vanishes whenever one of its inputs is in K1, as claimed.
Definition.
Let f : C D be a naive P ¡ ∞ -morphism between naive P ¡ ∞ -coalgebras. Again we say that: Proof. The proof is nearly identical to the proof of Proposition 5.41. Again we suppose that f 1 is invertible, and consider a naive P ¡ ∞ -morphism g : D C with components
The equation g • f = id again translates into an infinite sequence of equations, where the nth equation now is an equality of maps C → P(n) ⊗ Sn C ⊗n . Exactly one of the terms in the nth equation is given by the composition
and the remaining terms involve only f and the components g k for k < n. Again we can uniquely solve for g n for every n.
Definition 5.43 applies in particular to genuine
However, it is not in general true that a genuine P ¡ ∞ -morphism of genuine P ¡ ∞ -algebras whose linear component is invertible is an isomorphism in the category of genuine P ¡ ∞ -coalgebras. For example, consider the vector space K as an abelian L ∞ -coalgebra, i.e. an L ∞ -coalgebra with all cobrackets identically zero. Then the group of naive L ∞ -isomorphisms K K is isomorphic to the group of formal power series over K in one variable with vanishing constant term and nonzero linear term, under composition. Such a power series corresponds to a genuine L ∞ -morphism K K if and only if it is a polynomial. Since the compositional inverse of a polynomial is in general only a power series, we see in particular that the inverse of a genuine L ∞ -morphism may in general only be a naive L ∞ -morphism.
Universal rectification
5.46.
Let A be a P ∞ -algebra. The counit of the bar-cobar adjunction gives a morphism of P ¡ -coalgebras BA → BΩBA, which is precisely the same thing as a P ∞ -morphism of P ∞ -algebras A ΩBA. Note that if A happens to be a P -algebra then there is also a natural map in the other direction ΩBA → A given by the unit of the bar-cobar adjunction. Similarly, if C is a genuine P ¡ ∞ -coalgebra, then there is a natural genuine P ¡ ∞ -morphism BΩC C. If C happens to be a conilpotent P ¡ -coalgebra then there is also a map C → BΩC. These maps are themselves units and counits of two adjunctions: 5.47. Proposition. Let P-alg be the category of dg P-algebras, and P ∞ -alg the category of P ∞ -algebras and P ∞ -morphisms. The evident inclusion P-alg ֒→ P ∞ -alg has a left adjoint given by the functor ΩB. Dually, the inclusion of the category of conilpotent dg P ¡ -coalgebras into the category of genuine P ¡ ∞ -coalgebras has a right adjoint given by BΩ.
Proof. Indeed, if A is a P ∞ -algebra and A ′ is a dg P-algebra, then there are natural bijections
The argument for coalgebras is identical.
5.48.
The functors ΩB and BΩ provide a universal way of "rectifying" a P ∞ -algebra into a P-algebra, and a genuine P ¡ ∞ -coalgebra into a P ¡ -coalgebra. We will see later (Theorem 5.74) that the maps ΩBA → A and C → BΩC considered above are always quasi-isomorphisms. The map A ΩBA is always an ∞-quasiisomorphism, and the map BΩC C is an ∞-quasi-isomorphism when the genuine P ¡ ∞ -coalgebra C is conilpotent.
Filtered complexes
Definition. A filtration on a chain complex V is an increasing sequence of subspaces of
A morphism of filtered chain complexes f : V → W is a morphism of chain complexes which satisfies f (F n V ) ⊆ F n W for all n.
5.50. Definition. Let V be a filtered chain complex with filtration F n V . The filtration is called
(
bounded below, respectively bounded above, if F n V = 0 for some n, respectively if F n V = V for some n, and (5) finite if it is bounded both above and below.
5.51. Definition. Let V be a filtered chain complex with filtration F n V . We denote Gr 
Definition. A map of filtered chain complexes
5.53. Lemma. Let f : V → W be a morphism of filtered complexes. If F n V → F n W is a quasi-isomorphism for all n ∈ Z, then f is a filtered quasi-isomorphism. If the filtrations are bounded below then the converse is also true.
Proof. The first claim follows from the short exact sequences
and the five lemma. For the converse, note that if V and W are bounded below then certainly F n V → F n W is a quasi-isomorphism for n ≪ 0. The conclusion follows again from the five lemma applied to the above short exact sequence, and induction on n.
5.54. Lemma. Let V → W be a filtered quasi-isomorphism of filtered complexes. If the filtrations on V and W are bounded below and exhaustive, then V → W is a quasi-isomorphism.
Proof. By Lemma 5.53 we know that F n V → F n W is a quasi-isomorphism for all n. Since V = colim F n V , W = colim F n W , and colim is an exact functor, it follows that V → W is a quasi-isomorphism.
Definition.
A morphism f : V → W of filtered complexes is a filtered homotopy equivalence if there exists a filtered chain map g : W → V and filtration-preserving homotopies h :
Proposition.
A filtered homotopy equivalence is both a quasi-isomorphism and a filtered quasi-isomorphism. A filtered quasi-isomorphism of bounded below exhaustive filtered chain complexes is a filtered homotopy equivalence.
Proof. The first statement is straightforward and holds in great generality, but for the second statement we need to use the fact that we are working over a field. One constructs g n : F n W → F n V and homotopies h n and k n inductively on n, with base case being the case n ≪ 0 when F n V = F n W = 0. The argument in the induction step when we extend g, h and k from F n to F n+1 is essentially the same as when we prove that a quasi-isomorphism of complexes over a field is a homotopy equivalence. Since the filtrations are exhaustive, constructing the homotopies for all the levels of the filtrations is enough to conclude the proof.
5.57.
Every chain complex is quasi-isomorphic to its cohomology. In particular, every quasi-isomorphism class of chain complexes has a canonical "minimal" representative which is unique up to isomorphism. It is clearly not true in general that a filtered chain complex is filtered quasi-isomorphic to its cohomology, but it is still true that every filtered quasi-isomorphism class has a canonical "minimal" representative.
Definition.
A filtered chain complex V is called minimal if the differential on Gr F V is zero.
Proposition.
Every bounded below exhaustive filtered chain complex is filtered quasi-isomorphic to a minimal filtered chain complex, which is unique up to non-canonical isomorphism.
Proof. Consider a short exact sequence of dg vector spaces,
By choosing a splitting of underlying graded vector spaces B ∼ = A ⊕ C we see that the differential on B is described by a chain map s −1 C → A. Conversely, given f : s −1 C → A we can recover B as the mapping cone of f . It follows that F n V is obtained from F n−1 V by forming the mapping cone of a morphism Gr F n s −1 V → F n−1 V , for any bounded below filtered complex V , so that every bounded below exhaustive filtered complex arises as an iterated mapping cone. The resulting filtered complex will be minimal precisely when at each step we attached a complex with vanishing differential. Since the mapping cone is well defined in the derived category, and every complex is quasi-isomorphic to its cohomology, we deduce that every bounded below exhaustive filtered complex is indeed filtered quasi-isomorphic to a minimal one.
To see uniqueness, suppose that V and W are filtered quasi-isomorphic minimal bounded below exhaustive filtered complexes. By Lemma 5.56 every filtered quasi-isomorphism of such complexes has a homotopy inverse, so we may assume that there exists a filtered quasi-isomorphism f : V → W , as opposed to a zig-zag of quasi-isomorphisms. The induced map Gr F f : Gr F V → Gr F W is a quasi-isomorphism of complexes with trivial differential, hence an isomorphism. It follows that f is bijective.
5.60.
So far we have worked throughout with increasing filtrations. We will denote decreasing filtrations by a superscript, according to the convention F p V = F −p V . In this manner everything said above applies equally well to decreasing filtrations. This convention is the exact analogue of using subscripts and superscripts to switch between homological and cohomological indexing.
Filtered algebras and coalgebras
5.61. The category of filtered chain complexes and filtered morphisms is quasi-abelian but not abelian. However, it is a closed symmetric monoidal category via the tensor product
It contains the category of chain complexes as a full symmetric monoidal subcategory by taking the trivial filtration on a chain complex V , given by F −1 V = 0 and F 0 V = V .
5.62.
By what we have said above, for any operad P in chain complexes there is a notion of filtered Palgebra. Explicitly, a filtered P-algebra A is a filtered chain complex together with a P-algebra structure whose structure maps m n : P(n) ⊗ Sn A ⊗n −→ A preserve the filtrations, where P(n) is given the trivial filtration. Dually, one can also consider filtered coalgebras.
Lemma.
If A is a filtered P-algebra, then Gr F A is naturally a P-algebra.
Definition. A filtered chain complex is positively filtered if the filtration is exhaustive and satisfies
positively filtered P-algebra is a filtered P-algebra whose underlying filtered chain complex is positively filtered.
5.65.
It is straightforward to check that the class of positively filtered complexes is closed under tensor product and direct sums. From this it follows that if A is a positively filtered P-algebra, then the bar construction
is also positively filtered. Similarly, if C is a positively filtered conilpotent P ¡ -coalgebra, then ΩC is positively filtered.
Definition.
A filtered P ∞ -morphism A A ′ between two filtered P ∞ -algebras is a filtered morphism of P ¡ -coalgebras BA → BA ′ . Similarly, there are evident notions of filtered genuine P ¡ ∞ -morphism and filtered naive P ¡ ∞ -morphism. 5.67. Let A be an arbitrary P-algebra. We can always make it positively filtered by considering the filtration F 0 A = 0 and F 1 A = A, which we call the trivial positive filtration. By contrast, positive filtrations on coalgebras are far more restrictive. For example, it is straightforward to see that any n-fold iterated coproduct vanishes on the subspace F n C if C is a positively filtered coalgebra. In particular, it follows that positively filtered coalgebras must be conilpotent. Conversely, conilpotent coalgebras always admit the positive filtration given by their coradical filtration. We therefore define a (genuine or naive) P ¡ ∞ -coalgebra to be conilpotent if it admits some positive filtration. Proof. Let C be a naive P ¡ ∞ -coalgebra. We need to show that for any c ∈ C the cocomposition maps
Since the filtration on C is exhaustive, we have c ∈ F p C for some integer p. As
It follows that ∆ n (c) = 0 for n > p, concluding the proof. The argument for morphisms is analogous.
5.69
. From now on we will drop the adjectives "naive" or "genuine" when speaking about positively filtered P ¡ ∞ -coalgebras, as the two notions are in any case equivalent in this setting.
Filtered bar and cobar constructions
It is well known that if
is also a quasi-isomorphism. The analogous statement for the cobar construction is false, however: if C → C ′ is a quasi-isomorphism of conilpotent P ¡ -coalgebras then it is not necessarily the case that ΩC → ΩC ′ is a quasi-isomorphism, see e.g. [LV12, Proposition 2.4.3].
5.71.
As we will explain shortly in Theorem 5.74, this asymmetry between the bar and cobar constructions goes away when both algebras and coalgebras are equipped with positive filtrations. We give the proof of Theorem 5.74 in full, even though the arguments are rather standard.
Proposition. The functors B
and Ω define an adjunction between the categories of positively filtered dg Palgebras and positively filtered dg P ¡ -algebras.
Proof. One argues in much the same way as for the usual bar-cobar adjunction (Proposition 5.7) -namely, filtered P ¡ -morphisms C → BA and filtered P-morphisms ΩC → A are both in natural bijection with filtered twisting morphisms C → A.
5.73.
Arguing as in Proposition 5.47, we see that there is a "universal rectification" functor ΩB from positively filtered P ∞ -algebras to positively filtered P-algebras, and an analogous functor BΩ from positively filtered P ¡ ∞ -coalgebras to positively filtered P ¡ -coalgebras, which are again adjoints to the evident inclusions. Proof. (1) There are two natural filtrations on ΩBA: the positive filtration F which is induced from the filtration on A, and the increasing "length filtration" L defined by
The linear term of the P ∞ -morphism A ΩBA is given by mapping A isomorphically onto the summand
So if we also define a length filtration of A by L 0 A = 0, L 1 A = A, then the linear component A → ΩBA is compatible with both filtrations. We want to prove that
ΩBA is a quasi-isomorphism for any k. The fact that A is positively filtered implies easily that the length filtration on Gr F k ΩBA is finite for any fixed k. By Lemma 5.54 it will then be enough to prove that Gr
Since P is Koszul, the complex (P • P ¡ )(m) is acyclic for m = 1, and
But the same is obviously true for Gr (2) The proof is nearly identical to the proof of (1). The natural length filtration on BΩC is instead decreasing, defined by
but the key point -the finiteness of the length filtration of Gr 
We want to prove that if f : A A ′ is a filtered P ∞ -quasi-isomorphism then Gr
is a quasiisomorphism for any k. Note again that the length filtration of Gr 
and the differential on the right hand side depends only on the differential in Gr A. Since f was a filtered quasi-isomorphism, the result follows.
For the "if" direction, we use the "only if" direction of part (4), the commutative diagram
in which the indicated arrows are filtered quasi-isomorphisms, and the 2-out-of-3 property for filtered quasi-isomorphisms.
(4) The proof is nearly identical to the proof of (3). The only difference is that the natural length filtration of the cobar construction ΩC is decreasing, and defined instead by
since the differential on the cobar construction increases rather than decreases length. But the length filtration of Gr F k ΩC is still finite for all k, which is enough for the argument to work. 5.75. Corollary. Let A be a positively filtered P-algebra, and C a positively filtered P ¡ -coalgebra. The unit ΩBA → A and the counit C → BΩC are filtered quasi-isomorphisms.
Proof. The maps A ΩBA and ΩBA → A are homology inverses, so the result follows from Theorem 5.74. One argues dually in the coalgebra case. (1) The universal rectification A ΩBA is a quasi-isomorphism.
Proof. Take the trivial positive filtrations on the algebras and the coradical filtration on the coalgebras, then apply Theorem 5.74.
5.78.
Theorem 5.74 has the following important consequence.
Proposition.
(1) Two dg P-algebras are quasi-isomorphic if and only if they are quasi-isomorphic as P ∞ -algebras.
(2) Two positively filtered dg P-algebras are filtered quasi-isomorphic if and only if they are filtered quasiisomorphic as filtered P ∞ -algebras. (3) Two positively filtered dg P ¡ -coalgebras are filtered quasi-isomorphic if and only if they are filtered quasiisomorphic as P ¡ ∞ -coalgebras. Proof. One direction is clear in all three cases. For the other direction, we only prove the first case, the proof of the other two cases being essentially the same. Let A, A ′ be two dg P-algebras, and suppose we have a zig-zag of P ∞ -quasi-isomorphisms between them
We apply the universal rectification functor and the unit of the adjunction to obtain a zig-zag of quasiisomorphisms
by Theorem 5.74.
Remark. Later in Theorem 5
.105 we will show that two P ∞ -algebras are isomorphic if and only if there exists a P ∞ -quasi-isomorphism between them. In particular, it is not necessary to consider zig-zags of P ∞ -quasi-isomorphisms in Proposition 5.79.
5.81.
We will need to know a version of Proposition 5.79 for strictly unital C ∞ -and A ∞ -algebras. More precisely, we claim that two unital commutative dg algebras are quasi-isomorphic if and only if they are quasi-isomorphic as strictly unital C ∞ -algebras, and two unital dg algebras are quasi-isomorphic if and only if they are quasi-isomorphic as strictly unital C ∞ -algebras. The proof given above does not apply directly to this case, since we set up our Koszul duality theory for operads P satisfying P(0) = 0. It is an insight of Positselski [Pos93, Pos11] that a homotopically meaningful version of Koszul duality for unital algebras can be obtained by adding a curvature term. In the curved Koszul duality, the Koszul dual of a unital commutative dg algebra is a curved dg Lie coalgebra, and the Koszul dual of a unital dg algebra is a curved dg coalgebra.
5.82.
Rather than delving into the details of curved Koszul duality, we observe that we actually require very little from this theory to carry out the analogue of the proof of Proposition 5.79 in the strictly unital case. All we need is the existence of a universal rectification functor from strictly unital A ∞ -algebras (resp. C ∞ -algebras) to unital dg algebras (resp. unital commutative dg algebras) which preserves quasi-isomorphisms, and for which the unit and counit maps are quasi-isomorphisms. Such a construction is explained in the A ∞ -case in [HM12, Theorem 6.3.2]; in fact, they define their universal rectification functor on the larger category of uA ∞ -algebras, which only have a unit up to homotopy. The same arguments apply in the commutative setting (cf. [HM12, pp. 1514 [HM12, pp. -1515 ). We deduce:
5.83. Proposition. Two commutative dg algebras are quasi-isomorphic if and only if they are quasi-isomorphic as strictly unital C ∞ -algebras. Two associative dg algebras are quasi-isomorphic if and only if they are quasi-isomorphic as strictly unital A ∞ -algebras.
Homological perturbation theory for filtered algebras and coalgebras 5.84. We now turn to homological perturbation theory and the all-important Homotopy Transfer Theorem for P-algebras. Gugenheim-Lambe-Stasheff [GLS91] gave an elegant proof of Kadeishvili's Homotopy Transfer Theorem for A ∞ -algebras using homological perturbation theory, but it was not clear how to adapt their proof to the setting of a general Koszul operad. A more general homological perturbation formalism which can deal with general operadic algebras and coalgebras was later developed by Berglund [Ber14] . We briefly recall without proof the main results of homological perturbation theory we will need, and in the next subsection we will explain how they imply various versions of the Homotopy Transfer Theorem. We will first state the Homological Perturbation Lemma in its most basic form, Theorem 5.88, and then we will recall Berglund's more general version which works over a general operad or cooperad.
5.85.
There are many different ways of proving the Homotopy Transfer Theorem, e.g. using sums over trees or obstruction theory. We choose to use homological perturbation theory because it gives relatively short arguments, and since the differences between the situation for algebras and coalgebras become clearly visible in this approach.
Definition.
Let V and W be chain complexes. A contraction from V to W is the data of three maps
where p and i are chain maps, and h is a map of degree 1 such that
If V and W are filtered chain complexes, then a filtered contraction from V to W is a contraction in which i, p and h preserve the filtrations. Any surjective (filtered) homotopy equivalence p can be extended to a (filtered) contraction: indeed, it's easy enough to construct i and h satisfying the first two equations, and the last three equations (the so-called "side conditions") become satisfied if we change the homotopy h to
5.87. Definition. Let V be a filtered chain complex. A perturbation of the differential on V is a degree −1 map t : A → A such that t(F n V ) ⊆ F n−1 V for all n ∈ Z and such that d
Theorem (Brown-Gugenheim)
. Let V and W be complete filtered chain complexes, and let
be a filtered contraction from V to W . Let t be a perturbation of the differential on V and set
Notice that Σ is well defined since V is complete. The formulae
from V with its perturbed differential to W with the differential d ′ W . 5.89. Definition. Let P be an operad and let A be a P-algebra. A pseudo-derivation of A is a collection h n : A ⊗n → A ⊗n of degree 1 maps, for n ≥ 1, satisfying the three properties
5.90. Definition. Let P be an operad, and let A and A ′ be P-algebras. A contraction of P-algebras from A to A ′ is the data
with p and i morphisms of P-algebras and {h n } n a pseudo-derivation satisfying
for all n ≥ 2. If A and A ′ are filtered and all the maps preserve the filtrations, then we speak about a filtered contraction of P-algebras.
Definition.
Let A be a filtered P-algebra. A P-algebra perturbation of the differential on A is perturbation t of the underlying chain complex such that t is a derivation of P-algebras. (Berglund) . Let A and A ′ be complete filtered P-algebras, and let
Theorem
Suppose we are given a P-algebra perturbation t of A. By the formulae of Brown-Gugenheim, we get a contraction of filtered chain complexes
is a filtered P-algebra and p depend on the higher components h n for n > 1 of the pseudo-derivation. Nevertheless it is crucial for the theorem to hold that h 1 admits an extension to a pseudo-derivation satisfying the conditions of Definition 5.90.
5.94.
The definitions above have straightforward analogues for coalgebras. Let C be a cooperad and let D be a C-coalgebra. A pseudo-coderivation of D is a collection of maps
for any ∆ ∈ C(n), as well as axioms (2) and (3) of Definition 5.89. A (filtered) contraction of C-coalgebras is the same notion as the one given in Definition 5.90 but this time requiring {h n } n to be a pseudo-coderivation.
Finally, a C-coalgebra perturbation of a filtered C-coalgebra D is a degree −1 map t : D → D which is both a coderivation of C-coalgebras and a perturbation of the underlying chain complex of D. . Suppose we are given a C-coalgebra perturbation t of D. By the formulae of Brown-Gugenheim we get a contraction of filtered chain complexes
Theorem (Berglund
is a filtered C-coalgebra and p Proof. See [Ber14, Theorem 9.1]. (Berglund) . Let V, W be two filtered chain complexes and suppose we are given a contraction of filtered chain complexes
Theorem
(1) Let P be an operad. There exists a filtered contraction of P-algebras from P(V ) to P(W ) with maps
(2) Dually, let C be a cooperad. There exists a filtered contraction of filtered C-coalgebras from C(V ) to C(W ) with maps
Proof. See [Ber14, Theorems 1.2 and 9.2].
5.97. Remark. Theorem 5.96 says that there is a filtered P-algebra contraction from P(V ) to P(W ), and this data consists in particular of a pseudo-derivation of P-algebras {h n } n of P(V ). In the interest of brevity we have not explained how to obtain this pseudo-derivation, which in fact depends on certain choices (although there is a canonical choice which always works in characteristic zero). See [Ber14, Theorem 1.2] for an explicit description of this canonical pseudo-derivation. Similar remarks apply in the coalgebra case.
Homotopy transfer theorems for ∞-algebras 5.98. One immediate application of the above results on general operadic perturbation theory is a streamlined proof of the Homotopy Transfer Theorem for P ∞ -algebras, see [Ber14, Section 11] . We recall the argument and the various consequences of the theorem, since we will later apply the same techniques in the coalgebra case. All the results in this subsection are well known.
Theorem (Homotopy Transfer Theorem for algebras)
. Let A be a P ∞ -algebra and let W be a chain complex. Suppose we are given a contraction of chain complexes
There exists a P ∞ -algebra structure on W such that p and i are the linear components of two P ∞ -quasi-isomorphisms A W and W A.
Proof. We give both A and W the trivial positive filtration, i.e. F 0 A = 0 and F 1 A = A, and similarly for W . With these filtrations, we have in fact a filtered contraction of chain complexes from A to W . By Theorem 5.96, there exists a filtered P ¡ -coalgebra contraction from P ¡ (A) to P ¡ (W ). Now we notice two facts.
(1) The P ∞ -algebra structure on A is given by a coderivation on P ¡ (A), and this coderivation lowers the filtration degree. It follows that the coderivation is a P ¡ -coalgebra perturbation on P ¡ (A). (2) The filtrations on P ¡ (A) and P ¡ (W ) are bounded below, and thus complete.
Therefore, we can apply Theorem 5.95 to the perturbation given by the P ∞ -algebra structure and obtain this way a coderivation on P ¡ (W ), i.e. a P ∞ -algebra structure on W . We also obtain quasi-isomorphisms
which give the desired P ∞ -quasi-isomorphisms, whose linear parts are easily checked to equal p and i.
5.100.
This result can straightforwardly be extended to strictly unital algebras.
5.101. Theorem. Suppose we are in the same situation as in Theorem 5.99 with P = Ass or P = Com, and further assume that A is strictly unital and that h(1) = 0. Then the transferred structure on W and the two P ∞ -quasiisomorphisms are all strictly unital.
Proof. We need to argue that the higher order operations in the P ∞ -structure on W , and all higher order components of the two P ∞ -quasi-isomorphisms, annihilate the elements p(1) and 1, respectively. But the higher order operations all involve at least one application of the homotopy h, which we assumed to annihilate 1.
5.102.
We can use the Homotopy Transfer Theorem to show that every ∞-algebra is quasi-isomorphic to a minimal algebra of the same type.
Definition.
A P ∞ -algebra is minimal if its differential vanishes.
5.104. Theorem. Any P ∞ -algebra is P ∞ -quasi-isomorphic to a minimal P ∞ -algebra, which is unique up to noncanonical P ∞ -isomorphism.
Proof. Let A be any P ∞ -algebra, and choose a contraction from V to H(A). Theorem 5.99 gives a minimal P ∞ -algebra structure on H(A) which is quasi-isomorphic to A via two explicit P ∞ -quasi-isomorphisms A H(A) and H(A) A.
For uniqueness, suppose we are given two quasi-isomorphic minimal P ∞ -algebras M and M ′ , so that there is a zig-zag of P ∞ -algebras and P ∞ -quasi-isomorphisms connecting them. By the first half of the theorem we may assume that all the P ∞ -algebras in the zig-zag are in fact minimal. But a P ∞ -quasi-isomorphism between minimal P ∞ -algebras must be a P ∞ -isomorphism: indeed, the first component of the P ∞ -quasiisomorphism is a quasi-isomorphism of the underlying chain complexes, and a quasi-isomorphism of chain complexes with vanishing differential is just an isomorphism, and we conclude from Proposition 5.41. It follows that M and M ′ are in fact P ∞ -isomorphic.
Theorem. Let A, A
′ be P ∞ -algebras and suppose there is a P ∞ -quasi-isomorphism A A ′ . Then there exists a P ∞ -quasi-isomorphism A ′ A such that the induced maps H(A) → H(A ′ ) and H(A ′ ) → H(A) are inverses. In particular, it follows that if two P ∞ -algebras are quasi-isomorphic, then there is a P ∞ -quasi-isomorphism between them (as opposed to merely a zig-zag of P ∞ -quasi-isomorphisms).
Proof. By Theorem 5.104 we can assume with no loss of generality that A and A ′ are minimal. But then the P ∞ -quasi-isomorphism A A ′ is in fact a P ∞ -isomorphism, again by Proposition 5.41.
5.106.
In the strictly unital case we have the following analogues:
5.107. Theorem. Let A be a strictly unital A ∞ -algebra. There is a strictly unital A ∞ -quasi-isomorphism between A and a minimal strictly unital A ∞ -algebra M , which is unique up to non-canonical strictly unital A ∞ -isomorphism. The same is true for strictly unital C ∞ -algebras.
Proof. One just has to repeat the arguments of Theorem 5.104, but appeal to Theorem 5.101 instead of Theorem 5.99. ∞ -coalgebra C to a chain complex W . We can once again apply Theorem 5.96 without any problems and thus obtain a contraction of P-algebras from P(C) to P(W ), and since we considered a genuine coalgebra, its structure is indeed given by a derivation on P(C). To go ahead with the proof, we would need the derivation to be a perturbation with respect to complete filtrations on C and W in order to be able to apply Theorem 5.95. In the proof of Theorem 5.99 we used the filtrations induced from the trivial positive filtration F 0 C = 0, F 1 C = C, but in this case we note that the derivation defining the coalgebraic structure on C raises the filtration degree instead of lowering it. If instead we try to consider the decreasing filtrations F 2 C = 0, F 1 C = C, then the derivation is a perturbation but the induced filtration on P(C) is not complete. In neither case is it possible to apply Theorem 5.95.
Theorem. Let
5.111.
The problems considered in the previous paragraph go away when we consider naive P ¡ ∞ -coalgebras instead. If we are given a contraction of chain complexes C W p i h from a naive P ¡ ∞ -coalgebra C to a chain complex W , then by Theorem 5.96 we obtain a contraction of P-algebras from P(C) to P(W ), and then also a contraction of P-algebras between the completions
But a naive P ¡ ∞ -coalgebra structure is given precisely by a derivation on P(C). The derivation is a perturbation with respect to the obvious filtration with respect to which we have formed the completion. Hence we have a perturbation with respect to complete filtrations and Theorem 5.95 applies.
5.112.
Rather than filling in the details in the above proof, we focus our attention on the positively filtered situation, in which case the distinction between genuine and naive P ¡ ∞ -coalgebras disappears. In particular, we now give a direct proof of a Homotopy Transfer Theorem for positively filtered P ¡ ∞ -coalgebras. 5.113. Theorem (Homotopy Transfer Theorem for positively filtered coalgebras). Let C be a positively filtered P ¡ ∞ -coalgebra, let W be a filtered chain complex, and suppose we are given a filtered contraction of chain complexes
There exists a P ¡ ∞ -coalgebra structure on W such that p and i are the linear components of two P ¡ ∞ -quasi-isomorphisms C W and W C, respectively.
Proof. Since C is a filtered P ¡ ∞ -coalgebra its structure is given by a derivation on P(C) which preserves the filtration degree. We can shift the filtration by one and define
Then the derivation on P(C) lowers the filtration degree of the induced filtration of P (C). Since the original filtration was positive, the shifted filtration vanishes in negative degrees, and thus so does the induced filtration on P(C). In particular, it is bounded below and therefore complete, so that we can apply Theorem 5.92, obtaining a contraction of P-algebras from P(C) to P(W ). After this, the result follows as in the previous case. The various deformation complexes 5.118. In this last part of the paper, we construct the deformation complex of P ∞ -algebra structures on a given chain complex V . This is a dg Lie algebras whose Maurer-Cartan elements correspond to P ∞ -algebra structures on V and whose gauges correspond to P ∞ -isotopies. The deformation complex for P ∞ -algebras goes back to the very beginning of the subject, but the interpretation of the gauge group is a more recent result of Dotsenko-Shadrin-Vallette [DSV16] . We then explain how to dualize the construction to obtain a deformation complex of positively filtered P ¡ ∞ -coalgebra structures on a given positively filtered complex, whose gauges are positively filtered P ¡ ∞ -isotopies. 5.119. Let C and P be S-modules. One associates to C and P an S-module by Hom(C, P)(n) := Hom K (C(n), P(n)).
If C is a cooperad and P is an operad, then Hom(C, P) has a natural operad structure, see [LV12, Section 6.4 ]. This operad is called the convolution operad of C and P, and it gives a bifunctor Hom : (dg co-operads) op × (dg operads) −→ (dg operads).
5.120.
If M is an infinitesimal left C-comodule, and N is an infinitesimal left P-module, then Hom(M, N) is an infinitesimal left Hom(C, P)-module. The analogous statements are true for infinitesimal right modules and for infinitesimal bimodules. Again, this defines a bifunctor which is contravariant in the first slot and covariant in the second one.
5.121.
If P is an operad, then one can associate a canonical Lie algebra to it by Lie(P) := n≥1 P(n) Sn .
The Lie bracket is defined in terms of a binary operation ⋆ (a pre-Lie product) on Lie(P), which is defined pictorially by the rule
where the sum is taken over all "shuffle trees", i.e. trees in which the leaves occurring in both levels of the tree are labeled in increasing order. Thus in the operation ⋆ we sum over all ways of inserting an operation from g into one of the inputs of f . The Lie bracket is then defined by 
P(n)
Sn .
Both admit a complete decreasing filtration given by F k Lie(P) := n≥k+1 P(n)
Sn
and similarly for Lie(P). With these filtrations, Lie(P) is a filtered Lie subalgebra of Lie(P). This construction is functorial, sending morphisms of operads into morphisms of filtered Lie algebras.
5.122.
If M is an infinitesimal P-bimodule, there is a natural Lie(P)-module structure on Lie(M), defined analogously to the Lie algebra structure on Lie(P). A key point is that in the operation ⋆ we substitute an operation from g into exactly one of the inputs of f -if we had an operation where we substituted operations from g into any number of inputs of f we would need M to be a genuine P-bimodule, not an infinitesimal bimodule. With the filtration given by
Lie(M) becomes a filtered Lie(P)-module. If P → Q is a morphism of operads, then the induced morphism of Lie algebras Lie(P) → Lie(Q) makes Lie(Q) into a module over Lie(P). On the other hand a morphism P → Q makes Q into an infinitesimal P -bimodule, which also defines a Lie(P)-module structure on Lie(Q). These two module structures coincide.
Remark.
In the case of a convolution operad Hom(C, P) we will denote the associated Lie algebras simply by Hom S (C, P) and Hom S (C, P) instead of Lie(Hom(C, P)) and Lie(Hom(C, P)), in order to ease notation.
5.124.
One application of the Lie algebra associated to an operad is to define operadic twisting morphisms. Let P be an operad and let C be a cooperad. An operadic twisting morphism is a Maurer-Cartan element of Hom S (C, P). This gives us a nice way to define the deformation complex for P ∞ -algebra structures.
5.125. Definition. Let V be a chain complex. The deformation complex of P ∞ -algebra structures on V is the Lie algebra Def P∞ (V ) := Hom S (P ¡ , End V ).
Theorem.
The deformation complex Def P∞ (V ) has (1) the P ∞ -algebra structures on V as Maurer-Cartan elements and (2) the P ∞ -isotopies as gauges. This means that in particular that two P ∞ -algebra structure on V are P ∞ -isotopic if and only if the corresponding Maurer-Cartan elements are gauge equivalent.
Proof. By Proposition 5.13, a P ∞ -algebra structure on V is the same thing as an operadic twisting morphism from P ¡ to End V , i.e. a Maurer-Cartan element in Def P∞ (V ). This proves point (1). Point (2), identifying the group of gauges with the Baker-Campbell-Hausdorff formula as product with the group of P ∞ -isotopies with composition, is more subtle, and we refer to [DSV16, Thm. 3] for its proof.
5.127. Remark. If one uses Hom S (P ¡ , End V ) as deformation complex instead, then one also gets perturbations of the differential of V in the Maurer-Cartan elements (given by the arity 1 part of the maps). Compare with Remark 5.11. However, in this case the resulting filtration of the deformation complex does not satisfy the condition of §1.2 and one can not exponentiate the set of degree 0 elements to obtain a group.
5
.128. Remark. For P = Ass and P = Com one can also consider a strictly unital version of the deformation complex, for which the Maurer-Cartan elements are given by strictly unital A ∞ -structures (resp. C ∞ -structures) and the gauges are given by strictly unital A ∞ -isotopies (resp. C ∞ -isotopies). The necessary modifications in the strictly unital case have been explained in § §3.17-3.20.
5.129.
The next natural step is to try to define an analogous deformation complex for coalgebras, whose Maurer-Cartan elements correspond to P ¡ ∞ -coalgebra structures on a given chain complex V and whose gauges correspond to P ¡ ∞ -isotopies. 5.130. Let P be a Koszul operad which is such that P(n) is dualizable for each n ≥ 1. By Proposition 5.38, we know that a naive P ¡ ∞ -coalgebra structure on V is the same thing as an operadic twisting morphism from P ∨ to coEnd V . This motivates the following definition. Sn dual to those defining the structure maps in a P ∞ -algebra.
5.133.
It is natural also to ask for a deformation complex for genuine coalgebras. One has a natural candidate given by the Lie algebra of derivations on the free P-algebra P(V ). However, it is unclear to the authors how to easily characterize its gauges. Fortunately, what we need for our purposes in Section 4 is a deformation complex for positively filtered ∞-coalgebras, in which case the notions of naive and genuine coalgebras coincide (Proposition 5.68). This allows us to adapt the deformation complex for naive coalgebra structures to the filtered case to obtain a general deformation complex for positively filtered coalgebras.
5.134.
Let V and W be two filtered chain complexes. Let Hom Proof. Unwinding the definitions, it is straightforward to see that the deformation complex for filtered coalgebra structures is the subcomplex of the deformation complex for naive coalgebra structures given by the elements respect the filtration on V . The result then follows from Theorem 5.132.
