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A VARIATION ON MAGNUS’ THEOREM AND ITS
GENERALIZATIONS
VERED MOSKOWICZ
Abstract. Let k be a field of characteristic zero, and let f : k[x, y]→ k[x, y],
f : (x, y) 7→ (p, q), be a k-algebra endomorphism having an invertible Jacobian.
Write p = anyn + · · · + a1y + a0, where n = degy(p) ∈ N, ai ∈ k[x],
0 ≤ i ≤ n, an 6= 0, and q = cryr + · · · + c1y + c0, where r = degy(q) ∈ N,
ci ∈ k[x], 0 ≤ i ≤ r, cr 6= 0. Denote the set of prime numbers by P .
Under two mild conditions, we prove that, if
gcd(gcd(n,degx(an)), gcd(r,degx(cr))) ∈ {1, 8} ∪ P ∪ 2P,
then f is an automorphism of k[x, y].
Removing (at least one of) the two mild conditions, we present two addi-
tional results. One of the additional results implies that the known form of a
counterexample (P,Q) to the two-dimensional Jacobian Conjecture, l1,1(P ) =
ǫxαµyβµ, l1,1(Q) = δxανyβν , where ǫ, δ ∈ k×, 1 < α < β, d := gcd(α, β) > 1,
1 < ν < µ, gcd(µ, ν) = 1, actually satisfies d > 2.
1 Introduction
Throughout this note, k is a field of characteristic zero and f : k[x, y] → k[x, y],
f : (x, y) 7→ (p, q), is a k-algebra endomorphism having an invertible Jacobian,
Jac(p, q) ∈ k×.
The famous two-dimensional Jacobian Conjecture, raised by O. H. Keller [11]
in 1939, says that such f is an automorphism of k[x, y]. For more details, see, for
example, [3], [6] and [7].
Denote the set of prime numbers by P .
Recall the following results:
Theorem 1.1. f is an automorphism of k[x, y] if gcd(deg(p), deg(q)):
• is 1.
• is ≤ 2.
• is ≤ 8 or belongs to P .
• belongs to 2P .
In short, Theorem 1.1 says that f is an automorphism of k[x, y] if
gcd(deg(p), deg(q)) ∈ {1, 8} ∪ P ∪ 2P.
Proof. • Magnus [14]. See also [16, page 158].
• Nakai-Baba [2].
• Appelgate-Onishi [1] and Nagata [16, pages 158-159, 169-172] [17].
• Z˙oladek [22] (see also [18]).

Based on the results of Theorem 1.1, we have the following:
Theorem 1.2. f is an automorphism of k[x, y] if deg(p) or deg(q):
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• belongs to P .
• belongs to P 2 = {uv}u,v∈P .
• belongs to 4P .
Proof. • Indeed, in this case, gcd(deg(p), deg(q)) ∈ {1}∪P , and we are done
by Theorem 1.1. See also [7, Corollary 10.2.25].
• See [1] and [16, pages 169-170, proof of (2)].
• Indeed, if deg(p) = 4w, for some w ∈ P , then
gcd(deg(p), deg(q)) ∈ {1, 2, 4, w, 2w, 4w}.
Therefore,
– If gcd(deg(p), deg(q)) ∈ {1, 2, 4, w, 2w}, then we are done by Theorem
1.1.
– If gcd(deg(p), deg(q)) = 4w, then deg(p) = 4w| deg(q), so for some
λ ∈ k and t := deg(q)deg(p) ∈ N, we have deg(q − λp
t) < deg(q) and we are
done by induction on deg(q) (this argument is the same as that for
deg(p) belongs to P 2).

Those results are dealing with the total degrees (also called (1, 1)-degrees) of p
and q, deg(p) and deg(q), while our results are dealing with the y-degrees of p and
q (also called (0, 1)-degrees) degy(p) and degy(q), or with the x-degrees of p and q
(also called (1, 0)-degrees), degx(p) and degx(q).
Notation 1.3. We will use the following notations:
• p = any
n + · · · + a1y + a0, where degy(p) = n ∈ N, ai ∈ k[x], 0 ≤ i ≤ n,
an 6= 0.
• p = bmx
m + · · ·+ b1x+ b0, where degx(p) = m ∈ N, bj ∈ k[y], 0 ≤ j ≤ m,
bm 6= 0.
• q = cry
r + · · · + c1y + c0, where degy(q) = r ∈ N, ci ∈ k[x], 0 ≤ i ≤ r,
cr 6= 0.
• q = dsx
s + · · · + d1x + d0, where degx(q) = s ∈ N, dj ∈ k[y], 0 ≤ j ≤ s,
ds 6= 0.
• A := gcd(degy(p), degx(an)) = gcd(n, degx(an)).
• B := gcd(degx(p), degy(bm)) = gcd(m, degy(bm)).
• C := gcd(degy(q), degx(cr)) = gcd(r, degx(cr)).
• D := gcd(degx(q), degy(ds)) = gcd(s, degy(ds)).
Further denote u := degx(an) and v := degx(cr), so
• A = gcd(n, u).
• C = gcd(r, v).
Write n = gcd(n, u)n˜, u = gcd(n, u)u˜, r = gcd(r, v)r˜, v = gcd(r, v)v˜. Then,
gcd(n˜, u˜) = 1 and gcd(r˜, v˜) = 1.
Theorem 2.4 says that, under two mild conditions, if
gcd(gcd(n, degx(an)), gcd(r, degx(cr))) ∈ {1, 8} ∪ P ∪ 2P,
then f is an automorphism of k[x, y]. Removing (at least one of) the two mild
conditions, we present two additional results.
One of the additional results implies that the known form of a counterexample
(P,Q) to the two-dimensional Jacobian Conjecture, l1,1(P ) = ǫx
αµyβµ, l1,1(Q) =
δxανyβν , where ǫ, δ ∈ k×, 1 < α < β, d := gcd(α, β) > 1, 1 < ν < µ, gcd(µ, ν) = 1,
actually satisfies d > 2.
Our proofs are based on Theorems 1.1 and 1.2 and on ideas from number theory
(Dirichlet’s theorem on arithmetic progressions and its generalizations).
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Of course, we could have replaced gcd(A,C) by gcd(B,D) etc., and get analogous
results.
2 Our results
We begin with an easy observation that will be implicitly used in the proofs of
Theorems 2.4, 2.6 and 2.7.
Proposition 2.1. If n = 0 or r = 0, then f is an automorphism of k[x, y].
Of course, the analogous proposition says that if m = 0 or s = 0, then f is an
automorphism of k[x, y].
Proof. W.l.o.g. n = 0, so p = a0 ∈ k[x]. Then a
′
0qy = pxqy−pyqx = Jac(p, q) ∈ k
×,
where a′0 denotes the derivative of a0 with respect to x. This implies that a
′
0 = λ
and qy = ν, for some λ, ν ∈ k
×. Therefore, a0 = λx + µ and q = νy +H(x), for
some µ ∈ k and H(x) ∈ k[x]. We obtained that f : (x, y) 7→ (λx + µ, νy +H(x)),
which is clearly a triangular automorphism of k[x, y]. 
Now recall the following nice result due to Dirichlet (1837) [5], which is applied
in the proof of Lemma 2.3.
Theorem 2.2 (Dirichlet’s theorem on arithmetic progressions). Let a, b be two
positive coprime numbers, namely, gcd(a, b) = 1. Then the arithmetic progression
{a+ nb}n∈N contains infinitely many prime numbers.
The proof of Theorem 2.4 is based on the following lemma:
Lemma 2.3. Let a, b, c, d, ǫ ∈ N−{0} and assume that gcd(a, b) = 1 and gcd(c, d) =
1. Then there exists L ∈ N (actually infinitely many L’s) such that:
• The maximum of {a+ Lb, c+ Ld} is a prime number.
• gcd(ǫ, a+ Lb) = 1 and gcd(ǫ, c+ Ld) = 1.
Proof. The proof is due to Erick B. Wong and can be found in [21] (which uses [20]).

Now we are ready to present and prove:
Theorem 2.4. Assume that:
(i) uv 6= 0.
(ii) u˜ 6= v˜ or n˜ 6= r˜.
If gcd(A,C) ∈ {1, 8} ∪ P ∪ 2P , then f is an automorphism of k[x, y].
Of course, there exists an analogous result to Theorem 2.4, replacing A by B, C
by D, etc.
Proof. Recall our notations:
• p = any
n+ · · ·+ a1y+ a0, where degy(p) = n, ai ∈ k[x], 0 ≤ i ≤ n, an 6= 0.
• q = cry
r + · · ·+ c1y + c0, where degy(q) = r, ci ∈ k[x], 0 ≤ i ≤ r, cr 6= 0.
u = degx(an) and v = degx(cr).
n = gcd(n, u)n˜ = An˜, u = gcd(n, u)u˜ = Au˜, r = gcd(r, v)r˜ = Cr˜, v =
gcd(r, v)v˜ = Cv˜. (gcd(n˜, u˜) = 1 and gcd(r˜, v˜) = 1).
By our assumption (i), u 6= 0 and v 6= 0, hence, we can apply Lemma 2.3 to
a = u˜, b = n˜, c = v˜, d = r˜, ǫ = gcd(n, u) gcd(r, v), and get that there exists L ∈ N
(actually infinitely many L’s) such that:
• The maximum of {u˜+ Ln˜, v˜ + Lr˜} is a prime number.
• gcd(gcd(n, u) gcd(r, v), u˜+Ln˜) = 1 and gcd(gcd(n, u) gcd(r, v), v˜+Lr˜) = 1.
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Let
M1 = max{degx(an), . . . , degx(a1), degx(a0)},
M2 = max{degx(cr), . . . , degx(c1), degx(c0)},
and M = max{M1,M2}.
By Lemma 2.3, there exists L ∈ N such that:
• L > M .
• The maximum of {u˜+ Ln˜, v˜ + Lr˜} is a prime number.
• gcd(gcd(n, u) gcd(r, v), u˜+Ln˜) = 1 and gcd(gcd(n, u) gcd(r, v), v˜+Lr˜) = 1.
Define g : (x, y) 7→ (x, y + xL).
We now consider gf (gf has an invertible Jacobian, by the Chain Rule and by
the invertibility of g) and show that gf is an automorphism of k[x, y], and then
trivially f is an automorphism of k[x, y] (as a product of two automorphisms).
Claim: deg((gf)(x)) = u+ Ln and deg((gf)(y)) = v + Lr.
Proof of Claim: We will explain why deg((gf)(x)) = u+ Ln (same explanation
for deg((gf)(y)) = v + Lr, with M1 replaced by M2 etc.).
(gf)(x) = g(f(x)) = g(p) = g(any
n + · · ·+ ajy
j + · · ·+ a1y + a0)
= g(an)g(y)
n + · · ·+ g(aj)g(y)
j + · · ·+ g(a1)g(y) + g(a0)
= an(y + x
L)n + · · ·+ aj(y + x
L)j + · · ·+ a1(y + x
L) + a0
=
n∑
j=0
pj,
where
pj := aj(y
j + jyj−1xL + · · ·+
(
j
i
)
yj−ixLi + · · ·+ jyxL(j−1) + xLj),
0 ≤ j ≤ n.
For a fixed pj , the (total) degrees of
yj , jyj−1xL, . . . ,
(
j
i
)
yj−ixLi, . . . , jyxL(j−1), xLj
are, respectively,
j, j − 1 + L, . . . , j − i+ Li, . . . , 1 + L(j − 1), Lj.
Trivially, Lj > j − i + Li, for every 0 ≤ i < j; indeed, j > i implies that
(L− 1)j > (L− 1)i, so Lj − j > Li− i, and then Lj > j + Li− i.
Therefore, the (total) degree of pj , deg(pj), is degx(aj)+Lj. (The (1, 1)-leading
term is the leading term of aj multiplied by x
Lj , so it has the form λjx
degx(aj)+Lj ,
for some λj ∈ k
×).
Observe that deg(pn) > deg(pj), for every 0 ≤ j < n; indeed, by our choice of
L > M ≥M1,
degx(aj)− degx(an) ≤M1 < L ≤ L(n− j),
so
degx(aj)− degx(an) < L(n− j) = Ln− Lj,
and then
deg(pj) = degx(aj) + Lj < degx(an) + Ln = deg(pn).
Concluding that deg((gf)(x)) = deg(pn) = degx(an) + Ln = u + Ln. (The
(1, 1)-leading term of (gf)(x) is of the form λnx
u+Ln, for some λn ∈ k
×).
So we have,
deg((gf)(x)) = u+ Ln = Au˜+ LAn˜ = A(u˜ + Ln˜)
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and
deg((gf)(y)) = v + Lr = Cv˜ + LCr˜ = C(v˜ + Lr˜).
Recall that by Lemma 2.3, we have:
• The maximum of {u˜+ Ln˜, v˜ + Lr˜} is a prime number.
• gcd(AC, u˜ + Ln˜) = 1 and gcd(AC, v˜ + Lr˜) = 1.
Therefore, it is clear that gcd(deg((gf)(x)), deg((gf)(y))) = gcd(A,C).
gcd(A,C) ∈ {1, 8}∪P ∪2P , so gcd(deg((gf)(x)), deg((gf)(y))) ∈ {1, 8}∪P ∪2P .
By Theorem 1.1, gf is an automorphism of k[x, y]. 
Remark 2.5 (Noether’s normalization trick). The trick of defining g : (x, y) 7→
(x, y + xL) with large enough L ∈ N such that the (1, 1)-leading term of (gf)(x)
is of the form ν1x
T1 and the (1, 1)-leading term of (gf)(y) is of the form ν2x
T2 ,
for some T1, T2 > L and ν1, ν2 ∈ k
×, is sometimes called ’Noether’s normalization
trick’. It appears, for example, in [10, Proposition 1.1].
The two conditions (i) and (ii) in Theorem 2.4 were necessary in order to con-
clude that f is an automorphism of k[x, y].
If condition (i) is satisfied but condition (ii) is not satisfied, namely, uv 6= 0,
u˜ = v˜ and n˜ = r˜, then the arguments in the proof of Theorem 2.4 show that
deg((gf)(x)) = u+ Ln = Au˜+ LAn˜ = A(u˜ + Ln˜)
and
deg((gf)(y)) = v + Lr = Cv˜ + LCr˜ = C(v˜ + Lr˜) = C(u˜+ Ln˜).
Denote w := u˜+ Ln˜ ∈ P . Clearly, gcd(deg((gf)(x)), deg((gf)(y))) = gcd(A,C)w.
Therefore, if we wish to obtain that gf is an automorphism of k[x, y], then
we should require that gcd(A,C) ∈ {1, 2}. Indeed, if gcd(A,C) ∈ {1, 2}, then
gcd(deg((gf)(x)), deg((gf)(y))) = gcd(A,C)w ∈ P∪2P , and we can apply Theorem
1.1.
Another option is to apply Theorem 1.2 to one of {deg((gf)(x)), deg((gf)(x))},
so we should require that A ∈ {1, 4}∪P or C ∈ {1, 4}∪P . Indeed, if A ∈ {1, 4}∪P ,
then deg((gf)(x)) = Aw ∈ P ∪ 4P ∪ P 2, and we can apply Theorem 1.2. If
C ∈ {1, 4}∪P , then deg((gf)(y)) = Cw ∈ P ∪4P ∪P 2, and we can apply Theorem
1.2.
Therefore, we obtained:
Theorem 2.6. Assume that uv 6= 0, u˜ = v˜ and n˜ = r˜. If one of {A,C} belongs to
{1, 4} ∪ P or gcd(A,C) ∈ {1, 2}, then f is an automorphism of k[x, y].
If condition (i) is not necessarily satisfied, then we have:
Theorem 2.7. If one of {A,C} belongs to {1, 4} ∪ P , then f is an automorphism
of k[x, y].
Trivially, if one of {A,C} belongs to {1, 4} ∪ P , then gcd(A,C) ∈ {1, 4} ∪ P ⊂
{1, 8} ∪ P ∪ 2P .
Proof. First case, condition (i) is satisfied: There are two options:
• Condition (ii) is satisfied: Then apply Theorem 2.4.
• Condition (ii) is not satisfied: Then apply Theorem 2.6.
Second case, condition (i) is not satisfied: This means that u = 0 or v = 0.
There are two options:
• Condition (ii) is satisfied: This means that u˜ 6= v˜ or n˜ 6= r˜. If u = 0 and
v 6= 0, then A = gcd(n, u) = gcd(n, 0) = n, so n˜ = 1 and u˜ = 0.
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Denote w := v˜ + Lr˜. Let g : (x, y) 7→ (x, y + xL). The arguments in the
proof of Theorem 2.4 show that
deg((gf)(x)) = u+ Ln = Ln = LA
and
deg((gf)(y)) = v + Lr = Cv˜ + LCr˜ = C(v˜ + Lr˜) = Cw.
(We see that gcd(deg((gf)(x)), deg((gf)(y))) = gcd(LA,C), which does not
help much).
If A ∈ {1, 4} ∪ P , then take large enough L ∈ P , and get that
deg((gf)(x)) = LA ∈ P ∪ 4P ∪ P 2,
so we can apply Theorem 1.2.
If C ∈ {1, 4}∪P , then take large enough L ∈ N, such that w = v˜+Lr˜ ∈ P
(such L exists by Dirichlet’s theorem). Then,
deg((gf)(y)) = Cw ∈ P ∪ 4P ∪ P 2,
so we can apply Theorem 1.2.
If u = v = 0, then take large enough L ∈ P , and get that
deg((gf)(x)) = u+ Ln = Ln = LA
and
deg((gf)(y)) = v + Lr = Lr = LC.
If A ∈ {1, 4} ∪ P , then deg((gf)(x)) = LA ∈ P ∪ 4P ∪ P 2, and if C ∈
{1, 4} ∪ P , then deg((gf)(y)) = LC ∈ P ∪ 4P ∪ P 2, so we can apply
Theorem 1.2.
• Condition (ii) is not satisfied: This means that u˜ = v˜ and n˜ = r˜.
If u = 0, then A = gcd(n, u) = gcd(n, 0) = n, so n˜ = 1 and u˜ = 0. Then
v˜ = u˜ = 0, so v = Cv˜ = C0 = 0.
Let g : (x, y) 7→ (x, y + xL), with large enough L ∈ P . The arguments
in the proof of Theorem 2.4 show that
deg((gf)(x)) = u+ Ln = Ln = LA
and
deg((gf)(y)) = v + Lr = Lr = LC
If A ∈ {1, 4}∪P , then deg((gf)(x)) = LA ∈ P ∪4P ∪P 2, and we can apply
Theorem 1.2. If C ∈ {1, 4} ∪ P , then deg((gf)(x)) = LC ∈ P ∪ 4P ∪ P 2,
and we can apply Theorem 1.2.

3 Examples
Observe that there are cases where at least one of Theorems 2.4, 2.6 and 2.7 is
applicable, while none of Theorems 1.1 and 1.2 is, and vice versa, there are cases
where at least one of Theorems 1.1 and 1.2 is applicable, while none of our theorems
is. Also, of course, there are cases where our theorems and the original theorems
are not applicable.
More elaborately:
Example 3.1 (One of our theorems is applicable, while none of the original the-
orems is). First example: Denote the set of prime numbers strictly less than m
by Pm. Assume that p is of the following form: p = x
m +
∑
j∈{1,4}∪Pm
ejx
j + e0,
ej ∈ k[y] and degy(e0) < degy(p). Then f is an automorphism of k[x, y]. Indeed, it
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is not difficult to see that A ∈ {1, 4} ∪ Pm ⊂ {1, 4} ∪ P , so we can apply Theorem
2.7 and get that f is an automorphism of k[x, y].
Second example: Let
f : (x, y) 7→ (x+ y + x2 + y15 + 2xy15 + y30, y + x2 + 2xy15 + y30).
Jac(p, q) = (1+2x+2y15)(1+30xy14+30y29)−(1+15y14+30xy14+30y29)(2x+2y15).
Denote ǫ = 2x+ 2y15 and δ = 30xy14 + 30y29.
Then,
Jac(p, q) = (1 + ǫ)(1 + δ)− (1 + 15y14 + δ)(ǫ)
= 1 + δ + ǫ+ ǫδ − ǫ− 15y14ǫ − δǫ
= 1 + δ − 15y14ǫ = 1 + 30xy14 + 30y29 − 15y14(2x+ 2y15)
= 1 + 30xy14 + 30y29 − 30xy14 − 30y29 = 1.
Here, n = degy(p) = 30, m = degx(p) = 2, r = degy(q) = 30, s = degx(q) = 2,
an = 1, bm = 1, cr = 1, ds = 1. Therefore,
A = gcd(n, degx(an)) = gcd(30, 0) = 30, B = gcd(m, degy(bm)) = gcd(2, 0) = 2,
C = gcd(r, degx(cr)) = gcd(30, 0) = 30, D = gcd(s, degy(ds)) = gcd(2, 0) = 2.
Here, B = 2 ∈ {1, 4} ∪ P (and also D = 2 ∈ {1, 4} ∪ P ), so we can apply (only)
Theorem 2.7 and get that f is an automorphism of k[x, y].
It is not possible to apply either one of the original theorems, since here deg(p) =
deg(q) = gcd(deg(p), deg(q)) = 30, is a product of three primes.
There are other ways to show that f is an automorphism of k[x, y], indepen-
dent of Theorem 2.7, for example: p(x, 0) = x + x2 and q(x, 0) = x2, hence
k[p(x, 0), q(x, 0)] = k[x + x2, x2] = k[x]. Then [4, Theorem 3.5] implies that f
is an automorphism of k[x, y]. If we further assume that k is algebraically closed,
then also [9] implies that f is an automorphism of k[x, y].
Example 3.2 (One of the original theorems is applicable, while none of our theo-
rems is). Let
f : (x, y) 7→ (x+ (x− y)15, y + (x− y)15).
Jac(p, q) = (1 + 15(x− y)14)(1− 15(x− y)14)− (−15(x− y)14)(15(x− y)14).
Denote w := 15(x−y)14. Then Jac(p, q) = (1+w)(1−w)−(−w)(w) = 1−w2+w2 =
1.
Here, n = degy(p) = 15, m = degx(p) = 15, r = degy(q) = 15, s = degx(q) = 15,
an = 1, bm = 1, cr = 1, ds = 1. Therefore,
A = gcd(n, degx(an)) = gcd(15, 0) = 15, B = gcd(m, degy(bm)) = gcd(15, 0) = 15,
C = gcd(r, degx(cr)) = gcd(15, 0) = 15, D = gcd(s, degy(ds)) = gcd(15, 0) = 15.
Condition (i) is not satisfied, so none of Theorems 2.4 and 2.6 is applicable.
None of {A,B,C,D} belongs to {1, 4} ∪ P , so Theorem 2.7 is not applicable.
However, deg(p) = deg(q) = 15 is a product of two primes, so one of the original
theorems is applicable.
There are other ways to show that f is an automorphism of k[x, y], independent
of the original theorems, the easiest is just to notice that x = p− (p− q)15 ∈ k[p, q]
and y = q− (p−q)15 ∈ k[p, q]. Another way is the same as in the previous example,
namely, applying [4, Theorem 3.5] to k[p(x, 0), q(x, 0)] = k[x+ x15, x15] = k[x].
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Example 3.3 (None of our theorems and the original theorems is applicable). Let
f : (x, y) 7→ (x+ (x− y)30, y + (x− y)30).
Jac(p, q) = (1 + 30(x− y)29)(1 − 30(x− y)29)− (−30(x− y)29)(30(x− y)29)
= (1 + w)(1 − w)− (−w)(w) = 1,
where w := 30(x− y)29.
Here, n = degy(p) = 30, m = degx(p) = 30, r = degy(q) = 30, s = degx(q) = 30.
an = 1, bm = 1, cr = 1, ds = 1. Therefore,
A = gcd(n, degx(an)) = gcd(30, 0) = 30, B = gcd(m, degy(bm)) = gcd(30, 0) = 30,
C = gcd(r, degx(cr)) = gcd(30, 0) = 30, D = gcd(s, degy(ds)) = gcd(30, 0) = 30.
Condition (i) is not satisfied, so none of Theorems 2.4 and 2.6 is applicable.
None of {A,B,C,D} belongs to {1, 4} ∪ P , so Theorem 2.7 is not applicable.
deg(p) = deg(q) = gcd(deg(p), deg(q)) = 30, is a product of three primes, so
none of the original theorems is applicable.
However, it is easy to see that f is an automorphism of k[x, y]:
x = p− (x− y)30 = p− (x + (x− y)30 − y − (x− y)30)30 = p− (p− q)30 ∈ k[p, q],
y = q − (x− y)30 = q − (x+ (x− y)30 − y − (x− y)30)30 = q − (p− q)30 ∈ k[p, q].
4 An application
It is known (see, for example, [16, Corollary 7.2] [13] [15]) that if f is not an
automorphism of k[x, y], then there exists an automorphism g of k[x, y] such that:
• deg(g(p)) = deg(p), deg(g(q)) = deg(q).
• l1,1(g(p)) = ǫx
αµyβµ, l1,1(g(q)) = δx
ανyβν , where ǫ, δ ∈ k×, 1 < α < β,
gcd(α, β) > 1, 1 < ν < µ, gcd(µ, ν) = 1. (l1,1(r) denotes the (1, 1)-leading
term of r ∈ k[x, y]).
• The Newton polygon of g(p) is contained in the rectangle having edges
{(0, 0), (αµ, 0), (0, βµ), (αµ, βµ)}, and similarly for g(q).
Write α = dα′ and β = dβ′, where gcd(α′, β′) = 1 (d = gcd(α, β) > 1).
If we ’translate’ our previous notations n,m, r, s, an, bm, cr, ds to the counterex-
ample gf , we get: n = degy(g(p)) = βµ, m = degx((g(p)) = αµ, r = degy(g(q)) =
βν, s = degx((g(q)) = αν, an = ǫx
αµ, bm = ǫy
βµ, cr = δx
αν , ds = δy
βν .
u = degx(an) = αµ, v = degx(cr) = αν. A = gcd(n, u) = gcd(βµ, αµ) =
gcd(dβ′µ, dα′µ) = dµ, C = gcd(r, v) = gcd(βν, αν) = gcd(dβ′ν, dα′ν) = dν,
B = A, D = C.
Concerning the two conditions (i) and (ii):
(i) uv = αµαν 6= 0, so condition (i) is satisfied.
(ii) n = dµβ′ and u = dµα′, so n˜ = β′ and u˜ = α′. r = dνβ′ and v = dνα′, so
r˜ = β′ and v˜ = α′, so condition (ii) is not satisfied.
We can apply Theorem 2.6 and obtain the following:
Proposition 4.1. If (g(p), g(q)) is a counterexample to the two-dimensional Jaco-
bian Conjecture, then gcd(α, β) = d > 2.
Proof. Otherwise, d = 2 (it is already known that d > 1). We have computed that
A = dµ and C = dν. Therefore, gcd(A,C) = gcd(dµ, dν) = d = 2 ∈ {1, 2}. Then
Theorem 2.6 implies that gf is an automorphism of k[x, y], a contradiction. 
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For example, Proposition 4.1 implies that gcd(deg(g(p)), deg(g(q))) 6= 8. Indeed,
otherwise,
d(α′ + β′) = α+ β = gcd((α+ β)µ, (α + β)ν) = gcd(deg(g(p)), deg(g(q))) = 8.
There are, apriori, four options for (d, α′ + β′):
• (1, 8): It is known that d 6= 1.
• (2, 4): By Proposition 4.1, d 6= 2.
• (4, 2): α′ + β′ = 2 is impossible, since 0 6= dα′ = α < β = dβ′, so 0 6= α′ <
β′.
• (8, 1): α′ + β′ = 1 is impossible.
None of the four options is possible, hence gcd(deg(g(p)), deg(g(q))) 6= 8.
However, it is known that gcd(deg(g(p)), deg(g(q))) ≥ 36 except for two possible
cases {(75, 125), (64, 224)}; see [8]. Unfortunately, Proposition 4.1 is not helpful in
discarding these two possible cases or in raising the bound 36.
Summarizing, Proposition 4.1 just improves d from d > 1 to d > 2, and we do
not know if it can improve other known bounds of a counterexample.
Remark 4.2. Theorem 1.1 says that f is an automorphism of k[x, y] if
gcd(deg(p), deg(q)) ∈ {1, 8} ∪ P ∪ 2P.
If one will prove that f is an automorphism of k[x, y] if gcd(deg(p), deg(q)) ∈ 3P ,
then in Theorem 2.6 we will have “gcd(A,C) ∈ {1, 2, 3}”, and then in Proposition
4.1 we will have “d > 3”.
More generally, if one will prove that f is an automorphism of k[x, y] if
gcd(deg(p), deg(q)) ∈ P 2,
then in Theorem 2.6 we will have “gcd(A,C) ∈ {1} ∪ P”, and then in Proposition
4.1 we will have “d /∈ {1} ∪ P”.
In case that one has proved that f is an automorphism of k[x, y] if
gcd(deg(p), deg(q)) ∈ P 2,
then by the same arguments as in the proof of Theorem 1.2 ( [16, pages 169-170,
proof of (2)]), we get that f is an automorphism of k[x, y] if deg(p) or deg(q) belongs
to P 3.
Finally, we wonder if it is possible to obtain new results concerning the Jacobian
Conjecture by applying known results from number theory, and perhaps also vice
versa.
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