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A UNIFIED FIELD THEORY I: THE QUANTIZATION OF
GRAVITY
CLAUS GERHARDT
Abstract. In a former paper we proposed a model for the quantization
of gravity by working in a bundle E where we realized the Hamilton
constraint as the Wheeler-DeWitt equation. However, the correspond-
ing operator only acts in the fibers and not in the base space. Therefore,
we now discard the Wheeler-DeWitt equation and express the Hamilton
constraint differently, either with the help of the Hamilton equations
or by employing a geometric evolution equation. There are two modi-
fications possible which both are equivalent to the Hamilton constraint
and which lead to two new models. In the first model we obtain a
hyperbolic operator that acts in the fibers as well as in the base space
and we can construct a symplectic vector space and a Weyl system.
In the second model the resulting equation is a wave equation in S0 ×
(0,∞) valid in points (x, t, ξ) in E and we look for solutions for each
fixed ξ. This set of equations contains as a special case the equation of
a quantized cosmological Friedmann universe without matter but with
a cosmological constant, when we look for solutions which only depend
on t. Moreover, in case S0 is compact we prove a spectral resolution of
the equation.
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2 CLAUS GERHARDT
1. Introduction
The quantization of gravity is hampered by the fact that the Einstein-
Hilbert Lagrangian is singular. Switching to a Hamiltonian setting requires
to impose two constraints, the Hamilton constraint and the diffeomorphism
constraint. Though we were able to eliminate the diffeomorphism constraint
in a recent paper [8], the Hamilton constraint is a serious obstacle. Quan-
tization of a Hamiltonian setting requires a model in which the quantized
variables, which turn into operators, act, and, in case of constraints, prefer-
ably given as an equation, to quantize this equation.
In the former paper we proposed a quantization of gravity by working in a
fiber bundle E with base space S0 after quantization, the Hamilton function
H was transformed to an hyperbolic operator Hˆ and the Hamilton condition,
which could be expressed by
(1.1) H = 0,
was transformed to the Wheeler-DeWitt equation
(1.2) Hˆu = 0
in the bundle E. However, the operator Hˆ acts only in the fibers, there is no
differentiation in the base space S0, though the solutions are defined in E.
This seems to be unsatisfactory.
In this paper we want to offer a better quantization model: We are still
working in the bundle E, but we discard the Wheeler-DeWitt equation, i.e.,
we do not express the Hamilton constraint by equation (1.1) but differently
using the Hamilton equations. The second Hamilton equation has the form
(1.3) π˙ij = − δH
δgij
,
or equivalently,
(1.4) π˙ij = {πij ,H},
where we use a Hamiltonian density at the moment. Hence we have the
identity
(1.5) gij{πij ,H} = −gij δH
δgij
which is a scalar equation.
The Hamilton constraint can be expressed in the form
(1.6) |A|2 −H2 = (R − 2Λ).
Looking at the right-hand side of (1.5) the term |A|2 − H2, which will be
transformed to be the main part of the hyperbolic operator, occurs on the
right-hand side in two places. Replacing |A|2 − H2 on the right side by
(R − 2Λ) will give an equation that defines the Hamilton constraint.
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We developed two models: In the first model we replaced |A|2 −H2 par-
tially in (1.5). The quantization of the modified equation then leads to a
hyperbolic equation
(1.7) Pu = 0
in E, where P acts in the fibers as well as in S0. P is a symmetric operator
and with the help of its Green’s operator one can define a symplectic vector
space and then a Weyl system, or a quantum field.
In the second model we use a geometric evolution equation to express
the Hamilton constraint by replacing |A|2 −H2 completely in the evolution
equation. After quantization we then obtain a wave equation in E
(1.8)
1
32
n2
n− 1 u¨− (n− 1)t
2− 4
n∆u− n
2
t2(t−
4
nR− 2Λ)u = 0
in points (x, t, ξ) ∈ E, where a metric gij in the fiber over x ∈ S0 has the
form
(1.9) gij = t
4
nσij(x, ξ)
and the Laplacian in (1.8) is defined with respect to σij . Hence, for any ξ we
have a wave equation in
(1.10) S0 × R∗+
with solutions u = u(x, t, ξ). We prove that solutions of the corresponding
Cauchy problems exist and are smooth in all variables.
This second model seems to be the right model since it contains the quan-
tization of a cosmological Friedmann universe, without matter but with a
cosmological constant, as a special case by choosing σij to be the metric of
a space of constant curvature and by assuming u = u(t). Equation (1.8)
is in this case identical to the quantized Friedmann equation up to the last
constant.
Moreover, assuming S0 to be compact we also prove a spectral resolution
of equation (1.8), by constructing a countable basis of solutions of the form
(1.11) u = w(t)v(x),
where v is an eigenfunction of the problem
(1.12) − (n− 1)∆v − n
2
Rv = µv
in S0 with µ > 0 and w an eigenfunction of an ODE. These solutions have
finite energy, cf. (6.73) on page 35.
The results for the first model are proved and described in detail in Sec-
tion 4 and Section 5. The results for the second model are proved in Section 6.
Here is a more formal summary of the results of the second model:
Theorem 1.1. Let (S0, σij) be a given connected, smooth and complete
n-dimensional Riemannian manifold and let
(1.13) Q = S0 × R∗+
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be the corresponding globally hyperbolic spacetime equipped with the Lorentzian
metric (6.41) or, if necessary, with (6.42), then the hyperbolic equation
(1.14)
1
32
n2
n− 1 u¨− (n− 1)t
2− 4
n∆u− n
2
t2−
4
nRu+ nt2Λu = 0,
where the Laplacian and the scalar curvature correspond to the metric σij,
describes a model for quantum gravity. If S0 is compact a spectral resolution
of this equation has been proved in the theorem below.
Theorem 1.2. Assume n ≥ 2 and S0 to be compact and let (v, µ) be
a solution of the eigenvalue problem (1.12) with µ > 0, then there exist
countably many solutions (wi, Λi) of the implicit eigenvalue problem (6.57)
such that
(1.15) Λi < Λi+1 < · · · < 0,
(1.16) lim
i
Λi = 0,
and such that the functions
(1.17) ui = wiv
are solutions of the wave equations (1.8). The transformed eigenfunctions
(1.18) w˜i(t) = wi(λ
n
4(n−1)
i t),
where
(1.19) λi = (−Λi)−
n−1
n
form a basis of the corresponding Hilbert space H and also of L2(R∗+,C).
2. Definitions and notations
The main objective of this section is to state the equations of Gauß,
Codazzi, and Weingarten for spacelike hypersurfaces M in a (n+1)-dimen-
sional Lorentzian manifold N . Geometric quantities in N will be denoted
by (g¯αβ), (R¯αβγδ), etc., and those in M by (gij), (Rijkl), etc.. Greek indices
range from 0 to n and Latin from 1 to n; the summation convention is always
used. Generic coordinate systems in N resp. M will be denoted by (xα)
resp. (ξi). Covariant differentiation will simply be indicated by indices, only
in case of possible ambiguity they will be preceded by a semicolon, i.e., for a
function u in N , (uα) will be the gradient and (uαβ) the Hessian, but e.g., the
covariant derivative of the curvature tensor will be abbreviated by R¯αβγδ;ǫ.
We also point out that
(2.1) R¯αβγδ;i = R¯αβγδ;ǫx
ǫ
i
with obvious generalizations to other quantities.
LetM be a spacelike hypersurface, i.e., the induced metric is Riemannian,
with a differentiable normal ν which is timelike.
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In local coordinates, (xα) and (ξi), the geometric quantities of the spacelike
hypersurface M are connected through the following equations
(2.2) xαij = hijν
α
the so-called Gauß formula. Here, and also in the sequel, a covariant deriva-
tive is always a full tensor, i.e.
(2.3) xαij = x
α
,ij − Γ kijxαk + Γ¯αβγxβi xγj .
The comma indicates ordinary partial derivatives.
In this implicit definition the second fundamental form (hij) is taken with
respect to ν.
The second equation is the Weingarten equation
(2.4) ναi = h
k
i x
α
k ,
where we remember that ναi is a full tensor.
Finally, we have the Codazzi equation
(2.5) hij;k − hik;j = R¯αβγδναxβi xγj xδk
and the Gauß equation
(2.6) Rijkl = −{hikhjl − hilhjk}+ R¯αβγδxαi xβj xγkxδl .
Now, let us assume that N is a globally hyperbolic Lorentzian manifold
with a Cauchy surface. N is then a topological product I × S0, where I is
an open interval, S0 is a Riemannian manifold, and there exists a Gaussian
coordinate system (xα), such that the metric in N has the form
(2.7) ds¯2N = e
2ψ{−dx02 + σij(x0, x)dxidxj},
where σij is a Riemannian metric, ψ a function on N , and x an abbreviation
for the spacelike components (xi). We also assume that the coordinate system
is future oriented, i.e., the time coordinate x0 increases on future directed
curves. Hence, the contravariant timelike vector (ξα) = (1, 0, . . . , 0) is future
directed as is its covariant version (ξα) = e
2ψ(−1, 0, . . . , 0).
Let M = graphu|S0 be a spacelike hypersurface
(2.8) M = { (x0, x) : x0 = u(x), x ∈ S0 },
then the induced metric has the form
(2.9) gij = e
2ψ{−uiuj + σij}
where σij is evaluated at (u, x), and its inverse (g
ij) = (gij)
−1 can be ex-
pressed as
(2.10) gij = e−2ψ{σij + u
i
v
uj
v
},
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where (σij) = (σij)
−1 and
(2.11)
ui = σijuj
v2 = 1− σijuiuj ≡ 1− |Du|2.
Hence, graphu is spacelike if and only if |Du| < 1.
The covariant form of a normal vector of a graph looks like
(2.12) (να) = ±v−1eψ(1,−ui).
and the contravariant version is
(2.13) (να) = ∓v−1e−ψ(1, ui).
Thus, we have
Remark 2.1. Let M be spacelike graph in a future oriented coordinate
system. Then the contravariant future directed normal vector has the form
(2.14) (να) = v−1e−ψ(1, ui)
and the past directed
(2.15) (να) = −v−1e−ψ(1, ui).
In the Gauß formula (2.2) we are free to choose the future or past directed
normal, but we stipulate that we always use the past directed normal. Look
at the component α = 0 in (2.2) and obtain in view of (2.15)
(2.16) e−ψv−1hij = −uij − Γ¯ 000uiuj − Γ¯ 00jui − Γ¯ 00iuj − Γ¯ 0ij .
Here, the covariant derivatives are taken with respect to the induced metric
of M , and
(2.17) − Γ¯ 0ij = e−ψh¯ij ,
where (h¯ij) is the second fundamental form of the hypersurfaces {x0 = const}.
An easy calculation shows
(2.18) h¯ije
−ψ = − 12 σ˙ij − ψ˙σij ,
where the dot indicates differentiation with respect to x0.
3. Combining the Hamilton equations with the Hamilton
constraint
Let N = Nn+1 be a globally hyperbolic spacetime with metric g¯αβ. We
consider the Einstein-Hilbert functional
(3.1) J =
∫
N
(R¯ − 2Λ)
with cosmological constant Λ and want to write it in a form such that the
Lagrangian density is regular with respect to the variables gij so that we can
switch to an equivalent Hamiltonian setting for these components. Let x0 be
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time function that will split the metric such that the metric can be expressed
in the form
(3.2) ds¯2 = −w2(dx0)2 + gijdxidxj ,
where (xi) are local coordinates of a coordinate slice
(3.3) S0 = {x0 = const}
and
(3.4) 0 < w ∈ C∞(N).
Let us define the level sets
(3.5) M(t) = {x0 = t}
and, assuming 0 ∈ x0(N), set
(3.6) S0 =M(0).
The coordinate system should also be future oriented such that {x0 > 0} is
the future development of S0.
Let hij be the second fundamental form of the slices M(t) with respect to
the past directed normal, i.e., the Gaussian formula looks like
(3.7) xαij = hijν,
where ν is the past directed normal. Then
(3.8) hij = − 12 g˙ijw−1
and the functional (3.1) can be expressed in the form
(3.9) J =
∫ b
a
∫
Ω
{|A|2 −H2 + (R− 2Λ)}w√g,
where Ω ⊂ N is some open subset of Rn, R the scalar curvature of M(t),
(3.10) H = gijhij
the mean curvature and
(3.11) |A|2 = hijhij ,
cf. [8, equ. (3.37)]. This way of expressing the Einstein-Hilbert functional is
known as the ADM approach, see [1].
Let F = F (hij) be the scalar curvature operator
(3.12) F = 12 (H
2 − |A|2)
and let
(3.13) F ij,kl = gijgkl − 12{gikgjl + gilgjk}
be its Hessian, then
(3.14) F ij,klhijhkl = 2F = H
2 − |A|2
and
(3.15) F ij = F ij,klhkl = Hg
ij − hij .
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In physics
(3.16) Gij,kl = −F ij,kl
is known as the DeWitt metric.
Combining (3.8) and (3.14) J can be expressed in the form
(3.17) J =
∫ b
a
∫
Ω
{ 14Gij,kl g˙ij g˙klw−2 + (R − 2Λ)}w
√
g.
The Lagrangian density L is a regular Lagrangian with respect to the vari-
ables gij . Define the conjugate momenta
(3.18)
πij =
∂L
∂gij
= 12G
ij,kl g˙klw
−1√g
= −Gij,klhkl√g
and the Hamiltonian density
(3.19)
H = πij g˙ij − L
=
1√
g
wGij,klπ
ijπkl − (R− 2Λ)w√g,
where
(3.20) Gij,kl =
1
2{gikgjk + gilgjk} − 1n−1gijgkl
is the inverse of Gij,kl.
Let us now consider an arbitrary variation of gij with compact support
(3.21) gij(ǫ) = gij + ǫωij ,
where ωij = ωij(t, x) is an arbitrary smooth, symmetric tensor with compact
support in Ω. The vanishing of the first variation leads to the Euler-Lagrange
equations
(3.22) Gij + Λgij = 0,
i.e., to the tangential Einstein equations. We obtain these equations by either
varying (3.1) or (3.9).
To obtain the full Einstein equations we impose the Hamilton constraint,
namely, that the Hamiltonian density vanishes, or equivalently, that the nor-
mal component of the Einstein equations is satisfied
(3.23) Gαβν
ανβ − Λ = 0.
We then conclude that any metric (g¯αβ) satisfying (3.2), (3.22) as well as
(3.23) has the property that it is a stationary point for the functional (3.1)
in the class of metrics which can be split according to (3.2). Applying then a
former result [8, Theorem 3.2] we deduce that g¯αβ satisfies the full Einstein
equations.
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The Lagrangian density L in (3.17) is regular with respect to the variables
gij , hence the tangential Einstein equations are equivalent to the Hamilton
equations
(3.24) g˙ij =
δH
δπij
and
(3.25) π˙ij = − δH
δgij
,
where the differentials on the right-hand side of these equations are varia-
tional or functional derivatives, i.e., they are the Euler-Lagrange operators
of the corresponding functionals with respect to the indicated variables, in
this case, the functional is
(3.26)
∫
Ω
H,
where S0 is locally parameterized over Ω ⊂ Rn. Occasionally we shall also
write
(3.27)
∫
S0
H
by considering S0 simply to be a parameter domain without any intrinsic
volume element.
We have therefore proved:
Theorem 3.1. Let N = Nn+1 be a globally hyperbolic spacetime and let
the metric g¯αβ be expressed as in (3.2). Then, the metric satisfies the full
Einstein equations if and only if the metric is a solution of the Hamilton
equations (3.24) and (3.25) and of the equation (3.23) which is equivalent to
(3.28) H = 0
and is called the Hamiltonian constraint. These equations are equations for
the variables gij . The function w is merely part of the equations and not
looked at as a variable though it is of course specified in the component g¯00.
We define the Poisson brackets
(3.29) {u, v} = δu
δgkl
δv
δπkl
− δu
δπkl
δv
δgkl
and obtain
(3.30) {gij, πkl} = δklij ,
where
(3.31) δklij =
1
2{δki δlj + δliδkj }.
Then, the second Hamilton equation can also be expressed as
(3.32) π˙ij = {πij ,H}.
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In the next section we want to quantize this Hamiltonian setting and espe-
cially the Hamiltonian constraint. In order to achieve this we shall express the
equation (3.25), (3.24) and (3.23) by a set of equivalent equations, namely,
(3.25), (3.24) and (3.33)
(3.33)
gij{πij ,H} = (n− 1)(R− 2Λ)w√g −Rw√g − (n− 1)∆˜w√g
− 1√
g
Grs,klπ
rsπklw,
where ∆˜ is the Laplacian with respect to the metric gij . Let us formulate
this claim as a theorem:
Theorem 3.2. Let N = Nn+1 be a globally hyperbolic spacetime and let
the metric g¯αβ be expressed as in (3.2). Then, the metric satisfies the full
Einstein equations if and only if the metric is a solution of the Hamilton
equations (3.24) and (3.25) and of the equation (3.33).
Proof. The second Hamilton equation states
(3.34) π˙ij = − δH
δgij
,
which is of course equal to (3.32), and
(3.35) − δH
δgij
= − ∂
∂gij
(
1√
g
Grs,klπ
rsπkl)w +
δ((R − 2Λ)w√g)
δgij
.
In the lemma below we shall prove
(3.36)
δ((R − 2Λ)w√g)
δgij
= 12Rg
ijw
√
g −Rijw√g
+ {wij −∆wgij − Λgijw}√g
and a simple but somewhat lengthy computation will reveal
(3.37)
− ∂
∂gij
(
1√
g
Grs,klπ
rsπkl)w = 12 (|A|2 −H2)gijw
√
g
− 2πirπrjw
1√
g
+
2
n− 1π
ijπrrw
1√
g
,
where the indices are lowered with the help of gij and we further conclude
(3.38)
− gij ∂
∂gij
(
1√
g
Grs,klπ
rsπkl)w
=
n
2
(|A|2 −H2)w√g − 2(|A|2 −H2)w√g
= (
n
2
− 1)(|A|2 −H2)w√g − 1√
g
Grs,klπ
rsπklw
On the other hand, the Hamilton density is equal to
(3.39) H = −2{Gαβνανβ − Λ}w√g
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because of the Gauß equation. Hence,
(3.40)
1
2
{|A|2 −H2}w√g = 1
2
(R− 2Λ)w√g
iff the Hamilton constraint is valid, from which the proof of the theorem
immediately follows. 
Lemma 3.3. Let M be a Riemannian manifold with metric gij, scalar
curvature R and let w ∈ C2(M) and Λ ∈ R, then the equation (3.36) is
valid.
Proof. It suffices to consider the term
(3.41)
δ(Rw
√
g)
δgij
,
since the result for the second term is trivial.
Let Ω ⊂M be open and bounded and define the functional
(3.42) J =
∫
Ω
Rw
√
g.
Let gij(ǫ) be a variation of gij with support in Ω such that
(3.43) gij = gij(0)
and denote differentiation with respect to ǫ by a dot or prime, then the first
variation of J with respect to this variation is equal to
(3.44) J˙(0) =
∫
Ω
{g˙ijRij + gijR˙ij}w√g +
∫
Ω
Rw
√
g
′
.
Again we only consider the non-trivial term
(3.45)
∫
Ω
gijR˙ijw
√
g.
It is well known that
(3.46) R˙ij = −(Γ˙ kik);j + (Γ˙ kij);k,
where the semicolon indicates covariant differentiation, Γ˙ kij is a tensor. Hence,
we deduce that (3.45) is equal to
(3.47)
∫
Ω
{gijΓ˙ kikwj − gijΓ˙ kijwk}
√
g
which in turn can be expressed as
(3.48)
∫
Ω
gijgkl 12 (g˙il;k + g˙kl;i − g˙ik;l)wj
−
∫
Ω
gijgkl 12 (g˙il;j + g˙jl;i − g˙ij;l)wk,
where we omitted the notation of the density
√
g. Let us agree that each row
of the preceding expression contains three integrals. Then the first integrals
in each row cancel each other, the second in the first row is equal to the third
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integral in the second row and the third integral in the first row is equal to
the second integral in the second row. Therefore, we obtain by integrating
by parts
(3.49) −
∫
Ω
∆wgklg˙kl +
∫
Ω
wlig˙
i
l =
∫
Ω
{−∆wgli + wli}g˙il
and conclude
(3.50)
δ(Rw
√
g)
δgij
= (12Rg
ij −Rij)w√g + (wij −∆wgij)√g.

4. The quantization
For the quantization of the Hamiltonian setting we use the same approach
as in our former paper [8], at least in the beginning: First, we replace all
densities by tensors, by choosing a fixed Riemannian metric in S0
(4.1) χ = (χij(x)),
and, for a given metric g = (gij(t, x)), we define
(4.2) ϕ = ϕ(x, gij) =
( det gij
detχij
) 1
2
such that the Einstein-Hilbert functional J in (3.17) on page 8 can be written
in the form
(4.3) J =
∫ b
a
∫
Ω
{1
4
Gij,kl g˙ij g˙klw
−2 + (R− 2Λ)}wϕ√χ.
The Hamilton density H is then replaced by the function
(4.4) H = {ϕ−1Gij,klπijπkl − (R − 2Λ)ϕ}w,
where now
(4.5) πij = −ϕGij,klhkl
and
(4.6) hij = −ϕ−1Gij,klπkl.
The effective Hamiltonian is of course
(4.7) w−1H.
Fortunately, we can, at least locally, assume
(4.8) w = 1
by choosing an appropriate coordinate system: Let (t0, x0) ∈ N be an arbi-
trary point, then consider the Cauchy hypersurface
(4.9) M(t0) = {t0} × S0
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and look at a tubular neighbourhood ofM(t0), i.e., we define new coordinates
(t, xi), where (xi) are coordinate for S0 near x0 and t is the signed Lorentzian
distance to M(t0) such that the points
(4.10) (0, xi) ∈M(t0).
The Lorentzian metric of the ambient space then has the form
(4.11) ds¯2 = −dt2 + gijdxidxj .
Secondly, we use the same model as in [8, Section 3]: The Riemannian
metrics gij(t, ·) are elements of the bundle T 0,2(S0). Denote by E the fiber
bundle with base S0 where the fibers consists of the Riemannian metrics (gij).
We shall consider each fiber to be a Lorentzian manifold equipped with the
DeWitt metric. Each fiber F has dimension
(4.12) dimF =
n(n+ 1)
2
≡ m+ 1.
Let (ξa), 0 ≤ a ≤ m, be coordinates for a local trivialization such that
(4.13) gij(x, ξ
a)
is a local embedding. The DeWitt metric is then expressed as
(4.14) Gab = G
ij,klgij,agkl,b,
where a comma indicates partial differentiation. The Hamiltonian is then
expressed as
(4.15) H = ϕ−1Gabπaπb − (R− 2Λ)ϕ,
cf. [8, equ. (3.55)]. The fibers equipped with the metric
(4.16) (ϕGab)
are then globally hyperbolic Lorentzian manifolds. The hypersurfaces
(4.17) {ϕ = const}
are Cauchy hypersurfaces.
Let F = F (x) be a fiber and set
(4.18) τ = logϕ,
then τ is a time function. In the Gaussian coordinate system (τ, ξA), 1 ≤
A ≤ m, corresponding to the hypersurface
(4.19) M = {ϕ = 1} = {τ = 0}
the metric (4.16) has the form
(4.20) ds2 =
4(n− 1)
n
ϕ{−dτ2 +GABdξAdξB}.
where the Riemannian metric GAB is independent of τ
(4.21)
∂GAB
∂τ
= 0.
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When we work in a local trivialization of E, the coordinates ξA are indepen-
dent of x.
Lemma 4.1. The function ϕ is independent of x.
Proof. Let
(4.22) gij(x, τ, ξ
A)
be the local embedding in E, then we have
(4.23) g˙ij =
∂gij
∂τ
=
2
n
gij ,
cf. [8, equ. (4.13)], hence we conclude
(4.24)
gij = e
2
n
τgij(x, 0, ξ
A)
≡ e 2n τσij(x, ξA),
where
(4.25) σij = gij(0) ∈M
and we further deduce
(4.26) ϕ2 =
det gij
detχij
= e2τ
detσij
detχij
.
In the embedding (4.22) τ is considered to be independent of x being the time
component of a coordinate system satisfying (4.19) and (4.20). Therefore,
we infer from (4.26)
(4.27) detσij = detχij ,
proving the lemma. 
We can now quantize the Hamiltonian setting using the original variables
gij and π
ij . We consider the bundle E equipped with the metric (4.20), or
equivalently,
(4.28) (ϕGij,kl),
which is the covariant form, in the fibers and with the Riemannian metric χ
in S0. Furthermore, let
(4.29) C∞c (E)
be the space of real valued smooth functions with compact support in E.
In the quantization process, where we choose ~ = 1, the variables gij and
πij are then replaced by operators gˆij and πˆ
ij acting in C∞c (E) satisfying the
commutation relations
(4.30) [gˆij , πˆ
kl] = iδklij ,
while all the other commutators vanish. These operators are realized by
defining gˆij to be the multiplication operator
(4.31) gˆiju = giju
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and πˆij to be the functional differentiation
(4.32) πˆij =
1
i
δ
δgij
,
i.e., if u ∈ C∞c (E), then
(4.33)
δu
δgij
is the Euler-Lagrange operator of the functional
(4.34)
∫
S0
u
√
χ ≡
∫
S0
u.
Hence, if u only depends on (x, gij) and not on derivatives of the metric, then
(4.35)
δu
δgij
=
∂u
∂gij
.
Therefore, the transformed Hamiltonian Hˆ can be looked at as the hyperbolic
differential operator
(4.36) Hˆ = −∆− (R− 2Λ)ϕ,
where ∆ is the Laplacian of the metric in (4.28) acting on functions
(4.37) u = u(x, gij).
We used this approach in [8] to transform the Hamilton constraint to the
Wheeler-DeWitt equation
(4.38) Hˆu = 0 in E
which can be solved with suitable Cauchy conditions. However, the Hamil-
tonian in the Wheeler-DeWitt equation is a differential operator that only
acts in the fibers of E and not in the base space S0 which seems to be
insufficient. This short-coming will be eliminated when, instead of the ex-
plicit Hamilton constraint, its equivalent implicit version, equation (3.33) on
page 10 is quantized: Following Dirac the Poisson brackets are replaced by
1
i
times the commutators in the quantization process, ~ = 1, i.e., we obtain
(4.39) {πij , H} → i[Hˆ, πˆij ].
Dropping the hats in the following to improve the readability equation (3.33)
is transformed to
(4.40) igij [H, π
ij ] = (n− 1)(R− 2Λ)ϕ−Rϕ+∆,
where ∆ is the Laplace operator with respect to the fiber metric.
Now, we have
(4.41)
i[H, πij ] = [H,
δ
δgij
]
= [−∆, δ
δgij
]− [(R− 2Λ)ϕ, δ
δgij
],
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cf. (4.36). Since we apply both sides to functions u ∈ C∞c (E)
(4.42) [−∆, δ
δgij
]u = [−∆, ∂
∂gij
]u = −Rij,klukl,
because of the Ricci identities, where
(4.43) Rij,kl
is the Ricci tensor of the fiber metric (4.28) and
(4.44) ukl =
∂u
∂gkl
is the gradient of u.
For the second commutator on the right-hand side of (4.41) we obtain
(4.45) −[(R− 2Λ)ϕ, δ
δgij
]u = −(R− 2Λ)ϕ ∂u
∂gij
+
δ
δgij
{(R− 2Λ)uϕ},
where the last term is the Euler-Lagrange operator of the functional
(4.46)
∫
S0
(R − 2Λ)uϕ ≡
∫
S0
(R − 2Λ)uϕ√χ
=
∫
S0
(R − 2Λ)u√g
with respect to the variable gij , since the scalar curvature R depends on the
derivatives of gij . From (3.36) and the proof of Lemma 3.3 on page 11 we
infer
(4.47)
δ
δgij
{(R− 2Λ)uϕ} = 1
2
(R − 2Λ)gijuϕ−Rijuϕ
+ ϕ{u ij; − ∆˜ugij}+ (R− 2Λ)ϕ
∂u
∂gij
,
where the semicolon indicates covariant differentiation in S0 with respect
to the metric gij , ∆˜ is the corresponding Laplacian, and where we observe
that the fundamental lemma of the calculus of variations has been applied to
functions in L2(S0,√χ), i.e.,
(4.48)
∫
S0
fη
√
g =
∫
S0
fηϕ
√
χ;
here we have
(4.49) f ∈ C0(S0), η ∈ C∞c (S0).
We also note that
(4.50)
Dku =
∂u
∂xk
+
∂u
∂gij
∂gij
∂xk
=
∂u
∂xk
in Riemannian normal coordinates.
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Hence, we conclude that equation (4.40) is equivalent to
(4.51) −∆u− (n− 1)ϕ∆˜u− n− 2
2
ϕ(R − 2Λ)u = 0
in E, since
(4.52) gijR
ij
,kl = 0
for
(4.53)
1√
n(n− 1)ϕgij
is the future directed unit normal of the Cauchy hypersurfaces {ϕ = const}:
The gradient of ϕ
(4.54)
∂ϕ
∂gij
=
1
2
ϕgij
is a past directed normal in covariant notation. Its contravariant version has
the form
(4.55) ϕ−1Gij,klg
kl 1
2
ϕ = − 1
2(n− 1)gij .
Therefore, the vector in (4.53) is future directed and has unit length as can
easily be checked.
Now, let us choose a coordinate system (τ, ξA) associated with the Cauchy
hypersurface
(4.56) M = {ϕ = 1}
and express the metric as in (4.20). The time coordinate τ is defined as
(4.57) τ = logϕ.
Let t be the time function
(4.58) t =
√
ϕ = e
1
2 τ ,
then
(4.59) dt2 =
1
4
ϕdτ2
and we conclude that the fiber metric can be expressed as
(4.60) ds2 = −16(n− 1)
n
dt2 +
4(n− 1)
n
t2GABdξ
AdξB,
where GAB is independent of t. We also emphasize that t is independent of
x, cf. Lemma 4.1.
Let (ξa) = (t, ξA), 0 ≤ a ≤ m, be the coordinates such that
(4.61) ξ0 = t ∧ 1 ≤ A ≤ m,
then we immediately deduce from (4.60) or (4.20) that the Ricci tensor sat-
isfies
(4.62) R0a = 0 ∀ 0 ≤ a ≤ m.
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Since the determinant of the metric in (4.60) is equal to
(4.63) |det(Gab)| = 16(n−1n ){4(n−1n )}mt2m det(GAB)
we conclude that the equation (4.51) can be expressed in the form
(4.64)
1
16
n
n− 1 t
−m ∂(t
mu˙)
∂t
− 1
4
n
n− 1 t
−2∆Gu
− (n− 1)t2∆˜u− n− 2
2
t2(R − 2Λ)u = 0,
where ∆G is the Laplacian with respect to the metric GAB.
For any point
(4.65) (x, gij) ∈ E
the metric can be written in the form
(4.66) gij = t
4
nσij ,
where σij is independent of t and
(4.67) detσij = detχij ,
cf. (4.24) and (4.27). Hence, we can write
(4.68) ∆˜u = t−
4
n ∆˜σiju.
Thus, equipping E with the metric
(4.69)
ds¯2 = −16(n− 1)
n
dt2 +
4(n− 1)
n
t2GABdξ
AdξB +
1
n− 1σijdx
idxj
≡ Gabdξadξb + 1
n− 1σijdx
idxj
≡ Gαβdζαdζβ ,
where 0 ≤ a ≤ m and ξ0 = t. We call Gab the fiber metric and σij the base
metric, which are to be evaluated at the points
(4.70) (x, ξa) ≡ (x, gij) = (x, t 4n σij).
Beware that
(4.71) σij = σij(x, ξ
A) ∈ E1,
where E1 is the subbundle
(4.72) E1 = {t = 1}.
This metric the operator P in (4.64) is a symmetric hyperbolic differential
operator
(4.73) Pu = −Dα(aαβDβu),
where the derivatives are covariant derivatives with respect to the metric in
(4.69) and the coefficients aαβ represent a Lorentzian metric. However, it is
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not normally hyperbolic, i.e., its main part is not identical with the Lapla-
cian of the ambient metric. Nevertheless, we can consider P as a normally
hyperbolic operator by equipping E with the metric
(4.74)
ds˜2 = −16(n− 1)
n
dt2 +
4(n− 1)
n
t2GABdξ
AdξB
+
1
n− 1 t
4
n
−2σijdx
idxj
≡ G˜αβdζαdζβ ,
though, of course, P is not symmetric in this metric.
Let E, E˜ be the bundles
(4.75) (E,Gαβ) ∧ (E, G˜αβ)
respectively, and E1 resp. E˜1 the corresponding subbundles defined by
(4.76) {t = 1}.
We shall now prove that E and E˜ are both globally hyperbolic manifolds and
the subbundles E1 resp. E˜1, or more generally, the subbundles E1(τ) resp.
E˜1(τ), defined by
(4.77) {t = τ}, τ > 0,
Cauchy hypersurfaces provided the base space S0 is either compact or a
homogeneous space for a suitable metric ρij .
Lemma 4.2. The bundles E and E˜ are both globally hyperbolic manifolds,
if S0 is either compact or a homogeneous space for a suitable metric ρij, and
the hypersurfaces E1(τ) resp. E˜1(τ) are Cauchy hypersurfaces.
Proof. We shall only prove that E is globally hyperbolic, since the proof for
E˜ is essentially identical. We shall show that E1 is a Cauchy hypersurface.
The arguments will then also apply in case of the hypersurfaces E1(τ). The
proof will be similar to the proof of [8, Lemma 4.3], where we proved that the
fibers of E are globally hyperbolic. The fact that we now consider the whole
bundle creates a small complication which will be handled by the additional
assumption on S0.
We shall now prove that E1 is a Cauchy hypersurface implying that E is
globally hyperbolic. Let us argue by contradiction. Thus, let
(4.78) γ(s) = (γα(s)), s ∈ I = (a, b),
be an inextendible future directed causal curve in E and assume that γ does
not intersect E1. We shall show that this will lead to a contradiction. It is
also obvious that γ can meet E1 at most once.
Assume that there exists s0 ∈ I such that
(4.79) t(γ(s0)) < 1
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and assume from now on that s0 is the left end point of I. Since t is contin-
uous, the whole curve γ must be contained in the past of E1.
γ is causal, i.e.,
(4.80)
1
n− 1σij x˙
ix˙j +
4(n− 1)
n
t2GAB γ˙
Aγ˙B ≤ 16(n− 1)
n
|γ˙0|2
and thus
(4.81)
√
1
n− 1σij x˙
ix˙j +
4(n− 1)
n
t2GAB γ˙Aγ˙B ≤ 4γ˙0,
since γ is future directed.
Let
(4.82) γ˜ = (xi, γA)
be the projection of γ onto E1, then the length of γ˜ is bounded
(4.83)
L(γ˜) ≤
∫
I
√
1
n− 1σij x˙
ix˙j +
4(n− 1)
n
GAB γ˙Aγ˙B
≤ 4(1− t(s0)) < 4.
Expressing the quadratic form
(4.84) GAB γ˙
Aγ˙B
in E1 in the coordinates (gij) = (σij), we have
(4.85)
GAB γ˙
Aγ˙B = σikσjlσ˙ij σ˙kl
≡ ‖σ˙ij‖2,
since the right-hand side is exactly
(4.86) Gij,klσ˙ij σ˙kl,
if
(4.87) σ˙ij ∈ T (E1).
Hence, we infer, in view of [14, Lemma 14.2], that the metrics (σij(s)) are all
uniformly equivalent in I and converge to a positive definite metric when s
tends to b. It remains to prove that the points (xi(s)) are precompact in S0,
then we would have derived a contradiction.
If S0 is compact then the precompactness of (xi(s)) is trivial, thus let
us assume that (S0, ρij) is a homogeneous space. Then σij(s0) is equiva-
lent to ρij(x(s0)) and hence, in view of the homogeneity, σij(s) is uniformly
equivalent to ρij(x(s)) for all s ∈ I, and we conclude
(4.88)
∫
I
√
ρij x˙ix˙j ≤ const
proving the precompactness. E1 is therefore a Cauchy hypersurface and E is
globally hyperbolic. 
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Remark 4.3. Since E˜ is globally hyperbolic and P is a normally hyper-
bolic differential operator the Cauchy problems
(4.89)
Pu = f,
u|E˜1(τ)
= u0,
uαν˜
α
|E˜1(τ)
= u1
have unique solutions
(4.90) u ∈ C∞(E˜)
for given values u0, u1 ∈ C∞c (E˜1(τ)) and f ∈ C∞c (E˜) such that
(4.91) suppu ⊂ J E˜(K),
where
(4.92) K = suppu0 ∪ suppu1 ∪ supp f,
cf. [13, 2, 12].
Since E, E˜ and E1(τ) resp. E˜1(τ) coincide as sets and the normals (ν
α)
resp. ν˜α) are also identical
(4.93) ν˜ = ν
we immediately deduce that the Cauchy problems (4.89) are also uniquely
solvable in E. Using this information we then could derive the existence
of the fundamental solutions F± for P in E and also the existence of the
advanced resp. retarded Green’s operators G± of P , cf. [12, Theorem 4].
However, we would like to show how the fundamental solutions F˜± of P
in E˜ can easily be transformed to yield fundamental solutions of P in E and
similarly the Green’s functions G˜±. This process is valid in general pseudo-
riemannian manifolds, and thus also valid for elliptic operators, however, we
shall only consider Lorentzian manifolds. The notations N resp. N˜ refer to
the same manifold N equipped with the metrics gαβ resp. g˜αβ.
Definition 4.4. Let T ∈ D′(N) be a distribution and let
√
|g| be the
volume element in N , where
(4.94) g = det gαβ,
then we use the notation
(4.95) 〈T, η
√
|g|〉
or
(4.96) T [η
√
|g|]
to refer to
”
T acts on η“ instead of the usual symbols
(4.97) 〈T, η〉
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or
(4.98) T [η].
If P is a differential operator in N and P ∗ its formal adjoint, then
(4.99) 〈PT, η
√
|g|〉 = 〈T, (P ∗η)
√
|g|〉.
We found this notation in [4, Definition 2.8.1, p. 60]
Lemma 4.5. Let T ∈ D′(N, g˜) and let g be a another smooth metric in
N and set
(4.100) ψ =
√
|g˜|√
|g| ,
then
(4.101) ψT ∈ D′(N, g)
and
(4.102) 〈ψT, η
√
|g|〉 = 〈T, η
√
|g˜|〉 ∀ η ∈ C∞c (N).
Proof. Follows immediately from the definition of ψT
(4.103) 〈ψT, η
√
|g|〉 = 〈T, ψη
√
|g|〉 = 〈T, η
√
|g˜|〉.

As an application we obtain:
Corollary 4.6. Let F˜± resp. G˜± be the fundamental solutions of P in E˜
resp. the advanced and retarded Green’s operators, and define
(4.104) ψ =
√
|G˜|√
|G| = t
2−n,
then
(4.105) F± = ψF˜±
are fundamental solutions of P in E and
(4.106) G± = ψG˜±
the advanced and retarded Green’s operators.
Proof.
”
(4.105)“ We have
(4.107)
F±[η
√
|G| ] = ψF˜±[η
√
|G| ]
= F˜±[η
√
|G˜| ]
and
(4.108) PF±[η
√
|G| ] = PF˜±[η
√
|G˜| ] = η.
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”
(4.106)“ To prove the second claim we note that the Green’s operators
are defined as maps
(4.109) C∞c (E)→ C∞(E)
by the definition
(4.110) G±[η
√
|G| ](p) = F±(p)[η
√
|G| ], p ∈ E.
Now, from (4.107) we deduce
(4.111)
F±(p)[η
√
|G| ] = F˜±(p)[η
√
|G˜| ]
= G˜±[η
√
|G˜| ](p)
= ψG˜±[η
√
|G| ](p).

Remark 4.7. Let G be the Green’s operator of P in E
(4.112) G = G+ −G−,
then
(4.113) N(P ) = {Gu : u ∈ C∞c (E)}
is the kernel of P . Its elements are smooth functions which are spacelike
compact; however, this condition is strictly correct only in E˜, since the light
cones in E˜ and E are different. Fortunately, we only need one special property
of spacelike compact functions, namely, that their restrictions to Cauchy
hypersurfaces have compact support. This will be case in E, if we only
consider the Cauchy hypersurfaces E1(τ), as we shall prove in the lemma
below.
Lemma 4.8. The compact subsets of E˜1(τ) are also compact in E1(τ)
and vice versa.
Proof. The Cauchy hypersurfaces E1(τ) resp. E˜1(τ) carry the same topology,
since their induced metrics are uniformly equivalent as one easily checks. 
5. The second quantization
Let us first summarize some facts about the Green’s operators G± of P in
E which are still valid even though P is not normally hyperbolic.
Lemma 5.1. Let G± resp. G˜± be the Green’s operators of P in E resp.
E˜, then
(5.1) G± : C
∞
c (E)→ C∞(E)
(5.2) P ◦G± = G± ◦ P |C∞c (E) = id |C∞c (E)
(5.3) supp(G±u) = supp(G˜±u) ∀u ∈ C∞c (E)
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(5.4) suppG+u ⊂ J E˜+ (suppu) ∀u ∈ C∞c (E)
(5.5) suppG−u ⊂ J E˜− (suppu) ∀u ∈ C∞c (E)
(5.6) suppG+u ∩ suppG−v is compact
for all u, v ∈ C∞c (E), and
(5.7) G∗± = G∓.
Proof. The properties (5.1) and (5.2) immediately follow from the corre-
sponding relations for G˜± of P in E˜ and the fact that
(5.8) G± = t
2−nG˜±,
cf. Corollary 4.6 on page 22. The preceding relation also proves the properties
(5.3), (5.4), (5.5) and (5.6), since the topologies of E and E˜ are identical.
It remains to prove (5.7). Let u, v ∈ C∞c (E), then
(5.9)
∫
E
〈G±u, v〉 =
∫
E
〈G±u, PG∓v〉
=
∫
E
〈PG±u,G∓v〉
=
∫
E
〈u,G∓v〉,
where the partial integration is justified because of (5.6), and the scalar
product is just normal multiplication. 
Lemma 5.2. Let E1(τ) be one of the special Cauchy hypersurfaces in E,
then
(5.10)
∫
E
〈u,Gv〉 =
∫
E1(τ)
{〈Dν(Gu), Gv〉 − 〈Gu,DνGv〉},
for all u, v ∈ C∞c (E), where ν is the future directed normal of E1(τ).
Proof. Let E+, E− be defined by
(5.11) E+ = {t > τ}
and
(5.12) E− = {t < τ},
then
(5.13)
∫
E
〈u,Gv〉 =
∫
E+
〈u,Gv〉+
∫
E−
〈u,Gv〉.
Now, in E+ we have
(5.14) PG−u = u
and
(5.15) PGv = 0 = GPv.
THE QUANTIZATION OF GRAVITY 25
Moreover,
(5.16) supp(G−u) ∩ E+ is compact,
since
(5.17) supp(G˜−u) ∩ E˜+ is compact,
hence we obtain by partial integration
(5.18)
∫
E+
〈PG−u,Gv〉 = −
∫
E1(τ)
〈DνG−u,Gv〉+
∫
E1(τ)
〈G−u,DνGv〉.
A similar argument applies to E− by looking at
(5.19) PG+u = 0
leading to
(5.20)
∫
E−
〈PG+u,Gv〉 =
∫
E1(τ)
〈DνG+u,Gv〉 −
∫
E1(τ)
〈G+u,DνGv〉.
Adding these two equations implies the result. 
We shall now construct a CCR representation or a Weyl system for P and
its kernel
(5.21) N(P ) = {u ∈ C∞(E) : Pu = 0} = {Gu : u ∈ C∞c (E)}.
This characterization of N(P ) is correct, since it is valid in E˜ and because of
(5.22) PG[u
√
|G| ] = PG˜[u
√
|G˜| ],
cf. (4.106) on page 22.
There are two ways to construct a Weyl system given a formally self-
adjoint, normally hyperbolic operator in a globally hyperbolic spacetime
which are also applicable in our case, though P is not normally hyperbolic.
One possibility is to define a symplectic vector space
(5.23) V = C∞c (e)/N(G),
where G is the Green’s operator of P
(5.24) G = G+ −G−.
Since
(5.25) G∗ = −G
the bilinear form
(5.26) ω(u, v) =
∫
E
〈u,Gv〉, u, v ∈ V,
is skew-symmetric, non-degenerate by definition, and hence symplectic.
Then, there is a canonical way to construct a corresponding Weyl system.
The second method is to pick a Cauchy hypersurface E1 in E and then
define a quantum field Φ with values in the space of essentially self-adjoint
operators in a corresponding symmetric Fock space.
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We pick a Cauchy hypersurface E1 = E1(τ) in E and define the complex
Hilbert space
(5.27) HE1 = L
2(E1)⊗ C = L2(E1,C)
the complexification of the real Hilbert space L2(E1) with complexified scalar
product
(5.28) 〈u, v〉E1 =
∫
E1
〈u, v〉C.
We denote the symmetric Fock space of HE1 by F(HE1). Let Θ be the
corresponding Segal field. Since G∗ = −G, we deduce from (5.4), (5.6) and
Remark 4.7 on page 23 that
(5.29) G∗u|E1 ∈ C∞c (E1) ⊂ HE1 ∀u ∈ C∞c (E).
We can therefore define
(5.30) ΦE1(u) = Θ(i(G
∗u)|E1 −Dν(G∗u)|E1 ).
From the proof of [2, Lemma 4.6.8] we conclude that the right-hand side of
(5.30) is an essentially self-adjoint operator in F(HE1). We therefore call
the map ΦE1 from C
∞
c (E) to the set of self-adjoint operators in F(HE1) a
quantum field defined in E1.
Lemma 5.3. The quantum field ΦE1 satisfies the equation
(5.31) PΦE1 = 0
in the distributional sense, i.e.,
(5.32)
〈PΦE1 , u〉 = 〈ΦE1 , Pu〉
= ΦE1(Pu) = 0 ∀u ∈ C∞c (E).
Proof. In view of (5.25) we have
(5.33) G∗(Pu) = 0.

With the help of the quantum field ΦE1 we shall construct a Weyl system
and hence a CCR representation of the symplectic vector space (V, ω) which
we defined in (5.23) and (5.26).
From (5.30) we conclude the commutator relation
(5.34) [ΦE1(u), ΦE1(v)] = i Im〈iG∗u−Dν(G∗u), iG∗v −Dν(G∗v)〉E1I,
for all u, v ∈ C∞c (E), cf. [3, Proposition 5.2.3], where both sides are defined
in the algebraic Fock space Falg(HE1).
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On the other hand
(5.35)
Im〈iG∗u−Dν(G∗u), iG∗v −Dν(G∗v)〉E1
= − Im〈iG∗u,Dν(G∗v)〉E1 − Im〈Dν(G∗u), iG∗v〉E1
=
∫
E1
{〈G∗u,Dν(G∗v)〉 − 〈Dν(G∗u), G∗v〉}
=
∫
E
〈u,Gv〉
in view of (5.10) and (5.25).
As a corollary we conclude
(5.36) [ΦE1(u), ΦE1(v)] = i
∫
E1
〈u,Gv〉I ∀u, v ∈ C∞c (E).
From [3, Proposition 5.2.3] and (5.35) we immediately infer
Theorem 5.4. Let (V, ω) be the symplectic vector space in (5.23) and
(5.26) and denote by [u] the equivalence classes in V , then
(5.37) W ([u]) = eiΦE1(u)
defines a Weyl system for (V, ω), where ΦE1(u) is now supposed to be the clo-
sure of ΦE1(u) in F(HE1), i.e., ΦE1(u) is a self-adjoint operator. The Weyl
system generates a C∗-algebra with unit which we call a CCR representation
of (V, ω).
Remark 5.5. Since all CCR representations of (V, ω) are ∗-isomorphic,
where the isomorphism maps Weyl systems to Weyl systems, cf. [3, Theo-
rem 5.2.8], this especially applies to the CCR representations corresponding
to different Cauchy hypersurfaces E1 = E1(τ) and E1
′ = E1(τ
′), i.e., there
exists a ∗-isomorphism T such that
(5.38) T (eiΦE1(u)) = eiΦE1′ (u) ∀ [u] ∈ V.
6. The gravitational waves model
In the previous sections we saw that the quantization of the Hamilton
constraint does not yield a unique result but depends on the equation by
which the Hamilton constraint is expressed. In [8] we obtain the Wheeler-
DeWitt equation after quantization and in the previous sections the equation
(4.64) on page 18 which differs significantly. In this section we shall propose
yet another model by replacing any occurrence of the term
(6.1) |A|2 −H2
by
(6.2) (R− 2Λ).
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However, when we do this on the right-hand side of (3.33) on page 10, then
after quantization, we would obtain an elliptic equation instead of an hyper-
bolic equation, namely,
(6.3) − (n− 1)∆˜u+ n− 4
2
(R− 2Λ)u = 0
valid in E, which, for fixed (t, gij), can be looked at as an eigenvalue equation,
where Λ would be a constant multiple of the eigenvalue provided n 6= 4. In
case S0 is compact, a spectral resolution of equation (6.3) would be possible.
However, we believe that a hyperbolic and not an elliptic equation should
define the possible states of quantum gravity. In order to obtain a hyperbolic
equation while eliminating any occurrences of the term in (6.1) we have to
express the Hamilton constraint by a different equation. In Section 3 the
Hamilton equations only yielded the tangential Einstein equations (3.22) on
page 8, or equivalently,
(6.4) R¯ij − 1
2
R¯gij + Λgij = 0.
The Hamilton constraint expresses the normal component of the Einstein
equations, where the terms tangential und normal refer to the foliation M(t)
of the spacetime N . This foliation is also the solution set of the geometric
flow equation
(6.5) x˙ = −wν
with initial hypersurface
(6.6) M0 = S0,
where ν is the past directed normal ν of the solution hypersurfaces M(t), cf.
[5, equ. (2.3.25)]. We shall use the evolution equation of the mean curvature
H(t) of the M(t) to define the Hamilton constraint.
The mean curvature satisfies the evolution equation
(6.7) H˙ = −∆˜w + {|A|2 + R¯αβνανβ}w,
where we embellished the Laplacian with a tilde, cf. [5, equ. (2.3.27)] observ-
ing that in that reference
(6.8) eψ = w.
To exploit this evolution equation we need the following lemma:
Lemma 6.1. Assume that the equation (6.4) is valid, then
(6.9) 12 R¯ =
1
n−1{Gαβνανβ − Λ}+ n+1n−1Λ
and
(6.10) R¯αβν
ανβ = n−2
n−1{Gαβνανβ − Λ} − 2n−1Λ.
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Proof.
”
(6.9)“ There holds
(6.11) R¯ = gijR¯ij − R¯αβνανβ
and hence
(6.12) R¯αβν
ανβ + 12 R¯ =
n−1
2 R¯− nΛ
or, equivalently,
(6.13) 1
n−1{Gαβνανβ − Λ} = 12 R¯− n+1n−1Λ.
”
(6.10)“ Combining (6.12) and (6.13) we deduce
(6.14) R¯αβν
ανβ = n−2
n−1{Gαβνανβ − Λ} − 2n−1Λ.

We note that
(6.15) πij = (Hgij − hij)ϕ,
where (hij) is the contravariant version of the second fundamental form and
where we also point out that, as before, we introduced the function ϕ to
replace the density
√
g in order to deal with tensors instead of densities.
Hence, we have
(6.16) (n− 1)Hϕ = gijπij
and we shall use the evolution equation of
(6.17) (n− 1)Hϕ 12
to express the Hamilton constraint.
We immediately deduce
(6.18)
(ϕ
1
2 )′ =
1
4
ϕ
1
2 gij g˙ij
= −1
2
ϕ
1
2Hw
cf. (3.8) on page 7, and obtain, in view of (6.7) and (6.10),
(6.19)
(n− 1)(Hϕ 12 )′ = −(n− 1)∆˜wϕ 12
+ (n− 1){|A|2 + R¯αβνανβ}wϕ 12 − n− 1
2
H2ϕ
1
2w
= −(n− 1)∆˜wϕ 12 + (n− 1)(|A|2 −H2)ϕ 12w
+
n− 1
2
H2ϕ
1
2w + (n− 2){Gαβνανβ − Λ}ϕ 12w
− 2Λϕ 12w.
Employing now the Hamilton condition and observing that
(6.20)
1
2
{|A|2 −H2 − (R− 2Λ)} = −{Gαβνανβ − Λ},
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cf. [5, equ. (1.1.43)], we conclude that the evolution equation
(6.21)
(n− 1)(Hϕ 12 )′ = −(n− 1)∆˜wϕ 12 + (n− 1)(R− 2Λ)ϕ 12w
− 2Λϕ 12w + n− 1
2
H2ϕ
1
2w
is equivalent to the Hamilton condition provided the tangential Einstein equa-
tions are valid.
Finally, expressing the time derivative on the left-hand side by the Poisson
brackets such that
(6.22)
(n− 1){Hϕ 12 ,H} = −(n− 1)∆˜wϕ 12 + (n− 1)(R − 2Λ)ϕ 12w
− 2Λϕ 12w + n− 1
2
H2ϕ
1
2w
we conclude that the Hamilton equations and the geometric evolution equa-
tion (6.22) are equivalent to the full Einstein equation, cf. the proof of The-
orem 3.1 on page 9.
Switching to the gauge w = 1 we then quantize the equation (6.22). Be-
cause of the relation (6.16) the left-hand side of (6.22) is transformed to
(6.23) i[Hˆ, ϕ−
1
2 gˆij πˆ
ij ] = [Hˆ, ϕ−
1
2 gij
δ
δgij
],
where Hˆ is the transformed Hamiltonian. On the other hand,
(6.24)
ϕ−
1
2 gij
δ
δgij
=
√
n(n− 1)νaDa =
√
n(n− 1)ν0D0
=
n
4
∂
∂t
,
where νa is the future unit normal of the hypersurfaces
(6.25) M(t) = {ξ0 = t},
i.e., the left-hand side of (6.24) is a constant multiple of the covariant deriv-
ative with respect to t in the fiber when the differential operator is applied
to functions u = u(x, gij). Hence,
(6.26)
[Hˆ, ϕ−
1
2 gij
δ
δgij
]u
= ϕ−
1
2 gij
δ
δgij
{(R− 2Λ)uϕ} − ϕ− 12 (R− 2Λ)ϕgij ∂u
∂gij
= ϕ−
1
2 {n
2
(R− 2Λ)uϕ−Ruϕ− (n− 1)∆˜uϕ},
in view of (4.47) on page 16. The transformation of the right-hand side of
(6.22), note that w = 1, yields
(6.27) (n− 1)(R− 2Λ)uϕ 12 − 2Λuϕ 12 + ϕ 12 n− 1
2
H2u,
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where
(6.28)
ϕ
1
2
n− 1
2
H2u = −n
2
ϕ−
1
2 { 1
n(n− 1)ϕ
−1gijgkl
δ
δgij
δ
δgkl
}u
= −n
2
ϕ−
1
2 (νaνbDaDbu)
or
(6.29) ϕ
1
2
n− 1
2
H2 = −n
2
ϕ−
1
2Da(ν
aνbDbu)
depending on the ordering of the derivatives.
Observing that
(6.30) ν = (ν0, 0, . . . , 0)
and
(6.31) ν0 =
1
4
√
n
n− 1
we obtain, after multiplying both sides with ϕ
1
2 , the hyperbolic equations
(6.32)
1
32
n2
n− 1 u¨− (n− 1)t
2∆˜u− n
2
Rt2u+ nΛt2u = 0
or
(6.33)
1
32
n2
n− 1 t
−m ∂
∂t
(tmu˙)− (n− 1)t2∆˜u− n
2
Rt2u+ nΛt2u = 0
where we recall that ϕ = t2, cf. (4.58) and (4.64) on page 18.
These equations can be rewritten, as before, by observing that
(6.34) gij = t
4
nσij ,
such that
(6.35) ∆˜u = t−
4
n ∆˜σiju
and
(6.36) R = t−
4
nRσij ,
whereRσij is the scalar curvature of the metric σij . Both equations are hyper-
bolic equations in E, where u = u(x, t, ξA), 1 ≤ A ≤ m, and σij = σij(x, ξA).
However, for fixed (ξA), we may consider these equations as hyperbolic equa-
tions in
(6.37) S0 × R∗+,
where the solutions as well as the metric depend on an additional parameter
(ξA). To simplify the notation let us drop the tilde over the Laplacian and
stipulate that the Laplacian as well as the scalar curvature refer to the metric
σij . Then we can rewrite the equations as
(6.38)
1
32
n2
n− 1 u¨− (n− 1)t
2− 4
n∆u− n
2
t2−
4
nRu+ nt2Λu = 0.
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and
(6.39)
1
32
n2
n− 1 t
−m ∂(t
mu˙)
∂t
− (n− 1)t2− 4n∆u− n
2
t2−
4
nRu+ nt2Λu = 0
We also note that
(6.40) detσij = detχij
and that σij ∈ E1 is arbitrary but fixed.
Lemma 6.2. Both operators are symmetric with respect to the Lorentzian
metric
(6.41) ds¯2 = −32(n− 1)
n2
dt2 + σijdx
idxj
and they are normally hyperbolic with respect to the metric
(6.42) ds˜2 = −32(n− 1)
n2
dt2 +
1
n− 1 t
4
n
−2σijdx
idxj .
Thus, if
(6.43) Q = S0 × R∗+
is globally hyperbolic with respect to these metrics, and if we denote Q
equipped with the metric (6.42) by Q˜ and stipulate that Q is equipped with
the metric (6.41), then the results from Section 4 and Section 5 can be applied
to the present setting.
Lemma 6.3. Assume that the metric
(6.44) σij(x, ξ) ∈ E1,
where ξ = (ξA) is fixed, is complete, then the Lorentzian manifolds Q and Q˜
are globally hyperbolic, and the hypersurfaces
(6.45) Mτ = {t = τ} ⊂ Q
are Cauchy hypersurfaces.
Proof. Let us only consider Q. From the proof of Lemma 4.2 on page 19 we
infer that the claims are correct if a bounded curve
(6.46) γ(s) ⊂ S0, s ∈ I,
where bounded means, bounded relative to σij , is relatively compact which
is the case, if (S0, σij) is complete. 
In the next theorem we would like to prove that the solutions depend
smoothly on ξ. In order to achieve this, the Cauchy values have to be pre-
scribed on E1(τ) and not only on Mτ .
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Theorem 6.4. Let P be one of the hyperbolic operators in (6.39) or
(6.38), and let E1(τ) be given as well as functions f ∈ C∞c (E) and u0, u1 ∈
C∞c (E1(τ)). These functions depend on (x, t, ξ). Since f, u0, u1 have compact
support, the corresponding ξ, such that f(ξ), u0(ξ), u1(ξ) do not identically
vanish in Q, are contained in a relatively compact, open set U . Assume that
the metrics
(6.47) σij(x, ξ), ξ ∈ U,
are all complete, then, the Cauchy problems
(6.48)
Pu = f
u|E1(τ) = u0
u˙|E1(τ) = u1
are uniquely solvable in (Q, σij) for all ξ ∈ U such that
(6.49) u = u(x, t, ξ) ∈ C∞(E|U ),
where
(6.50) E|U = {(x, t, ξ) : ξ ∈ U}.
Proof. First, we apply the results in Section 4 to the operator P and the
globally hyperbolic spaces Q and Q˜ for each ξ ∈ U to conclude that, for fixed
ξ ∈ U , the solutions exist, are uniquely determined, and are smooth in (x, t).
Arguing then as in the proof of [8, Theorem 5.4], where we considered solu-
tions of hyperbolic problems in the fibers of E, where the solutions and the
data were depending on the parameter x ∈ S0, we can prove, by considering
the problems in Q˜, so that P is normally hyperbolic, that the solutions are
also smooth in ξ. Moreover, for each ξ ∈ U , the solution u(ξ) satisfies the
known support properties of solutions in Q˜. 
The equations (6.39) or (6.38) can be looked at as being gravitational wave
equations and the solutions u = u(x, ξ) can be considered to be gravitons.
Note that ξ = (ξA) are coordinates for the metrics in the fibers, and the pair
(x, ξ) represents the metric σij(x, ξ) in S0.
If S0 is compact then we shall construct variational solutions of equa-
tion (6.38) with finite energy which may be considered to provide a spectral
resolution of the problem for fixed ξ.
Let us start with the following well-known lemma:
Lemma 6.5. Let S0 be compact equipped with the metric σij = σij(ξ).
Then the eigenvalue problem
(6.51) − (n− 1)∆v − n
2
Rv = µv
has countably many solutions (vi, µi) such that
(6.52) µ0 < µ1 ≤ µ2 ≤ · · · ,
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(6.53) lim
i
µi =∞,
and
(6.54)
∫
S0
v¯ivj = δij ,
where we now consider complex valued functions. The eigenfunctions are a
basis for L2(S0,C) and are smooth.
Now we argue similarly as in [6, Subsection 6.7]: Choose any eigenfunction
v = vi with positive eigenvalue µ = µi, then we look at solutions u of (6.38)
of the form
(6.55) u(x, t) = w(t)v(x).
Inserting u in the equation we deduce
(6.56)
1
32
n2
n− 1 w¨ + µt
2− 4
nw + nt2Λw = 0,
or equivalently,
(6.57) − 1
32
n2
n− 1 w¨ − µt
2− 4
nw − nt2Λw = 0.
This equation can be considered to be an implicit eigenvalue problem with
eigenvalue Λ.
To solve (6.57) we first solve
(6.58) − 1
32
n2
n− 1 w¨ + nt
2w = λµt2−
4
nw,
where λ is the eigenvalue. Let I = R∗+ and H be the embedded subspace of
the Sobolev space H1,20 (I)
(6.59) H →֒ H1,20 (I,C)
defined as the completion of C∞c (I,C) under the norm of the scalar product
(6.60) 〈w, w˜〉1 =
∫
I
{w¯′w˜′ + t2w¯w˜},
where a prime or a dot denotes differentiation with respect to t. Moreover,
let B, K be the symmetric forms
(6.61) B(w, w˜) =
∫
I
{ 1
32
n2
n− 1 w¯
′w˜′ + nt2w¯w˜}
and
(6.62) K(w, w˜) =
∫
I
µt2−
4
n w¯w˜,
then the eigenvalue equation (6.58) is equivalent to
(6.63) B(w,ϕ) = λK(w,ϕ) ∀ϕ ∈ H
as one easily checks.
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Lemma 6.6. The quadratic form K(w) = K(w,w) is compact relative to
the quadratic form B, i.e., if wk ∈ H converges weakly to w ∈ H
(6.64) wk ⇁ w in H,
then
(6.65) K(wk)→ K(w).
Proof. The proof is essentially the same as the proof of [6, Lemma 6.8] and
will be omitted. 
Hence the eigenvalue problem (6.63) has countably many solutions (w˜i, λi)
such that
(6.66) 0 < λ0 < λ1 < · · · ,
(6.67) lim λi =∞
and
(6.68) K(w˜i, w˜j) = δij .
For a proof of this well-known result, except the strict inequalities in (6.66),
see e.g. [7, Theorem 1.6.3, p. 37]. Each eigenvalue has multiplicity one since
we have a linear ODE of order two and all solutions satisfy the boundary
condition
(6.69) w˜i(0) = 0.
The kernel is two-dimensional and the condition (6.69) defines a one-dimen-
sional subspace. Note, that we considered only real valued solutions to apply
this argument.
Finally, the functions
(6.70) wi(t) = w˜i(λ
− n4(n−1)
i t)
then satisfy (6.57) with eigenvalue
(6.71) Λi = −λ−
n
n−1
i
and
(6.72) ui = wiv
is a solution of the wave equation (6.38) with finite energy
(6.73) ‖ui‖2 =
∫
Q
{|u˙|2 + (1 + t2)σij u¯iuj + µt2− 4n |u|2} <∞.
Note that the actual energy is defined by a weaker norm
(6.74)
∫
Q
{|u˙|2 + t2− 4n σij u¯iuj + µt2− 4n |u|2}
which is of course bounded too.
Let us summarize these results:
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Theorem 6.7. Assume n ≥ 2 and S0 to be compact and let (v, µ) be
a solution of the eigenvalue problem (6.51) with µ > 0, then there exist
countably many solutions (wi, Λi) of the implicit eigenvalue problem (6.57)
such that
(6.75) Λi < Λi+1 < · · · < 0,
(6.76) lim
i
Λi = 0,
and such that the functions
(6.77) ui = wiv
are solutions of the wave equations (6.38). The transformed eigenfunctions
(6.78) w˜i(t) = wi(λ
n
4(n−1)
i t),
where
(6.79) λi = (−Λi)−
n−1
n
form a basis of the Hilbert space H and also of L2(R∗+,C).
Remark 6.8. Let σij be a smooth and complete Riemannian metric in
S0, then σij is in general only a section of E but not an element. However, the
metric χij in (4.1) on page 12, which we used to define ϕ in order to replace
the density
√
g, can certainly be assumed to belong to E, and hence to the
subbundle E1, because we can easily define a covering of local trivializations
where χ is always part of the generating local frames. Since χ is chosen
arbitrarily we may just as well assume that
(6.80) χij = σij .
Hence, the hyperbolic equations (6.38) or (6.39), which are supposed to de-
scribe a model for quantum gravity, can be applied to any given smooth and
complete metric metric σij , or more precisely, to any complete Riemannian
manifold (S0, σij).
Let us formulate this result in case of equation (6.38) as a theorem:
Theorem 6.9. Let (S0, σij) be a connected, smooth and complete n–di-
mensional Riemannian manifold and let
(6.81) Q = S0 × R∗+
be the corresponding globally hyperbolic spacetime equipped with the Lorentzian
metric (6.41) or, if necessary, with (6.42), then the hyperbolic equation
(6.82)
1
32
n2
n− 1 u¨− (n− 1)t
2− 4
n∆u− n
2
t2−
4
nRu+ nt2Λu = 0,
where the Laplacian and the scalar curvature correspond to the metric σij,
describes a model of quantum gravity. If S0 is compact a spectral resolution
of this equation has been proved in Theorem 6.7.
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Remark 6.10. If S0 is not compact, then we proved in [10, 9, 11] that
a spectral resolution is possible if either S0 is an asymptotically Euclidean
Cauchy hypersurface of a globally hyperbolic spacetime N , or, if N is a black
hole, if S0 is the smooth limit of Cauchy hypersurfaces representing the event
horizon though with a different metric.
Remark 6.11. When σij is the metric of a space of constant curvature
then the equation (6.38), considered only for functions u which do not depend
on x, is identical to the equation obtained by quantizing the Hamilton con-
straint in a Friedmann universe without matter but including a cosmological
constant. The equation is the ODE
(6.83)
1
16
n
n− 1 u¨− Rr
2− 4
n u+ 2r2Λu = 0, 0 < r <∞,
cf. [6, equ. (3.37)], though the equation there looks differently, since in that
paper we divided the Lagrangian by n(n− 1).
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