Weak and electromagnetic interactions of hyperons: A chiral approach by Holstein, BR
University of Massachusetts Amherst
ScholarWorks@UMass Amherst
Physics Department Faculty Publication Series Physics
2000
Weak and electromagnetic interactions of
hyperons: A chiral approach
BR Holstein
holstein@physics.umass.edu
Follow this and additional works at: https://scholarworks.umass.edu/physics_faculty_pubs
Part of the Physical Sciences and Mathematics Commons
This Article is brought to you for free and open access by the Physics at ScholarWorks@UMass Amherst. It has been accepted for inclusion in Physics
Department Faculty Publication Series by an authorized administrator of ScholarWorks@UMass Amherst. For more information, please contact
scholarworks@library.umass.edu.
Recommended Citation
Holstein, BR, "Weak and electromagnetic interactions of hyperons: A chiral approach" (2000). INTERNATIONAL JOURNAL OF
MODERN PHYSICS E-NUCLEAR PHYSICS. 312.
Retrieved from https://scholarworks.umass.edu/physics_faculty_pubs/312
ar
X
iv
:h
ep
-p
h/
00
10
12
5v
1 
 1
2 
O
ct
 2
00
0
International Journal of Modern Physics E,
fc World Scientific Publishing Company
WEAK AND ELECTROMAGNETIC INTERACTIONS OF HYPERONS:
A CHIRAL APPRACH
BARRY R. HOLSTEIN
Institute for Nuclear Theory, Department of Physics, University of Washington
Seattle, WA 98195
and
Department of Physics, University of Massachusetts
Amherst, MA 01003
Received (received date)
Revised (revised date)
A range of issues in the field of weak and electromagnetic interactions of hyperons is
presented from the perspective of (broken) chiral symmetry, together with an assessment
of where important challenges remain.
1. Introduction
In their 1947 study of cosmic rays Rochester and Butler obtained evidence for
the existence of massive unstable particles1. While examining muon and electron
showers using a cloud chamber they secured photographs clearly demonstrating the
decay of a neutral system into two charged particles as well as a charged system
into a charged plus neutral particle. The authors were able to assign lower limits of
770± 200me and 980± 150me to the masses of these neutral and charged particles
respectively. We now recognize this as being the discovery of the hyperons. During
the intervening half century much has been learned about the properties of such
particles, but many basic questions still remain, and we shall try in this article to
summarize the state of the field from a chiral symmetry perspective, at least as far
as electromagnetic and weak hyperon interactions are concerned. During the very
early days, hyperon studies focused on basic particle properties. Then during the
1960’s a deeper understanding was developed in terms of a three-quark picture and
elementary symmetries—SU(3) in particular. During the late 1980’s and 1990’s the
general approach shifted once again and is now generally based upon (broken) chiral
symmetry, which is a fundamental property of quantum chromodynamics (QCD)
believed to underlie all of particle/nuclear interactions. However, since the QCD
Lagrangian is written in terms of quark/gluon degrees of freedom, it is not directly
applicable to low energy hadronic physics. Rather one exploits QCD at low energies
via its (chiral) symmetry properties and applies it using the technique of effective
interactions. Since such methods have become such a fixture in contemporary dis-
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cussions but are not yet generally familiar, we begin our own presentation with an
introduction to chiral perturbation theory and effective field theory, before moving
to the subject of hyperons and their weak and electromagnetic interactions, which
is the main focus of our report. Note that, for space reasons and in order to main-
tain a coherent focus, we will omit an important area of interest in the physics of
hyperons: strong interactions and polarization issues in hyperon production2.
2. Chiral Symmetry: a Brief Introduction
In the early days of the field (say forty years ago) the holy grail of parti-
cle/nuclear physicists was to construct a theory of elementary particle interactions
which emulated quantum electrodynamics in that it was elegant, renormalizable,
and phenomenological successful. It is now four decades later and we have identi-
fied a theory which satisfies two out of the three criteria—quantum chromodynamics
(QCD). Indeed the form of the QCD Lagrangian∗
LQCD = q¯(i 6D −m)q − 1
2
tr GµνG
µν . (3)
is elegantly simple, and the theory is renormalizable. So why are physicists still not
satisfied? The difficulty lies with the third criterion—phenomenological success.
While at the very largest energies, asymptotic freedom allows the use of pertur-
bative techniques, for those who are interested in making contact with low energy
experimental findings, such as will be attempted in this paper, there exist at least
three fundamental difficulties:
i) QCD is written in terms of the ”wrong” degrees of freedom—quarks and
gluons—while experiments are performed with hadronic bound states;
ii) the theory is hopelessly non-linear due to gluonic self interaction;
iii) the theory is one of strong coupling—g2/4π ∼ 1—so that perturbative meth-
ods are not practical.
Nevertheless, there has been a great deal of recent progress in making contact
between theory and experiment using the technique of ”effective field theory.”3
In order to obatain a feel for this idea, one must realize that there are many
situations in physics which involve two very different mass scales—one heavy and
one light. Then, provided that one is working with energy-momenta small compared
to the heavy scale, one can treat the heavy degrees of freedom purely in terms of
∗Here the covariant derivative is
iDµ = i∂µ − gAaµ
λa
2
, (1)
where λa (with a = 1, . . . , 8) are the SU(3) Gell-Mann matrices, operating in color space, and the
color-field tensor is defined by
Gµν = ∂µAν − ∂νAµ − g[Aµ, Aν ] , (2)
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their virtual effects. Indeed by the uncertainty principle, such effects can be included
in simple short distance—local—interactions. Effective field theory then describes
the low energy ramifications of physics arising from large energy scales in terms of
parameters in a local Lagrangian, which can be measured phenomenologically or
calculated from a more complete theory. The low energy component of the theory is
not subject to this simplification—it is non-local and must be treated fully quantum
mechanically. Such theories are nonrenormalizable, but so be it. They are calculable
and allow reliable predictions to be made for experimental observables.
In the case of QCD, what makes the effective field theory—called chiral pertur-
bation theory4,5—appropriate is the feature, to be discussed below, that symmetry
under SU(3) axial transformations is spontaneously broken, leading to the presence
of light so-called Goldstone bosons—π,K, η—which must couple to one another and
to other particles derivatively. This implies that low energy Goldstone interactions
are weak and may be treated perturbatively. The light energy scale in this case
is set by the Goldstone masses—several hundred MeV—while the heavy scale is
everything else—MN ,mρ, etc. ∼ 1 GeV, so that we expect our effective field theory
to be ”effective” provided that E, |~p| << 1 GeV.
Before becoming more explicit about application of effective interaction ideas
within a quantum field theoretic context, however, it is useful to cite a familiar
example from the realm of ordinary quantum mechanics—Rayleigh scattering.
2.1. Rayleigh Scattering
Before proceeding to QCD, we study effective field theory in the simpler context
of ordinary quantum mechanics, in order to get familiar with the idea. Specifically,
we look at the question of why the sky is blue, whose answer can be found in an
analysis of the scattering of photons from the sun by atoms in the atmosphere—
Compton scattering.6 First we examine the problem using traditional quantum me-
chanics and, for simplicity, consider elastic (Rayleigh) scattering from single-electron
(hydrogen) atoms. The appropriate Hamiltonian is then
H =
(~p− e ~A)2
2m
+ eφ (4)
and the leading—O(e2)—amplitude for Compton scattering is given by the Kramers-
Heisenberg formula, which arises from the Feynman diagrams shown in Figure 1—
Amp = − e
2/m√
2ωi2ωf
[
ǫˆi · ǫˆ∗f +
1
m
∑
n
(
ǫˆ∗f · < 0|~pe−i~qf ·~r|n > ǫˆi· < n|~pei~qi·~r|0 >
ωi + E0 − En
+
ǫˆi· < 0|~pei~qi·~r|n > ǫˆ∗f · < n|~pe−i~qf ·~r|0 >
E0 − ωf − En
)]
(5)
where |0 > represents the hydrogen ground state having binding energy E0.
(Note that for simplicity we take the proton to be infinitely heavy so it need not be
considered.) Here the leading component is the familiar ω-independent Thomson
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(a) (b) (c)
Figure 1: Feynman diagrams contributing to low energy Compton scattering.
amplitude and would appear naively to lead to an energy-independent cross-section.
However, this is not the case. Indeed, provided that the energy of the photon is
smaller than a typical excitation energy (as is the case for optical photons), it can
be shown by expanding in powers of ω/∆E, that the cross section can be written
as7,8
dσ
dΩ
= λ2ω4|ǫˆ∗f · ǫˆi|2
(
1 +O
(
ω2
(∆E)2
))
(6)
where
λ = αem
∑
n
2|zn0|2
En − E0 (7)
is the atomic electric polarizability, αem = e
2/4π is the fine structure constant, and
∆E ∼ mα2em is a typical hydrogen excitation energy. We note that λ ∼ a20× αem∆E ∼
a30 is of order the atomic volume, as will be exploited below and that the cross
section itself has the characteristic ω4 dependence which leads to the blueness of
the sky—blue light scatters much more strongly than red.9
Now while the above derivation is rigorous and correct, it requires somewhat de-
tailed and lengthy quantum mechanical manipulations, which obscure the relatively
simple physics involved. One can avoid these problems by the use of effective field
theory methods outlined above. The key point is that of scale. Since the incident
photons have wavelengths λ ∼ 5000A much larger than the ∼ 1A atomic size, then
at leading order the photon is insensitive to the presence of the atom, since the
latter is electrically neutral—the effective leading order Hamiltonian is simply that
for the hydrogen atom
H
(0)
eff =
~p2
2m
+ eφ (8)
and there is no interaction with the field. In higher orders, there can exist such atom-
field interactions and, in order to construct the effective interaction, we demand that
the Hamiltonian satisfy fundamental symmetry requirements. In particular Heff
must be gauge invariant, must be a scalar under rotations, and must be even under
both parity and time reversal transformations. Also, since we are dealing with
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Compton scattering, Heff must be quadratic in the vector potential. Actually,
from the requirement of gauge invariance it is clear that the effective interaction
should involve only the electric and magnetic fields
~E = −~∇φ− ∂
∂t
~A, ~B = ~∇× ~A (9)
since these are invariant under a gauge transformation
φ→ φ+ ∂
∂t
Λ, ~A→ ~A− ~∇Λ (10)
while the vector and/or scalar potentials themselves are not. The lowest order in-
teraction then can involve only the rotational invariants ~E2, ~B2 and ~E · ~B. However,
under spatial inversion—~r→ −~r—electric and magnetic fields behave oppositely—
~E → − ~E while ~B → ~B—so that parity invariance rules out any dependence on
~E · ~B. Likewise under time reversal—t→ −t we have ~E → ~E but ~B → − ~B so such
a term is also ruled out by time reversal invariance. The simplest such effective
Hamiltonian must then have the form
H
(1)
eff = −
1
2
cE ~E
2 − 1
2
cB ~B
2 (11)
(Forms involving time or spatial derivatives are much smaller.) We know from
electrodynamics that 12 (
~E2+ ~B2) represents the field energy per unit volume so, by
dimensional arguments, in order to represent an energy in Eq. 11, cE , cB must have
dimensions of volume. Also, since the photon has such a long wavelength, there
is no penetration of the atom, so only classical scattering is allowed. The relevant
scale must then be atomic size so that we can write
cE = kEa
3
0, cB = kBa
3
0 (12)
where we expect kE , kB ∼ O(1). Finally, since for photons with polarization ǫˆ and
four-momentum qµ we identify ~A(x) = ǫˆ exp(−iq · x) then from Eq. 9, | ~E| ∼ ω,
| ~B| ∼ |~k| = ω and
dσ
dΩ
∝ | < f |Heff |i > |2 ∼ ω4a60 (13)
as found in the previous section via detailed calculation.
2.2. QCD
Now let’s return to the relevance of effective field theory to QCD. In many ways
QCD represents the antithesis of QED, which can reliably be evaluated via ordinary
perturbative methods to any given order in the coupling constant. As mentioned
previously, one of the problems with applications of QCD at low energy is that it is
written in terms of quark-gluon degrees of freedom rather than in terms of hadrons,
with which experiments are done. In addition, because of asymptotic freedom,
the effective quark-gluon coupling constant is large at low energies, meaning that
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traditional perturbative methods for solving the theory will not work. Finally, since
gluons interact with each other via these large coupling, the theory is hopelessly
nonlinear and one does not then have an exact solution from which an effective
interaction can be derived in the low energy limit. The resolution of these problems
is to construct an effective theory in terms of hadronic degrees of freedom which in
the low energy regime matches onto the predictions of QCD, just as the effective
interaction for Rayleigh scattering gave a fully satisfactory description of photon-
atom scattering in the limit of small photon energy. In the optical scattering case
we were able to deduce the form of the effective Lagrangian by requiring that it
satisfy certain general principles. The same will be true for QCD—we demand that
the low energy effective Lagrangian, written in terms of meson (φ) and baryon (ψ)
degrees of freedom—L(φ, ψ)—have the same symmetries as does LQCD(q, q¯, Aiµ), in
particular (broken) chiral symmetry.
3. Chiral Symmetry and Effective Lagrangians
The importance of symmetry in physics arises from Noether’s theorem which
states that for every symmetry of the Hamiltonian there exists a corresponding
conservation law and, associated with each such invariance, there is in general a
related current jµ which is conserved—i.e. ∂
µjµ = 0. This guarantees that the
associated charge will be time-independent, since
dQ
dt
=
∫
d3x
∂j0
∂t
= −
∫
d3x~∇ ·~j =
∫
surf
d~S ·~j = 0 (14)
where we have used Gauss’ theorem and the assumption that any fields are local.
Since in quantum mechanics the time development of an operator Qˆ is given by
dQˆ
dt
= i[Hˆ, Qˆ] (15)
we see that such a conserved charge must commute with the Hamiltonian. Now it
is usually the case that the symmetry is realized in a Wigner-Weyl fashion wherein
the vacuum (or lowest energy state) of the theory, which satisfies Hˆ |0 >= E0|0 >, is
unique and has the property Qˆ|0 >= |0 > since Hˆ(Qˆ|0 >) = Qˆ(Hˆ |0 >) = E0Qˆ|0 >.
However, there exist in general a set of degenerate excited states which mix with
each other under application of the symmetry charge. A familiar example of a
Wigner-Weyl symmetry is isospin or SU(2) invariance. Because this is a (approxi-
mate) symmetry of the Hamiltonian, particles appear in multiplets such as p, n or
π+π0π− having identical spin-parity and (almost) the same mass and transform
into one another under application of the isospin charges ~I. However, this is not
the only situation which occurs in nature. It is also possible (and in fact often the
case) that the ground state of a system does not possess the same symmetry as does
the Hamiltonian, in which case we say that the symmetry is realized in a Nambu-
Goldstone fashion and is spontaneously broken. This phenomenon can even arise
in classical mechanics. A familiar example involves a flexible rod under compres-
sion. Once the compressive force exceeds a critical value, the rod will flex, clearly
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breaking the axial symmetry which characterizes it. (Interestingly this particular
problem was first studied by Euler in the context of beam bending!) Its connection
with QCD is studied in the next section.
3.1. Spontaneous Symmetry Breaking
Chiral Symmetry
In order to understand the relevance of spontaneous symmetry breaking to QCD,
we introduce the idea of ”chirality,” defined by the operators
ΓL,R =
1
2
(1 ± γ5) = 1
2
(
1 ∓1
∓1 1
)
(16)
which project left- and right-handed components of the Dirac wavefunction via†
ψL = ΓLψ ψR = ΓRψ with ψ = ψL + ψR (17)
In terms of chirality states the quark component of the QCD Lagrangian can be
written as
q¯(i 6D −m)q = q¯Li 6DqL + q¯Ri 6DqR − q¯LmqR − q¯RmqL (18)
We observe then that in the limit as m→ 0
LQCD m→0−→ q¯Li 6DqL + q¯Ri 6DqR − 1
2
trGµνG
µν (19)
i.e., the QCD Lagrangian is invariant under independent global left- and right-
handed rotations of the light (u,d,s) quarks
qL → exp(i
∑
j
λjαj)qL, qR → exp(i
∑
j
λjβj)qR (20)
This symmetry is called SU(3)L
⊗
SU(3)R or chiral SU(3)×SU(3). Continuing to
neglect the light quark masses, we see that in a chiral symmetric world one would
expect to have have sixteen—eight left-handed and eight right-handed—conserved
Noether currents
q¯Lγµ
1
2
λiqL , q¯Rγµ
1
2
λiqR (21)
Equivalently, by taking the sum and difference, we would have eight conserved
vector and eight conserved axial-vector currents
V iµ = q¯γµ
1
2
λiq, A
i
µ = q¯γµγ5
1
2
λiq (22)
†Note that in the limit of vanishing mass, chirality becomes identical with helicity.
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In the vector case, this is just a simple generalization of isospin (SU(2)) invariance
to the case of SU(3). There are eight (32 − 1) time-independent charges
Fi =
∫
d3xV i0 (~x, t) (23)
and there exist various supermultiplets of particles having identical spin-parity and
(approximately) the same mass in configurations—singlet, octet, decuplet, etc. de-
manded by SU(3)invariance.
If chiral symmetry were realized in the conventional (Wigner-Weyl) fashion one
would expect then there should also exist corresponding nearly degenerate but op-
posite parity single particle states generated by the action of the time-independent
axial charges F 5i =
∫
d3xAi0(~x, t). Indeed since
H |P 〉 = EP |P 〉
H(Q5|P 〉) = Q5(H |P 〉) = EP (Q5|P 〉) (24)
we see that Q5|P 〉 must also be an eigenstate of the Hamiltonian with the same
eigenvalue as |P >, which would seem to require the existence of parity doublets.
However, experimentally this does not appear to be the case. Indeed although the
Jp = 12
+
nucleon has a mass of about 1 GeV, the nearest 12
−
resonce lies nearly
600 MeV higher in energy. Likewise in the case of the 0− pion which has a mass of
about 140 MeV, the nearest corresponding 0+ state (if it exists at all) is considerably
higher in energy.
3.2. Goldstone’s Theorem
One can resolve this apparent paradox by postulating that parity-doubling is
avoided because the axial symmetry is realized in a Nambu-Goldstone fashion and
is spontaneously broken. Then according to a theorem due to Goldstone, when a
(continuous) symmetry is broken in this fashion there must also be generated a
massless boson having the quantum numbers of the broken generator—in this case
a pseudoscalar—and when the axial charge acts on a single particle eigenstate one
does not get a single particle eigenstate of opposite parity in return.10 Rather one
generates one or more of these massless pseudoscalar particles
Q5|P 〉 ∼ |Pa〉+ · · · (25)
and the interactions of such ”Goldstone bosons” with each other and with other
particles is required to vanish as the four-momentum goes to zero.
Now back to QCD: According to Goldstone’s argument, one would expect there
to exist eight massless pseudoscalar states—one for each spontaneously broken
SU(3) axial generator, which would be the Goldstone bosons of QCD. Examination
of the particle data tables reveals, however, that no such massless 0− particles exist.
There do exist eight 0− particles—π±, π0,K±,K0, K¯0η which are much lighter than
their hadronic siblings. However, these states are certainly not massless and this
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causes us to ask what has gone wrong with what appears to be rigorous reasoning.
The answer is found in the feature that our discussion thus far has neglected the
piece of the QCD Lagrangian associated with quark, which can be written in the
form
LmQCD = −(q¯LmqR + q¯RmqL) (26)
Since clearly this term breaks chiral symmetry—
q¯LmqR → q¯L exp(−i
∑
j
λjαj)m exp(i
∑
j
λjβj)qR
6= q¯LmqR (27)
—we have a violation of the conditions under which Goldstone’s theorem applies.
The associated pseudoscalar bosons are not required to be massless
m2G 6= 0 (28)
but since their mass arises only from the breaking of the symmetry the various
”would-be” Goldstone masses are expected to be proportional to the symmetry
breaking parameters
m2G ∝ mu,md,ms
To the extent that such quark masses are small the eight pseudoscalar masses are
not required to be massless, merely much lighter than other hadronic masses in the
spectrum, as found in nature.
3.3. Effective Chiral Lagrangian
The existence of a set of particles—the pseudoscalar mesons—which are notably
less massive than other hadrons suggests the possibility of generating an effective
field theory which correctly incorporates the chiral symmetry of the underlying QCD
Lagrangian in describing the low energy interactions of these would-be Goldstone
bosons. This can be formulated in a variety of ways, but the most transparent is
done by including the Goldstone modes in terms of the argument of an exponential.
Considering first SU(2), we define U = exp(i~τ · φ/v) where ~φ is the pion field and
v is a constant. Then under the chiral transformations
ψL → LψL
ψR → RψR (29)
we have
U → LUR†, (30)
and a form such as
Tr∂µU∂µU
† → TrL∂µUR†R∂µU †L† = Tr∂µU∂µU † (31)
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is invariant under chiral rotations and can be used as part of the effective La-
grangian. However, this form is not one which describes realistic Goldstone interac-
tions since, consistent with Goldstone’s theorem, such an invariant Lagrangian must
also have zero pion mass, in contradiction to experiment. We must then add a term
which accounts for quark masses in order to generate chiral symmetry breaking and
thereby non-zero pion mass.
In this way, we infer that the lowest order effective chiral Lagrangian can be
written as
L2 = v
2
4
Tr(∂µU∂
µU †) +
m2π
4
v2Tr(U + U †) . (32)
where the subscript 2 indicates that we are working at two-derivative order or one
power of chiral symmetry breaking—i.e. m2π. This Lagrangian is also unique, since
if we expand to lowest order in ~φ
Tr∂µU∂
µU † = Tr
i
v
~τ · ∂µ~φ× −i
v
~τ · ∂µ~φ = 2
v2
∂µ~φ · ∂µ~φ , (33)
we must reproduce the free pion Lagrangian
L2 = 1
2
∂µ~φ · ∂µ~φ− 1
2
m2π
~φ · ~φ+O(φ4) . (34)
At the SU(3) level, including a generalized chiral symmetry breaking term, there
is even predictive power—one has
v2
4
Tr∂µU∂
µU † =
1
2
8∑
j=1
∂µφj∂
µφj + · · · (35)
and
v2
4
Tr2B0m(U + U
†) = const.− 1
2
(mu +md)B0
3∑
j=1
φ2j
− 1
4
(mu +md + 2ms)B0
7∑
j=4
φ2j −
1
6
(mu +md + 4ms)B0φ
2
8 + · · · (36)
where B0 is a constant and m is the quark mass matrix. We can then identify the
meson masses as
m2π = 2mˆB0
m2K = (mˆ+ms)B0
m2η =
2
3
(mˆ+ 2ms)B0 , (37)
where mˆ = 12 (mu+md) is the mean light quark mass. This system of three equations
is overdetermined, and we find by simple algebra
3m2η +m
2
π − 4m2K = 0 . (38)
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which is the Gell-Mann-Okubo mass relation and is well-satisfied experimentally.11
Such effective interaction calculations in the meson sector have been developed
to a high degree over the past fifteen or so years, including the inclusion of loop
contributions, in order to preserve crossing symmetry and unitarity. When such loop
corrections are included one must augment the effective lagrangian to include “four-
derivative” terms with arbitrary coefficients which must be fixed from experiment.
This program, called chiral perturbation theory, has been enormously successful
in describing low energy interactions in the meson sector4. However, in order to
discuss hyperons, we must extend it to consider baryons.
4. Baryon Chiral Perturbation Theory
Our discussion of chiral techniques given above was limited to the study of the
interactions of the pseudoscalar mesons (would-be Goldstone bosons) with leptons
and with each other. In the real world, of course, interactions with baryons also take
place and it becomes an important problem to develop a useful predictive scheme
based on chiral invariance for such processes. Again much work has been done in
this regard12, but there remain important problems13. Writing down the lowest
order chiral Lagrangian at the SU(2) level is straightforward—
LπN = N¯(i 6D −mN + gA
2
/uγ5)N (39)
where gA is the usual nucleon axial coupling in the chiral limit, the covariant deriva-
tive Dµ = ∂µ + Γµ is given by
Γµ =
1
2
[u†, ∂µu]− i
2
u†(Vµ +Aµ)u − i
2
u(Vµ −Aµ)u†, (40)
and uµ represents the axial structure
uµ = iu
†∇µUu† (41)
The quantities Vµ, Aµ represent external (non-dynamical) vector, axial-vector fields.
Expanding to lowest order we find
LπN = N¯(i/∂ −mN )N + gAN¯γµγ5 1
2
~τN · ( i
Fπ
∂µ~π + 2 ~Aµ)
− 1
4F 2π
N¯γµ~τN · ~π × ∂µ~π + . . . (42)
which yields the Goldberger-Treiman relation, connecting strong and axial couplings
of the nucleon system14
FπgπNN = mNgA (43)
Using the present best values for these quantities, we find
92.4MeV× 13.05 = 1206MeV vs. 1189MeV = 939MeV× 1.267 (44)
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and the agreement to better than two percent strongly confirms the validity of chiral
symmetry in the nucleon sector. Actually the Goldberger–Treiman relation is only
strictly true at the off-shell point gπNN (q
2 = 0) rather than at the physical value
of the coupling gπNN(q
2 = m2π) and one expects ∼ 2% discrepancy to exist. An
interesting ”wrinkle” in this regard is the use of the so-called Dashen-Weinstein
relation which uses simple SU(3) symmetry breaking to predict this discrepancy in
terms of corresponding numbers in the strangeness changing sector.15
4.1. Heavy Baryon Methods
Extension to SU(3) gives additional successful predictions—the baryon Gell-
Mann-Okubo formula as well as the generalized Goldberger-Treiman relation. How-
ever, difficulties arise when one attempts to include higher order corrections to this
formalism. The difference from the Goldstone case is that there now exist three
dimensionful parameters—mN , mπ and Fπ—in the problem rather than just mπ
and Fπ . Thus loop effects can be of order (mN/4πFπ)
2 ∼ 1 and we no longer
have a reliable perturbative scheme. A consistent power counting mechanism can
be constructed provided that we eliminate the nucleon mass from the leading order
Lagrangian. This is done by considering the nucleon to be very heavy. Then we
can write its four-momentum as16
pµ =Mvµ + kµ (45)
where vµ is the four-velocity and satisfies v
2 = 1, while kµ is a small off-shell
momentum, with v · k << M . One can construct eigenstates of the projection
operators P± = 12 (1 ± /v), which in the rest frame select upper, lower components
of the Dirac wavefunction, so that17
ψ = e−iMv·x(Hv + hv) (46)
where
Hv = P+ψ, hv = P−ψ (47)
The πN Lagrangian can then be written in terms of H,h as
LπN = H¯vAHv + h¯vBHv + H¯vγ0B†γ0hv − h¯vChv (48)
where the operators A,B, C have the low energy expansions
A = iv ·D + gAu · S + . . .
B = i 6D⊥ − 1
2
gAv · uγ5 + . . .
C = 2M + iv ·D + gAu · S + . . . (49)
Here D⊥µ = (gµν − vµvν)Dν is the transverse component of the covariant derivative
and Sµ =
i
2γ5σµνv
ν is the Pauli-Lubanski spin vector and satisfies
S · v = 0, S2 = −3
4
, {Sµ, Sν} = 1
2
(vµvν − gµν), [Sµ, Sν ] = iǫµναβvαSβ (50)
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We observe that the two components H,h are coupled Eq. 48. However, the system
may be diagonalized by use of the field transformation
h′ = h− C−1BH (51)
in which case the Lagrangian becomes
LπN = H¯v(A+ (γ0B†γ0)C−1B)Hv − h¯′vCh′v (52)
The piece of the Lagrangian involving H contains the mass only in the operator C−1
and is the effective Lagrangian that we seek. The remaining piece involving h′v can
be thrown away, as it does not couple to the Hv physics. (In path integral language
we simply integrate out this component yielding an uninteresting overall constant.)
Of course, when loops are included a set of counterterms will be required and these
are given at leading (two-derivative) order by
A(2) = M
F 2π
(c1Trχ+ + c2(v · u)2 + c3u · u+ c4[Sµ, sν ]uµuν
+ c5(χ+ − Trχ+)− i
4M
[Sµ, Sν ]((1 + c6)F
+
µν + c7Trf
+
µν))
B(2) = M
F 2π
((−c2
4
i[uµ, uν ] + c6f
µν
+ + c7Trf
µν
+ )σµν
− c4
2
vµγνTru
µuν)
C(2) = −M
F 2π
(c1Trχ+ + (−c2
4
i[uµ, uν ] + c6f
µν
+ + c7trF
µν
+ )σµν
− c3
4
Truµuν − (c4
2
+Mc5)vµvνTru
µuν) (53)
where f±µν = u
†FRµνu ± uFLµνu† and χ+ = umu + u†mu†. Expanding C−1 and the
other terms in terms of a power series in 1/M leads to an effective heavy nucleon
Lagrangian of the form (to O(q3))
LπN = H¯v{A(1) +A(2) +A(3) + (γ0B(1)†γ0) 1
2M
B(1)
+
(γ0B(1)†γ0)B(2) + (γ0B(2)†γ0)B(1)
2M
− (γ0B(1)†γ0) i(v ·D) + gA(u · S)
(2M)2
B(1)}Hv +O(q4) (54)
A set of Feynman rules can now be written down and a consistent power counting
scheme developed, as shown by Meissner and his collaborators.13
4.2. Applications
As an example of the use of this formalism, called heavy baryon chiral pertur-
bation theory (HBχpt) consider the nucleon-photon interaction. To lowest (one
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Hyperon Quark Structure Mass Magnetic Moment
Λ uds 1115.684(6) -0.613(4)
Σ+ uus 1189.37(7) 2.458(10)
Σ0 uds 1192.55(8)
Σ− dds 1197.45(4) -1.160(25)
Ξ0 uss 1314.9(6) -1.250(14)
Ξ− dss 1321.32(13) -0.6507(25)
Ω− sss 1672.5(7) -2.02(5)
Table 1: Basic Hyperon Properties. Here masses are given in MeV and magnetic
moment in nucleon magnetons.
derivative) order we have from A(1)
L(1)γNN = ieN¯
1
2
(1 + τ3)ǫ · vN (55)
while at two-derivative level we find
L(2)γNN = N¯
{
e
4M
(1 + τ3)ǫ · (p1 + p2) + ie
2M
[S · ǫ, S · k](1 + κS + τ3(1 + κV )
}
N
(56)
where we have made the identifications c6 = κV , c7 =
1
2 (κS − κV ). We can now
reproduce the low energy theorems for Compton scattering. Consider the case of
the proton. At the two derivative level, we have the tree level prediction
(γ0B(1)†γ0) 1
2M
B(1)|γpp = e
2
2M
~A2⊥ (57)
which yields the familiar Thomson amplitude
Ampγpp = −
e2
M
ǫˆ′ · ǫˆ (58)
Again an entire literature on this subject exists, and we shall have to be content
with only a brief introduction. It is now time to return to the hyperon sector to see
how such chiral ideas can been applied.
5. Hyperon Properties
The quantum numbers of the ground state hyperons are easily described by
noting that they, together with the nucleons, constitute an SU(3) octet. Alterna-
tively, these values follow directly from the underlying three-quark structure which,
together with the masses and magnetic moments, is listed in Table 1. One can
achieve a basic understanding of these masses either by use of a constituent quark
picture or via symmetry methods. In the former one employs the simple quark mass
matrix together with an effective hyperfine interaction arising from gluon exchange
Hhyp = 1
2
∑
i>j
Cij~si · ~sjδ3(~ri − ~rj) (59)
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and finds, e.g., in a simple bag model,
MN = 3mn
∫
d3r(u2 − ℓ2)− 3
8
Cnn
MΛ = (2mn +ms)
∫
d3r(u2 − ℓ2)− 3
8
Cnn
MΣ = (2mn +ms)
∫
d3r(u2 − ℓ2) + 1
8
Cnn − 1
2
Cns
MΞ = (2ms +mn)
∫
d3r(u2 − ℓ2)− 1
2
Cns +
1
8
Css (60)
where the subscripts n, s refer to strange,nonstrange respectively and u, ℓ refer to
the upper, lower components of the bag wavefunction.
Alternatively, one can use a symmetry-based approach. An effective SU(3) heavy
baryon strong interaction chiral lagrangian for the hyperon system can be written
in the form
L = trB¯iv ·DB + dAtrB¯Sµ{uµ, B}
+ fAtrB¯S
µ[uµ, B] + dmtrB¯{χ+, B}
+ fmtrB¯[χ+, B] + b0trB¯Btrχ+ + . . . (61)
where χ+ represents the symmetry breaking due to the non-zero quark mass m and
has been defined below Eq. 53. At tree level one finds
MN = M¯0 + 4(m
2
K −m2π)fm − 4m2Kdm
MΛ = M¯0 − 4
3
(4m2K −m2π)dm
MΣ = M¯0 +−4m2πdm
MΞ = M¯0 − 4(m2K −m2π)fm − 4m2Kdm (62)
where M¯0 =M0 − 2(2m2K +m2π)b0.
In either case we find a sum rule—the Gell-Mann-Okubo relation‡
MΣ −MN = 1
2
(MΞ −MN) + 3
4
(MΣ −MΛ) (63)
which is well-satisfied experimentally—254 MeV vs. 248 MeV11.
These results have been known for well over three decades. However, in contem-
porary treatments, as described above, it has become traditional to include higher
order chiral contributions, and this is where one runs into difficulties—at one loop
in HBχpt the nonanalytic corrections are exactly calculable and very sizable
δMN = −0.31 GeV, δMΣ = −0.62 GeV
δMΛ = −0.66 GeV, δMΞ = −1.02 GeV (64)
‡Note that in the quark model case we assume the first order symmetry breaking relation Cnn −
Cns = Cns − Css.
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so that, e.g. the Ξ mass receives a 100% correction! Of course, this is not a fatal
flaw since such large nonanalytic corrections can be compensated by inclusion of
appropriate higher order counterterms. Indeed the calculation has been extended
to O(p4) by Borasoy and Meissner, who obtained18
MN = M¯0(1 + 0.34− 0.35 + 0.24)
MΣ = M¯0(1 + 0.81− 0.70 + 0.44)
MΛ = M¯0(1 + 0.69− 0.77 + 0.54)
MΞ = M¯0(1 + 1.10− 1.16 + 0.78) (65)
where the nonleading terms refer to the contribution from O(p2) counterterms, non-
analytic pieces of O(p3), and O(p4) counterterms respectively. However, although
the masses can be fit in such a picture, the structure of the series generates concern
with respect to convergence. Also in this approach the Gell-Mann-Okubo discrep-
ancy is predicted to be about 30 MeV—a factor of five larger than the 6 MeV found
experimentally!.
One way out of this conundrum has been suggested by Donoghue and Holstein
19, who point out that the origin of these large higher order corrections is the form
of the O(p3) nonanalytic terms, which arise from the HBχpt integral
∫
d4k
(2π)4
kikj
(k0 − iǫ)(k2 −m2 + iǫ) = −iδij
I(m)
24π
(66)
If one uses dimensional regularization to evaluate this integral, the result is
I(m)dim−reg = m3 (67)
which leads to the large nonanalytic corrections in Eq. 64, which must be cancelled
by correspondingly large next order counterterms. The result is an expansion of
the form (cf. Eq. 65)
Amp = A0(1− 1 + 1− 1 + . . .) (68)
However, physics tells us that this approach may be misleading. The point is that in
the real world baryons have a finite size—∼1 fm—and, while effects involving scales
larger than this are no doubt correctly described by the effective chiral lagrangian,
processes associated with smaller scales will be significantly modified by baryon
structure. On the other hand the integration in Eq. 67 treats both long and short
distance effects with equal weight, and this is the origin of the convergence problem.
A possible solution can be found by introducing some sort of weighting function
which is unity at long distance but which is damped at short distance scales, in
order to simulate baryon structure. For analytic purposes it is simplest to utilize a
simple dipole regulator (
Λ2
Λ2 −m2
)2
(69)
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Figure 2: Shown is the function IΛ(m) (monotonically decreasing curve) vs. its
dimensionally regularized counterpart (monotonically increasing curve). Obviously
the influence of heavy exchanged mesons is strongly suppressed in the long distance
regularized version.
in which case the function I(m) takes the form
IΛ(m) = Λ
4 2m+ Λ
2(m+ Λ)2
(70)
Notice that in the case that the mass is small compared to the cutoff Λ
IΛ(m)
m<<Λ−→ 1
2
Λ3 − 1
2
Λm2 +m3 + . . . (71)
In dimensional regularization terms involving the cutoff scale Λ are discarded leaving
only the term in m3. However, using cutoff regularization the terms in Λ are
retained, which emphasizes long distance effects and eliminates their short-distance
counterparts, as can be seen by examining the opposite limit
IΛ(m)
m>>Λ−→ Λ
4
m
− 3
2
Λ5
m2
+ . . . (72)
We observe that the function IΛ(m) then depends upon the pseudoscalar mass via
inverse powers. Consequently, the pion will be strongly emphasized over its heavier
eta or kaon counterparts, which is what is expected physically. This can be seen
clearly in Figure 2, which plots the integral IΛ(m) together with its dimensional
regularized form.
The fit to the hyperon masses which results from such a program is shown in
Table 2. Obviously the convergence of the chiral expansion is now under control
and the results are only weakly dependent upon the cutoff parameter. That there
exists no strong cutoff dependence results from the feature that the divergent terms
in Λ3 and Λ can be absorbed into renormalized values of effective parameters in the
theory via
M r0 = M¯0 − (5d2A + 9f2A)
Λ3
48πF 2π
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Dim. Λ = 300 Λ = 400 Λ = 500 Λ = 600
N -0.31 0.02 0.03 0.05 0.07
Σ -0.62 0.03 0.05 0.08 0.12
Λ -0.66 0.03 0.06 0.12 0.17
Ξ -1.03 0.04 0.08 0.12 0.17
Table 2: Nonanalytic contributions (in GeV) to baryon masses in dimensional reg-
ularization and for various values of the cutoff parameter Λ in MeV.
drm = dm − (3f2A − d2A)
Λ
128πF 2π
f rm = fm − 5dAfA
Λ
192πF 2π
br0 = b0 − (13d2A + 9f2A)
Λ
576πF 2π
(73)
Since such parameters are determined phenomenologically anyway, the use of such
renormalized parameters is not a problem.
That there exists cutoff dependence at all is due to the fact that we have not
included the actual short distance effects. If we had a reasonable model of such
pieces the result would, of course, be independent of renormalization point. The
relative independence with respect to Λ is associated with the fact that such ef-
fects are small, as expected from physics considerations. Of course, besides cutoff
independence what we have lost is the consistent chiral power counting which is
one of the cornerstones of the chiral procedure—cutoff regularization mixes terms
of different orders. However, one can consider the price worth paying as it provides
a chirally consistent picture of the physics.
Although not strictly based on chiral arguments it is important to note a paral-
lel program which attempts to understand the hyperon masses—the 1/Nc approach
being pursued at UCSD20 and which was motivated by the observation of large can-
cellations in parallel chiral loops calculations involving octet baryon and decuplet
intermediate states. The basis of this procedure is the feature that in the large Nc
limit a spin-flavor symmetry exists for baryons—large Nc baryons lie in irreducible
representations of the spin-flavor group and one can calculate static properties in a
systematic 1/Nc expansion. More precisely one can perform a simultaneous expan-
sion in 1/Nc and in flavor breaking and the resulting mass relations can be placed
in a corresponding hierarchy, whereby the higher the order in symmetry breaking
and 1/Nc the better such a relation should be satisfied. An example is shown in
Table 3, which is taken from work by Jenkins and Lebed21. Since both 1/Nc and
the flavor breaking parameter ǫ are expected to be of order 30% the results of this
procedure are impressive and deserve a good deal of attention22.
It is possible to understand how some of these relations come about by consid-
ering a 1/Nc approach within the chiral loop expansion. In this approach one treats
gA as being O(Nc) and Fπ as being O(
√
Nc). A baryon-meson vertex then grows as
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Relation 1/Nc Flavor Expt.
25(N¯ + 3Σ¯ + Λ + 2Ξ¯)− 4(4∆¯ + 3Σ¯∗ + 2Ξ¯∗ +Ω) Nc 1 ...
5(2N¯ + 3Σ¯ + Λ¯ + 2Ξ¯)− 4(4∆¯ + 3Σ¯∗ + 2Ξ¯∗ +Ω) 1/Nc 1 18.2%
5(6N¯ − 3Σ¯ + Λ− 4Ξ¯)− 2(2∆¯ + 3Ξ¯∗ − Ω) 1 ǫ 20.2%
N¯ − 3Σ¯ + Λ + Ξ¯ 1/Nc ǫ 5.9%
(−2N¯ − 9Σ¯ + 3Λ + 8Ξ¯) + 2(2∆¯− Ξ¯∗ − Ω) 1/N2c ǫ 1.1%
35(2N¯ − Σ¯− 3Λ + 2Ξ¯)− 4(4∆¯− 5Σ¯∗ − 2Ξ¯∗ + 3Ω) 1/Nc ǫ2 0.4%
7(2N¯ − Σ¯− 3Λ + 2Ξ¯)− 2(4∆¯− 5Σ¯∗ − 2Ξ¯∗ + 3Ω) 1/N2c ǫ2 0.2%
∆¯− 3Σ¯∗ + 3Ξ¯∗ − Ω 1/N2c ǫ3 0.1%
Table 3: Mass relations arising in simultaneous SU(3) and 1/Nc expansion. Here
the bar indicates the average mass of the multiplet.
√
Nc, which means that individual meson-baryon scattering diagrams grow as Nc
and soon violate unitarity unless there exist certain consistency conditions. General
arguments of 1/Nc counting produce cancellations among the diagrams contribut-
ing to chiral mass corrections when both decuplet and octet states are included as
intermediate states, allowing the overall correction to be in line with general argu-
ments although individual diagrams are not. Details of how this comes about can
be found in refs. 23,24,25.
6. Magnetic Moments
A second issue which has received a good deal of study over the years is that
of hyperon magnetic moments. In this case a simple SU(3) analysis represents the
magnetic moments in terms of lowest order couplings fµ, dµ via
Lem = −ifµ
4M0
trB¯[Sµ, Sν ][F+µν , B]−
idµ
4M0
trB¯[Sµ, Sν ]{F+µν , B} (74)
Equivalently, in a simple quark model the hyperon magnetic moments can be fit
in terms of the corresponding quark quantities, as given in Table 4. In either case
such a lowest order fit leads to the so-called Coleman-Glashow relations26
µΣ+ = µp, 2µΛ = µn, µΣ− + µn = −µp
µΣ− = µΞ− , µΞ0 = µn, 2µΛΣ0 = −
√
3µn (75)
as well as the isospin relation
µΣ0 =
1
2
(µΣ+ + µΣ−) (76)
Such relations also follow from a naive (degenerate) quark model picture of hyperon
structure and are in fair agreement with experiment. This agreement can be consid-
erably improved by including the u,d- and s-quark mass difference into the analysis,
however, as shown in the third column of Table 4.
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particle moment SU(3) µs 6= µd
µp =
4µu−µd
3 2.6 2.8
µn =
4µd−µu
3 -1.6 -1.9
µΛ = µs -0.8 -0.6
µΣ+ =
4µu−µs
3 2.6 2.7
µΣΛ =
µu−µd√
3
1.7 1.6
µΣ− =
4µd−µs
3 -0.8 -1.1
µΞ0 =
4µs−µu
3 -1.6 -1.4
µΞ− =
4µs−µd
3 -0.8 -0.5
Table 4: Theoretical values for hyperon magnetic moments in units of nucleon
magnetons obtained via a global fit. The second column gives values in the lowest
order chiral (SU(3)) limit wherein µd = µs while the third column gives values in
the SU(3) broken limit wherein µs < µd due to the heavier s-quark mass.
As in the case of the hyperon masses, the first calculation of chiral corrections
was that of the leading nonanalytic piece. This was done by Caldi and Pagels27,
who found the form
δµi =
M0
8πF 2π
∑
j
σjimj (77)
where the coefficients σij are given in ref.
19 in terms of fA, gA. Corrections are
large and in general destroy agreement with experiment. It is interesting to note,
though, that three relations remain
− µΣ+ = −2µΛ − µΣ− µΞ0 + µΞ− + µn = 2µΛ − µp
µΛ −
√
3µΛΣ0 = µΞ0 + µn (78)
and are reasonably well satisfied by the data. Of course, overall agreement can be
restored by inclusion of counterterms and a complete one loop evaluation has been
done by Meissner and Steininger28, yielding results consistent with experiment, but
also lacking predictive power—
µp = 4.48(1− 0.49 + 0.11) = 2.79
µn = −2.47(1− 0.34 + 0.12) = −1.91
µΣ+ = 4.48(1− 0.62 + 0.17) = 2.46
µΣ− = −2.01(1− 0.31− 0.11) = −1.16
µΣ0 = 1.24(1− 0.87 + 0.40) = 0.65
µΛ = −1.24(1− 0.87 + 0.37) = −0.61
µΞ0 = −2.47(1− 0.89 + 0.40) = −1.25
µΞ− = −2.01(1− 0.64− 0.03) = −0.65
µΛΣ0 = 2.14(1− 0.53 + 0.19) (79)
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where, as before, the three contributions represent the leading O(p2), nonanalytic
O(p3), and O(p4) counterterm contributions respectively. As in the case of the
hyperon mass analysis, the basic agreement which obtains at lowest order is restored
but convergence of the chiral series remains an issue.
One solution to this problem is to use long distance regularization. In this case
there exists a linearly divergent component of the integral in the limit of large Λ
which can be absorbed into renormalization of the fµ, dµ couplings via
drµ = dµ +
M¯0Λ
4πF 2π
dAfA
f rµ = fµ +
M¯0Λ
72πF 2π
(5d2A + 9f
2
A) (80)
and when this is done the remaining chiral corrections become much smaller and
under control, as found in the analogous hyperon mass analysis.
The magnetic moments have also been examineed via 1/Nc methods
2930. As
in the case of the masses the leading terms in the expansion are O(Nc). However,
by analyzing the corrections via a simultaneous expansion in ms and 1/Nc one can
identify relations which are more generally valid. These can be used in order to
predict values for decuplet magnetic moments. For example, the isospin relations
2µΣ0 = µΣ+ + µΣ−
µ∆++ − µ∆+ = µ∆0 − µ∆−
µ∆++ − µ∆− = 3(µ∆+ − µ∆0)
2µΣ∗0 = µΣ∗+ + µΣ∗− (81)
are valid to all orders in Nc and ms, while the SU(3) identities
0 = µΣ++ − µΣ+ − µΣ− + µΞ0 − µΞ−
0 = µΣ∗− − 2µΞ∗− + µΩ−
0 = µ∆0 − 2µΣ∗0 + µΞ∗0 (82)
are valid to all orders in 1/Nc but first order in ms. Finally, one has results
µ∆0 = 0
µ∆+ = 3(µp + µn)
µΣ∗+ − µΣ∗− = 3(−µp + µΣ− + 3µΣ+ − µΞ− + 2µΞ0) (83)
which are valid to all orders in ms and first order in 1/Nc. Details of these and
other relations can be found in refs. 31.
Besides their masses and magnetic moments one of the most important proper-
ties of the hyperons is that they are unstable and decay via the weak interaction.
It is this feature of hyperon physics to which we now turn.
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Mode Aexp Ath Bexp Bth
Λ0 → pπ− 3.25 3.38 22.1 23.0
Λ0 → nπ0 -2.37 -2.39 -15.8 -16.0
Σ+ → nπ+ 0.13 0.00 42.2 4.3
Σ+ → pπ0 -3.27 -3.18 26.6 10.0
Σ− → nπ− 4.27 4.50 -1.44 -10.0
Ξ0 → Λ0π0 3.43 3.14 -12.3 3.3
Ξ− → Λ0π− -4.51 -4.45 16.6 -4.7
Table 5: Decay amplitudes for Nonleptonic Hyperon Decay (in units of 10−7). The
theoretical amplitudes are the values arising from a lowest order chiral fit.
7. Hyperon Processes
7.1. Nonleptonic Hyperon Decay
The dominant weak decay mode of the 12
+
hyperons is the pionic channel B →
B′π, and the most general such decay amplitude can be written in terms of an S-
wave (parity-conserving) amplitude—A—and P-wave (parity-violating) amplitude–
B—via§
Amp = u¯(p′)(A +Bγ5)u(p) (84)
Such decays have been well-studied experimentally over the years and both decay
rates and asymmetries are well known. From such measurements one can determine
both decay amplitudes and the resultant values are quoted in Table 5.
On the theoretical side there remain two interesting and critical issues which
have been with us since the 1960’s—the origin of the ∆I = 1/2 rule and the S/P-
wave problem5:
i) The former is the feature that ∆I = 3/2 amplitudes are suppressed with
respect to their ∆I = 1/2 counterparts by factors of the order of twenty or so.
This can be seen from the separation of the decay amplitudes into ∆I = 12
and ∆I = 32 components—cf. Table 6.
¶
This suppression is well-known in both hyperon as well as kaon nonleptonic
decay and, despite a large body of theoretical work, there still exists no simple
explanation for its validity. Indeed, the lowest order weak nonleptonic ∆S = 1
§Note that our γ5 is the negative of that defined by Bjorken and Drell32.
¶Here the isospin amplitudes ae defined via
O−Λ =
√
2O(1)Λ −O
(3)
Λ O0Λ = −O
(1)
Λ −
√
2O(3)Λ
O0Ξ = −O
(1)
Ξ −
√
2O(3)Ξ O−Ξ =
√
2O(1)Ξ −O
(3)
Ξ
O−
Σ
= O(1)
Σ
+O(3)
Σ
O+
Σ
= 1
3
O(1)
Σ
− 2
3
O(3)
Σ
+XΣ
O0Σ = −
√
2
3
O(1)
Σ
+ 2
√
2
3
O(3)
Σ
+
√
1
2
XΣ
(85)
Note that here the coefficient XΣ is of mixed isospin character.
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Mode (A3/A1)
exp (B3/B1)
exp
Λ→ Nπ 0.014 0.006
Σ→ Nπ -0.017 -0.047
Ξ→ Λπ 0.034 0.023
Table 6: Experimental ratio of ∆I = 32 and ∆I =
1
2 components of the decay
amplitude.
Hamiltonian
OW = d¯γµ(1 + γ5)uu¯γµ(1 + γ5)s (86)
can be written in terms of ∆I = 12 ,
3
2 components as
OW = 1
2
O1 + 1
10
O2 + 1
15
O3 + 2
3
O4 (87)
with
O1 = HA −HB
O2 = HA +HB + 2HC + 2HD
O3 = HA +HB + 2HC − 3HD
O4 = HA +HB −HC (88)
and
HA = d¯γµ(1 + γ5)uu¯γ
µ(1 + γ5)s
HB = d¯γµ(1 + γ5)su¯γ
µ(1 + γ5)u
HC = d¯γµ(1 + γ5)sd¯γ
µ(1 + γ5)d
HD = d¯γµ(1 + γ5)ss¯γ
µ(1 + γ5)s (89)
Here O1,2 are octet operators carrying ∆I = 12 , while O3,4 are members of a
27-plet and carry ∆I = 12 ,
3
2 respectively. Thus the ∆I = 1/2 and ∆I = 3/2
components are comparable.
Of course, there exist important strong interaction corrections to these results.
For example, taking the gluon exchange corrections to HA at leading order
we find
HA → HA − g
2
16π2
ln
(
M2W
µ2H
)
(3HB −HA)
HB → HB − g
2
16π2
ln
(
M2W
µ2H
)
(3HA −HB) (90)
where µH represents a typical hadronic mass scale. The operators
O± = 1
2
(OA ±OB) (91)
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are form-invariant—O± → c±O±—with
c± = 1 + d±
g2
16π2
ln
(
M2W
µ2H
)
, with d+ = −2, d− = +4 (92)
Using the renormalization group these corrections can be summed to leading
log, yielding
c±(µH)
c±(MW )
= 1 + d±
g2
16π2
ln
(
M2W
µ2H)
)
(93)
Similarly the remaining operators can be treated, yielding renormalization
group coefficients‖
c1 = 1.90
c2 = 0.14
c3 = 0.10
c4 = 0.49 (94)
Such effects can bring about a ∆I = 1/2 enhancement of a factor of three to
four33, so we still need to account for a factor of five to six. In the case of the
baryons this factor likely arises from the validity of what is called the Pati-Woo
theorem34, which requires < B′|O2|B >=< B′|O3|B >=< B′|O4|B >= 0 for
the basic three-quark, color-antisymmetric component of the wavefunction.
That such simple baryon-baryon matrix elements are relevant to the problem
of nonleptonic hyperon decay follows from the current algebra-PCAC con-
straint
lim
q→0
< πaB′|Oi|B >= −i
Fπ
< B′|[Qa5 ,Oi]|B >=
−i
Fπ
< B′|[Ia,Oi]|B > (95)
where the replacement of the axial charge Qa5 by the vector charge (isospin)
Ia follows from the V +A character of the weak current.
For kaons the origin of the ∆I = 12 enhancement is not as transparent and
appears to be associated with detailed dynamical structure. However, this
is still a subject under study35. Interestingly the one piece of possible evi-
dence for significant ∆I = 12 rule violation comes from a hyperon reaction—-
hypernuclear decay36, as will be discussed below37.
ii) The S/P-wave problem is not as well known but has been a longstanding
difficulty to those of us theorists who try to calculate these things. The stan-
dard approach to such decays goes back to current algebra days and expresses
the S-wave (parity-violating) amplitude—A—as a contact term—the baryon-
baryon matrix element of the axial-charge-weak Hamiltonian commutator.
The corresponding P-wave (parity-conserving) amplitude—B—uses a simple
‖Note: for simplicity we have omitted the contribution of penguin and certain other higher order
operators.
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(a) (b)
Figure 3: Pole diagrams used to calculated parity-conserving nonleptonic hyperon
decay.
pole model (cf. Figure 3) with the the weak baryon to baryon matrix element
given by a fit to the S-wave sector. Parity-violating BB′ matrix elements are
neglected in accord with the Lee-Swift theorem40, which requires the vanish-
ing of such terms in the limit of SU(3) symmetry. With this procedure one
can obtain a very good S-wave fit but finds P-wave amplitudes which are in
very poor agreement with experiment. An example of such a fit is shown in
Table 5. (On the other hand, one can fit the P-waves, in which case the S-
wave predictions are very unsatisfactory41). Recently Skyrme as well as QCD
sum rule methods have also been applied to this problem with equal lack of
success38,39.
The original calculations had used simple relativistic effective interactions to
describe such processes. However, contemporary treatments generally involve
the use of a chiral symmetry-based approach, in order to keep track of terms of
given chiral order. One begins by representing the weak interaction in terms
of a an effective Lagrangian given in terms of an expansion in derivatives. At
lowest chiral order the form is unique
LpvW = Dtr
(
B¯
{
u†λ6u,B
})
+ F tr
(
B¯
[
u†λ6u,B
])
LpcW = D5tr
(
B¯γ5
{
u†λ6u,B
})
+ F5
(
B¯γ5
[
u†λ6u,B
])
(96)
However, under a CP transformation
B → (iγ2B¯)T , u→ (u†)T (97)
and it is seen that LpvW → LpvW but LpcW → −LpcW so we require D5 = F5 =
0, which is the Lee-Swift result40. At leading chiral order then the s-wave
amplitude A receives contributions directly from LpvW and is O(p0). Likewise,
the p-wave amplitude B, which must arise from pole diagrams (Figure 3),
is also apparently O(p0) by power counting. However, since the kinematic
structure u¯γ5u ∼ ~σ · ~q the actual behavior is B ∼ 1/∆m which is O(p−1).
The S-wave amplitudes are then given in terms of just two parameters—
F,D—via
A(Λ→ nπ0) = i
2Fπ
(3F +D)
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A(Σ+ → pπ0) = i
√
6
2Fπ
(D − F )
A(Σ+ → nπ+) = 0
A(Ξ0 → Λ0π0) = i
2Fπ
(3F −D) (98)
and a very good fit is provided by the choice
F
2Fπ
= 0.92× 10−7, D
Fπ
= −0.42 (99)
as can be observed in Table 5. (Note that this is one parameter less than
required by SU(3) symmetry alone.) However, it is clear that the P-wave
predictions are very poor with this choice.
The first paper to examine chiral corrections to such predictions was that of
Bijnens et al. who calculated the leading nonanalytic behavior, i.e. leading log
corrections, to nonleptonic hyperon decay within a relativistic framework42.
However, when this was done the S-predictions no longer agreed with the
data and the P-wave corrections were even larger. Subsequently, Jenkins re-
examined this system within the heavy baryon formalism. As in ref. 42, the
calculation was performed at leading log order, and she found that inclusion
of decuplet degrees of freedom in the loops significantly reduced the size of
these corrections, leading the restoration of experimental agreement in the
case of the S-wave amplitudes43. However, the P-waves still were in signif-
icant disagreement. Perhaps in retrospect it is not so surprising that the
P-waves represent such a challenge, since they involve significant cancellation
in the sum of two pole contributions, which tends to enhance both any SU(3)
corrections and the effect of any leading log modifications. In any case it
seems clear that some sort of additional contributions are required in order to
achieve an understanding of these results, and an obvious tack is to perform
a complete—not just leading log—evaluation of corrections at one loop order.
Recently Borasoy and Holstein (BH) took this approach and showed that in
a one loop heavy baryon chiral perturbative approach, it is certainly possible
to fit the data by selection of appropriate values of the various counterterms
which arise44. However, there are many more counterterms than data and one
needs some guidance as to how to proceed. In the BH calculation, resonance
saturation was used in order to decide which counterterms to utilize, but not
to determine their value. Although a reasonable fit was achieved, the physics
of such a result is obscure. In fact twenty years ago a possible solution to the
S-/P-wave problem was proposed by Le Youaunc et al.45, who suggested the
use of SU(6) symmetry and the inclusion of contributions from the (70, 1−)
intermediate states. In this case, since the parity of such resonant states is
negative, such terms contribute to the parity-violating amplitude A via pole
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diagrams, yielding
δA(Λ0 → nπ0) = i9
√
3C
MΛ −MN
Fπ
δA(Σ+ → pπ0) = −i27
√
2C
MΣ −MN
Fπ
δA(Σ+ → nπ+) = 0
δA(Ξ0 → Λπ0) = −i12
√
2C
MΞ −MΛ
Fπ
(100)
where C is a phenomenological coupling associated with these resonance states,
and we note that such contributions vanish in the limit of SU(3) symmetry,
as required by the Lee-Swift theorem. Although at first sight this approach
might seem to complicate matters by including an additional parameter, this
is actually a very welcome modification, since our previous analysis was in
contradiction to a simple constituent quark model calculation of the baryon-
baryon matrix elements which yields
F = −D =
√
3
2
GF sin θc cos θc|ψ0(0)|2 (101)
The wavefunction at the origin depends on the model (e.g. in the MIT bag
picture we find |ψ0(0)|2 = 1.15 × 10−2 GeV3) but the D/F ratio is model-
independent and is quite inconsistent with the value −0.42 found in Eq. 99.
Using C and D = −0.85F as independent parameters, we find the very satis-
factory fit shown in Table 7. The numerical value— F2Fpi ≃ 10−7—is also in the
right ballpark. A full fit to s-waves and p-waves is also successful, as shown
in the same table.
Having observed the success of this resonant state insertion within the simple
constituent quark model, it is natural to attempt a parallel approach from a
chiral symmetry viewpoint. Although a full one loop calculation has yet to be
undertaken BH, in a preliminary calculation, examined nonleptonic hyperon
decay via inclusion of the lowest 12
−
and 12
+
resonant contributions46. (Note
that they did not include the entire complement of (70,1−) states, which would
also include the decuplet states.) A satisfactory picture of the nonleptonic
decays was achieved in this approach, which reinforces the assertions of the
Orsay group. However, a full one loop calculation is still needed in order to
firm up this conclusion, and an important step in this direction was recently
taken by Borasoy and Mu¨ller, who have evaluated the divergent components
of the counterterms47.
It should perhaps be emphasized that both in the case of the ∆I = 12 Rule and of
the S-/P-wave problem, we do not require more and better data. The issues are
already clear. What we need is more and better theory!
Where one does need data involves the possibility of testing the standard model
prediction of CP violation, which predicts the presence of various asymmetries in
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Mode Aexp Ath1 Ath2 Bexp Bth1 Bth2
Λ0 → pπ− 3.25 2.0 2.17 22.1 24.5 23.4
Σ+ → nπ+ 0.13 0 -0.04 42.2 44.0 44.4
Σ− → nπ− 4.27 4.42 5.33 -1.44 0.9 -1.61
Ξ− → Λπ− -4.51 -4.70 -4.14 16.6 19.2 14.7
Table 7: Calculated vs. experimental hyperon decay amplitudes in a simple SU(6)
picture (th1) and in a chiral model with resonance contributions (th2). All ampli-
tudes should be multipled by the factor 10−7.
the comparision of hyperon and antihyperon nonleptonic decays48. The basic idea
is that one can write the decay amplitudes in the form
A = |A| exp i(δS + φS), B = |B| exp i(δP + iφP ) (102)
where δS , δP are the strong S,P-wave phase shifts at the decay energy of the mode
being considered and φS , φP are CP-violating phases which are expected to be of
order 10−4 or so in standard model CP-violation. One can detect such phases by
comparing hyperon and antihyperon decay parameters. Unfortunately nature is
somewhat perverse here in that the larger the size of the expected effect, the more
difficult the experiment. For example, the asymmetry in the overall decay rate,
which is the easiest to measure, has the form∗∗
CΓ =
Γ− Γ¯
Γ + Γ¯
∼ (−2(A1A3 sin(δ1S − δ3S) sin(φ1S − φ3S)
+ Br1B
r
3 sin(δ
1
P − δ3P ) sin(φ1P − φ3P )
)
/ |A1|2 + |Br1 |2 (103)
where the subscripts, superscripts 1,3 indicate the ∆I = 12 ,
3
2 component of the
amplitude. We see then that there is indeed sensitivity to the CP-violating phases
but that it is multiplicatively suppressed by both the strong interaction phases (δ ∼
0.1) as well as by the ∆I = 32 suppression A3/A1 ∼ B3/B1 ∼ 1/20. Thus we
find C ∼ φ/100 ∼ 10−6 which is much too small to expect to measure in present
generation experiments.
More sanguine, but still not optimal, is a comparison of the asymmetry param-
eters α, defined via
W (θ) ∼ 1 + α~PB · pˆB′ (104)
In this case, one finds
Cα =
α+ α¯
α− α¯ = − sin(φ
1
S − φ1P ) sin(δ1S − δ1P )
∼ 0.1φ ∼ 4× 10−4 (105)
∗∗Here Br indicates a reduced amplitude—Br = B(E′ −MB′ )/(E′ +MB′ ).
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which is still extremely challenging.
Finally, the largest signal can be found in the combination
Cβ =
β + β¯
β − β¯ = cot(δ
1
S − δ1P ) sin(φ1S − φ1P ) ∼ φ (106)
Here, however, the parameter β is defined via the general expression for the final
state baryon polarization
< ~PB′ > =
1
W (θ)
(
(α+ ~PB · pˆB′)pˆB′
+ β ~PB × pˆB′ + γ(pˆB′ × (~PB × pˆB′))
)
(107)
and although, compared to CΓ and Cα, the size of the effect is largest—Cβ ∼ 10−3—
this measurement seems out of the question experimentally.
Despite the small size of these effects, the connection with standard model CP
violation and the possibility of finding larger effects due to new physics demands a
no-holds-barred effort to measure these parameters.
7.2. Hypernuclear Decay
Above we mentioned the possibility of ∆I = 12 Rule violation in hypernuclear
decay. Since this represents an interesting and challenging area of hyperon physics,
we present here a simple and concise introduction to some of the issues. However,
chiral symmetry has not yet been applied to this realm, so our discussion will utilize
conventional analysis.
A hypernucleus is a nuclear system in which one of the neutrons has been re-
placed by a Λ. As outlined above, the dominant weak decay mode of a free Λ
is the pionic decay Λ → Nπ. One might anticipate then that in a hypernucleus,
the decay rate is somewhat modified by the nuclear medium but that essentially
the same physics is relevant. This is not the case, however. Indeed since the re-
coiling nucleon in the free decay has a momentum of only 100 MeV or so, while
the Fermi momentum of a typical nucleus is kF ∼ 270 MeV, the pionic decay of
the Λ is strongly Pauli blocked49. Instead, another mechanism, nonmesonic weak
decay, takes place—Λ + p → n + p or Λ + n → n + n. In this case the recoiling
nucleons carry momentum p ∼ 400 MeV >> kF , so this becomes the dominant
decay channel. Such hypernuclear decays have been studied in recent years and one
now has a reasonable data base on various light and heavy nuclear systems, such
as 5ΛHe,
11
Λ B,
12
Λ C, etc. In general one finds that the hypernuclear decay rate is
roughly comparable to that for free Λ decay and that the rates for neutron stimu-
lated (nΛ) and proton-stimulated (pΛ) decay are about the same50.
On the theoretical side there has also been a good deal of work, much of it based
on a meson exchange picture of the effective interaction51. The obvious meson of
choice is the pion since it has the longest range and, in addition, the free Λ decays
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via pion emission so the weak couplings are known. However, a realistic description
must also include heavier (short-distance) exchanges of K, η, ρ,K∗, ω, . . . in order to
be believable. This is also demanded phenomenologically. Indeed in a a pion-only
exchange picture the effective weak interaction is of the form
Hw ∼ gN¯~τN · N¯~τ
(
0
1
)
Λ (108)
Then Λn→ nn ∼ g but Λp→ np ∼ (−1−√22)g = −3g so that p-stimulated decay
would be strongly dominant over its n-stimulated counterpart, in contradistinction
to experiment51. Inclusion of heavier meson exchange (especially K-exchange) tends
to help in this regard. However, no reasonable picture has been able to achieve the
comparable values of p-stimulated and n-stimulated decay which are seen experi-
mentally. On the other hand, all of these comprehensive meson-exchange analy-
ses have, for simplicity, assumed the validity of the ∆I = 12 Rule both for pion
exchange, where it has been experimentally verified, as well as for heavy meson
exchange, where no data exists. Some theorists have postulated the existence of
possible ∆I = 12 Rule violating four fermion interactions which may be relevant
and it becomes an experimental issue whether such violations are present or not53.
The problem is that the data base is small and the uncertainties large so that
substantial violation must be found in order to be believable.
At the present time there do exist suggestive results which may possibly indicate
the presence of significant ∆I = 32 effects in hypernuclear decay
54. This comes
from analysis of nonmesonic hypernuclear decay in light systems—4ΛH,
5
ΛHe,
4
ΛHe—
wherein one can reasonably assume that the interaction involves only S-waves. The
possible ΛN transitions can then be categorized via
SLJ(initial)
SLJ(final) If
1S0
1S0 1
1S0
3P0 1
3S1
3S1 0
3S1
1P1 0
3S1
3P1 1
3S1
3D1 0
(109)
and, in a semiclassical approach to such decays, one can write
ΓNM (
A+1
Λ Z) =
NR¯n + ZR¯p
A
ρA (110)
where ρA is the average nucleon density at the location of the Λ particle and R¯n, R¯p
denote the spin-averaged rate for the neutron-induced, proton-induced decay re-
spectively. Defining55
Rn0 = Rn(
1S0) +Rn(
3P0)
Rp0 = Rp(
1S0) +Rp(
3P0)
Rn1 = Rn(
3P1)
Rp1 = Rp(
3S1) +Rp(
1P1) + Rp(
3P1) +Rp(
3D1) (111)
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we can write the light hypernuclear decay rates as
ΓNM (
3
ΛH) =
ρ3
8
(3Rn0 +Rn1 + 3Rp0 +Rp1)
ΓNM (
4
ΛH) =
ρ4
6
(Rn0 + 3Rn1 + 2Rp0)
ΓNM (
4
ΛHe) =
ρ4
6
(2Rn0 +Rp0 + 3Rp1)
ΓNM (
5
ΛHe) =
ρ5
8
(Rn0 + 3Rn1 +Rp0 + 3Rp1) (112)
If the ∆I = 12 Rule obtains then we have
Rn(
1S0) = 2Rp(
1S0), Rn(
3P0) = 2Rp(
3P0), Rn(
3P1) = 2Rp(
3P1) (113)
Consequently,
Rn1
Rp1
≤ Rn0
Rp0
= 2 (114)
which should be compared with the experimental results54
Rn0
Rp0
= 0.6+1.3−0.6,
Rn1
Rp1
= 1.0+1.1−1.0 (115)
Obviously the statistics do not permit the drawing of a definitive conclusion at this
time, but these suggestive results cry out for higher precision experiments as well
as improved theory.
7.3. Nonleptonic Radiative Decay
Another longstanding thorn in the side of theorists attempting to understand
weak decays of hyperons is the nonleptonic radiative mode B → B′γ56. In this case
one can write the most general decay amplitude as
Amp =
−ie
MB +MB′
ǫ∗µqν
× u¯(p′)σµν(C +Dγ5)u(p) (116)
where C is the magnetic dipole (parity-conserving) amplitude and D is its (parity-
violating) electric dipole counterpart. There are then two primary quantities of
interest in the analysis of such decays—the decay rate
ΓB→B′γ =
α
2
(
MB −MB′
MB
)3
(MB +MB′)(|C|2 + |D|2) (117)
and the asymmetry parameter
AB→B′γ = − 2ReC
∗D
|C|2 + |D|2 (118)
where the angular distribution is given (in the cm frame) by
dΓB→B′γ
dΩ
=
ΓB→B′γ
4π
(1 +AB→B′γ~σB · pˆB′) . (119)
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Mode Branching Fraction (×10−3) Asymmetry
Σ+ → pγ 1.23± 0.06 −0.76± 0.08
Λ→ nγ 1.63± 0.14
Ξ0 → Λγ 1.06± 0.16 0.43± 0.44
Ξ0 → Σ0γ 3.56± 0.43 0.20± 0.32
Ξ− → Σ−γ 0.128± 0.023 1.0± 1.3
Ω− → Ξ−γ < 0.46
Table 8: Hyperon Radiative Decay Measurements
Such decays have been the subject of a great deal of experimental and theoret-
ical scrutiny for well over three decades. Present results are summarized in Table
8. However, a basic theoretical understanding remains elusive. The fundamental
difficulty is associated with what has come to be called “Hara’s Theorem”, which
requires that in the SU(3) limit the parity violating decay amplitude must vanish
for CP-conserving transitions between states of a common U-spin multiplet—i.e.
Σ+ → pγ and Ξ− → Σ−γ57. The proof here is very much analogous to that which
requires the vanishing of the axial tensor form factor in nuclear beta decay between
members of a common isotopic spin multiplet58. One performs a U-spin rotation
exp(−iπU2) (i.e., in quark language interchanges s, d quarks) on the matrix element∫
d4xeiq·x < B′|T (V emµ (x)Hw(0)|B > (120)
responsible for the radiative weak decays. Since both the electromagnetic current
and weak Hamiltonian are invariant under such a transformation, we see that the
amplitude for B → B′γ and B′ → Bγ must be identical when B,B′ are members
of a common U-spin multiplet (ı.e. Σ+, p or Ξ−,Σ−). On the other hand, CP
invariance requires the form of the effective interaction to be
Heff = −iFµν
[
ψ¯B′σµν(a+ bγ5)ψB + ψBσµν(a− bγ5)ψB′
]
(121)
Only the parity-conserving interaction—a—is consistent with the U-spin stricture
and consequently we require b = 0, which is Hara’s theorem.
Of course, this theorem is only strictly true in the SU(3) limit. Nevertheless,
since only ∼ 20% SU(3) breaking effects are expected, one anticipates a relatively
small photon asymmety parameter for such decays. In 1969 the first measurement
of such a quantity—based upon 61 events—was reported, yielding the surprisingly
large value59
AΣ+→pγ = −1.03+0.52−0.42 (122)
and since that time the measurement (now based on nearly 36,000 events) has been
refined, but remains large and negative, as shown in Table 8.60 For these thirty
years theorists have been struggling to explain this result.
To leading chiral order the amplitude is given by the simple pole diagrams shown
in Figure 4, with the weak baryon-baryonmatrix elements being those determined in
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(a) (b)
Figure 4: Pole diagrams used to calculate radiative hyperon decay.
the pionic decay analysis discussed above. Such matrix elements—< B′|Hw|B >—
are generally taken to be purely parity conserving since the Lee-Swift theorem
asserts that all weak parity-violating baryon-baryon matrix elements must vanish
in the SU(3) limit and it is in this fashion that Hara’s theorem is manifested in
a pole model40. The results of such an analysis are generally satisfactory (though
only in an order of magnitude sense) for the branching ratio, but, since D=0, the
asymmetry parameter is predicted to vanish for all radiative hyperon transitions, in
contradistinction to experiment. It is possible to utilize a simple constituent quark
model to estimate SU(3) breaking corrections.61 However, such calculations yield
only D/C ≤ 0.05 and certainly do not appear to be large enough to explain the
experimental findings.
In a chiral approach, one finds similar problems. At lowest order in the chiral
expansion we have
CnΣ0 =
8
√
2
3
(
MΣ +MN
MΣ −MN
)
Ddµ
CnΛ =
8
3
√
2
3
(
MΛ +MN
MΛ −MN
)
Ddµ
CΣ0Ξ0 =
8
√
2
3
(
MΞ +MΣ
MΞ −MΣ
)
Ddµ
CΛΞ0 =
8
3
√
2
3
(
MΞ +MΛ
MΞ −MΛ
)
Ddµ
CpΣ+ = CΣ−Ξ− = 0 (123)
where here dµ is the d-coupling coefficient in a lowest order SU(3) fit to the magnetic
moments, D is the weak SU(3) coupling defined in Eq. 98, andDB′B = 0 for all such
decays. We observe the vanishing of the entire decay rate for the U-spin doublet
decays and of the asymmetry for the remaining modes, both predictions being in
serious disagreement with experiment.
As in the case of the S-/P-wave puzzle for ordinary nonleptonic hyperon decay,
what seems clearly required here is the inclusion of additional physics, and one may
optimistically expect that the same mechanism which solves the S/P-wave problem
may also work here. It is reassuring in this regard that the work two decades ago by
the Orsay group proposing the inclusion of (70, 1−) states also seemed to solve the
Hara’s theorem problem. In the case of a contemporary chiral approach, a one-loop
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calculation has been performed but has not led to a resolution, although somewhat
higher values of the asymmetry can be accomodated62. However, Borasoy and
Holstein have, just as in their analysis of pionic hyperon decay, calculated within a
chiral framework the contribution of the lowest 12
−
and 12
+
resonances to radiative
hyperon decay63. One finds, for example,
CpΣ+ =
4(MΣ +MN )
3
(
1
3
ℓd + ℓf
)
(d∗ − f∗)
(
1
MΣ −MB∗ +
1
MN −MB∗
)
DpΣ+ = 4
(
(MΣ −MN )(MΣ +MN)
(MΣ −MB∗)(MN −MB∗)
)(
1
3
rd + rf
)
(wd − wf ) (124)
where here ℓd, ℓf and rd, rf represent SU(3) symmetric, antisymmetric electromag-
netic couplings connecting the hyperons to 12
−
and 12
+
resonant states respectively,
while d∗, f∗ and wd, wf represent the corresponding weak couplings to such res-
onances. Note that in this picture, the form of the parity-violating coupling D
explicitly satisfies Hara’s theorem, as required, while while in addition, for U-spin
siblings, the parity-conserving coupling C vanishes unless coupling to resonances is
included. The size of the electromagnetic couplings ℓd ℓf can be taken from exper-
iment, while the weak couplings wf , wd, f
∗, d∗ are determined from the previous fit
to pionic nonleptonic hyperon decay, yielding a no-free-parameter prediction to this
order.
What is found is that relatively large negative values of the asymmetry seem
to arise naturally in such a picture. That is not to say that perfect agreement is
obtained, but neither is this a complete calculation. In the ideal case, a complete
one-loop calculation—including low lying resonaces—should be done for both ordi-
nary and radiative hyperon decay and a fit to both should be performed. This lies
in the future. However, in the absence of such a program, the present results are
encouraging and suggest that we are on the right track.
Before closing this section, it should be noted, however, that the field is littered
with red herrings, which have tended to confuse expert and nonexpert alike. These
have appeared in the guise of supposed Hara’s theorem-violating models which claim
to explain the radiative asymmetry results. An example is a calculation by Kamal
and Riazuddin, who evaluated the amplitude for radiative decay in a simple quark
model with W-exchange64. In the static limit, these authors determined that there
exists a parity-violating contribution to the decay
Hpv ∼ ~ǫ · (u†~σs)× (d†~σu) (125)
which is non-vanishing even in the limit of SU(3)-symmetry! However, gauge in-
variance is violated in this approach. Another gauge invariance violating procedure
invokes vector dominance. However, as emphasized by Dmitrasinovic, such ap-
parent violations are illusory65—such results are calculated in a simplistic models
and do not satisfy the usual field theoretic constraints of crossing symmetry, gauge
invariance, etc. It is well-known in nuclear physics that when one calculates an
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electromagnetic matrix element in simple impulse approximation, the result gen-
erally violates gauge invariance unless many-body effects associated with meson
exchange are included, which is often accomplished by the use of Siegert’s theorem.
The same is true here—the quark calculation is the particle physics analog of the
impulse approximation and, in such an elementary calculation, it is no surprise that
fundamental symmetries such as gauge invariance (and Hara’s theorem) become vi-
olated. This is simply not a consistent field theoretic calculation and must therefore
be discounted.
In order, however, to confirm the validity of this or any model what will be
required is a set of measurements of both rates and asymmetries for such decays.
In this regard, it should be noted that theoretically one expects all asymmetries to
be negative in any realistic model66—it would be very difficult to accomodate any
large positive asymmetry. Thus the present particle data group listing60
Aγ(Ξ
0 → Λγ) = +0.43± 0.44 (126)
strongly suggests the need for a new measurement.
7.4. Hyperon Semileptonic Decay
A mode that theory does well in predicting (in fact some would say too well) is
that of hyperon beta decay—B → B′ℓν¯ℓ, where ℓ is either an electron or a muon.
Since this is a semileptonic weak interaction, the decays are described in general by
matrix elements of the weak vector, axial-vector currents
< B′|Vµ|B > = u¯(p′)(f1γµ + −if2
MB +MB′
σµνq
ν
+
f3
MB +MB′
qµ)u(p)
< B′|Aµ|B > = u¯(p′)(g1γµ + −ig2
MB +MB′
σµνq
ν
+
g3
MB +MB′
qµ)γ5u(p)
(127)
Here the dominant terms are the vector, axial couplings f1, g1 and the standard
approach is simple Cabibbo theory, wherein one fits the g1 in terms of SU(3) co-
efficients fA, dA and f1 using CVC and simple F-type coupling, since the vector
interaction is protected to first order from renormalization by the Ademollo-Gatto
theorem.67 (Note that the lowest order chiral invariance predictions agree here with
the traditional SU(3) symmetry approach.) When this is done††one finds in general a
very satisfactory fit—χ2/d.o.f ∼ 3—which can be made even better by inclusion of
simple quark model SU(3) breaking effects—χ2/d.o.f. ∼ 16869. An output of such
a fit is a value of the KM mixing parameter Vus = 0.220± 0.003, which is in good
††Note that it is essential to include radiative corrections here.
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mode vector axial
pn 1 fA + dA
ΛΣ− 0 2√
6
dA
pΛ -
√
3
2 − 1√6 (dA + 3fA)
ΛΞ−
√
3
2 − 1√6 (dA − 3fA)
nΣ− -1 dA − fA
Σ0Ξ−
√
1
2
√
1
2 (dA + fA)
Table 9: Lowest order vector and axial coupling constants for hyperon beta decay.
agreement with the value Vus = 0.2196± 0.0023 measured in Ke3 decay. However,
differing assumptions about SU(3) breaking will lead to slightly modified numbers.
The importance of such a measurement of Vus has to do with its use as an input
to a test of the standard model via the unitarity prediction
|Vud|2 + |Vus|2 + |Vub|2 = 1 (128)
From an analysis of B-decay one obtains |Vub| ∼ 0.003, which when squared leads to
a negligible contribution to the unitarity sum. So the dominant effect comes from
Vud, which is measured via 0
+ − 0+ superallowed nuclear beta decay—
V 2ud =
2π3 ln 2m−5e
2G2F (1 + ∆
V
R)F¯t
(129)
Here ∆VR = 2.40±0.08% is the radiative correction and F¯t = 3072.3±0.9 sec. is the
mean (modified) ft-value for such decays. Of course, there exist important issues
in the analysis of such ft-values including the importance of isotopic spin breaking
effects and of possible Z-dependence omitted from the radiative corrections, but if
one takes the above-quoted number as being correct then70
Vud = 0.9740± 0.0005
and
|Vud|2 + |Vus|2 + |Vub|2 = 0.9968± 0.0014
(130)
which indicates a possible violation of unitarity. If correct, this would suggest the
existence of non-standard-model physics, but clearly additional work, both theoret-
ical and experimental, is needed before drawing this conclusion.
A second interesting implication of the hyperon beta decay analysis has to do
with the strange quark content of the nucleon. The issue here starts with the
observation that the axial matrix element in neutron beta decay can be written in
terms of the integrated u,d,s helicity content of the nucleon via ‡‡
gA(np) = ∆u−∆d (132)
‡‡Specifically, ∆q represents the net helicity of the quark flavor q along the direction of the proton
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while from hyperon beta decay we have the related result
gA(np)
(
3fA − dA
fA + dA
)
= ∆u+∆d− 2∆s (133)
Thus far, there are only two equations but three unknowns, so we require an ad-
ditional constraint. One possibility is to assume that ∆s = 0, i.e. to neglect the
possibility of strangeness quark content of the nucleon. This is usually called the
Ellis-Jaffe sum rule71 and, taking gA = 1.267 and the value fA/dA = 0.58 from
the simple hyperon decay fit, yields the prediction for the integrated spin struc-
ture function g1(x,Q
2) measured in deep inelastic longitudinally polarized electron
scattering
Γp1(Q
2) =
∫ 1
0
dxg1(x,Q
2) =
=
1
2
(
4
9
∆u+
1
9
∆d+
1
9
∆s
)
(1 + δQCD)
= (Ellis− Jaffe) 0.171± 0.006 at Q2 = 10 GeV2 (134)
On the other hand the experimentally measured value
Γ1(Q
2)exp = 0.120± 0.005± 0.006 (135)
is quite different and yields a nonzero value for the strange quark content ∆s =
−0.11 ± 0.01, which is perhaps not unreasonable. But it should be noted that a
relatively small shift to the value fA/dA ≃ 0.5 could change this result to ∆s = 0.
(As an aside it should be noted that these values for the ∆q are also used in order to
calculate the fraction of nucleon spin which arises from valence quarks. Specifically,
using the above inputs we have
∆u +∆d+∆s = 0.25± 0.04. (136)
i.e. most of the nucleon spin comes from its nonvalence components.)
Higher order chiral corrections to the lowest order SU(3) (chiral) predictions have
also been investigated. The first such calculation was of the leading nonanalytic loop
corrections by Bijnens, Sonoda, and Wise and yielded results in the form72
g1(ij) =
√
ZiZj
[
αij +
1
16π2F 2π
∑
k
βkijm
2
k ln
m2k
µ2
]
(137)
where the leading order coefficients αij are given in Table 9, the axial renormaliza-
tion couplings βkij can be found in ref.
72 and Zi are wavefunction renormalization
spin in the infinite momentum frame—
∆q =
∫ 1
0
dx∆q(x) =
∫ 1
0
dx(q↑(x) + q¯↑(x) − q↓(x) − q¯↓(x)) (131)
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factors whose leading nonanalytic form is
Zi = 1− 1
16π2F 2π
κjim
2
j ln
m2j
µ2
(138)
When such corrections are included, however, the fit becomesmuch worse—χ2/d.o.f.=2.9.
Of course, such problems can be solved by inclusion of higher order counterterms,
but this program has yet to be carried out and in any case one wonders yet again
about the phenomenological utility of the chiral expansion. The use of cutoff reg-
ularization can help. In this case the dipole-modifed integral includes a quadratic
divergence which can be absorbed into renormalized values of the axial couplings
via
drA = dA −
3
2
Λ2
16π2F 2π
dA(3d
2
A + 5f
2
A + 1)
f rA = fA −
1
6
Λ2
16π2F 2π
fA(25d
2
A + 63f
2
A + 9) (139)
and the cutoff-reularized integral brings the chiral corrections under reasonable
control, as found in the case of the masses.
An alternative approach is that of evaluating the leading HBχpt loop corrections
with a 1/Nc expansion while retaining the nonzero N,∆ mass difference which
obtains experimentally73. It is seen in such a calculation that the loop corrections
to the axial currents retain a substantial cancellation which is due to the feature
that the octet and decuplet baryons share a flavor-spin symmetry in the large Nc
limit. However, the significance of this feature as to data analysis has yet to be
explored.
What is needed in the case of hyperon beta decay is good set of data including
rates and asymmetries, both in order to produce a possibly improved value of Vus
and also to study the interesting issue of SU(3) breaking effects, which must be
present, but whose effects seem somehow to be hidden. A related focus of such
studies should be the examination of higher order—recoil—form factors such as
weak magnetism (f2) and the axial tensor (g2). In the latter case, Weinberg showed
that in the standard quark model G = C exp(iπI2)-invariance requires g2 = 0 in
neutron beta decay n→ pe−ν¯e74. (This result usually is called the stricture arising
from “no second class currents” and has been verified to reasonable precision by
correlation experiments in nuclear beta decay75.) In the SU(3) limit one can use
V-spin invariance to show that g2 = 0 also obtains for ∆S = 1 hyperon beta
decay, but in the real world this condition will be violated. A simple quark model
calculation gives g2/g1 ∼ −0.276 but other calculations, such as a recent QCD sum
rule estimate77 suggest a larger number—g2/g1 ∼ −0.5. In any case good hyperon
beta decay data—with rates and correlations—will be needed in order to extract
the size of such effects since with only decay rate information there exists a strong
correlation between the couplings g1 and g2.
Recently the simultaneous SU(3) and 1/Nc expansion methods so successful in
understanding the hyperon masses have also been applied to the problem of hyperon
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beta decay78. In this case, inclusion of symmetry breaking terms improves the
quality of fit by reducing the value χ2 = 62.3 for 23 degrees of freedom which obtains
using simple SU(3) symmetry to χ2 = 39.2 for 19 degrees of freedom. However, the
analysis also makes a prediction that the SU(3) prediction g1/f1 = 1.26 for the axial
coupling in Ξ0 → Σ+e−ν¯e beta decay should be substantially reduced to lie in the
range g1/f1 ≃ 1.02− 1.07. A quark model analysis by Ratcliffe predicts a smaller
reduction—g1/f1 ≃ 1.1579. The KTeV collaboration has recently announced a
preliminary number for this quantity which seems to support the simple SU(3)
analysis80, so clearly there is much more to be written on this subject.
7.5. Hyperon Polarizabilities
Since our final subject—hyperon polarizability—is not so familiar to many physi-
cists, it is useful to give a bit of motivation. The idea goes back to simple classical
physics. Parity and time reversal invariance, of course, forbid the existence of a
permanent electric dipole moment for an elementary particle. However, consider
the application of a uniform electric field to a charged system. Then the positive
constituents making up the substructure will move in one direction and negative
charges in the other—i.e. a charge separation will be generated leading to an induced
electric dipole moment. The size of the edm will, for weak fields, be proportional
to the strength of the applied field and the constant of proportionality between the
applied field and the induced dipole moment is the electric polarizability αE
~p = 4παE ~E (140)
The interaction of this dipole moment with the field leads to an interaction energy
U = −1
2
~p · ~E = −1
2
4παE ~E
2, (141)
where the “extra” factor of 12 compared to elementary physics result is due to the
feature that the dipole moment is self-induced. Similarly in the presence of an
applied magnetizing field ~H there will be generated an induced magnetic dipole
moment
~µ = 4πβM ~H (142)
with interaction energy
U = −1
2
~µ · ~H = −1
2
4πβM ~H
2. (143)
One difference here is that while the electric polarizability is required on physical
grounds to be positive, the magnetic polarizability can have both paramagnetic
(from magnetic moments of the substructure constituents) and diamagnetic (from
motion of such constituents) components. For wavelengths large compared to the
size of the system, the effective Hamiltonian describing the interaction of a system
of charge e and mass m with an electromagnetic field is, of course, given by
H(0) =
(~p− e ~A)2
2m
+ eφ, (144)
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and the Compton scattering cross section has the simple Thomson form
dσ
dΩ
=
(αem
m
)2(ω′
ω
)2
1
2
(1 + cos2 θ), (145)
where αem is the fine structure constant and ω, ω
′ are the initial, final photon ener-
gies respectively. As the energy increases, however, so does the resolution and one
must also take into account polarizability effects, whereby the effective Hamiltonian
becomes
Heff = H
(0) − 1
2
4π(αE ~E
2 + βM ~H
2). (146)
The Compton scattering cross section from such a system (taken, for simplicity, to
be spinless) is then
dσ
dΩ
=
(αem
m
)2(ω′
ω
)2 [
1
2
(1 + cos2 θ)
− mωω
′
αem
(
1
2
(αE + βM )(1 + cos θ)
2
+
1
2
(αE − βM )(1 − cos θ)2]
)]
(147)
and it is clear from Eq. 147 that from careful measurement of the differential
scattering cross section, extraction of these structure dependent polarizability terms
is possible provided
i) that the energy is large enough that these terms are significant compared to
the leading Thomson piece and
ii) that the energy is not so large that higher order corrections become important.
In this fashion the measurement of electric and magnetic polarizabilities for the
proton has recently been accomplished at SAL and at MAMI using photons in the
energy range 50 MeV < ω < 100 MeV, yielding81
αpE = (12.1± 0.8± 0.5)× 10−4 fm3
βpM = (2.1∓ 0.8∓ 0.5)× 10−4 fm3. (148)
(Results for the neutron extracted from n−Pb scattering cross section measurements
have been reported82, but have been questioned83. Extraction via studies using
a deuterium target may be possible in the future84.) Note that in practice one
generally exploits the strictures of causality and unitarity as manifested in the
validity of the forward scattering dispersion relation, which yields the Baldin sum
rule85
αp,nE + β
p,n
M =
1
2π2
∫ ∞
0
dω
ω2
σp,ntot
=
{
(13.69± 0.14)× 10−4fm3 proton
(14.40± 0.66)× 10−4fm3 neutron
(149)
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as a rather precise constraint because of the small uncertainty associated with the
photoabsorption cross section σptot.
As to the meaning of such results we can compare with the corresponding cal-
culation of the electric polarizability of the hydrogen atom, which yields86
αHE =
9
2
a20 vs. α
p
E ∼ 10−3 < r2p >
3
2 (150)
where a0 is the Bohr radius. Thus the polarizability of the hydrogen atom is of
order the atomic volume while that of the proton is only a thousandth of its volume,
indicating that the proton is much more strongly bound.
On the theoretical side, the electric and magnetic polarizability of the nucleon
have been evaluated in heavy baryon chiral perturbation theory. At one loop—
O(p3)—one finds that the theoretically predicted numbers follow strictly from chi-
ral symmetry and are in spectacular agreement with the experimentally measured
values13
αpE = 10β
p
M =
5αg2A
96πF 2πmπ
= 12.2× 10−4 fm3 (151)
The O(p4) terms have also been evaluated. At this order uncertainties due to
unknown counterterms develop, but the basic agreement remains, within errors87.
The relevance of this work to hyperon physics is that the polarizability of a
hyperon can also be measured using Compton scattering, via the reaction B +
Z → B + Z + γ extrapolated to the photon pole—i.e. the Primakoff effect. Of
course, this is only feasible for charged hyperons—Σ±,Ξ−, and the size of such
polarizabilities predicted theoretically via SU(3) chiral perturbative techniques are
somewhat smaller than that of the proton88
αΣ
+
E ∼ 9.4× 10−4 fm3, αΞ
−
E ∼ 2.1× 10−4 fm3 (152)
but their measurement would be of great interest and would provide a new illumi-
nation of hyperon structure.
8. Summary
I conclude by noting that, although the first hyperon was discovered more then
half a century ago and much work has been done since, the study of hyperons
remains an interesting and challenging field. As I have tried to indicate above, many
questions still exist as to their weak and electromagnetic interaction properties, and
I suspect that such particles will remain choice targets for particle hunters well into
the next century.
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