Abstract. We consider the problem of designing a passenger-side automotive mirror that has no blind-spot or distortion. While reasonably good solutions have been found for the analogous problem for the driver-side mirror, a reasonable mirror for the passenger-side problem has not yet been found. Our model requires us to find surfaces perpendicular to a given vector field determined by the data. This is in general impossible, which leads us to investigate estimates and error formulas for approximate solutions to the problem. If the vector field does not satisfy the integrability condition, we give a bound on how non-perpendicular any surface must be to the given vector field. Furthermore, we show that if the integrability condition holds approximately, then there will be a good approximating integral surface and we provide a construction method with an exact error formula. We apply this method to the construction of a wide-angle passenger-side mirror. Our work indicates that a satisfactory passenger-side mirror may not exist.
1. Introduction. Our problem is the design of passenger-side mirrors for motor vehicles that provide a sufficiently wide field of view so as to remove the blind-spot, while simultaneously presenting the driver with an undistorted (i.e. perspective) view. An example of a previous result of a driver-side mirror with no blind-spot and minimal distortion appears in Fig. (1.1) . Here we see a conventional flat driver-side mirror compared with a aluminum prototype designed using the method described in [7] . For the passenger-side mirror no solution has yet been found that gives such a small amount of distortion, despite the numerous attempts using different methods [6, 8, 7] . In this paper we describe a new method which gives comparable results to these previous ones for the passenger-side problem, but for which we can provide an error formula. We also present an estimate which is a first step in showing why it is possible that no "good" solution to the passenger-side mirror problem exists.
As most people are intuitively aware, the issue of the driver's field of view is a crucial one for automotive safety. According to a U.S. Department of Transportation report, merging and lane changing accidents led to 827 fatalities and 58,000 injuries in 2007 [1] . The crux of the problem is that flat mirrors do not provide a wide enough field of view. When an observer gazes at a flat mirror, the field of view, (measured in terms of an angle in the horizontal plane) is exactly the same angle as produced by the rays connecting the observer's eye to the mirror surface. As a result, the smaller the mirror the smaller the field of view for the observer. Additionally, if a mirror is moved away from an observer the field of view decreases. For example based on measurements by the authors, a driver-side mirror that is flat, and of average size on a US production sedan, yields a paltry 17
• field of view, and an even more distant flat passenger-side mirror would yield a 5
• field of view. A familiar solution used by trucks and buses, where the problem is more severe due to vehicle size, is to employ A.
B. spherical mirrors, but these introduce considerable distortion. Thus the problem is to find mirror shapes that yield a wide field of view without distorting the image.
The design problems for the driver-side mirror and the passenger-side mirror are clearly related, but the difference lies in the path of the optical axis of the driver's eye. The basic geometry is depicted in Fig. (1.2) . The essential difference between these two problems is that the angle of deflection of the optical axis, θ is 90
• in the passenger-side case, while for the driver-side the corresponding angle ψ is close to 65
• . For reasons that will become clearer below, the more extreme problem of the passenger-side mirror results in inferior approximate solutions While some countries require that driver-side mirrors be flat on production model vehicles, many allow curved driver-side and passenger-side mirrors. The conventional U.S. passenger-side mirror is slightly curved, giving a view of approximately 27
• . Without this curvature, the field of view would be that which is subtended by the driver's eye, which is typically about 5
• for a passenger-side mirror, as mentioned above. One drawback of convex curved mirrors is the problem of depth perception; if the view of the driver is increased by introducing a curved mirror then the apparent sizes of some objects in the reflection must decrease, since more of the scene is being imaged. This results in the need for the familiar "Objects in Mirror are Closer then they Appear" warning that is often printed on curved mirrors. The danger is of course that if an object appears smaller then normal to an observer that there is a chance that the driver will judge the distance to the object to be further than it really is, resulting in a collision. Nevertheless, in the US it is apparently felt by regulators that this is an important trade-off: a 27
• field of view curved passenger-side mirror that produces distorted object shapes and sizes is considered safer than a 5
• flat mirror that honestly represents object sizes. (We do not claim to solve the problem of depth perception here.) But as already mentioned, on the other hand, in the US, flat mirrors are required on the driver-side. References for the history and scientific basis for these decisions are unknown to the authors.
To remove the blind-spot on the passenger-side we would want the field of view to be about 40
• − 45
• , and as undistorted as possible. This paper is organized as follows: Section 2 contains two subsections -a description of our model of the problem and our assumptions, followed by a description of the corresponding pure mathematical problem. Next, in Section 3 we present an overview of the relevant optical technology and its history. Section 4 contains a discussion of the Frobenius theorem in the special case of R 3 . This is the key motivation for the error estimates in this paper. In Section 5, we state and prove Theorem (5.1), a result (lower bound) demonstrating how unsolvable the problem is when the Frobenius theorem does not apply. Following this, in Section 6 we discuss how to apply Theorem (5.1), and in particular study the cases of two far-field approximations. Section 7 contains Theorem (7.1), a result (error formula) showing how good one may expect a mirror to be if Frobenius is not satisfied. We use this theorem along with numerical evidence to make the case that there do not exist approximate solutions to the passenger-side problem that are as good as for the driver-side problem. Finally, in Section 8 we see numerical simulations of mirrors designed using the constructive proof of Theorem (7.1). These are negative results in the sense that they do not appear to be good enough mirrors for actual use on a car, but the evidence points to the possibility that no truly good solution exists.
Statement of the Problem.
2.1. The Model. At this point we must discuss a small amount of optics in order to explain our model. We work in the realm of geometric optics, where a light ray is represented by a straight line. Geometric optics is reversible, and so for our purposes we may think of light rays as entering an observer's eye or as emanating from that eye. We assume that the observer has a single eye, and that the eye is a point. Viewed as a source, we would like the rays that exit the eye to reflect off of the passenger-side mirror and strike a designated target plane that lies behind and to the side of the vehicle.
Suppose we fix a plane in front of the driver's eye, which we will refer to as the image plane, through which the emanating rays must pass. We may label each ray by the point in this plane through which the ray passes. Given a mirror S, the rays that leave the driver's eye and reflect off of the mirror S induce a transformation T M from a subset of the image plane to the target plane, as in Fig. (2.1) . Computing T M given S is a well understood forward problem. What interests us here is the inverse problem, that is, to find a mirror S given a prescribed transformation T , such that T M = T . In our specific problem the prescribed transformation T is essentially a scaling between the two planes. For example, a checkerboard pattern in the image plane should be transformed onto a checkerboard pattern in the target plane by the mirror.
We next restate the above inverse problem so that it is a statement about vector fields. One wishes the rays to exit the observer's eye, reflect off of a mirrored surface
Observer's Eye Target Plane Image Plane n Fig. 2.1 . Given a mirror, S, which is viewed by an observer from behind an image plane and a target plane, the rays emanating from the eye may reflect off of S and strike the target plane. In that case we have a transformation T M , between a subset of the image plane and a subset of the target plane. Here we will always take the observers eye to be at the origin and the image plane to be at x = 1, thinking of the mirror as having positive x-coordinates. and go to prescribed destinations in the target plane. How a ray is reflected depends on the normal to the surface at the point of intersection. Therefore we will be attempting to find a surface whose normal vector field reflects the rays in the "correct" directions. In(x, y, z)
Out(x, y, z) Fig. 2.2 . Given a correspondence, T , between points in an image plane and points on a target plane, one can define a vector field W that is hopefully normal to a mirror surface that realizes the correspondence.
To do this, we calculate what the normal to the ideal mirror containing (x, y, z) should be: one has incoming and outgoing rays, so the normal should be in the direction of the sum of the two unit vectors In(x, y, z) and Out(x, y, z) as depicted in Fig. (2.2) . Here, and throughout this paper we have chosen for simplicity to have the eye at the origin (0, 0, 0) and to take the plane x = 1 to be the image plane. If one has a line from the eye to (x, y, z) then the point in the image plane that lies on that line is (1, y/x, z/x). This is the form of the points that T acts upon. So a ray that "exits" the eye and strikes the mirror at (x, y, z) should end up at T (1, y/x, z/x), if it is reflecting off of a mirrored surface S that is a solution to our problem. In other words we have that T M = T . This tells us that
Therefore, if one is given T , then a vector field (which depends on the prescribed T )
is defined at any point on a ray emanating from the eye with the exception of those that would cause a (rather blatant) singularity in the definition of In and Out. (The notation W T rather than W is entirely appropriate, but we suppress the T here for the sake of compactness.) Consequently we have a vector field defined on a subset of R 3 . Any surface contained in this subset whose normals were pointwise multiples of W would reflect the rays striking it in such a way that the transformation T would be physically realized. That is, it would solve our problem, at least for those rays that strike it. Let us now consider the problem of explicitly determining T and hence the vector field W that would be perpendicular to an ideal passenger-side mirror. Assume that the mirror will pass through the point (x 0 , 0, 0), where we choose our units to be centimeters. A common distance in cars between the driver's eye and the passengerside mirror is x 0 = 180 cm. The target plane will be of the form y = −k, where k > 0. Taking k = 1000 cm would be reasonable. A schematic layout appears in Fig. (2. 3). Then
is then the desired form of T . Taking α = x 0 + k gives the scaling produced by a flat mirror. Thus it is convenient to generally take α = λ(x 0 + k), so that λ = 1 provides the field of a flat mirror, and λ > 1 gives a bigger field of view. One must take λ to be approximately 10 in order to create a field of view of 40
• , assuming that the mirror surface we seek will have approximately the usual size of a passenger-side mirror, which we take to be 18 × 10 cm.
Our above definition of W gives
A schematic view of the layout for the coordinates of the passenger-side mirror problem.
The Mathematical Problem. The above leads us to the following illposed inverse problem:
Given a non-vanishing vector field W on an open set U in R 3 , do there exist surfaces in U that are perpendicular to W?
In this paper we require that all vector fields be at least C 1 and that all surfaces be at least differentiable. (In practice they will be C ∞ or better.) The problem rarely has a solution; for most choices of W it is ill-posed. Thus the question becomes How close can one come to finding a surface perpendicular to a given W?
The crucial example the reader should keep in mind throughout is when W is a gradient, i.e W = ∇φ for some scalar function φ defined on U . In this case we know that W is perpendicular to the level surfaces of φ, i.e. solutions of φ(x, y, z) = C. Assuming that these solution sets are differentiable surfaces in U , then we have an example of a foliation of U , which is a collection of surfaces that disjointly decompose U (like the pages of a book). In general, an integral surface of W is a differentiable surface S whose normal field has the same direction as W at each point of S, i.e. an integral surface of W is a surface that is perpendicular to W 2 . A foliation is a disjoint collection of integral surfaces of W whose union decomposes U . We say that W is integrable if it is perpendicular to a foliation of U . This paper contains the following results:
1. An estimate showing that if curl(W) · W is bounded away from zero on U , that W must deviate from the normal at at least one point on any given surface in U by a quantity bounded away from zero.
2. An application of the above showing that no isolated exact solutions exist for the passenger-side mirror problem.
3. A method for constructing an approximate integral surface of W with an error formula such that the error goes to zero linearly with curl(W) · W.
4. An application of the constructive method, with simulations showing the distortion that would be viewed by the driver employing the resulting mirrors.
3. Some History of Optical Engineering: Free-form surfaces. Here we discuss the technological heritage of our work. It is not a pre-requisite for understanding the application. The main point is that technological advances have been made in the last ten years that make it possible to create optical quality surfaces of essentially any shape.
Optical design, which for the most part takes place in the realm of geometric optics, traditionally made use of spherical surfaces or other conics. With the appearance of computer controlled machining, it became possible to make a surface on a lathe with any profile, but for the most part designers continued to design systems that consisted of rotationally symmetric components. The extra degrees of freedom afforded by "aspheres" allow for compact designs, and we see the benefits now, for example, in small consumer digital cameras, which have very flexible lenses, in terms of zoom and depth of field. For example, the Canon SD1000 contains six lenses, two of which are aspheres. The next step was to consider the use of arbitrary shaped optical elements, both mirrors and lenses. A surface that is not a surface of revolution, or portion of one, is referred to in the optical design community as a free-form surface. Free-form surfaces have historically been almost impossible to machine to optical quality. Early free-form designs include a progressive spectacle lens [9] designed in the late 1950's by Kanolt, which to the knowledge of the authors was not implemented at the time. On the other hand the Polaroid SX-70 folding camera [14] is another example, and was hugely successful. In this case the molds for the lenses were essentially made by hand. Only in the last ten years has technology existed that can machine optical quality free-form surfaces. This technology was developed as part of the DARPA conformal optics program [10] . Since it was never possible to fabricate these surfaces until recently, no design theory was ever developed, and little has been developed to date. In particular, unlike many other engineering design problems, until recent years, optical design has rarely been formulated as a problem in partial differential equations(PDEs), probably due to the technological restriction of having to work with spherical surfaces 3 . The traditional approach has been to use optimization, but the number of parameters needed to model free-form surfaces is significantly greater than in the rotationally symmetric case, and optimization is best augmented with direct methods. Certainly, many commercial optimization packages have been unable to meet the needs of optical designers [15] .
It would appear that free-form surfaces could play a role in numerous applications that by their nature lack rotational symmetry, but methods for the design of free-form surfaces are in their infancy. The design of illumination systems is one area where such problems often arise and has recently attracted the attention of the PDE community. Systems for illumination are examples of non-imaging optics, i.e. the goal is not to form an image but to redistribute the light from a source or sources with prescribed intensity distribution onto a target [20] . Yet the theory of controlling even a single point source or collimated beam is fairly complicated. Rubinstein and Wolansky in [16] describe a means of designing free-form lenses to control the intensity of a collimated beam. For a point source, construction and existence have been considered by Oliker and Koshegin, [13] and Oliker and Glimm [2] , [3] . In general the problem of controlling multiple bundles simultaneously is unsolved, as is discussed in [20] . Probably the most recent and popular application of illumination optics has been due to the wide-spread use of light emitting diodes, which is a technology that could possibly help cut energy consumption drastically worldwide. Note that illumination design has applications to areas such as laser beam shaping [17] and solar collector design [19] . A more recent application has been the design of light pipes, which are used for example to light buildings with natural light "piped in" from the roof [20] . Many of these applications are very timely in that they are linked to energy efficiency in some way.
In previous work, [6, 8] , the second author showed that some design problems for free-form surfaces can be reduced to the problem of finding a surface which is perpendicular, or nearly perpendicular, to a given vector field. The design method described in this paper will almost always give a free-form surface.
The Frobenius Integrability
if and only if W is integrable. That is, curl(W) · W = 0 iff U has a foliation of integral surfaces perpendicular to W. Therefore, if we are trying to design a mirror to realize a given transformation T then we should compute W and then check to see if curl(W) · W = 0 in our open set of interest U . If it is, then we have found infinitely many mirrors that solve our problem, as each surface in the foliation will exactly realize the transformation T .
To gain intuition for the Frobenius theorem the reader should again consider gradient fields. Assuming that W is defined on a simply connected open set, we then have that curl(W) = 0 implies that W = grad φ for some φ. Then any level surface φ(x, y, z) = C that is in fact a true differentiable surface is a solution to the problem. These are the integral surfaces appearing in the conclusion of Frobenius' theorem, since curl(W) = 0 of course implies that curl(W) · W = 0. Suppose though that W is not a gradient, but a multiple of a gradient by a scalar function, i.e. W = β(x, y, z) grad φ. For our application this would be satisfactory since we don't care about the length of W, only its direction, since that is what determines the direction of reflected light. Hence the level surfaces of φ are still solutions since they are perpendicular to W. If W has the form β(x, y, z) grad φ then it is unlikely that curl(W) = 0 and so the "curl" test does not detect this situation. Nevertheless, it is a straightforward calculation to show that if W = β grad φ then curl(W) · W = 0. Proving the other direction amounts to proving the Frobenius' theorem in R 3 . The hypothesis that curl(W) · W = 0 in all of U is indeed not satisfied when W arises from the passenger-side mirror problem. There are then two natural cases to consider, which correspond to our two main results. First, rather then having an entire foliation of surfaces(which is much more than is needed), it could be that there are isolated surfaces in U that are perpendicular to W. This situation does sometimes arise. To find such surface it is natural look at the points in U where curl(W) · W does vanish, i.e. to consider the equation
and hope that any surface in the solution set would be perpendicular to W. Unfortunately this approach does sometimes produce surfaces that are not perpendicular to W. 
Obstructions to the existence of good designs.

Theorem 5.1. Suppose that U ⊂ R
3 is an open set with compact closure U . Let W : U → R 3 be a differentiable vector field on U with curl(W) · W ≥ > 0. Let S ⊂ U be a C 1 compact, orientable surface with boundary and unit normal field n. Then
where A is the area of S, L is the length of the boundary of S and M = max p∈U |curl(W)|.
Remark If instead of the above one has that curl(W) · W ≤ − < 0 on U , where > 0, then same conclusions follow. Generally of course, curl(W) · W may change sign on U , which is the case in the passenger-side mirror problem.
Proof of Theorem (5.1). We begin by noting that
where the integral is the usual surface integral taken over S, and A is the area of S.
We would like to be able to find a lower bound on the quantity
Applying Stoke's theorem yields the following inequality
we have that
where L is the length of ∂S.
Corollary 5.2. Suppose that W is a C 1 unit vector field on an open set U ⊆ R 3 , and let S ⊆ U be a differentiable surface, possibly with boundary. If W is perpendicular to S at every point of S then curl(W) · W must vanish on S.
Remark Corollary (5.2) also follows from basic facts about pullbacks of differential forms (without the unit length assumption, in fact), but we choose to give a selfcontained proof. Proof. Suppose that there is a point p ∈ S at which curl(W) · W = 0. Then on S about p, there is a small closed topological disk D, on which curl(W) · W = 0, since W is C 1 . Thus on D curl(W) · W is bounded away from zero, and so Theorem (5.1) may be applied to D, for either choice of normal field on D. Since W is perpendicular to D and is unit length, on D it should coincide exactly with one of the two choices of normal field of D. But then with that choice of n we have that W − n is zero at every point of D, which contradicts the inequality of Theorem (5.1). Therefore no such p exists. (5.1). 6.1. Passenger-side mirror. Formula (2.5) gives the vector field corresponding the the passenger-side mirror problem. To apply Corollary 5.2, we first normalize W to have unit length (but continue to denote it by W). The next step is to check if curl(W) · W vanishes on an open set, in which case the Frobenius theorem would apply. The resulting formula is somewhat large:
Applications of Theorem
where r = x 2 + y 2 + z 2 , Q = x 4 + 25600 x 2 y − 360 x 3 + 139240000 y 2 − 4248000 yx 5, 5] to contain the construction of our mirror. As mentioned before, the units are in centimeters, and these numbers are chosen to be typical of the distance between a driver with eye at the origin viewing a typical size passenger-side mirror.
Numerical evidence suggests that curl(W) · W vanishes only on the intersection of U with the plane z = 0, and so from Corollary (5.2) we are led to believe that no isolated surfaces exist in U that are perpendicular to W. This was determined by computing curl(W) · W on a lattice of points in U with a spacing of .2 cm. This amounted to a total of 120666 lattice points in the z ≥ 0 portion of the box, which is sufficient to consider since the problem is symmetric about z = 0. A plot of curl(W) · W over the y − z plane with z > 0 and where x has been fixed to be 180 cm appears in Fig. (6.1) The max of |curl(W) · W| is approximately 0.020 in U , which seems to be small. However, it is not clear how small we really need it to be to allow for a good mirror design. This is the motivation for Theorem (7.1), which gives an error formula for a particular construction algorithm that we will describe. 6.2. Far-field approximations. In this section we observe that some of the complexity of W may be reduced by changing the problem from a near-field problem to a far-field problem. There are two different ways to do this.
The first approach is to assume that the driver is at a great distance from the mirror, i.e. that the mirror subtends a small angular view of the driver. This is a reasonable assumption for the passenger-side mirror, which as mentioned subtends a 5
• degree field of view for the driver. In such a case the approximation is going to amount to taking the In vector to be constant. The terminology used for this model of imagine is that the projection is orthographic, as opposed to perspective. In this case that means choosing In = (−1, 0, 0). As we will see in Section 7, this will not help in solving the problem. A second approach is to assume that the distance between the mirror and the target plane, k is large in comparison to the other distances in the problem, e.g. the size of the mirror. The authors have found that the values of k beyond a few meters will give vector fields that are essentially indistinguishable for numerical calculations.
It is helpful to take the target plane to be "at infinity". What we mean by this is that we compute the vector field that is the limiting vector field as k → ∞, which gives
= − (x, y, z) 8) assuming that x > 0, so that |x| = x. W ∞ is more manageable than W. For one thing if we take λ = 1 we have that
Thus, as a check of our model, in the case of λ = 1, W ∞ has constant direction, namely (−1, −1, 0), i.e. the planes x = −y + x 0 (flat mirrors) are all solutions, as one might hope. The authors have found that for our purposes W ∞ gives essentially the same results as W. (Although we will continue to use W throughout the paper since for numerical computations the simplification doesn't make a noticeable difference.) Notice, that as one might expect, that W ∞ is invariant under scaling. This is because the In vector certainly is, and whenever one moves a target to infinity, the resulting Out will also be invariant under scaling. Thus if a single integral surface to W ∞ existed, one could create an entire foliation of solutions by simply scaling that one surface. In that case curl(W ∞ ) · W ∞ would vanish everywhere. This is not the case. We have a (somewhat) compact non-zero expression for curl(W ∞ ) · W ∞ :
(6.10) where
The fact that the expression (6.10) is not identically zero proves that in this far-field version of our problem there are no isolated solution surfaces.
7. An error formula in the case of non-integrability. If a vector field does not have any integral surfaces, one may ask for the next best thing: approximate integral surfaces. Here we will describe a means of constructing an approximate integral surface, and show how the error is related to the quantity curl(W)·W. We see that an upper bound for curl(W) · W gives an error bound for the difference between W and the normal field of the particular surface that we construct. This formula shows that a characteristic of the given construction is that as curl(W) · W → 0 then the error of the resulting surfaces will also tend to zero. then given any point p of U , we have that locally about p there is a surface x = g(y, z) whose graph contains p and lies in U with normal
such that the first two components are exactly equal, i.e., F = −g y and the error in the third component is given by
Fxdτ curl(W) · Wdt
Remarks
1. An important assumption in the theorem is that W resembles the gradient of the graph of a function. This "normalization" prevents curl(W) and curl(W) · W from having small magnitude merely because |W| is small. (Recall that it is sufficient to solve the problem for any scaling of W. ) 2. Note that |E| = |W − n|. Additionally, if curl(W) · W = 0 in U , then the error |E| = 0, which proves a local version of the Frobenius' theorem.
3. The vector field W for the passenger-side problem considered in section 5.1 is not of the required form for this theorem. Therefore one must scale it by the inverse of the first component (which in this case never vanishes). Given that, if we then perform numerical sampling of |curl(W) · W| in U we obtain a maximum value of 0.047 while for the similarly scaled driver-side mirror problem the maximum is 0.012. For the two far-field cases of the passenger-side problem we find that the corresponding numbers are close to the near-field case, and so making these approximations is not clearly helpful from a numerical standpoint. A comparison of four different problems/vector fields appears in Table (7.1).
Proof of Theorem (7.1). Our proof is constructive, and this will allow us to compute the difference between W and the normal n to the constructed surface. WLOG, assume that U is a neighborhood of the origin. Define our initial curve φ(z) to be the solution of the differential equation
with the initial condition φ(0) = x 0 . Written out this says that
Next, define our surface g(y, z), dependent on φ, to be the solution of the differential equation in y with parameter z:
with the initial condition that g(0, z) = φ(z). It follows from this that
which will play an important role later.
The normal of the surface that is the graph of g has direction (1, −g y , −g z ), which we wish to compare with W(g(y, z), y, z) = (1, F (g(y, z), y, z), H(g(y, z), y, z)) . From the above definition it follows that on the surface
i.e. we want to estimate H + g z . Note that
and so by integrating both sides with respect to y we have
Suppressing the (t, z) variables in the expression, we may re-write this as
Next we write H as an integral in order to combine the above, and cause the appearance of a curl(W) · W term. Thus
(7.10) So that (again suppressing the variables in some selected places)
where the terms g z (0, z) and H(g(0, z), 0, z) cancelled each other due to (7.5). The key observation is then that this is equal to
If we define E(y, z) = g z (y, z) + H(g(y, z), y, z) then we have that
We then differentiate with respect to y to give 16) which is a first order differential equation for E. Note that our initial condition is E(0, z) = 0 due to (7.5) . Using the integrating factor
we have that 18) which gives an exact expression for E E(y, z) = e
Remark. It is possible to perform the construction such that H = −g z , and the error is in the second component. The resulting formula is of course very similar. This corresponds to taking an initial curve φ(y) instead of φ(z). The two approaches are compared in the application below to the passenger-side mirror. One could also choose other coordinate systems to perform the construction, but we do not consider other coordinate systems here. 8. Applying the construction. Taking for W the vector field defined for the passenger-side mirror problem described in section 2.1, then we may apply the construction described above and test the result in ray-tracing simulation. So we consider a design that is a graph over the y values from −9 cm to 9 cm, and the z from −5 cm to 5 cm with an initial condition at x = 180.
When applying the exact construction described above, the initial (vertical) curve φ(z) is computed from equation (7.3) using Runge-Kutta with a step size of .05. When computing the horizontal curves that form the rest of the surface, again we use Runge-Kutta with a step size of .05. Smaller step sizes did not change the results significantly. Using this method we generated the height values of the surface on a 30x30 grid and a standard triangular mesh is formed. This data is used to represent the surface in a ray-tracing simulation written in the POV-Ray scene description language. The simulation code reads the file consisting of the triangular mesh and smooths the triangulation. Built-in POV-Ray primitives are used to create a scene in which the mirror is placed in the center of a cube shaped room with checkered walls. When executed, POV-Ray performs ray-tracing to create a simulated view of the mirror in this scene. The resulting image appears in Fig. (8.1 ). Ideally the viewer should see in the mirror a perfect white and green checkered pattern. The amount of distortion seems somewhat high. This is consistent with the numerical evidence discussed above and we view this as a negative result. The error formula in Theorem (7.1) and the plot in Fig. (6.1) suggest that it might be better to take the initial curve to be horizontal, i.e. a function over the y-axis, rather than over the z-axis. This gives a surface whose plot appears in Fig. (8.2) . A simulation appears in Fig.  (8.3) . While this approach appears to give a better result than what is achieved with the vertical initial curve, again, we view this as a negative result.
Conclusions.
We have demonstrated the role that the quantity curl(W) · W plays in the existence of exact and approximate integrals surfaces. Our first theorem x y z Fig. 8.2 . A plot of a passenger-side mirror designed with the method of Theorem (7.1), but with a horizontal initial curve φ(y), rather than a vertical one φ(z). The units are centimeters.
shows that if curl(W) · W is bounded away from zero in a region, then we have a lower bound on the max norm of the error between the normal field on any surface and W. This is the first result, as far as the authors know, of a bound on how nonperpendicular a surface must be to a given vector field. A corollary provides a tool for finding isolated surfaces or ruling out their possible existence.
In our second theorem we showed that if curl(W) · W is small in a region, then there should be a approximating integral surface whose error depends on curl(W) · W. We give an exact error formula for a particular construction method. We then applied this method in two forms to the passenger-side mirror problem. The error formula explains why one mirror is significantly better than the other, but overall the simulations are a negative result, that is consistent with earlier indications that the problem of designing a "good" passenger-side mirror is impossible. This, and previous evidence points to an underlying obstruction to the existence of a satisfactory passenger-side mirror.
