An explicit bound is given for the Kolmogorov distance between a mixture of normal distributions and a normal distribution with properly chosen parameter values. A random variable X has a mixture of normal distributions if its conditional distribution given some σ -algebra is normal. The bound depends only on the first two moments of the first two conditional moments of X given this σ -algebra. As an application, the Yule-Ornstein-Uhlenbeck model, used in the field of phylogenetic comparative methods, is considered. A bound is derived for the Kolmogorov distance between the distribution of the average value of a phenotypic trait over n related species and a normal distribution. The bound goes to 0 as n goes to infinity, extending earlier limit theorems This paper consists of two parts. In the first part, we present an explicit bound for the Kolmogorov distance between a mixture of normal distributions and a normal distribution with properly chosen parameter values. By a mixture of normal distributions, we mean that there should exist a σ -algebra G such that the conditional distribution of X given G is normal. The bound depends only on the first two moments of the first two conditional moments of X given G. The proof is based on a variation of Stein's method for normal approximation.
Introduction
distributions µ 1 and µ 2 , respectively, by
We are thus led to construct bounds for d K L(X), N(0, 1) , preferably as sharp as possible. We remark that the well-known Berry-Esseen theorem gives a bound of this kind, valid when X is the standardized arithmetic mean of i.i.d. random variables with a finite third moment.
More generally, the powerful Stein's method was introduced in the early 1970s for precisely the purpose of obtaining such bounds; see Stein [17] or Chen and Shao [9] and the references therein. At the core of this method is a functional equation called the Stein equation for the N(0, 1) distribution:
where Φ is the cumulative distribution function of the N(0, 1) distribution. By taking expectations with respect to the distribution of X on both sides, and then bounding the left hand side using properties of the solution function f , it is frequently possible to obtain useful bounds for the Kolmogorov distance d K L(X), N(0, 1) . The method has been most successful when X is the sum of locally dependent random variables, but using special devices such as couplings, bounds have been obtained also in many other cases. Moreover, the method has been extended in various ways, making it possible to handle other distances such as the Wasserstein and total variation distances, as well as other approximating distributions, such as Poisson and compound Poisson distributions (see Erhardsson [10] ) and multivariate normal distributions. It has been applied to problems in areas like spatial statistics, random graph theory, and extreme value theory; see Barbour and Chen [3] and the references therein.
In Section 2 below, we use Stein's method to obtain a bound for the Kolmogorov distance between the probability distribution of a random variable X, which has a mixture of normal distributions, and a normally distributed random variable Z with properly chosen parameter values (Theorem 2.1). By a mixture of normal distributions, we mean that the conditional distribution of X given some σ -algebra G should be normal (its parameters being G-measurable random variables).
A similar bound for E(h(X)) − E(h(Z)), where h : R → R is an absolutely continuous function, is also obtained (Theorem 2.2). The bounds depend only on the first two moments of the first two conditional moments of X given G.
In Sections 3 and 4, we apply the obtained results to branching Ornstein-Uhlenbeck processes.
A one-dimensional Ornstein-Uhlenbeck (OU) process is a stochastic process that follows a linear stochastic differential equation (SDE) of the form, for α, σ a > 0,
where {W (t);t ≥ 0} is a standard Wiener process. The process converges to its stationary distribution N(0, σ 2 a /(2α)) as t → ∞. One can also consider versions with an added constant drift term (as common in evolutionary biology applications, see [12] ), but this will not be required here.
In the subfield of evolutionary biology called phylogenetic comparative methods, processes like Eq. (1.1) are used for modelling the evolution of phenotypic traits, like body-size, on the betweenspecies level. To be precise, an Ornstein-Uhlenbeck process evolves on top of a possibly random phylogenetic tree, by which we mean a (random) directed acyclic graph with weights on edges that correspond to edge length, and nodes corresponding to the branching events in the tree, see Fig. 1 . In the Yule-Ornstein-Uhlenbeck (YOU) model, which we consider in the present paper, the random tree is a pure birth tree, in which each speciation (=branching) point is binary, and the edge lengths are independent exponentially distributed random variables. The pure birth tree is stopped just before the nth speciation (= branching) event, i.e., it has n leaves (= tips), (see e.g. [11] ).
Along each edge (= branch) the process describing the phenotypic trait behaves as defined by Eq. (1.1). Then, at a speciation point the process splits into as many copies as there are descendant branches. For example, in the YOU model, where each speciation point is binary, the process will split into two copies. At the start of each descendant branch the process starts with the value at which the ancestral branch ended (i.e. the starting value is the same for all of these descendant branches).
From that point onward, on each descendant lineage the processes behave independently; see Fig. 1 .

Figure 1 : Left: an example phylogenetic tree with 10 leaves, simulated using the R [14] package TreeSim [16] . Right: an OU process with parameters α = 1, σ a = 0.5, X(0) = −3 evolving on top of this tree, simulated using the R package mvSLOUCH [6] .
The YOU model can be further extended by allowing for jumps, i.e., punctuated equilibrium, see [8] . A particular type of jumps that seems appealing as a starting point for mathematical analysis, is when a jump takes place just after a speciation event, independently on each descendant lineage with a probability p that may be dependent on the speciation event (see Section 4).
In the context of evolutionary biology, the observed phenotypic data are the values of the process at the tips, {X i } n i=1 , for a tree with n leaves. Of particular mathematical interest are central limit theorems for the sample average, X n , or more generally for functionals of the observed data (e.g. [1] , [2] , [5] , [7] , [15] and a multitude of other works). All results indicate that there is an interplay between the drift of the OU process and the branching dynamics. If the branching rates are slow enough, then one can show convergence in distribution for X n to a normal limit. However, if branching takes place quickly, then the dependencies induced by common ancestry persist and statements about the limit are more involved. The special case of the pure birth (YOU) model was considered in Bartoszek and Sagitov [7] and Bartoszek [5] (YOU with normally distributed jumps).
The main results of these two papers are restated and extended in Theorems 3.1 and 4.1 below. In the fast branching regime (not mentioned in Theorems 3.1 and 4.1) one can show L 2 convergence (see e.g. [1] , [5] , [7] ), however, without a complete characteristic of the limit, at the moment.
The contribution of the present paper is to extend the central limit theorems for X n in [7] and [5] by giving bounds for the Kolmogorov distance between the distribution of X n and properly chosen normal distributions, which converge weakly to the limiting normal distributions of [7] and [5] as n → ∞. The rates at which the bounds converge to 0 as n → ∞ are explicitly given. The key observation is that conditional on the tree (and the locations of jumps), X n is a linear combination of normally distributed random variables, and therefore normal. This makes it possible to apply Theorem 2.1 from Section 2. To compute the bounds, one needs to compute the first two moments of the conditional expectation and variance of X n , which requires a careful analysis of the random quantities involved, e.g., the heights in the tree and speciation events along lineages. However, a large part of this work was done in [7] and [5] in the course of proving the central limit theorems, and can be re-used here.
Normal approximations for mixtures of normal distributions
As stated in Section 1, the Kolmogorov distance on the space of probability measures on (R, R) is defined by:
It follows immediately from the definition that, for any two random variables X and Z with probability distributions µ 1 and µ 2 , the Kolmogorov distance d K (µ 1 , µ 2 ) satisfies:
(2.1)
We remark that a metric d(·, ·) on the space of probability measures on a measurable space (Ω, F) is called an integral probability metric, see Müller [13] , if Our main results are contained in Theorem 2.1 and Theorem 2.2 below.
Theorem 2.1 Let X be a real valued random variable, and let G be a σ -algebra such that the regular conditional distribution of X given G is a normal distribution. Then,
.
PROOF The following so-called Stein identity for the standard normal distribution was derived in
Stein [17] : if Z is any real valued random variable, then Z ∼ N(0, 1) if and only if
2)
where C bd is the set of continuous, piecewise continuously differentiable functions f : N(0, 1) . For more information, see Chen and Shao [9] and the references therein.
Using (2.2), we can derive a similar Stein identity for the N(µ, σ 2 ) distribution, where µ ∈ R and σ ∈ (0, ∞): if W is any real valued random variable, then W ∼ N(µ, σ 2 ) if and only if
where C µ,σ bd is the set of continuous, piecewise continuously differentiable functions g :
To prove (2.3), we define the random variable Z by Z = 1 σ (W − µ), and note that Z ∼ N(0, 1) if and only if W ∼ N(µ, σ 2 ). We also define the mapping T : C µ,σ bd → C bd by T g(x) = σ g(σ x + µ). T is easily seen to be a bijection with inverse
. This gives:
and this in combination with (2.2) gives (2.3).
We next consider the following functional equation, which we propose to call the Stein equation
for the N(µ, σ 2 ) distribution. It arises in a natural way from (2.3): 
5)
which is the well-known Stein equation for the N(0, 1) distribution. We obtain from Section 2.1 in Chen and Shao [9] that (2.5) has the solution f = f z , where
It is also shown in Section 2.2 in Chen and Shao [9] that f z is bounded and continuous, and piecewise continuously differentiable (differentiable except at x = z) with bounded derivative. Moreover, f z satisfies:
Therefore, the function g z = T −1 f z , explicitly given by g z (y) = 1 σ f z ( y−µ σ ), is a solution to (2.4). g z is bounded and continuous, and piecewise continuously differentiable with bounded derivative, and satisfies:
For the remainder of the proof, we define for convenience C bbd as the set of bounded, continuous, piecewise continuously differentiable functions g : R → R with bounded derivative. By definition,
bd for each µ ∈ R, σ ∈ (0, ∞), and by (2.6), g z ∈ C bbd for each z ∈ R. Recalling that the random variable X has a conditionally normal distribution given G, we obtain from (2.3):
Taking expectations and rewriting, this gives:
Having prepared all the necessary ingredients, it now only remains to combine them to obtain the bound for the Kolmogorov distance. For brevity, define µ = E(X) and σ 2 = E(V(X|G)). From the definition of Kolmogorov distance and (2.4), we get:
and using (2.7) gives:
Finally, by (2.6) and Hölder's inequality,
For our second theorem, define H 1 as the set of all real valued absolutely continuous functions on (R, R), meaning all functions h : R → R such that h has a derivative almost everywhere, h is Lebesgue integrable on every compact interval, and
It is well-known that any Lipschitz continuous function h : R → R is absolutely continuous, and that
Wasserstein distance on the space of probability measures on (R, R) is defined by:
where H 2 is the set of all Lipschitz continuous functions with Lipschitz constant bounded by 1.
Theorem 2.2 Let X be a real valued random variable, and let G be a σ -algebra such that the regular conditional distribution of X given G is a normal distribution. Let Z ∼ N E(X), E(V(X|G)) , and let H 1 be the set of real valued absolutely continuous functions on (R, R). Then, Z) ) , 2 h , and · denotes the essential supremum. In particular,
. PROOF Identical to the proof of Theorem 2.1, save for some minor changes. Namely, we replace (2.4) by a the following version of the Stein equation:
where h ∈ H 1 , and Z 0,1 ∼ N(0, 1). As before, for each h ∈ H 1 , the function g ∈ C µ,σ bd satisfies (2.8) if and only if the function f = T g ∈ C bd satisfies the functional (Stein) equation
From Section 2.1 in Chen and Shao [9] we see that (2.9) has the solution f = f h , where
It is shown in Section 2.2 in Chen and Shao [9] that f h is bounded and continuously differentiable, and that f h ≤ C 0 (h) and f h ≤ C 1 (h). Therefore, the function g h = T −1 f h , explicitly given by random variables such that Z ∼ N(0, 1) and Y ∼ χ 2 (ν). L(X) is therefore a mixture of normal distributions. Choosing G in Theorem 2.1 as the σ -algebra generated by Y , we see that E(X|G) = 0
ν/2−2 , we obtain from Theorem 2.1:
The Yule-Ornstein-Uhlenbeck model
In order to apply the results in Section 2 to the YOU model, we first need to condition on an appropriate σ -algebra, and then obtain formulae, along with their asymptotic behaviours, for the means and variances of the conditional means and variances. Since the OU process is Gaussian, conditionally on the phylogeny (i.e., branching pattern), the values of the traits at the n leaves will have an n-dimensional Gaussian distribution. Hence, the natural σ -algebra to condition on is the σ -algebra containing all the information on the pure-birth branching process. For a tree with n leaves, denote this σ -algebra by Y n . Moreover, we use the following notation: Γ(·) is the gamma function, (i) If α = 0.5, then d K L Y n , N(µ n , ν n ) = O(ln − 1 2 n) as n → ∞, where µ n = δ b n,0.5 , and ν n = 1 n + (1 − 1 n ) 2 n−1 (H n − 1) − 1 n−1 − b n,0.5 . Moreover, ( n ln n ) 1/2 µ n → 0 and n ln n ν n → 2 as n → ∞, so ( n ln n ) 1/2 Y n d −→ N(0, 2) as n → ∞.
(ii) If α > 0.5, then d K L Y n , N(µ n , ν n ) = O(n − min(α,1)+0.5 ) as n → ∞, where µ n = δ b n,α ,
−b n,2α . Moreover, n 1/2 µ n → 0 and nν n → 2α+1 2α−1 as n → ∞, so n 1/2 Y n d −→ N(0, 2α+1 2α−1 ) as n → ∞.
PROOF As explained above, the phylogeny is modelled by a pure birth tree, in which each speciation Figure 2 : A pure-birth (Yule) tree with the various time components marked on it. A branching OU process, which might also have a jump just after each speciation event (=branching point), evolves on top of the tree. In this example we assume that a jump only takes place just after the first speciation event.
-The values of 1 1 , 1 2 , 1 3 , 1 4 , Z 1 , Z 2 and Z 3 refer to the situation where node A is randomly sampled. The 1 i random variables tell us if the ith speciation event is on the selected lineage, while the Z i variables tell us if a jump took place on the lineage just after the ith speciation event. As the third speciation event does not lie on the lineage to node A, Z 3 is meaningless. The values of1 1 ,Z 1 and τ (n) refer to the situation where the pair of nodes (A,C) was "randomly sampled". As jumps take place after speciation events the only common jump possibility for this pair is at speciation node 1. Hence considering1 i ,Z i for i > 1 does not make sense.
(=branching) point is binary, and the edge lengths are independent exponentially distributed random variables with the same rate parameter, called the birth rate. Without loss of generality we take 1 as the birth rate. Then, the time between the kth and (k + 1)st speciation event, denoted T k+1 , is exponentially distributed with rate (k + 1), as the minimum of (k + 1) independent rate 1 exponentially distributed random variables; see Fig. 2 .
There are two key random components to consider: the height of the tree (U n ) and the time from the present backwards to the coalescence of a random (out of n 2 possible) pair of tip species (τ (n) ). These random variables are illustrated in Fig. 2 , but see also Fig. A.8 in [4] and Figs. 1 and 5 in [5] .
In order to study the properties of the OU (and, in the next section, OU+jumps) process evolving on a tree, we need expressions for the Laplace transforms of the above random objects that contribute to the mean and variance of the average of the tips' measurements, X n . Bartoszek and Sagitov [7] derive the following formulae, including the asymptotic behaviour as n → ∞ (Lemmata 3 and 4 in [7] ):
as well as the variance of the conditional expectation (cf. Lemmata 5.1 [5] and 11 [7] ):
The 0 < y < 1 regime can be dropped, as it does not contribute to the results presented in the present paper. We furthermore have (Lemma 8 in [7] ):
and (Lemma 4 in [7] )
It remains to consider V(V(Y n |Y n )). Using Eq. (3.5), we obtain:
We consider the α ≥ 0.5 regime. As normality of the limiting distribution was not shown for α < 0.5 in [7] (and should not be expected, see [1] ), there will be no gain from presenting long formulae for that case. Using Lemmata 3 and 4 in Bartoszek and Sagitov [7] and Lemma 5.1 in Bartoszek [5] (Eqs. (3.1), (3.2) and (3.3)), and, when considering V E e −2ατ (n) |Y n , using the approximation
we obtain the following asymptotic behaviour as n → ∞:
where ζ r is the Riemann zeta function,
Denote now the leading constant of
as C VV a,b , where a, b is the interval where α belongs to. If a = b, then we just write C VV a . We drop in the notation the dependence of the constant on α and X(0), treating them as implied. For α = 0.5, Theorem 2.1 gives:
where µ n and ν n , as well as their asymptotic behaviour as n → ∞, can be obtained from equations that if we let Z n be a random variable with the N(µ n , ν n ) distribution, then
Analogously, for α > 0.5 Theorem v2.1 gives:
We obtain µ n and ν n , their asymptotic behaviour as n → ∞, and the fact that n 1/2 Y n d −→ N(0, 2α+1 2α−1 ) as n → ∞, just as in the previous case.
We illustrate the bounds from Eqs. (3.10) and (3.11) and for the YOUj model in Fig. 3 . model, is that a normally distributed jump with mean 0 may or may not take place in the trait value immediately after a speciation event. The jumps occur independently of one another and of the OU process, but the probability of a jump, and the variance of the jump, may depend on the number of the speciation event: with speciation event number i = 1, . . . , n, we associate a jump probability p i and jump variance σ 2 c,i . In the case when the jump probabilities and jump variances are constant, we write:
The Yule-Ornstein-Uhlenbeck model with jumps
The key problem is that one needs to keep careful track of the jumps that take place at speciation events and how the "mean-reversion" of the OU process part causes their effect to be smoothed out along a lineage. We keep the notation defined in Section 3, except that we now denote by Y n the σ -algebra that contains information on the whole Yule tree and the jumps' location, i.e. after which speciation events did a jump take place (this is an extension of the previously defined Y n which only contains information on the tree). where µ n = δ b n,0.5 and ν n = E V Y n |Y n . Moreover, ( n ln n ) 1/2 µ n → 0 and n ln n ν n → 2 + 4p
(ii) If α > 0.5, and (p i , σ 2 c,i ) ≡ (1, σ 2 c ), then d K L Y n , N(µ n , ν n ) = O(n − min(α,1)+0.5 ) as n → ∞, where µ n = δ b n,α and ν n = E V Y n |Y n . Moreover, n 1/2 µ n → 0 and nν n → 2α+1 2α−1 (1 + 2p
(iii) If α > 0.5, and the sequence p n σ 4 c,n is bounded and converges to 0 with density 1, then d K L Y n , N(µ n , ν n ) → 0 as n → ∞, where µ n = δ b n,α and ν n = E V Y n |Y n .
PROOF In addition to the random quantities defined in Section 3, we have to consider two more random components of the tree, the speciation events on a random (out of n possible) lineage, and the speciation events common (i.e. on the path from the origin of the tree to the most recent common ancestor) for a random (out of n 2 possible) pair of tip species. These random variables are illustrated in Fig. 2 , but see also Fig. A.8 in [4] and Figs. 1 and 5 in [5] . Furthermore, we need to define the two following sequences of random variables,
where 1 i is a binary random variable indicating if the tree's ith speciation event is present on our randomly chosen lineage,1 i is a binary random variable indicating if the tree's ith speciation event is present the path from the root to the most recent common ancestor of our randomly sampled pair of tips, Z i is a binary random variable indicating if the jump took place just after the tree's ith speciation event on our randomly chosen lineage andZ i is a binary random variable indicating if the jump took place just after the tree's ith speciation event on the path from the root to the most recent common ancestor of our randomly sampled pair of tips. For illustration of these random variables see Fig. 2 , and for a more formal description see [5] .
We can recognize that φ * i and φ i capture how the effect of each (potential) jump will be modified before the end of the randomly selected lineage is reached. The first one quantifies the effects that jumps will have on a randomly selected tip species, while the second quantifies the effects that jumps have on the covariance between a random pair of tip species. Intuitively speaking, a random event at distance (in time) t away from the point of interest, is under the OU process discounted by a factor of e −αt , implying that the contribution of its variance will be discounted by e −2αt .
Recall that with each speciation event, i = 1, . . . , n, we associate the jump probability p i and jump variance σ 2 c,i , and that the jumps are normally distributed with mean 0. In the case when
, we have (the α ≥ 0.5 regime in the proof of Theorem 3.2 in [4] ):
and (the α ≥ 0.5 regime in Lemmata 5.3 and 5.5 [5] )
In the case when p n σ 4 c,n → 0 with density 1 as n → ∞, then, by Corollaries 5.4 and 5.7 in [5] , for α = 0.5,
and for α > 0.5
For the conditional mean and variance of Y n , Bartoszek [5] provides the following formulae (Lemma 6.1 in [5] ):
E Y n |Y n = δ e −αU n , V Y n |Y n = n −1 + (1 − n −1 ) E e −2ατ (n) |Y n − e −2αU n +n −1 2α and as in Eq. (3.7), we get:
V E Y n |Y n = V δ e −αU n ∼ δ 2 (Γ(2α + 1) − Γ(α + 1) 2 )n −2α .
It remains to consider V(V(Y n |Y n )). We will use Cauchy-Schwarz to obtain an upper bound
(4.7)
As before, we first consider the case when (p i , σ 2 c,i ) ≡ (p, σ 2 c ). We look at V The other elements I, II, IV and V for α ≥ 0.5 converge faster to 0, hence they do not contribute to the leading asymptotic behaviour. Using Eqs. (3.1), (3.4), (4.8) and (4.9), we obtain the bound: (4α)(4α−1)(4α−2) n −2 , α > 0.5.
(4.10)
We denote, just as in Section 3, the leading constant of E(V(Y n |Y n )) as C EV a,b , of V(E(Y n |Y n )) as C V E , of V(V(Y n |Y n )) as C VV a,b , where a, b is the interval where α belongs to. If a = b, then we just write C VV a . If α = 0.5 and (p i , σ 2 c,i ) ≡ (p, σ 2 c ), Theorem 2.1 gives:
where µ n and ν n , as well as their asymptotic behaviour as n → ∞, can be obtained from equations (4.12)
The bound is asymptotically constant as n → ∞, hence it does not converge to 0. However, if p = 1, the leading term in (4.10) vanishes, which immediately implies the convergence to 0 in part (ii)
of Theorem 4.1. In order to obtain the rate of convergence, we need to look at lower order terms.
They turn out to be the same as for V E e −2ατ (n) |Y n , since in the α ≥ 0.5 regime all the other terms converge to 0 just as fast (parts I, IV, V of Lemma 5.5 in [5] ) or faster (cf. Lemmata 5.3, 5.5
in [5] ). Using the convergence rates presented in Eqs. Finally, if p n σ 4 c,n are bounded and converge to 0 with density 1, then by Eq. (4.4) we obtain
which implies that n 2 V V Y n |Y n → 0 as n → ∞, by Eq. (4.7) . This in turn entails convergence of the Kolmogorov distance to 0 as n → ∞, but without any information on the rate. This proves part (iii) of Theorem 4.1.
Remark 4.1 In Bartoszek's [5] original arXiv preprint it was stated that convergence to normality in the α ≥ 0.5 regimes will only take place if σ 4 c,n p n → 0 with density 1 and is bounded. However, in the above, Eq. (4.11), we can see that in the critical case, α = 0.5, convergence to normality will hold even if both σ 2 c,n , p n are constant over the tree.
