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Carbon exists in many forms, including zero-dimensional fullerenes, one-dimensional nan-
otubes, two-dimensional graphene and three-dimensional graphite and diamond. Electronic
and optical spectroscopy are important tools to analyse these structures and their properties.
Here we present optical spectra from ab initio many-body perturbation theory for nanotubes
and graphite. The data allow to understand details of excited states in these materials. This
is of great significance for the interpretation of experimental spectroscopy and for the future
manipulation and tuning of optical properties of materials.
1 Introduction
Optical spectroscopy of carbon-based materials is an active field of research, both for fun-
damental reasons and for practical purposes. On the side of fundamental research, com-
parison of theoretical and computational results with data from experimental spectroscopy
allows to identify general mechanisms of electronic-structure properties inside the mate-
rial, and may allow to identify materials, defects, dopants, and other details of nanostruc-
tured systems. On the side of practical applications, computational spectroscopy might
guide experiment in the preselection of materials and systems, to search for new materials
and geometries, and to exclude useless systems, before going into the demanding process
of sample preparation. Furthermore, theory might demonstrate and elucidate novel mech-
anisms in the design and control of optical excitations, like e.g. the red-shift tuning of
transitions inside a carbon nanotube by touching it with other material (see below).
Internally, optical transitions involve excitons, i.e. coupled excitations of electrons and
holes in the material’s band structure. Excitons occur everywhere in semiconducting and
insulating materials (crystals and molecules) in any dimension, and their interrelation with
photons is at the heart of all optics and optoelectronics, including photovoltaics, photo-
catalysis and more.
Excitons in carbon nanotubes (CNT) and in graphite and graphene have become a
highly active research field, providing deep insight in light-matter interaction in carbon-
based materials1–6. In addition to the optical spectra of single CNT or a single sheet of
graphene, their modification by interaction with the environment constitutes an interesting
field of research. In the case of nanotubes, characteristic measurements were performed,
e.g., on CNT in nitrogen atmosphere3 and on pairs of CNT, with two CNT running along
each other4. In both cases, a red-shift of the optical transitions to lower excitation energy
was observed. In the case of graphene, the excitations inside one sheet start to interact
with each other when graphene sheets are stacked to form graphite, followed by spectral
changes. Here we take these observations as a motivation for a theoretical study to elu-
cidate the physical mechanisms of spectral shifts. There are two mechanisms involved.
On the one hand, the incorporation of additional polarisability (e.g., from a neighbouring
nanotube or from the additional graphene sheets inside graphite) cause redshifts of the
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optical excitations. On the other hand, there are exciplex contributions that do not occur
in a single nanotube or graphene sheet. An exciplex (or charge-transfer) configuration
consists of an electron and a hole on different components of the system, i.e. on the two
nanotubes in a nanotube pair or on neighbouring sheets in graphite. The admixture of
these configurations also lowers the excitation energy, but requires perfect coherence of
the quantum-mechanical degrees of freedom. This is in fact given in graphite, but difficult
to achieve in two adjacent nanotubes that might be slightly rotated or shifted relative to
each other and may not even have the same chirality. Therefore we consider this second
mechanism as relevant for graphite, but not for a pair of nanutubes in which the polaris-
ability effect is the only significant effect of spectral shifts. We investigate all issues within
many-body perturbation theory (MBPT)7, notably by employing the GW approximation
(GWA) and the Bethe-Salpeter equation (BSE)9, which has become the standard approach
for describing CNT excitons10–13 and has also been employed for graphene and graphite.
2 Theory
In this section we briefly discuss the computational method used in this work. For a more
extended discussion we refer the reader to Ref. 14.
Ab initio quasiparticle (QP) band structures result from the electron self-energy oper-
ator Σ(E). The state-of-the-art approach to Σ is given by Hedin’s GW approximation7,
which is usually evaluated and employed on top of an underlying density-functional theory
(DFT) calculation. The typical procedure employs DFT data to generate the single-particle
Green function G1 and the screened interaction W (usually within the random-phase ap-
proximation). Thereafter, the resulting self-energy operator Σ = iG1W replaces the DFT
exchange-correlation potential, Vxc, arriving at a QP Hamiltonian of
HˆQP := HˆDFT + iG1W − Vxc . (1)
Eq. 1 yields qusiparticle (QP) states |m,k〉 and related band-structure energies Em,k.
Based on the QP states and energies correlated electron-hole states
|S〉 =
∑
k
hole∑
v
elec∑
c
ASvck|v,k〉|c,k+Q〉 (2)
are considered as linear combinations of interband transitions between valence band v and
conduction band c at wave vector k. In here, Q is the total momentum of the electron-hole
state which, in optical processes, corresponds to the momentum of the involved photon.
The ansatz of Eq. 2 leads to the Bethe-Salpeter equation (BSE)
(EQPc,k+Q − EQPv,k )ASvck +
∑
k′
hole∑
v′
elec∑
c′
〈vck|Keh|v′c′k′〉ASv′c′k′ = ΩSASvck , (3)
with Em,k being the QP energies from Eq. 1 and Keh being the electron-hole intraction.
The Bethe-Salpeter equation and the nature of the resulting states and spectra has been
discussed extensively in the literature.
GW/BSE calculations commonly employ the random-phase approximation for evalu-
ating dielectric screening properties (i.e., the W in the self-energy operator and the corre-
sponding electron-hole interaction kernel). This procedure is very time consuming. For the
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issues addressed in this work, a simplified, perturbative “LDA+GdW ” version of MBPT is
equally appropriate and much more efficient to evaluate14, 15. While being somewhat less
accurate (on an absolute energy scale) than a full GW/BSE calculation with RPA dielectric
screening, LDA+GdW still fully incorporates all relevant aspects of the screening (atom-
istic resolution, local-field effects, and non-locality). Our reference calculations within the
conventional GW /BSE/RPA approach confirms the applicability of LDA+GdW .
Note that the screened interactionW depends strongly on the environmental conditions
due to the long-ranged nature and non-locality of Coulomb-interaction effects. Simply
speaking, a charge at position r causes an electric field at position r′. If there is material at
position r′, its electronical polarizability yields an induced charge, which in turn will gen-
erate a change of the electric fields at position r and therefore change the properties of the
screened Coulomb interaction W . Via the self energy operator in Eq. 1, Σ = iG1W , this
long-range mechanism affects the single-particle energy levels at r. Prominent examples
include image-potential effects of molecules on metallic substrates.
A red-shift of the (optical) gap due to the spatial vicinity to a polarisable object has
often be interpreted as resulting from a weakening of the (GW ) self-energy operator: an
increase of dielectric screening weakens W , and the gap closes. For a molecule on a
metal, this would be just the image-potential effect. Similarly, a blue-shift of excitons due
to the spatial vicinity to a polarisable object is sometimes interpreted as resulting from the
weakening of W , as well: the attractive electron-hole interaction becomes smaller, and the
exciton binding energy is reduced. It is worth to note that both effects (reduction of the
fundamental gap and reduction of the electron-hole binding energy) are real, but are (to
first order) exactly opposite in size, thus cancelling each other, provided that the additional
polarisability is homogeneous (e.g., a simple dielectric background completely given by a
dielectric constant).
Non-zero spectral shifts of excitons require that the additional polarisability be inho-
mogeneous. This is in fact given for many systems, e.g. the additional polarisability from
a neighbouring nanotube or from an adjacent graphene sheet in graphite. It should also
be noted that in such situations, model approaches like solvent models that are common
in quantum chemistry to describe molecules in solution might not be applicable due to the
non-locality, inhomogeneity and anisotropy of the additional polarisability. Our MBPT ap-
proach, on the other hand, fully accounts for all these effects automatically, without further
effort or modelling, since the full W (being inhomogeneous, anisotropic and non-local) is
a key ingredient for the QP energies as well as for the BSE.
3 Results for Nanotubes and for Graphite
For illustration we briefly discuss prototypical results for the optical spectrum of two exam-
ples of carbon-based materials, i.e. a semiconducting carbon nanotube and graphite. Car-
bon nanotubes are formed from a single sheet of graphene (i.e., one monolayer of graphite
material) which is rolled into a tube. Depending on the geometrical details (in particular,
the chirality), the tubes are metallic or semiconducting. In particular the semiconducting
carbon nanotubes show one-dimensional semiconductor physics, i.e. a one-dimensional
band structure with a fundamental gap and the formation of excitons across the gap. The
corresponding optical transitions start at energies of around 1 eV and above, with a trend
to shift to lower energies for tubes of larger diameter8.
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Figure 1. (a) Optical spectrum of a single (8,0) carbon nanotube. The dashed line shows the spectrum of the tube
in vacuum. The solid line shows the spectrum in the vicinity of a second n notub at van der Waals distance.
The second nanotube runs along the first one and contributes environment polarisability, only. In all cases the
orientation of the electric field vector is along the nanotube. (b) Charge distribution [∆ρ[Exc](r) := ρv(r) −
ρc(r)] of exciton D from panel a (blue: negative charge, red: positive charge). (c) Induced charge distribution on
the other CNT (blue: negative charge, red: positive charge).
Optical spectra for an individual (8,0) CNT are shown in Fig. 1 a (upper panel). The
first four optically active excitations are found at 1.55 eV, 2.18 eV, 2.33 eV, and at 3.01 eV.
These results, that were obtained from the simplified LDA+GdW approach, differ slightly
from our full GW/BSE/RPA reference calculation, which yields 1.60 eV, 2.05 eV, 2.42 eV
and 3.16 eV for the four peaks. A previous GW/BSE/RPA calculation10 yielded 1.55 eV
and 1.80 eV in comparison with experimental data of 1.60 eV and 1.88 eV1, 2. The slight
deviations of our LDA+GdW data result from the approximations involved and from the
employment of a model screening.
Starting from the dashed-line spectra of Fig. 1, we now include in the screening the
polarisability of another nanotube. In experimental situations the two nanotubes stick to
each other due to attractive van der Waals interaction, which makes them lie side by side.
If more tubes are involved this would finally result in a bundle. Here we focus on just two
nanotubes, both of which are supposed to be (8,0) tubes. The solid line in Fig. 1 shows the
effect on a (8,0) CNT when another (8,0) tube is attached to it (at a distance of 3.15 A˚).
All peaks are redshifted to lower excitation energy. Note that the redshifts are significantly
smaller than the reduction of the fundamental gap and of the exciton binding energy (both
∼0.3 eV). Both effects largely cancel each other (provided that they are described on equal
footing, as in our present realisation of MBPT), yielding only a small net effect of a few
meV. Our full GW/BSE/RPA reference calculation yields the same redshifts to within 10
meV.
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Figure 2. Effect of electronic coupling between two (8,0) CNT on their spectra. (a) The two CNT run along each
other, with no spatial shift between their unit cells. (b) The two CNT are shifted relative to each other (along their
axis) by 2.1 A˚ (i.e., one half of their lattice constant). In both panels the dashed curve indicates the spectrum of a
single CNT in vacuum (cf. Fig. 1).
The redshift results from the polarisation of CNT 2 when an exciton on CNT 1 is
excited16. As illustration, Fig. 1 b shows the change of electronic charge [∆ρ[Exc](r) :=
ρv(r) − ρc(r)] when exciton D is excited on CNT 1. Since the conduction (c) states are
closer to the vacuum level than the valence (v) states, the former extend farther into the
vacuum, causing ∆ρ(r) to be slightly positive inside CNT 1 and slightly negative outside.
This slight inhomogeneous charge distribution of the exciton leads to a polarisation of the
material nearby (here: CNT 2), as shown in Fig. 1 c [induced charge density ∆ρ[ind](r)].
The interaction between ∆ρ[Exc](r) and ∆ρ[ind](r) finally redshifts the excitation.
Note that such effects are particularly important if ∆ρ[Exc](r) is non-zero at such po-
sitions r where system 2 has high charge susceptibility (caused by its own electronic struc-
ture) and inhomogeneity. This is mostly the case at distances of about 1-3 A˚ from the
nuclei of system 2. Here system 2 can be polarised by ∆ρ[Exc](r) even if it carries no
dipole. For any exciton, ∆ρ[Exc](r) must be non-zero somewhere (if not simply for the
above-mentioned argument that electrons extend farther into vacuum than holes). The ef-
fect described here should thus be of widespread relevance.
In addition to the influence of environmental polarisability, as discussed above, another
effect occurs between two touching CNT: the admixture of exciplex (or charge-transfer)
configurations to the excitons. For a single tube in vacuum, the electron and the hole have
to reside on just the one CNT. For two touching CNT, there are configurations in which
the electron is on one CNT and the electron on the other (and vice versa). Simple consid-
erations from second-order perturbation theory indicate that this extension of the configu-
rational space yields an energetic downshift of all excited states, i.e. red-shift trends. This
is confirmed by our results shown in Fig. 2 which exhibits the spectrum of a pair of CNT
(solid line) in comparison to the spectrum of a single CNT (dashed line). However, this
effect of exciplex admixture depends very sensitively on geometric details of the interface.
For example, a sliding shift of 2.1 A˚ (i.e., half a lattice constant) of one tube relative to the
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Figure 3. Imaginary part of the dielectric function of graphite, calculated for various values for a and c. Experi-
mental data from Ref. 17.
other completely changes the redshifts (while still being small), as shown by the difference
between the two spectra in Fig. 2 a and b. Similar sensitivity was observed for rotations
of the CNT around its axes, even for smallest angles8. Apparently, imperfect coherence
between the electronic (or hole) orbitals of the two components causes uncontrollable scat-
tering of the redshift (while, however, always being negative). Further “chaotic” behaviour
of these effects can be expected if the two CNT have different chirality, as in experimen-
tal situations. Therefore we conclude that the exciplex admixture is not relevant for CNT,
while the environmental polarisability effects is found to be very stable against geometrical
details8.
The situation in graphite, while being composed of the same graphene sheets from
which the nanotubes are formed, is nonetheless significantly different. In particular, the
graphene sheets are flat instead of rolled up, and the stacking of the sheets adds three-
dimensional character to the material. As a consequence of the different structure, graphite
has no fundamental band gap. The optical spectrum can, however, again fully be described
by GW-BSE18–23, with self-energy effects and electron-hole attraction similar to semicon-
ductors, as demonstrated by Yang et al.23. Within LDA+GdW we obtain a spectrum (see
Fig. 3) in good agreement with the GW-BSE study by Yang et al., with a maximum at 4.30
eV (4.50 eV in GW-BSE23) which is 0.32 eV lower than in the free interband spectrum
(0.27 eV in GW-BSE23) due to electron-hole attraction. Here we focus on the dependence
of the spectrum and of the contributing excitons on the lattice constants a and c around the
experimental equilibrium of a0 = 2.45 A˚ and c0 = 6.71 A˚. Fig. 3 shows the LDA+GdW
optical spectrum for various combinations of a and c. For increasing c the peak near 4.3
eV shifts to higher energies (by about 0.3 eV/A˚). The spectrum (including the peak at 4.3
eV) is formed from a large number of resonant rather than bound excitonic states. Changes
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in the spectrum do not only result from changes in the excitation energy of each exciton,
but also from changes in their optical dipole strength. Between 1 eV and 2 eV, for instance,
the spectrum seems to be shifted towards lower energy for increasing c. A closer analysis
of our data, however, shows that each exciton is rather shifted towards higher energy for
increasing c. Note that for the graphite case, both the environmental polarisability effect
and the admixture of exciplex configurations contribute to the above mentioned spectral
shifts. Different from the case of two touching CNT, neighbouring sheets in graphite form
a perfect match and allow for wave-function coherence over large distances, thus form-
ing the perfect phase-matching conditions for electrons and holes which is necessary for
redshifts from charge-transfer configurations.
4 Summary
In conclusion, we have shown that electronic polarisability of neighbouring systems can
redshift exciton states of carbon nanotubes. Here the exciton’s charge-density distribution
induces charge density in the neighbouring system. This mechanism is particularly effec-
tive when the excited system is very close to the neighbouring system, e.g. at physisorption
distance. This should be relevant not only for carbon nanotubes (which were taken as an
example in the present study), but also for other molecules, polymers, etc. in contact
with chemically inert systems. In addition to the polarisability effect, electronic coupling
between the systems can significantly enhance the redshifts. However, very precise con-
trol of the contact structure would be required for electronic coupling, since it depends
very sensitively on the atom positions of the two components relative to each other. For
two touching CNT, this condition is not given. In contrast, graphite shows such perfect
matching between the sheets that electronic coupling is equally relevant. Both systems
demonstrate the delicate relationship between structure and spectra of nanoscale systems.
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