We give a complexity dichotomy theorem for the counting constraint satisfaction problem (#CSP in short) with algebraic complex weights. To this end, we give three conditions for its tractability. Let F be any finite set of algebraic complex-valued functions defined on an arbitrary finite domain. We show that #CSP(F) is solvable in polynomial time if all three conditions are satisfied and is #P-hard otherwise.
INTRODUCTION
It is well known that if NP = P, then there is an infinite hierarchy of complexity classes between them, a theorem due to Ladner [1975] . However, for some broad classes of problems a complexity dichotomy exists: Every problem in the class is either solvable in polynomial time or NP-hard. Such results include Schaefer's theorem [1978] , the dichotomy of Hell and Nešetřil [1990] for H-coloring, a.k.a., graph homomorphism, and some subclasses of the constraint satisfaction problem (CSP in short) [Creignou et al. 2001] . Recent developments include a dichotomy for CSP with a three-element domain [Bulatov 2006 ] and a dichotomy for CSP over digraphs with no sources or sinks [Barto et al. 2009 ]. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromThese dichotomy theorems can be seen as providing support to the intuitive notion that most problems studied in computer science are either in P or NP-hard, Ladner's theorem [1975] notwithstanding. However, there are some exceptions. For example, Integer Factoring and Graph Isomorphism are suspected to be neither in P nor NPhard. A question of foundational importance in complexity theory is this: For how broad a class of problems can one hope to prove a complexity dichotomy theorem? Given a class of problems, what is the criterion that distinguishes the tractable problems from the intractable ones?
CSP provides a sufficiently broad framework to address a large class of problems for which one can hope to prove dichotomies. The famous CSP dichotomy conjecture by Feder and Vardi [1999] on decision CSP motivated much of the subsequent work, but remains open to date (see Hell and Nešetřil [2008] for a recent survey). For counting problems, the natural corresponding framework is called the counting constraint satisfaction problem or #CSP in short, and one can hope to prove dichotomy theorems that give a broad classification of counting problems to be either in P or #P-hard. This naturally leads to the sum-of-products-type computations, or partition functions, which also have a deep root in statistical physics and other fields. For example, the ferromagnetic two-dimensional Ising model consists of a set of variables s i on each lattice point, called spins, that can be assigned one of two states {+1, −1}. The Hamiltonian is
The partition function is Z = s e −E(s)/kT , where k is Boltzmann's constant and T is the (absolute) temperature. Note that the exponential e −E(s)/kT turns this into a sumof-products function exactly as we discussed in #CSP. In Baxter's classical book on "Exactly solved models in statistical mechanics" [1982] , after defining partition functions in Equation (1.4.1) on page 8, he states on page 9 that "The basic problem of equilibrium statistical mechanics is therefore to calculate the sum-over-states in Equation (1.4.1)..."
In this article, we study the complexity of #CSP with algebraic and complex weights. Let D = {1, . . . , d} denote a finite set, called a domain, where d is arbitrary. A weighted constraint language F over the domain D is an arbitrary finite set of algebraic complexvalued functions {F 1 , . . . , F h }, where F i : D r i → C for some r i ≥ 1. The language F defines the following counting constraint satisfaction problem, denoted by #CSP(F). The input of #CSP(F) consists of a tuple x = (x 1 , . . . , x n ) of variables over D and a finite multiset I of tuples (F, i 1 , . . . , i r ) in which F is an r-ary function from F and i 1 , . . . , i r ∈ [n] = {1, . . . , n}. It then defines the following n-ary function F I over x ∈ D n :
F(x i 1 , . . . , x i r ).
The output of the problem is the following sum, called the partition function:
Many well-studied counting problems can be formulated as a #CSP. For example, if D = {1, 2} and F consists of a single binary function with F(1, 1) = F(1, 2) = F(2, 1) = 1 and F(2, 2) = 0, then #CSP(F) is exactly the counting version of the vertex cover problem. When F consists of a single binary function over D = {1, . . . , d}, where F(i, j) = 1 if i = j and 0 otherwise, #CSP(F) is the counting version of the d-coloring problem. In this article, we study #CSP under the most general setting with complex and algebraic weights. In the presence of complex numbers, cancellations One can check that F = {F} violates the Block Orthogonality condition (indeed, F [2] as defined in Equation (2) violates the condition). Thus, the proof of Theorem 1.1 implies that #CSP(F) is #P-hard.
Even at 38 pages, the proof of this dichotomy theorem is significantly shorter than one might expect for general #CSP with complex, algebraic weights. For example, even for the special case of counting graph homomorphisms (i.e., #CSP(F) when F consists of a single binary symmetric function), it takes 66 pages and 106 pages, respectively, to prove a dichotomy theorem for real [Goldberg et al. 2010 ] and complex weights [Cai et al. 2013] ). The reason is because the tractability criterion of our dichotomy is much less explicit compared to those of Goldberg et al. [2010] and Cai et al. [2013] . While one can follow the proofs of Goldberg et al. [2010] and Cai et al. [2013] to check in polynomial time whether a given problem is in P or #P-hard, checking whether a general language F satisfies each of the three conditions listed above requires one to verify a condition on an infinitary object defined from F (see details in Section 3). At this time, it remains an open problem as whether the tractability criterion of our dichotomy is decidable.
2

Proof Sketch
The main idea starts with the following approach for solving #CSP(F). Let I be an instance of #CSP(F) and F be the n-ary function it defines. For each t ∈ [n], we use F [t] to denote the following t-ary function: 
For the discussion below, it is more convenient to view the function F [t] as a d t−1 × d matrix when t ≥ 2: the rows are indexed by x = (x 1 , . . . , x t−1 ) ∈ D t−1 ; the columns are indexed by i ∈ D; the (x, i)th entry of the matrix is F [t] (x, i) . We let F [t] (x, * ) denote the d-dimensional row vector indexed by x ∈ D t−1 :
To compute Z(I), for now assume that we have access to the following oracle. We can send any x ∈ D t−1 , t ≥ 2, to the oracle, and it returns a d-dimensional vector v that is linearly dependent with F [t] (x, * ). Here, either v = 0 if F [t] (x, * ) = 0, or v has its first non-zero entry normalized to 1 so v is uniquely defined.
Temporarily suspending disbelief that such a helpful oracle might exist, we show that Z(I) can be computed efficiently given access to this oracle as follows. From Z(I) = a∈D F [1] (a), it suffices to compute F [1] (a) for each a ∈ D. Now pick any a 1 ∈ D and send it to the oracle. The oracle returns a d-dimensional vector v that is linearly dependent with F [2] (a 1 , * ). If v = 0, then we have F [1] (a 1 ) = b∈D F [2] (a 1 , b) = 0. Otherwise, let a 2 ∈ D denote the index of the first non-zero entry of v, with v a 2 = 1. Then,
where the last equation follows from the assumption that v and F [2] (a 1 , * ) are linearly dependent. This reduces the computation of F [1] (a 1 ) to that of F [2] (a 1 , a 2 ). Next, we send (a 1 , a 2 ) to the oracle. Either the vector w we receive is 0 for which case F [2] (a 1 , a 2 ) = 0, or we can use w to further reduce the computation of F [1] (a 1 ) to that of F [3] (a 1 , a 2 , a 3 ), for some appropriate a 3 . Repeating this process for n − 1 rounds, it suffices to compute F [n] (a 1 , a 2 , . . . , a n ) for some appropriate a 2 , . . . , a n ∈ D. This gives an efficient algorithm for computing F [1] (a 1 ), since F = F [n] can be evaluated efficiently using the input instance I.
As a result, we can solve #CSP(F) efficiently using this oracle. It turns out that almost the whole proof of Theorem 1.1 is trying to understand how and when we can efficiently implement this oracle. Notice that we need to "collect" the following huge amount of information: For each t ∈ [n], we need to compute a set of pairwise linearly independent (and normalized) d-dimensional vectors v [t,1] [t, j] . Two difficulties arise. First, note that in general an m × d matrix may have m pairwise linearly independent row vectors. So, in general, we may need to keep track of exponentially many vectors v [t, j] . Second, for each v [t, j] , the size of S [t, j] can in general be exponential in t. To overcome the first difficulty, we drew inspiration from the recent dichotomy theorems for counting graph homomorphisms with real [Goldberg et al. 2010 ] and complex weights [Cai et al. 2013] . In both dichotomies, the tractable cases are closely related to matrices in which every two row vectors are either linearly dependent or orthogonal, for example, the Hadamard matrices and the so-called discrete unitary matrices [Cai et al. 2013] . This inspires us to introduce the first necessary condition for tractability: the Block Orthogonality condition. It requires that for any F defined by an instance of #CSP(F) and for any t ∈ [n], every two row vectors of F [t] are either linearly dependent or orthogonal; otherwise, we show that #CSP(F) is #P-hard. Indeed, a requirement that is more stringent than the orthogonality must hold (as the word "block" suggests); otherwise, we show that the problem is #P-hard. See the formal definition in Section 3.1. Assume that F satisfies the Block Orthogonality condition. Then, we know for sure that each F [t] has at most d pairwise linearly independent (and indeed pairwise orthogonal) row vectors.
To overcome the second difficulty, we need some of the powerful techniques developed for unweighted #CSP [Bulatov 2013; Dyer and Richerby 2013] . One of the tools used there is the notion of Mal'tsev polymorphism from Universal Algebra (see Section 2.8). For any set ⊆ D n that has a Mal'tsev polymorphism ϕ. Dyer and Richerby [2013] introduce a succinct representation called a witness function, which is of linear size in n, the arity of , and essentially contains all the information about . In particular, with a witness function one can decide whether a given tuple x ∈ D n belongs to efficiently. From here, it is only natural to ask whether the sets S [t, j] associated with each v [t, j] have a Mal'tsev polymorphism. This is where we introduce the second necessary condition, which we call simply the Mal'tsev condition. Roughly speaking, it requires all the sets S [t, j] ⊆ D t−1 , defined from all F, t, and j, to share a common Mal'tsev polymorphism ϕ; otherwise, we prove that the problem #CSP(F) is #P-hard.
Assume that F satisfies both the Block Orthogonality condition and Mal'tsev condition; otherwise, we already know that #CSP(F) is #P-hard. We can now refine the plan of implementing the oracle as follows. Given an input instance I of #CSP(F) that defines an n-ary function F, we compute for each t : 2 ≤ t ≤ n, (a) A set of (at most d) pairwise orthogonal and normalized d-dimensional vectors v [t,1] [t, j] for each set S [t, j] ⊆ D t−1 , which can be used to decide membership efficiently.
So the algorithmic problem left is, how and when can we compute the objects in (a) and (b) efficiently?
To this end, we start with t = n and F = F [n] . First, by using the Mal'tsev condition and an elegant algorithm from Dyer and Richerby [2013] , we can construct efficiently a witness function ω for R ⊆ D n where x ∈ R if and only if F(x) = 0. Given ω, it is also easy to construct a witness function ω for R ⊆ D n−1 , the projection of R on its first n − 1 coordinates. We are getting closer, since according to the definition of S [n, j] , R is exactly the union of the s n pairwise disjoint sets S [n,1] We can send any x ∈ to the black box and it returns the unique index k ∈ [s], such that x ∈ k . The question is: Can we use ω and the black box to compute the value of s as well as a witness function ω k for each k in polynomial time and using polynomially many queries?
In general, it is not clear how to implement the splitting operation efficiently. However, if the sets and 1 , . . . , s (as well as their permutations, see Lemma 7.3) satisfy the so-called partition condition (see Definition 2.26), then we give an algorithm that computes s ∈ [d] and a witness function ω k for each k in polynomial time and using polynomially many queries. This brings us to the third and last condition: the Type Partition condition. It turns out that this condition is necessary for tractability as well: #CSP(F) must be #P-hard if F violates it. Roughly speaking, the Type Partition condition requires that whenever we need to apply the splitting operation, the sets and 1 , . . . , s (and their permutations) must satisfy the partition condition so our algorithm applies. In particular, it allows us to apply the splitting operation on R and S [n,1] , . . . , S [n,s n ] to (1) compute the value of s n , and (2) construct a witness function for each S [n, j] , j ∈ [s n ], using ω . The proof showing that the Type Partition condition is actually necessary for tractability, and the polynomial-time algorithm for the splitting operation assuming the partition condition (Section 5 and Section 7.3) are among the most challenging in the article. Using the splitting operation and the Type Partition condition, we can inductively compute a witness function for each S [t, j] from t = n to 2. This gives an efficient implementation of the oracle and thus, a polynomial-time algorithm for #CSP(F) when F satisfies all three necessary conditions. This finishes the proof of the dichotomy theorem.
PRELIMINARIES
Notation
We use C to denote the set of algebraic complex numbers throughout the article. Given a positive integer n, we let [n] = {1, . . . , n}.
Let D = [d] be a finite set, for some d ≥ 1. Given an n-ary algebraic complex-valued function F : D n → C, we use Im(F) to denote the image of F, that is,
Given a finite set F = {F 1 , . . . , F h } of functions, we use Im(F) to denote the image of F:
Given F : D n → C, we use |F| to denote the real and nonnegative function that maps x to |F(x)| for all x ∈ D n , where | · | in |F(x)| denotes the complex norm. When n ≥ 2, we sometimes consider F as a matrix with exponentially many rows but only d columns. We use M F to denote the following d n−1 × d matrix: its rows and columns are indexed by x = (x 1 , . . . , x n−1 ) ∈ D n−1 and x n ∈ D, respectively; the (x, x n )th entry of M F is
We use F(x, * ), where x ∈ D n−1 , to denote the d-dimensional vector whose ith entry is F(x, i) and |F(x, * )| to denote the d-dimensional real and non-negative vector whose ith entry is |F(x, i)|. Given a matrix M we use M(i, * ) to denote its ith row vector. We also write |M| to denote the matrix of the same size as M, with its (i, j)th entry being |M(i, j)|, the complex norm of M (i, j) . (Determinant is never used in this article, so the notation should be clear from the context.)
Two vectors x, y ∈ C d are said to be orthogonal if they satisfy i∈ [d] Given a ∈ D for some ∈ [n], we use (a, * ) = (a 1 , . . . , a , * ) to denote the relation on n − variables with the first variables fixed to a: y ∈ (a, * ) iff a • y ∈ , where a • y denotes the concatenation of a and y.
Given a permutation π of [n], let π ( ) be the n-ary relation such that x ∈ π ( ) iff
Finally, we use ≤ T to denote polynomial-time Turing reductions between problems, and ≡ T to denote equivalence under polynomial-time Turing reductions.
Counting CSP with Algebraic Weights
Let D = [d] be a domain, and let F = {F 1 , . . . , F h } be a finite set of algebraic complexvalued functions over D. Recall the definition of #CSP(F) in the introduction. When F = {F} has only one function, we denote #CSP(F) by #CSP(F) for convenience. Sometimes we write #CSP(F) simply as #CSP(F 1 , . . . , F h ) to list the functions explicitly.
To complete the definition of #CSP(F) as a computational problem, we need to specify the model of computation for algebraic numbers, that is, how the numbers in F and the output Z(I) are encoded. We can take any reasonable model, for example, the one used earlier in Lenstra [1992] , Thurley [2009] , and Cai et al. [2013] . Note that functions in F are constants when F is fixed and the complexity of #CSP(F) is concerned. The input size only depends on the number of variables, and |I| depends on the the number of tuples in I.
Given D and F, we define the following problem denoted by COUNT(F): the input is a pair (I, c), where I is an input instance of #CSP(F) and c is an algebraic complex number. Let x 1 , . . . , x n denote the variables over D in I. The output is then the number of x = (x 1 , . . . , x n ) ∈ D n such that F I (x) = c, where F I is the function defined by I. It turns out that COUNT(F) and #CSP(F) are equivalent under polynomial-time Turing reductions. The proofs of Lemmas 2.1 and 2.2 use the technique of interpolations, which was first used in this context by Dyer and Greenhill [2000] .
PROOF. Let Im(F) = {c 1 , . . . , c k }, where k = |Im(F)| is a constant for fixed F. Let I be an input instance of #CSP(F) over n variables x ∈ D n with m = |I|, and let F be the n-ary function that I defines. First, we can compute the following set of numbers in time polynomial in m:
since k is a constant. It follows from the definition of F that F(x) ∈ C m for all x ∈ D n . For each c ∈ C m , we let N c denote the number of x ∈ D n such that F(x) = c. Then,
This immediately gives us a polynomial-time reduction from #CSP(F) to COUNT(F). We prove the other direction: Given any I, we use a subroutine for #CSP(F) to compute N c for all c ∈ C m . For this purpose, we let C m = C m − {0} and let s = |C m |, which is polynomial in m. We build from I the following instances I 1 , . . . , I s : to get I , ∈ [s], we make copies of each tuple in I (and thus, I 1 = I and |I | = · |I|). We also let F denote the n-ary function defined by I .
By the construction of I , it is easy to see that F (x) = (F(x)) for all x ∈ D n . Thus,
The left-hand side of the equations can be obtained by calling a subroutine for #CSP(F) on I . We can then solve the Vandermonde system above to get N c for each c ∈ C m . If 0 ∈ C m , then we can also derive N 0 using the fact that the sum of all the N c 's, c ∈ C m , is d n . This finishes the proof of the lemma.
In certain situations the problem COUNT(F) is easier to deal with. For example, we can use the connection above to prove the following lemma.
PROOF. It suffices to show COUNT(|F 1 |, . . . , |F h |) ≤ T COUNT(F) by Lemma 2.1. We let Im(F) = {c 1 , . . . , c k } where k is a constant for fixed F.
Let I be an instance of #CSP(|F 1 |, . . . , |F h |) and F be the n-ary non-negative function it defines. Let a be a non-negative number, and we are asked to compute the number of x ∈ D n such that F(x) = a. From I it is natural to construct an input instance I of #CSP(F) by simply replacing the function |F i | in each tuple of I with its corresponding function F i in F. Let F denote the function that I defines. Then it is clear that F(x) = |F (x)| for all x ∈ D n . Let m = |I| = |I |. Then, we can compute C m as defined in Equation (3) in time polynomial in m, because k is a constant.
From the definitions of C m and F , we have F (x) ∈ C m for all x ∈ D n . As a result,
and the right-hand side can be computed efficiently, because the number of such c can be no more than |C m | and the term for each c can be evaluated by calling a subroutine for COUNT(F). This finishes the proof of the lemma.
Let M be an m × n complex matrix. It induces the following equivalence relation ∼ M over { ∈ [m] : M( , * ) = 0}, that is, the set of nonzero rows of M:
and M( , * ) are linearly dependent over C. 
has S 1 = {1, 2}, S 2 = {3, 4}, S 3 = {5, 6}, and From the definition, we have S i is nonempty for all i; the S i 's are pairwise disjoint;
for all i = j, v i and v j are linearly independent. Clearly, every matrix has a unique row representation. In general, the row representation S of an m × n matrix M may consist of as many as m pairs. But if it is known that every two rows of M are either linearly dependent or orthogonal, then the number of pairs in its row representation cannot exceed n, the number of its columns.
We say that a real, non-negative matrix M is block-rank-1, if its row representation S = {(S 1 , v 1 ), . . . , (S k , v k )} has the property that for all i = j ∈ [k], v i and v j share no common positive entry, that is, there exists no index t ∈ [n] such that the tth entries of v i and v j are both positive.
For example, the 6 × 6 non-negative matrix in Equation (4) is block-rank-1. Given a block-rank-1 matrix, one can permute its rows and columns (with two different permutations in general) to get a block-diagonal matrix, where each of its blocks is of rank 1.
The Block-Rank-1 Condition
We also extend the notion of row representations to functions. Given F : D n → C with n ≥ 2, we have the following equivalence relation ∼ F over {x ∈ D n−1 : F(x, * ) = 0}:
x ∼ F y ⇐⇒ F(x, * ) and F(y, * ) are linearly dependent over C.
Similarly, we say that Finally, we call F a block-rank-1 function if the real, non-negative matrix M |F| is a block-rank-1 matrix. Note that the notion of F being a block-rank-1 function is defined in terms of the real and nonnegative function |F|. (Explicitly, for all x, y ∈ D n−1 with F(x, * ) and F(y, * ) being nonzero, the two non-negative vectors |F(x, * )| and |F(y, * )| either are linearly dependent or share no common positive entry.)
We introduce block-rank-1 matrices/functions to apply the following sweeping dichotomy of Bulatov and Grohe [2005] . Given any symmetric d × d non-negative matrix A with algebraic entries, we define a counting graph homomorphism problem EVAL(A): the input is an undirected graph G = (V, E) with V = [n], and the output is
In the language of #CSP, EVAL(A) is the same as #CSP(F) with
THEOREM 2.3 ([BULATOV AND GROHE 2005]). Let A be a symmetric, nonnegative square matrix with algebraic entries. Then EVAL(A) is solvable in polynomial time if
A is block-rank-1, and is #P-hard otherwise.
We extend the definitions of EVAL(A) and Z A (·) to any square (but not necessarily symmetric) matrix A over C. The input of EVAL(A) is a directed graph G = (V, E), and
is the desired output. The following lemma will be useful later in the proof: LEMMA 2.4. Let A be a square (though not necessarily symmetric) matrix with algebraic complex entries. If |A| is not block-rank-1, then EVAL(A) is #P-hard.
PROOF. By Lemma 2.2, it suffices to show that EVAL(|A|) is #P-hard.
To this end, we use B to denote the symmetric and non-negative d× d matrix |A||A| T , where the (i, j)th entry of B is
We claim that EVAL(B) ≤ T EVAL(|A|). This is because, given an undirected graph G = (V, E) of EVAL(B), we can construct a new directed graph G = (V , E ) with
It is easy to verify that Z B (G) = Z |A| (G ) from which the reduction follows.
On the other hand, if |A| is not block-rank-1 neither is B. To see this, assume that |A(i, * )| and |A( j, * )| are not linearly dependent but share at least one positive entry. The latter implies that
and B( j, * ) share at least two common positive entries. However, given that they are not linearly dependent, by Cauchy-Schwarz, we have
This implies that B(i, * ), B( j, * ) cannot be linearly dependent and, thus, B is not blockrank-1. It follows from Theorem 2.3 that EVAL(B) is #P-hard, and so is EVAL(|A|). This finishes the proof of the lemma.
Next, we use Theorem 2.3 to prove a useful #P-hardness lemma for #CSP(F) with a single algebraic complex-valued function F. The idea is similar to the proof of Lemma 2.4 above.
PROOF. By Lemma 2.2 it suffices to show that #CSP(|F|) is #P-hard.
To this end, we construct a symmetric and non-negative matrix A from |F|, such that
and then use Theorem 2.3 to show that EVAL(A) is #P-hard. The rows and columns of the matrix A are indexed by x ∈ D r−1 , and its entries are
It is clear that A is both symmetric and non-negative. Next, given an undirected graph G = (V, E) as an instance of EVAL(A), we construct the following instance I of #CSP(|F|). It has (r − 1)|V | + |E| variables
For each edge e = uv ∈ E, we add the following two tuples to I:
From the construction of I and the definition of A from |F|, it is easy to check that
where F I is the function that I defines.
This gives us a polynomial-time reduction from EVAL(A) to #CSP(|F|).
Finally, we show that if F is not block-rank-1, then A is not a block-rank-1 matrix, and by Theorem 2.3, EVAL(A) is #P-hard. As F is not block-rank-1, we know there are two vectors x, y ∈ D r−1 , such that |F(x, * )| and |F(y, * )| are not linearly dependent but share at least one common positive entry. This implies that all the following four entries are positive: A(x, x), A(x, y) = A(y, x), A(y, x) > 0. By Cauchy-Schwarz (similar to Equation (5) 
Block Orthogonality
Orthogonality played an important role in previous work on counting graph homomorphisms with real [Goldberg et al. 2010 ] and complex weights [Cai et al. 2013] . Here, we generalize it and introduce the notion of block orthogonality.
Let x, y ∈ C d be two nonzero d-dimensional vectors and x , y be two real, nonnegative vectors with x i = |x i | and
Assume that x and y are linearly dependent. As a result, these four vectors are nonzero at the same indices and we use T ⊆ [d] to denote the set of such indices. Let {μ 1 , . . . , μ } = {x i : i ∈ T }, for some ≥ 1, such that μ 1 > · · · > μ > 0. This further partitions T into T 1 , . . . , T , where
It is also clear that y would yield the same partition, because it is linearly dependent with x . Now, we say x and y are block-orthogonal if for every k ∈ [ ] we have
By definition, we have that x and y are orthogonal if they are block-orthogonal:
On the other hand, two orthogonal vectors x and y are not block-orthogonal in general even when x and y are linearly dependent. For example, the vectors PROOF. We use the same notation as in the definition of block orthogonality above. For each i ∈ T , let z i = x i /|x i | and w i = y i /|y i |. By the assumption, both z i and w i are roots of unity whose orders divide K. Since x and y are linearly dependent, there are
Then the lemma follows from
The second to the last equation uses the fact that z i , w i are roots of unity whose orders divide K. This finishes the proof of the lemma.
We are now ready to define block-orthogonal functions:
Definition 2.7 (Block-Orthogonal Function). Let F : D n → C be a block-rank-1 function with n ≥ 2. We call it a block-orthogonal function if for all x, y ∈ D n−1 such that F(x, * ), F(y, * ) = 0 and x ∼ |F| y, the two vectors F(x, * ) and F(y, * ) are either linearly dependent or block-orthogonal.
Unweighted Counting CSP
We need the following connection between weighted and unweighted #CSP. The latter is the special case when all the functions in F take values in {0, 1}, for which we adopt the following notation. Let D = [d] be a domain. An unweighted constraint language over domain D is a finite set of relations { 1 , . . . , h } in which each i is an r i -ary relation over D r i , for some r i ≥ 1. D and define the following problem, denoted by
n be a set of n variables over D. The input is a finite set I of tuples ( , i 1 , . . . , i r ) in which is an r-ary relation in and i 1 , . . . , i r ∈ [n]. The input I defines the following relation R I over D n :
Given I, the output of the problem is |R I |.
denote the relation over n variables where
The following lemma is a corollary of Lemma 2.1:
PROOF. By Lemma 2.1, it suffices to show that #CSP( ) ≤ T COUNT(F). Let I be an input instance of #CSP( ) over n variables, and let R be the relation it defines. We then construct an instance I of #CSP(F) in polynomial time, by replacing the relation i in each tuple of I with its corresponding function F i ∈ F. Let F denote the function that I defines. Then, we have x ∈ R if and only if
The right-hand side can be obtained by calling a subroutine for COUNT(F).
The Purification Lemma
As it will become clear later, it is much easier to work with functions that take complex values with rational arguments (i.e., arguments that are rational multiples of π ). We need the following definition:
is the product of a non-negative rational number and a root of unity, for every x ∈ D n . Given a pure function F, we use order(F) to denote the smallest positive integer K such that (F(x)) K is real and positive for all x ∈ D n with F(x) = 0.
A useful tool in proving the hardness part of our dichotomy is the following Purification Lemma (Lemma 2.12). It was introduced in the study of complex graph homomorphisms in Cai et al. [2013] and gives us a connection between pure and general functions (which can take values with irrational arguments). In Sections 4 and 5, we will see two instances where the Purification Lemma is used to extend two hardness lemmas from pure to general functions.
We start with the following definition of generating sets: Definition 2.10. Let C = {c 1 , . . . , c n } be a finite set of nonzero algebraic numbers, for some n ≥ 1. We say a finite set {g 1 , . . . , g s }, for some s ≥ 0, is a generating set of C if (1) Every g i is a nonzero algebraic number in Q(C), that is, the extension of the rational field by adjoining the elements of C;
is not a root of unity; and (3) For every c ∈ C, there exists a unique tuple (
is a root of unity.
Note that s = 0 happens if and only if all the c i 's in C are roots of unity.
The following lemma was proved in Cai et al. [2013] 
in which each F i has the same arity r i ≥ 1 as F i , such that 
k is a root of unity, and we set
where p i denotes the ith smallest prime. F i is pure by definition, and property 2 of the lemma is satisfied. In the rest of the proof, we will use p k to denote p
s . Next, we show the equivalence of the two #CSP problems in property 1. By Lemma 2.1 it suffices to show that
We start with the reduction from COUNT(
Given an instance I of #CSP(F 1 , . . . , F h ) over n variables, we write I to denote the instance of #CSP(F 1 , . . . , F h ) obtained by replacing the F i in each tuple of I with its corresponding function F i . Also, let m = |I| = |I | and let F and F denote the functions that I and I define, respectively. By property 2, we have F(x) = 0 iff F (x) = 0, and thus, the number of x such that F(x) = 0 is the same as the number of x such that F (x) = 0. The latter can be obtained by calling a subroutine for COUNT(F 1 , . . . , F h ).
Let
, with t being a constant as the set of functions is fixed. We then compute the following set C m in time polynomial in m:
. . , t are non-negative integers and 1 + · · · + t = m}. For each c ∈ C m , we also compute the unique tuple k ∈ Z s such that c/g k is a root of unity, using the known tuples for {c 1 , . . . , c t }. By the definition of F i from F i and by the assumption that {g 1 , . . . , g s } is a generating set, we have
As a result, the number of x with F(x) = c can be obtained by calling a subroutine for COUNT(F 1 , . . . , F h ). The other direction of reduction can be proved similarly. Now, we check property 3. In the rest of the proof, we use F to denote F i , F to denote F i , and r to denote r i , the arity of F i , for convenience. Assume r ≥ 2 and F is blockrank-1. Let x, y ∈ D r−1 be two vectors such that F(x, * ) and F(y, * ) share at least one common nonzero entry. From property 2 and the assumption that F is block-rank-1, we know that |F (x, * )| and |F (y, * )| must be nonzero and linearly dependent.
To prove that |F(x, * )| and |F(y, * )| are linearly dependent, it suffices to show for all indices i, j ∈ D of nonzero entries of F(x, * ) (which are also indices of nonzero entries of F(y, * ), F (x, * ), F (y, * )),
To this end, we let u, v, w, z ∈ Z s denote the four vectors, such that
are all roots of unity. Because |F (x, * )| and |F (y, * )| are linearly dependent, we have
. Equation (11) follows from the definition of F from F.
Next, we prove property 4(a). Assume that F(x, * ) and F(y, * ) are linearly dependent. Then, we use i, j ∈ D to denote two indices of nonzero entries of F (x, * ), which must be indices of nonzero entries of F (y, * ), F(x, * ), and F(y, * ) as well. Similarly, let u, v, w, z ∈ Z s be the vectors, such that
and c 1 , . . . , c 4 are all roots of unity. As F(x, * ) and F(y, * ) are linearly dependent,
By the definition of generating sets, we must have c 1 · c 2 = c 3 · c 4 and
On the other hand, by the construction of F , we have
So, F (x, * ) and F (y, * ) are also linearly dependent. The other direction is similar. For property 4(b), assume that F (x, * ) and F (y, * ) are block-orthogonal. Note that when F is block-rank-1, F is also block-rank-1 by property 3. We then use T ⊆ D to denote the set of indices j ∈ D such that F(x, j) = 0 (and F(y, j) , F (x, j), F (y, j) = 0 as both functions are block-rank-1). We use F (x, * ) to further partition T into T 1 , . . . , T t , for some t ≥ 1: there are positive integers We also use c(x, j) and c(y, j) to denote the roots of unity, such that
Because F (x, * ) and F (y, * ) are block-orthogonal, by definition, we have
For each k ∈ [t], we write u k ∈ Z s and v k ∈ Z s to denote the two unique vectors, such that μ k = p u k and ν k = p v k . Then by the construction of F , we have for all j ∈ T k ,
Now, we are ready to show that F(x, * ) and F(y, * ) are indeed block-orthogonal. Let υ = |F(x, j)| > 0 for some j ∈ T and let S υ ⊆ T denote the set of indices such that |F(x, )| = υ. Then, by Equation (13), S υ must be the union of some of the T k 's. Without loss of generality, let S υ = T 1 ∪ · · · ∪ T q for some q ≤ t. Then, we have
The first equation uses Equation (13) and the last equation uses Equation (12). This finishes the proof.
We remark that in both property 3 and property 4(b) of the lemma, the statement only holds in one direction. For example, when F i is block-rank-1, it is not clear how to prove that F i is block-rank-1 as well. However, it turns out that the directions that we can prove are the ones that we will actually need later in proving the hardness lemmas for general functions.
Using properties 2, 3, and 4 of the Purification Lemma, we have COROLLARY 2.13. As defined in Equation (8) 
Let = { 1 , . . . , h } be a finite set of relations. We say ϕ is a Mal'tsev polymorphism of if it is a Mal'tsev polymorphism of i for all i ∈ [h]. Let = { 1 , . . . , h } be a finite set of relations. Let I denote an instance of #CSP( ) and R denote the relation it defines. If has a Mal'tsev polymorphism ϕ, then ϕ is a Mal'tsev polymorphism of R as well. On the other hand, Bulatov and Dalmau [2007] gave the following #P-hardness theorem. Also see Dyer and Richerby [2013] . We let P denote the set of all such maps. Now assume the relations in do not share a common Mal'tsev polymorphism, then for any ϕ ∈ P, there is a relation ϕ ∈ , which does not have ϕ as a Mal'tsev polymorphism. Then from Theorem 2.16, we know that #CSP( ) is #P-hard, where = { ϕ : ϕ ∈ P} is a finite subset of .
Let be an n-ary relation with variables x 1 , . . . , x n ranging over D. In general, | | could be exponentially large in n. But when is known to have a Mal'tsev polymorphism and such a polymorphism ϕ is also given, Dyer and Richerby [2013] When has a Mal'tsev polymorphism, we let E i,k ⊆ Pr i , where k = 1, 2, . . . , denote the equivalence classes of ∼ i . The following lemma can be found in Dyer and Richerby [2013] . We include its short proof as an example of the use of a Mal'tsev polymorphism.
LEMMA 2.19. If a ∼ i b and x ∈ with x i = a, then there is a y ∈ with y i = b and
By applying a Mal'tsev polymorphism ϕ of on these two vectors together with x ∈ , we get a new vector y ∈ . It is easy to check that y satisfies both properties, and the lemma is proven.
Next, we define the succinct representation called witness functions from Dyer and Richerby [2013] . For completeness, we include the proof of Lemma 2.21 (and those of Lemmas 2.22-2.24) in the Appendix. Readers may find them helpful in becoming more familiar with the notions of Mal'tsev polymorphisms and witness functions.
Next, if ϕ is a Mal'tsev polymorphism of ⊆ D n , then all three operations on as described in Section 2.1, that is, projection, pinning (i.e., (a, * ) for some prefix a) and permutation, would result in a relation of which ϕ remains a Mal'tsev polymorphism. projection, the following two lemmas can be found in Dyer and Richerby [2013] . In Section 7, we will discuss permutation and two other polynomial-time operations on witness functions, union and splitting. They play a key role in the algorithmic part of our dichotomy. Dyer and Richerby [2013] showed that when has a Mal'tsev polymorphism, then given an instance I of #CSP( ), a witness function for the relation R I defined by I (which also has ϕ as a Mal'tsev polymorphism) can be computed efficiently.
THEOREM 2.25. Let ϕ be a Mal'tsev polymorphism shared by all the relations in . Then given any input instance I of #CSP( ), one can compute a witness function of R I in polynomial time.
In addition, Dyer and Richerby [2013] gave a polynomial-time algorithm that, given a witness function of R I , computes |R I | (though we will not use this algorithm here).
The Partition Condition
Let S ⊆ D n be a nonempty set and S 1 , . . . , S k be a partition of S, for some k ≥ 1: the S i 's are nonempty and pairwise disjoint subsets of S, with S = S 1 ∪ · · · ∪ S k . The pair (S, (S 1 , . . . , S k )) defines the following map type(·): given any ∈ [n] and x ∈ D ,
We also set type( ) = [k], where is the empty tuple. We will refer to type(·) as the type map of (S, (S 1 , . . . , S k )), and type(x) as the type of x (with respect to (S, (S 1 , . . . , S k ))). When = n, type(x) is either ∅ or a singleton. When = n and type(x) is a singleton, we refer to the element in type(x) simply as the type of x for convenience.
Definition 2.26. Let type(·) denote the type map of (S, (S 1 , . . . , S k )). Then, we say (S, (S 1 , . . . , S k )) satisfies the partition condition if for all ∈ [n] and x, y ∈ D , type(x) and type(y) are either the same or disjoint. 
One way to better understand the list T is to consider it as a tree of height n: [k] ∈ T 0 is the root, and the sets of T are nodes at level of the tree; U ∈ T and V ∈ T +1 are adjacent if V ⊆ U . The tree has the property that the leaves are singletons and every other node is the union of its children.
A COMPLEXITY DICHOTOMY FOR #CSP WITH COMPLEX WEIGHTS
We prove Theorem 1.1 in this section. The rest of the article consists of proofs of lemmas stated here. We start by describing the necessary conditions for tractability.
Let D = [d] be a domain. Let F be a finite set of algebraic complex functions over D. Recall the definition of F [t] in Equation (2). We use W F to denote the following set of infinitely many (though countable) algebraic complex-valued functions:
F is a function defined by an instance of #CSP(F) and 1 ≤ t ≤ arity of F .
The following lemma concerning W F is easy to prove:
LEMMA 3.1. For any finite subset F ⊂ W F , we have #CSP(F ) ≤ T #CSP(F).
Hardness Part of the Dichotomy
The hardness part of the dichotomy theorem consists of three necessary conditions on W F . The violation of any of these conditions implies that #CSP(F) is #P-hard. First, we impose the following condition:
Block Orthogonality: Let {F 1 , . . . , F k } be any finite subset of W F and {g 1 , . . . , g s } be any generating set of Im(F 1 , . . . ,
Then, every F i of arity ≥ 2 is block-orthogonal (and in particular, block-rank-1).
We prove the following lemma in Section 4:
LEMMA 3.2. If F does not satisfy the Block Orthogonality condition, then #CSP(F) is #P-hard. Remark 3.3. For the special case of languages F of non-negative weights, the Block Orthogonality condition above trivially implies the condition of weak balance [Cai et al. 2016] , which played an important role in their dichotomy for #CSP with non-negative weights. It remains unclear as to whether it implies the condition of balance as well [Cai et al. 2016 ] (see also Bulatov [2013] and Dyer and Richerby [2013] for the condition of balance in the unweighted case).
Assume F satisfies the Block Orthogonality condition. By Corollary 2.13, every F in W F with arity ≥ 2 is block-orthogonal (and in particular, block-rank-1). Let n ≥ 2 be the arity of a function F ∈ W F that is not identically zero, and let
be the row representation of F for some k ≥ 1, where S j 's are nonempty and disjoint. We note that k ≤ d, because F is block-orthogonal. Let F = S 1 ∪ · · · ∪ S k . In addition to Block Orthogonality, here is the second condition on W F :
Type Partition: For any function F ∈ W F that has arity n ≥ 2 and is not identically zero, the pair ( F , (S 1 , . . . , S k )) satisfies the partition condition.
It is worth pointing out that the partition condition is trivially satisfied if the arity of F is 2 and F ⊆ D. We prove the following hardness lemma in Section 5.
LEMMA 3.4. If F does not satisfy the Type Partition condition, then #CSP(F) is #P-hard.
Finally, we need a condition on relations defined from W F . Assume F satisfies the Block Orthogonality condition. If F has arity n ≥ 2, then we denote its row representation by Equation (16) and define the following (equivalence) relation F over 2(n − 1) variables x = (x 1 , . . . , x n−1 ) and y = (y 1 , . . . , y n−1 ):
⇐⇒ F(x, * ), F(y, * ) are nonzero and linearly dependent.
This gives us the following set F of infinitely many (though countable) relations:
We now impose the last condition on F (derived from W F ):
Mal'tsev: All relations in F share a common Mal'tsev polymorphism ϕ :
To finish the hardness part, we prove the following hardness lemma in Section 6:
LEMMA 3.5. If F does not satisfy the Mal'tsev condition, then #CSP(F) is #P-hard.
Remark 3.6. 3 Note that the Mal'tsev condition directly implies that relations in the unweighted version of F share a common Mal'tsev polymorphism, which is known to be equivalent to satisfying the condition of strong rectangularity [Bulatov 2013; Richerby 2013] (though we do not need it in our proof here). This equivalence makes it easy to check (in NP) whether is strongly rectangular. However, checking whether a language F of complex weights satisfies the Mal'tsev condition above seems to be much more challenging. While having a Mal'tsev polymorphism implies that the same holds for any relation defined by an instance of #CSP( ), this is not the case for our Mal'tsev condition, due to the presence of cancellations in sums behind F [t] .
Algorithmic Part of the Dichotomy
We show that if a finite set F of algebraic complex-valued functions satisfies all three conditions:
(a) the Block Orthogonality condition, (b) the Type Partition condition, (c) the Mal'tsev condition, then there is a polynomial-time algorithm for #CSP(F). Theorem 1.1 then follows. First, from the Mal'tsev condition, all the relations in F share a common Mal'tsev polymorphism. We may assume that such a polymorphism ϕ is given (since F is considered as a constant 4 ) and will use it later in the algorithm. Let I be an instance of #CSP(F), and let F : D n → C denote the function it defines. To compute Z(I), we examine functions F = F [n] , . . . , F [2] . For each F [t] , 2 ≤ t ≤ n, let
denote the row representation of F [t] . 
where [t, j] in the row representation of F [t] in Equation (19).
Once we have obtained s t and the pairs in Equation (20), Z(F) can be computed efficiently:
LEMMA 3.9 (COMPUTATION OF Z(I)). Given s t and Equation (20) for each 2 ≤ t ≤ n, Z(F) can be computed in polynomial time.
PROOF. For each t : 2 ≤ t ≤ n, we use Equation (19) to denote the row representation of F [t] . By Lemma 3.8, all vectors v [t, j] in Equation (19) have been computed and for each set S [t, j] , we have computed one of its witness functions ω [t, j] . For any a 1 ∈ D, we show how to compute F [1] (a 1 ) efficiently. The lemma follows as
We start with an informal description of the algorithm. We first check whether a 1 ∈ S [2, j] for some j ∈ [s 2 ]. This can be done efficiently, since s 2 ≤ d is bounded by a constant and for each j ∈ [s 2 ], whether a 1 ∈ S [2, j] or not can be checked efficiently using the witness function ω [2, j] of S [2, j] . By definition, if a 1 / ∈ S [2, j] for all j ∈ [s 2 ], we must have F [2] (a 1 , * ) = 0, and thus,
Otherwise, we let j ∈ [s 2 ] be the unique index such that a 1 ∈ S [2, j] and a 2 ∈ D be the smallest nonzero index of v [2, j] . By the definition of row representations, v
= 1 and F [2] (a 1 , * ) is a nonzero vector that is linearly dependent with v [2, j] . Therefore, [3, j] . Let a 3 denote the smallest nonzero index of v [3, j] . Then,
This further reduces the computation of F [1] (a 1 ) to that of F [3] (a 1 , a 2 , a 3 ). After n − 1 rounds of such reductions, it suffices to compute F
[n] (a 1 , . . . , a n ) for some appropriate a 2 , a 3 , . . . , a n ∈ D, to get F [1] (a 1 ). This gives an efficient algorithm for F [1] (a 1 ) as F [n] can be evaluated efficiently using the input instance I. A formal recursive procedure called ComputeF is described in Figure 1 . It takes two inputs: t and a, where t ∈ [n] and a ∈ D t , and outputs F [t] (a). Its correctness can be easily proved by induction on t, and its running time is polynomial, because the total number of recursive calls is at most n − 1 and in each call, the only non-trivial part is line 4, which has an efficient implementation by Lemma 2.21.
THE BLOCK ORTHOGONALITY CONDITION
We prove Lemma 3.2 in this section. We start with a hardness lemma for pure functions and then use the Purification Lemma to extend it to general functions.
LEMMA 4.1. Let F : D n → C be a pure function with arity n ≥ 2. If F is not blockorthogonal, then #CSP(F) is #P-hard.
PROOF. As F is pure, we let K denote the constant order(F). Without loss of generality, we assume that F is block-rank-1; otherwise, #CSP(F) is #P-hard by Lemma 2.5. To show that #CSP(F) is #P-hard, we write A r , for each integer r ≥ 1, to denote the following d n−1 × d n−1 matrix with its rows and columns indexed by D n−1 :
Note that A r is not necessarily symmetric. We prove that, for every r ≥ 1,
Given any directed graph G = (V, E) as an input instance of EVAL(A r ), we construct I, an instance of #CSP(F), with the following set of variables:
ranging over D. Then for each edge e = uv ∈ E, we apply F over (z u,1 , . . . , z u,n−1 , w e ) and (rK − 1) copies of F over (z v,1 , . . . , z v,n−1 , w e ).
The reduction follows from Z A r (G) = Z(I). Now to prove that #CSP(F) is #P-hard, it
suffices to show that EVAL(A r ) is #P-hard for some integer r ≥ 1. Focusing on the 2 × 2 sub-matrix of A r indexed by x and y, we have
(y, i)c(x, i).
We use L r to denote
Since all the μ j 's are real and positive, we have
We discuss the following three cases. First, if
then by Cauchy-Schwarz, it must be the case that c(x, * ) and c(y, * ), as two |T |-dimensional vectors, are linearly dependent and thus, F(x, * ) and F(y, * ) are linearly dependent, contradicting the assumption. Second, if L r = 0 for all r ≥ 1, then by solving a Vandermonde system in which Equation (21) is 0 for r from 1 to , we must have
As a result, these two rows are block-orthogonal, contradicting the assumption again.
Otherwise, we must have
So, all four entries of this sub-matrix of |A r | are positive but its rank is 2. This implies that |A r | is not a block-rank-1 matrix. From Lemma 2.4, we have EVAL(A r ) is #P-hard and so is #CSP(F). This finishes the proof of the lemma.
Lemma 3.2 now follows from Lemmas 4.1, 3.1, and 2.12.
PROOF LEMMA 3.2 Assume for contradiction that F does not satisfy the Block Orthogonality condition. Let {F 1 , . . . , F k } ⊂ W F be a finite set that violates the Block Orthogonality condition with a generating set {g 1 , .
. By Lemma 2.12 and Lemma 3.1,
If F i is not block-orthogonal, by Lemma 4.1 #CSP(F i ) is #P-hard and so is #CSP(F).
THE TYPE PARTITION CONDITION
We prove Lemma 3.4 in this section. Again, we start by working on pure functions and then extend it to general functions. Let F : D n → C be a pure function of arity n ≥ 2. Also assume that F is block-orthogonal (and in particular, block-rank-1 as well).
Let S = {(S 1 , v 1 ) , . . . , (S k , v k )} be the row representation of F, with S 1 , . . . , S k being nonempty and pairwise disjoint subsets of D n−1 . Let = S 1 ∪ · · · ∪ S k . Given the pair ( , (S 1 , . . . , S k )), recall its type map type(·) as in Equation (15): for any ∈ [n − 1] and
We show that #CSP(F) is #P-hard if ( , (S 1 , . . . , S k )) violates the partition condition. 
PROOF. We start with some notation. Let K be the constant order(F). Because S is the row representation of F, there is a function g : → C, such that
By the definition of row representations, g(x) is the first non-zero entry of F(x, * ). As F is pure, g(x) is the product of a positive rational number and a root of unity whose order divides K, for all x ∈ . This then implies that all the nonzero entries of v 1 , . . . , v k are products of a positive rational number and a root of unity whose order divides K.
Moreover, we know that for any i = j ∈ [k], it follows from Lemma 2.6 that
because they are block-orthogonal. For each j ∈ [k], let
Now, we start the proof. Let ∈ [n − 1] and let x, y ∈ D be two vectors that satisfy Equation (22) . Note that when = n − 1, type(x) is either ∅ or a singleton set. So for Equation (22) to hold, must be smaller than n − 1. (Note that this implies that the hardness condition of the lemma never occurs for binary functions.) Without loss of generality, let
where L i 's are pairwise disjoint and L 1 and at least one of L 2 , L 3 are nonempty.
Let A denote the following d × d matrix: for z, w ∈ D , the (z, w)th entry of A is
It is easy to see that A is symmetric. We use the following construction to show that
Given any undirected graph G = (V, E) as an instance of EVAL(A), we construct I, an instance of #CSP(F), with the following variables:
. . , v for each v ∈ V and p e , q e , s e, +1 , . . . , s e,n−1 , r e, +1 , . . . , r e,n−1 for each e ∈ E.
For each edge e = uv ∈ E, we apply one copy of F over each of (Technically the construction of I above chooses an orientation for each edge, but the value Z(I) is independent of this choice.) It then follows from the definition of A from F that Z A (G) = Z(I), and Equation (24) follows. Now to finish the proof, it suffices to show that EVAL(A) is #P-hard.
To this end, we analyze the four entries of A with z, w ∈ {x, y}.
For each i ∈ type(x) = L 1 ∪ L 2 , we use U i to denote the nonempty set of vectors x ∈ D n− −1 such that x • x ∈ S i . And we define V i similarly for y.
by Equation (23). This can be used to simplify the sum in A(x, x) as follows:
Similarly, we have
On the other hand, by a similar proof, we also have
and A(y, x) = A(x, y) (as the definition of A is symmetric). Using the same argument, we can also see that all entries of A are non-negative. Since L 1 is nonempty, we have A(x, y) = A(y, x) > 0. It is now easy to see that if at least one of the L 2 , L 3 is nonempty, then A(x, x) · A(y, y) > A(x, y) · A(y, x) . By Theorem 2.3, we have that EVAL(A) is #P-hard and so is #CSP(F). This proves the lemma.
Finally, we use the Purification Lemma to prove Lemma 3.4. PROOF OF LEMMA 3.4. Without loss of generality, we may assume that F satisfies the Block Orthogonality condition; otherwise, #CSP(F) is #P-hard by Lemma 3.2.
Let F ∈ W F be a function of arity at least 2 and let F = Pure(F; {g 1 , . . . , g s }), where {g 1 , . . . , g s } is a generating set of Im(F) − {0}. By Lemma 3.1, we have
As F satisfies the Block Orthogonality condition, F is block-orthogonal. Using Corollary 2.13 of the Purification Lemma, F and F must induce the same equivalence relation ∼ F and ∼ F and therefore, the type maps type F (·) and type F (·), induced by F and F , respectively, are the same. If type F (·) violates the partition condition, then so does type F (·). By Lemma 5.1, #CSP(F ) is #P-hard and so is #CSP(F).
THE MAL'TSEV CONDITION
We prove Lemma 3.5 in this section. It follows directly from the following lemma: LEMMA 6.1. If F satisfies the Block Orthogonality condition, then for any finite set ⊂ F , we have #CSP( ) ≤ T #CSP(F).
PROOF OF LEMMA 3.5. If F does not satisfy the Block Orthogonality condition, then we are done by Lemma 3.2. Assume F satisfies the Block Orthogonality condition but does not satisfy the Mal'tsev condition.
Recall that F is a set of relations defined using W F in Equation (18). By Corollary 2.17 there exists a finite set ⊂ F with #CSP( ) being #P-hard. By Lemma 6.1, #CSP(F) is also #P-hard, and the lemma is proven.
We prove Lemma 6.1 in the rest of the section.
PROOF OF LEMMA 6.1. Given , we can find a finite subset {F 1 , . . . , F k } ⊂ W F , such that ⊆ , where we use i to denote the relation defined using F i as in Equation (17), and
Let r i denote the arity of F i . Recall that i is a relation over 2(r i − 1) variables: (x, y) ∈ i ⇐⇒ F i (x, * ) and F i (y, * ) are non-zero and linearly dependent.
Using Lemma 3.1, we have
so it suffices to give a polynomial-time reduction from #CSP( ) to the former. For this purpose, we first apply the Purification Lemma to get
using an arbitrary generating set {g 1 , . . . , g s } of Im{F 1 , . . . , F k }−{0}. Now, all k functions F 1 , . . . , F k are pure, and we have
We use K to denote the least common multiple of the orders of all the pure F i 's. The plan of the proof is the following. For each i ∈ [k] with r i ≥ 2, we use a construction to define, from F i , a 2(r i − 1)-ary function H i and prove that
We will show that for each i ∈ [k] with r i ≥ 2, i = Boolean(H i ). On the other hand, by property 2 of the Purification Lemma, we have that
As a result, by Lemma 2.8, we have
and the lemma follows by combining Equations (29), (28), (27), and (25).
For each i ∈ [k] with r i ≥ 2, we use H i to denote the following function:
We use the following construction to show the reduction in Equation (28). Given an instance I of the first problem in Equation (28) (28) follows. Finally, we show i = Boolean(H i ). As F satisfies the Block Orthogonality condition, Equation (26) implies that F i is block-orthogonal. From this, it follows from Lemma 2.6 that
and F i (y, * ) are nonzero and linearly dependent.
It follows from Corollary 2.13 that the two equivalence relations ∼ F i and ∼ F i , induced by F i and F i , respectively, are the same. As a result, F i (x, * ), F i (y, * ) are nonzero and linearly dependent if and only if F i (x, * ), F i (y, * ) are nonzero and linearly dependent. This proves i = Boolean(H i ) and finishes the proof of the lemma.
POLYNOMIAL-TIME OPERATIONS ON WITNESS FUNCTIONS
In this section, we present three polynomial-time operations on witness functions of relations that share a common Mal'tsev polymorphism. They will be used in Section 8 to prove Lemma 3.8. . . . , a i−1 , a i , a i+1 , a i+2 , . . . , a n ) : (a 1 , . . . , a i−1 , a i+1 , a i , a i+2 , . . . , a n ) ∈ .
in time polynomial in n. For each j ∈ [n] let ∼ j and ∼ j denote the equivalence relations defined by and , respectively. Clearly, for j / ∈ {i, i + 1}, ∼ j is the same as ∼ j . Thus, we can set ω ( j, a) to be ω( j, a), after transposing the ith and (i + 1)th coordinates.
Next, we compute ∼ i . Let b ∈ Pr i = Pr i+1 . Note that the latter can be computed efficiently from ω. We want to compute the class E of b in ∼ i and, in addition, a witness for each b ∈ E that shares a common (i − 1)-prefix. We are then done for E by setting ω (i, b ) to be this witness for every b ∈ E.
To this end, we denote ω(i + 1, b), a witness for (i + 1, b) in , by
We use Lemma 2.24 to compute a witness function for (x, * ) on n−(i −1) variables and use it to project (x, * ) on its second coordinate: Pr 2 (x, * ). We claim E = Pr 2 (x, * ). 
Applying the Mal'tsev polymorphism ϕ on these two vectors and the one in Equation (30) gives us a witness for (i + 1, b ) in with x as its prefix. Thus, b ∈ Pr 2 (x, * ). Now, we have computed E. We can use the witness function of (x, * ) to get a witness for (i + 1, b ) in with x being its prefix. Transposing the ith and (i + 1)th coordinates gives a witness for (i, b ) in . This finishes the construction of ω (i, b) for all b.
Finally, we work on ∼ i+1 . Let a ∈ Pr i+1 = Pr i . We need to compute the equivalence class E of a in ∼ i+1 . We denote the vector ω(i, a) by
We use Lemma 2.24 to compute a witness function of (x, * ) and then Pr [2] (x, * ) by Lemma 2.23. For each pair in (a , b ) ∈ Pr [2] (x, * ), we also compute a vector in (x, * ), which starts with the 2-prefix (a , b ). We then collect all the a ∈ D such that for some b ∈ D, both (a , b ), (a, b ) ∈ Pr [2] (x, * ), and claim that this is exactly E.
First, it is easy to check that (
Applying the Mal'tsev polymorphism ϕ on these two vectors together with the one in Equation (31) gives a vector in with prefix
We have computed the class E of a in ∼ i+1 . Now, for each a ∈ E with (a , b ), (a, b ) ∈ Pr [2] (x, * ), we can compute two vectors in with prefixes x • a • b and x • a • b . By applying the Mal'tsev polymorphism ϕ on these two vectors together with the one in Equation (31) gives a vector in with prefix x • a • b. As a result, we obtain a witness of (i + 1, a ) in , for every a ∈ E, which shares the same prefix x • b. We set ω (i + 1, a ) to be this witness for each a ∈ E. This finishes the construction of ω .
Union of Witness Functions
Let 1 , . . . , s ⊆ D n be s pairwise disjoint relations over n variables x 1 , . . . , x n ∈ D for some s ≥ 1. Assume that they share a Mal'tsev polymorphism ϕ. Let = 1 ∪ · · · ∪ s .
In general ϕ might not be a Mal'tsev polymorphism of . The following lemma shows that, if it is guaranteed that ϕ is a Mal'tsev polymorphism of as well, then we can efficiently construct a witness function of from witness functions of the k 's. PROOF. Pick any pair (i, a) ∈ [n] × D. We first decide whether there is a vector x ∈ such that x i = a. Since is the union of the k 's, it suffices to check if
, then we simply set ω(i, a) = ⊥; otherwise, we have found a tuple z ∈ such that z i = a.
Next, for each i ∈ [n], we compute the equivalence relation ∼ i of as follows. Pick any a = b ∈ D for which we have already found witnesses x, y in , with x i = a and y i = b. By Lemma 2.19, we have
As is the union of the k 's, this happens if there exists such a z ∈ k for some k ∈ [s]. To check whether k has such a z, by Lemma 2.24, we can use ω k and ϕ to construct a witness function for k (x 1 , . . . , x i−1 , b, * ). Then, k has a z with Pr Here, we describe the inverse of the union operation described above. The setting is the following. Let ⊆ D n be a nonempty relation over n variables, and let 1 , . . . , s be an s-way partition of , for some s ∈ [d]: the i 's are nonempty, pairwise disjoint, and satisfy = 1 ∪ · · · ∪ s . Assume that ϕ is a Mal'tsev polymorphism of and the i 's.
At the beginning, we have no information about the i 's. Even the number s of sets is not given, though we do know that s ∈ [d] . In addition to the Mal'tsev polymorphism ϕ, the only resources we have are a witness function ω for as well as a black box to query: We can send any x ∈ to the black box and it returns the unique k ∈ [s] such that x ∈ k . The question is: Can we use ω and the black box to compute the value of s and a witness function ω k for each k in polynomial time and only using polynomially many queries?
In general, we do not know how to solve this problem efficiently. But if the following condition holds then there is an efficient algorithm. Given any permutation π of [n], we use type π to denote the type map of (π ( ), (π ( 1 ), . . . , π( s ))). Recall that
We also have type π ( ) = [s], where denotes the empty tuple. Our main lemma of this subsection shows that if (π ( ), (π ( 1 ) We start with some notation and definitions. We use type(·) to denote the type map of ( , ( 1 , . . . , s ) ) and use
to denote its list of types. As ( , ( 1 , . . . , s ) ) satisfies the partition condition, we have |T j | ≤ s ≤ d for all j. It is clear that T j 's are nonempty as is nonempty; every set in T j is nonempty, because we are only interested in x ∈ Pr [ j] in the definition of T j .
We need the following definition in the algorithm:
Given U ∈ T for some 0 ≤ ≤ n, we say S is closedwith respect to U at level if U ∈ S and for every j > , we have V ∈ S j for every V ∈ T j with V ⊆ U . Finally, we say S is closed if it is closed with respect to every U ∈ S j at level j, for all 0 ≤ j ≤ n.
In particular, S is closed if S j = ∅ for all j. The next lemma follows from the definition of closed partial lists of T. PROOF. By definition S is closed with respect to [s] at level 0. For each V ∈ T j with j ≥ 1, we have V ∈ S j , since V ⊆ [s]. It follows that T j ⊆ S j for each j and thus, S = T, since S is a partial list of T.
We present a recursive procedure ComputeType for computing s and the list of types T, using the witness function ω of and the black box. The procedure is presented in Figure 2 . It takes two inputs: 
PROOF. We prove the lemma by induction on = n, n − 1, . . . , 1, 0. The base case when = n is trivial. This is because, if S is closed at the beginning, then S * is also a closed partial list of T after adding a singleton set {k} ∈ T n to S * n . Now assume that the lemma holds for all calls to ComputeType with an x of length at least + 1 and any closed partial list S. We show that if x ∈ Pr [ ] and S is a closed partial list of T, then ComputeType(x, S) outputs (U, S ), where type(x) = U and S is a closed partial list of T that satisfies Equation (32).
There are two cases to discuss. First, if the algorithm reaches line 9 then we clearly have type(x) = U as ( , ( 1 , . . . , s ) ) satisfies the partition condition and S is assumed to be a partial list of T. Properties about S hold, because S = S in this case.
Otherwise the algorithm uses a for-loop to get U a for each a ∈ Pr 1 . By the inductive hypothesis, we know at the end of each iteration of lines 12-20, S * remains a closed partial list of T and satisfies S j ⊆ S * j for all j. After the for-loop, we have U a = type(x • a) and S * is a closed partial list with type(x • a) ∈ S * +1 for all a ∈ Pr 1 and S j ⊆ S * j for all j.
Let (U, S ) denote the output of ComputeType(x, S). By line 18 and line 21, we have
It is easy to show that S is a partial list of T that satisfies Equation (32) (since U ∈ S * by line 22). To see that S is closed, note that by the inductive hypothesis S * in the procedure remains closed before line 22 and we have type(x • a) ∈ S * +1 for all a ∈ Pr 1 . Therefore before and after line 22, S * is closed with respect to type(x • a) at level + 1, for all such a. Note that these are all the subsets of type(x) in T +1 . It follows that S * remains closed after line 22, since it is closed with respect to type(x) at level .
This finishes the induction and the proof of the lemma.
PROOF OF LEMMA 7.3. Using Lemma 7.6, we can call ComputeType( , S) = (U, S ),
. By Lemma 7.6, we also have type( ) ∈ S 0 and S remains a closed partial list of T. It then follows from Lemma 7.5 that S = T.
Next, we show that ComputeType( , S) runs in polynomial time, and only uses polynomially many queries to the black box. Notice that the running time and number of queries used in each call to ComputeType, excluding those spent in the recursive calls in line 18, are bounded by a polynomial in n.
We now prove the following claim: at the end of each recursive call to ComputeType in line 18, at least one new set is added to S * +1 in S * . This is because each recursive call to ComputeType in line 18 has the following property: the index k obtained in line 14 belongs to type(x • a) by the choice of z in line 13 and the definition of k in line 14. The fact that we reach line 18 means that the condition in line 15 fails and thus, k is not in any set in S * +1 before the execution of ComputeType. After the recursive call, type(x • a), which contains k, is in the updated S * +1 by Lemma 7.6. The claim follows. As a result, each recursive call of ComputeType in line 18 strictly increases the cardinality of S * in S * if its first input is a tuple of length . But we also have
and |T 0 | = 1. Hence, there can be at most O(n) recursive calls in every execution of ComputeType(x, S). We conclude that the running time as well as the number of queries to the black box used by ComputeType( , S), where S j in S is ∅ for all j, are both polynomial in n. We have computed s ∈ [d] and T. Given T, we can compute type(x) for any x ∈ Pr [ ] in polynomial time. The algorithm is presented in Figure 3 . As ( , ( 1 , . . . , s ) ) satisfies the partition condition, by the definition of T, we know, in line 3, there is a unique U ∈ T such that k ∈ U , and we have type(x) = U . Furthermore, given any x ∈ Pr [ ] and k ∈ type(x), we can find recursively a y such that x • y ∈ k in polynomial time. The algorithm is described in Figure 4 . Let π be any permutation of [n] . We use type π (·) to denote the type map of the pair (π ( ), (π ( 1 ), . . . , π( s ))), which also satisfies the partition condition. We note that all the algorithms in Figures 2, 3 , and 4 still work after we replace type(·) by type π (·) and replace the witness function ω of by a witness function ω π of π ( ). Also note that ω π can be computed from ω efficiently using Lemma 7.1. Now, for any k ∈ [s], we show how to compute a witness function ω k for k as follows. Pick a pair (i, a) with i ∈ [n] and a ∈ D. Let π denote a permutation of [n] with π (i) = 1. Using algorithms in Figures 2 and 3 , we can compute type π (a). We then use type π (a) to decide if a ∈ Pr i k as follows. If k ∈ type π (a), then a ∈ Pr i k , and we use the algorithm in Figure 4 to find a witness in k for (i, a); otherwise, we know no such witness exists in k and set ω k (i, a) = ⊥.
To derive the equivalence relation ∼ i,k defined by k for the ith coordinate, we pick a, b ∈ Pr i k and then use x, y ∈ k to denote the witnesses in k that we have found for (i, a) and (i, b). We follow the algorithm in Figure 3 to check if
We show that a ∼ i,k b if and only if Equation (33) holds, and this gives us the relation ∼ i,k . Here the "if " part is trivial, and the "only if " part follows from Lemma 2.19. Finally, for each b ∼ i,k a, we can also use the algorithm in Figure 4 to find a vector x such that (Pr [i−1] 
This finishes the construction of ω k and the proof.
PROOF OF LEMMA 3.8
We prove Lemma 3.8 in this section.
Recall that I is an input instance of #CSP(F) and F is the n-ary function it defines. For each : 2 ≤ ≤ n, let = in polynomial time for all 2 ≤ ≤ n, such that ω [ , j] is a witness function of S [ , j] for all and j. Here it makes sense to talk about witness functions for and S [ , j] , since by the Mal'tsev condition and Lemma 3.7, they share ϕ as a Mal'tsev polymorphism.
We use induction on from n to 2, and we start with the base case when = n. Let F = {F 1 , . . . , F h } and let ϕ denote a Mal'tsev polymorphism shared by relations in F and thus, ϕ is a Mal'tsev polymorphism of {Boolean (F 1 ) satisfies the partition condition for any permutation π of [n − 1]. This follows from the fact that, given any function in W F , we can arbitrarily permute its variables and the new function still belongs to W F . As a result, we can now apply Lemma 7.3 to compute the value of s n and a witness function ω [n, j] for each S [n, j] , j ∈ [s n ]. Notice that the black box that Lemma 7.3 needs to query can be implemented quite trivially here: given any x ∈ D n−1 , we can evaluate the vector F(x, * ) efficiently, entry by entry, using the input instance I. The black box keeps all the linearly independent vectors F(x, * ) evaluated so far and associates each of them with a unique label j ∈ [s n ]. With ω [n, j] computed, we can next use it to obtain a vector x ∈ S [n, j] and then evaluate F(x, * ) to get the representative vector v [n, j] . Assume for induction that for some : 2 ≤ < n, we have already computed s t ∈ [d], a witness function of t , and ω [t, j] , v [t, j] : j ∈ [s t ] , for all t = + 1, . . . , n, such that ω [t, j] is a witness function for S [t, j] . [ , j] for each S [ , j] in the row representation, we need to first show how to implement the black box efficiently. To this end, it suffices to give an efficient algorithm for computing F [ ] (x) given x ∈ D . This can be done by calling ComputeF( , x) , the polynomial-time algorithm described in the proof of Lemma 3.9 in Figure 1 . Note that the execution of ComputeF( , x) only uses s +1 , . . . , s n and the pairs ω [t, j] , v [t, j] : + 1 ≤ t ≤ n and j ∈ [s t ] , all of which have already been computed by the inductive hypothesis. Now, we can use the algorithm in Lemma 7.3 to compute the value of s and the pairs (ω [ , j] , v [ , j] ). This finishes the induction and Lemma 3.8 is proven.
CONCLUSIONS
We proved a complexity dichotomy theorem for #CSP with algebraic complex weights. To this end, we introduced three criteria over the language F: the Block Orthogonality condition, the Type Partition condition, and the Mal'tsev condition. We show that #CSP(F) is #P-hard if F violates any of these three conditions and give a polynomialtime algorithm for #CSP(F) when all three conditions are satisfied. This is the culmination of a long series of important results by many researchers in the field.
One open question is the decidability of these dichotomy criteria. Note that all the dichotomies discussed in the introduction are known to be decidable in NP, with many of them decidable in polynomial time. From the definitions of our dichotomy criterion, each of the three conditions requires one to check a property over an infinitary object. While it is often the case that in certain related problems, properties stated for F can be shown to automatically carry over to its "closure" W F , this does not seem to be the case for our dichotomy criterion, due to the nature of cancellations in the presence of complex weights. (For example, F in general may not satisfy the Mal'tsev condition even if the unweighted version of F has a Mal'tsev polymorphism, making it siganificantly different from the unweighted case.) Given a finite language F as the input, can we decide whether F satisfies our tractability criterion or not in finite time? If so, then can we further put the decision problem in NP?
APPENDIXES: BASIC OPERATIONS ON WITNESS FUNCTIONS
We include below proofs of Lemma 2.21-2.24 for completeness, which may help readers get more familiar with notions of Mal'tsev polymorphisms and witness functions. Finally, given x ∈ Pr [ ] (which can be verified efficiently using a witness function of Pr [ ] ), we inductively compute a vector in Pr [k] that has prefix x, for k = , . . . , n, as follows. Given y ∈ Pr [k] with prefix x for some k : ≤ k < n, we first compute a witness function ω * of Pr [k+1] . Then for each a ∈ D, we use ω * to check if y • a ∈ Pr [k+1] , by using Lemma 2.21. Because y ∈ Pr [k] , there must exist at least one a ∈ D such that y • a ∈ Pr [k+1] . This finishes the induction step, and proof of the lemma. PROOF. First, it suffices to give an algorithm for computing a witness function ω of (a, * ) for a given a ∈ D. To this end, we first decide for each k ∈ [n − 1] and b ∈ D whether b ∈ Pr k (a, * ). This can be done by using the algorithm given in Corollary A.3 (setting I = {1, k + 1}). When b ∈ Pr k (a, * ) the algorithm of Corollary A.3 also finds a witness vector x ∈ with x 1 = a and x k+1 = b.
Let ∼ k and ∼ k denote the equivalence relations induced by and (a, * ), for the kth component, respectively. It is easy to show that for any k ∈ [n − 1] and b, c ∈ Pr k (a, * ), b ∼ k c iff b ∼ k+1 c. Given b, c ∈ Pr k (a, * ) with b ∼ k c and a vector x ∈ with x 1 = a and x k+1 = b, applying the Mal'tsev polymorphism ϕ on x, ω(k + 1, b) and ω(k + 1, c) gives us a vector y ∈ such that y has the same k-prefix as x and y k+1 = c. We can use this procedure to compute a witness function ω of (a, * ) using ω.
