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INTERVIEWER
What would you consider the best intellectual training for the would-be
writer?
HEMINGWAY
Let’s say that he should go out and hang himself because he finds that
writing well is impossibly difficult. Then he should be cut down without
mercy and forced by his own self to write as well as he can for the rest of
his life. At least he will have the story of the hanging to commence with.
‘The Art of Fiction No. 21’, The Paris Review. Spring 1958.
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Abstract
The electronic properties of phosphorus δ-doped structures in silicon, and
germanium, are studied using a variety of theoretical approaches. The im-
portance of such phosphorus systems cannot be understated. They can be
structurally confined in one, two, or three dimensions. They are so small,
their dimensions can sensibly be measured in nanometers. Their electronic
properties make them excellent candidates for the next generation of de-
vices in semiconductors. And yet, although these structures can easily be
made in the laboratory, there is still much that we do not understand about
them. In this thesis, we have used density-functional theory, the nonequi-
librium Green’s function formalism, and empirical tight-binding theory to
model the electronic properties of these structures. Through the combina-
tion of these techniques we have been able to improve the current under-
standing of these novel semiconductor systems.
xi
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1Introduction
The magazine Electronics published, in 1965, what is now a famous article by Moore,
in which he observes “the complexity of minimum component costs has increased at
a rate of roughly a factor of two per year” [69]. In other words, for the cheapest inte-
grated circuits that can be made, the number of components per integrated function
doubles every year. This trend continued for 10 years and, in 1975, Moore revised his
original prediction in another article, “the new [trend] might approximate a doubling
every two years, rather than every year, by the end of the decade" [70]. Today, this
trend is again in need of revision. Moore’s law cannot continue forever and perhaps
it is already over and done with [124]. There must obviously be a limit to how small
electronic components can be made using conventional fabrication techniques.
As electronic components are made smaller and smaller, their operational prop-
erties are increasingly dominated by the laws of quantum mechanics. To design
and build electronic devices on the nanometre-scale, we therefore need new mod-
els of these components. Surprisingly, it is a 50 year-old system which is currently
being promoted as one of the next big things of the electronics revolution [134].
Phosphorus-doped silicon is a promising candidate for the next generation of elec-
tonic devices; specifically, those devices that will be made on the nanometre-scale.
One of the exciting prospects of this material is that it will allow devices to be scaled
all the way to the atomic limit [33].
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1.0.1 Applications of phosphorus donors in silicon
Over the last decade, a bottom-up technique of phosphorus δ doping has led to a vari-
ety of new electronic devices in silicon [134]. This δ doping technique uses a combina-
tion of hydrogen-resist lithography and molecular-beam epitaxy to dope phosphorus
atoms into a monolayer of crystalline silicon [73, 105, 108, 109, 120]. This technique
has been used to make devices such as a seven-donor quantum dot [32], and a single-
atom transistor—in which an isolated phosphorus donor acts as the gate island, and
for which zero-, one-, and two-electron states have been observed [33]. A similar de-
vice to this transistor, although it is not made using the same δ doping technique, is
the quantised electron pump of Tettamanzi et al., which demonstrates charge pump-
ing of single electrons through an isolated phosphorus defect [117].
Phosphorus donors in silicon also have applications in quantum computing. Kane
proposed a quantum computing architecture made from phosphorus-doped silicon in
1998 [50]. He suggested that information could be stored as the nuclear spin-state of
a phosphorus donor, which would thereby act as a quantum bit or ‘qubit’. A qubit is
analogous to a bit in classical computing, but differs from a classical bit because it can
store information as more than just zeroes and ones. Instead, the information is stored
as the physical state of the quantum system which, in this case, is the nuclear spin-
state of a phosphorus donor. Since Kane’s proposal, there have been other suggestions
for quantum computing architectures in silicon that utilise the spin-state of the donor
electron instead of the nucleus of the phosphorus atom [43, 130]. Phosphorus defects
in silicon are excellent candidates for spin-qubits because the phosphorus donor elec-
tron has been shown to have long spin-coherence times in the laboratory [115, 121].
To this end, the exchange coupling between two phosphorus donors in silicon was
investigated by Wellard et al. [128, 129], and more recently by Pica et al. [80], using
effective-mass theory.
Coherent quantum transport in a triple donor system was studied by Rahman et al.
[84], in 2009, using empirical tight-binding. The large Bohr radius of the phosphorus
donor, which is a shallow defect, make it an excellent candidate for devices that utilise
the transfer of quantum information over intermediate distances on the nanometre-
scale. The donor electron wavefunctions of phosphorus donors have also been in-
vestigated using STM imaging, and these images have to-date been interpreted using
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effective-mass theory [97]. In addition, the probability density of a subsurface arsenic
donor has recently been probed, using a scanning-tunneling microscope (STM), in an
experiment that was able to resolve the quantum interference between the six conduc-
tion valleys of silicon [94].
1.1 Silicon
Silicon is an indirect bandgap semiconductor. The element’s atomic number is 14
and each of its atoms has four valence electrons which, in the material’s bulk crys-
talline phase, hybridise in bonding orbitals. The atoms of the silicon lattice have
zincblende symmetry, each silicon atom being covalently bonded to four nearest-
neighbour atoms. The electronic band structure of silicon is shown in Figure 1.1.
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Figure 1.1: The electronic band structure of the bulk crystalline phase of silicon, show-
ing the valence bands (lower most bands), bandgap, and conduction bands (upper most
bands). The dashed line shows the position of the Fermi level. This band structure has
been calculated from density-functional theory using a two-atom face-centred cubic unit
cell.
In their ground-state, the electrons completely fill the valence band of the crystal’s
band structure. In order to conduct, the electrons must be given enough energy to be
promoted across the bandgap into conduction states. When negative charge carriers
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are doped into silicon, these electrons occupy states in the crystal’s conduction band.
An example of such a dopant is phosphorus.
1.2 Phosphorus donors in silicon: point defects
When a phosphorus atom is doped into crystalline silicon, it takes up a substitutional
position in the silicon crystal lattice. A phosphorus atom is an n-type donor in silicon
because it has five valence electrons compared to the four of the silicon atom. The
extra valence electron, or donor electron, is not used in any of the covalent bonds of
the silicon lattice, i.e. the bonds between the phosphorus donor and its neighbour-
ing silicon atoms. Therefore, although this electron is bound to the electrostatically
stronger nucleus of the phosphorus donor, it is partially delocalised throughout the
surrounding silicon lattice. The donor electron occupies a hydrogen-like orbital cen-
tred on the phosphorus donor, and in its ground-state the wavefunction of this state
is spherically symmetric [54].
1.2.1 Theoretical models of shallow defects in silicon
Over a decade ago, theoretical methods for describing point defects in semiconduc-
tors were separable into two categories: “methods for deep defects and methods for
shallow defects: the former defect class is treated by ab initio methods, ... while for
the latter class approximate one-electron theories ... are used” [75]. Today, however,
this statement does not hold true, as in the last ten years, innovations in modern
computing technologies have made much larger computational resources available
for scientific research. Traditionally, shallow defects, e.g. phosphorus in silicon, could
not be treated by ab initio methods because the wavefunctions of such defects are not
well-localised. It is therefore difficult to describe them using any atomistic model,
because the extent of the donor wavefunction inside the semiconductor is large. How-
ever, recently it has been shown that shallow defects are now within the reach of ab
initio methods such as density-functional theory [133]. We also confirm this fact in
Chapter 6.
The hyperfine and superhyperfine interactions for a phosphorus donor in silicon
have recently been calculated using density-functional theory and a Green’s functions
approach [75]. This study was followed by an investigation on the effect of uniaxial
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strain on the hyperfine interactions of phosphorus donors in silicon thin films [44]. At
the same time, the effect of an electric field on the energy levels of a phosphorus donor
in silicon was put on a firm theoretical footing using effective-mass theory [31]. Later,
the Stark shift was again investigated for a phosphorus donor in silicon, but this time
for the hyperfine coupling, using empirical tight-binding and a truncated Coulomb
potential to describe the impurity potential [83]. The truncation of the Coulomb po-
tential was found by adjusting a free parameter “to obtain the experimental ground
state energy of 45.6 meV”. Ref. 83 demonstrates the importance of the binding en-
ergy as an input parameter for theoretical models, which we will return to later in
Chapter 6.
The first density-functional calculations performed on a Group V donor in sili-
con, using large system sizes, were those of Yamamoto et al. [133]. In Ref. 133, the
electronic properties of an arsenic donor in silicon were calculated using density-
functional theory, for systems ranging in size from 512 to 10,648 atoms. This study
was followed by density-functional calculations of a phosphorus donor in silicon, in
which the systems ranged in size from 54 to 432 atoms [39]. However, as we will
show in Chapter 6, these systems are not large enough to well-separate the phospho-
rus donor electron from its periodic images, increasing the confinement of the donor
electron and artificially raising its binding energy.
1.3 Phosphorus δ doping of silicon and germanium: beyond
point defects
The n-type δ doping of a semiconductor is the process of doping electrons into only
a single monolayer of the acceptor material, resulting in a two-dimensional layer of
donors. δ doping is also referred to as planar doping, pulse doping, or atomic layer
doping [46]. The original experimental technique, which takes advantage of epitax-
ial crystal-growth, and the ability to interupt this growth process, was performed as
early as 1980 [132]. In this thesis, we will consider δ-doped structures, in silicon and
germanium, that have been fabricated using a modern decendent of this technique.
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1.3.1 Phosphorus δ layers in silicon
New approaches to phosphorus δ doping are achieving unprecedented carrier con-
centrations inside two-dimensional layers of silicon and germanium [103, 131]. These
layers are ideally one monolayer (ML) thick, and at temperatures of liquid helium
( ∼ 4 K), their electronic properties are a combination of those of the donor and accep-
tor materials. In this thesis, we will refer to these layers as ‘δ-doped layers’ or, more
simply, as ‘δ layers’.
A phosphorus δ layer is a monolayer of silicon that has been doped with a high
concentration of phosphorus atoms. Inside a silicon monolayer, within the (001) crys-
tallographic plane, as many as one in four silicon atoms can be substituted by a phos-
phorus donor, which is equivalent to a doping density of 0.25 ML [131]. At such high
doping densities, the donor electrons behave similarly to a two-dimensional electron
gas. Further, the spatial distribution of phosphorus donors, within this monolayer, is
inherently disordered due to the chemistry of phosphorus adsorption on the silicon
(001) surface [131].
A δ layer is made using an in situ approach that combines scanning tunneling
microscrope (STM) lithography [120] and molecular beam epitaxy [73]. This approach
has been used to make phosphorus δ layers in silicon and germanium [100, 101, 108],
as well as a variety of other low-dimensional structures such as quantum dots [32, 34]
and nanowires [65, 89, 125].
1.3.2 Phosphorus δ layers in germanium
The electronic properties of germanium and silicon are similar. Germanium is a
Group IV element, and therefore an acceptor material that is also attractive for the
fabrication of phophorus-doped systems. Continuing from the success of phospho-
rus δ doping on the silicon platform, phosphorus δ layers are now also being made
experimentally in germanium.
Phosphorus δ layers are manufactored in germanium using similar in situ tech-
niques to those used in silicon [99, 104]. Presently, experiments in germanium are fo-
cused on densely-doped phosphorus δ layers [98, 101, 104]. These structures could be
used as the channel region in the next generation of high-speed nanotransistors [49].
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In addition, ultra-scaled n-type germanium devices could be realised by patterning
δ layers into source and drain contacts [102].
Phosphorus δ layers in germanium have recently been reported with two-dimensional
doping densities of 0.25-0.50 ML [100, 101]. These doping densities are higher than
those in silicon and represent complete substitutional doping of the (001) surface of
germanium [103]. An advantage of using germanium as the acceptor material, instead
of silicon, is that the perpendicular spacing between two or more adjacent δ layers
can be made smaller in germanium than in silicon [102], which would lead to smaller
electronic devices.
1.3.3 Theoretical models of δ layers
The earliest theoretical model of a δ-doped semiconductor is the application of the
Thomas-Fermi theory [30, 62, 118] to an n-type δ layer [46]. Later, this model was
used to describe a p-type δ layer in gallium arsenide and silicon [35], and then silicon
and bismuth δ layers in gallium arsenide [123]. The transport properties of an n-type
δ layer in silicon have been investigated using this model also [87].
Phosphorus δ layers were first modelled using a density-functional method with a
planar Wannier orbital basis in 2005 [82]. Later the same year, an antibonding orbital
basis [18], with an sp3s∗ tight-binding model [17], was used to model a phosphorus
δ layer in silicon. However, it is well-known that the sp3s∗ basis set is too small to
reproduce the experimentally measured curvature of the X conduction valley min-
ima of bulk silicon [48]. An sp3d5s∗ tight-binding model [9] was therefore recently
combined with a three-dimensional description of the impurity potential [83] to in-
vestigate the effect of donor disorder in phosphorus δ layers [57]. This study used the
softwave package nemod [52] which, more recently, has been used to model phos-
phorus nanowires in silicon [92, 125].
Two density-functional theory softwave packages, siesta and vasp, have recently
been used to model phosphorus δ layers, with a basis set of localised atomic or-
bitals [12–14, 25, 26] and a planewave basis, respectively [25]. The applicability
of these atomistic models to realistically-sized devices is limited by the scaling of
density-functional theory. Historically, effective-mass theory has also been used to
investigate the electronic properties of n-type δ-doped layers [107], and has now been
put on a firm theoretical footing for phosphorus δ layers in silicon [24].
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The majority of theoretical models for phosphorus δ layers in silicon are atomistic
models, which describe the donor atoms through a variety of explicitly ordered, or
disordered, atomic configurations. Experimental verification of these models is cur-
rently unavailable as measurements of the band structure of a δ layer are too imprecise
to be compared to the theory [67]. Today, it is only through computational modelling
that the electronic structure of a δ layer can be quantitatively investigated.
1.3.4 Phosphorus δ wires in silicon
Phosphorus δ doping can be performed with atomic precision using hydrogen-resist
lithography [34, 105]. This doping technique is able to achieve one-, two-, and three-
dimensional confinement of phosphorus atoms in silicon [33, 134]. Another product
of this technique, in addition to δ layers, are phosphorus δ-doped wires that are only
“one atom tall and four atoms wide” [125]. In this thesis, we will refer to these ‘δ-
doped wires’ as ‘δ wires’.
Phosphorus δ wires are made using a doping technique that combines scanning-
probe lithography and molecular-beam epitaxy [73, 108, 109, 120]. The combina-
tion of these two techniques results in high carrier concentrations and excellent two-
dimensional confinement of the phosphorus donors [64, 66]. Such spatial confine-
ment of donor atoms leads naturally to electron transport in one dimension when an
in-plane voltage bias is applied along the axis of the wire [90, 126]. δ wires therefore
have similar transport properties to undoped silicon nanowires, which are confined
structurally [53, 93, 116].
The electronic properties of δ wires might find application in quantum computing
and quantum communication technologies [20, 41, 43, 50]. The long spin-coherence
times and large Bohr radius of the phosphorus donor electron in silicon make this
acceptor material an excellent candidate for both spin-based devices and other elec-
tronics on the nanometre-scale [29, 54, 115, 121]. δ wires could be used as the inter-
connects between stationary and flying qubits [23, 89], one-dimensional spin chains
for confined magnon transport [4, 7, 61], or low-resistivity source-drain contacts for
nanoelectronic devices [19, 125].
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1.4 Context and overview of this thesis
Chapter 2 introduces the theoretical concepts that are used to model δ layers in Chap-
ter 3, δ wires in Chapters 4 and 5, and a single phosphorus donor in Chapter 6. Fur-
ther discussion of the mathematical formalisms used in this thesis can be found in the
appendices; these are referred to throughout the document.
The transport properties of a δ layer have recently been investigated using, the
semi-classical, Boltzmann transport theory [45]. There are currently no other theo-
retical models for electron transport in phosphorus δ layers within either silicon or
germanium. Such models would offer a means of comparison between theory and
experiment, something which is sorely lacking in the literature. The nonequilibrium
Green’s functions formalism can be used to model transport in δ layers [21]. How-
ever, in this formalism the δ layer must be divided into source, drain and channel
regions, which results in large system sizes that are difficult to simulate atomistically.
It is therefore necessary to have an atomistic model of δ layers that is computationally
efficient. We propose such a model in Chapter 3.
Recent descriptions of the electronic structure of phosphorus systems in silicon
have aimed to increase the mathematical completeness of such theoretical models,
rather than improving their computational efficiency. In Chapter 3 we show, for a
phosphorus δ layer, that the results of these theoretical models can be reproduced
using a Thomas-Fermi method, which is less computationally intensive than other
atomistic models. This method is a combination of Thomas-Fermi theory and an em-
pirical tight-binding approach [9]. The method scales easily to the large system sizes
that are needed for the calculation of a phosphorus δ layer’s transport properties.
Currently, theoretical models of δ wires are limited to our density-functional met-
hod [26] and a tight-binding model [92]. Both of these models have been used to
study the electronic structure of δ wires, and we present our results in Chapter 4.
Specifically, in this chapter, we investigate the effect of donor disorder on the elec-
tronic properties of a δ wire by calculating these properties for a variety of donor
configurations. In addition, the perpendicular, or cross-sectional, extent of a δ wire is
quantified. This property is an important quantity in the design of electronic devices
because it determines how closely two δ wires can be placed before they change each
other’s operational characteristics, e.g. electrical conductivity.
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The transport properties of a δ wire have, to-date, not been studied theoretically.
In Chapter 5, we present a theoretical model of electronic transport in a phosphorus
δ wire, in silicon, that is based on the nonequilibrium Green’s function formalism.
We calculate the current-voltage (I-V) characteristics of two δ wires that have recently
been reported experimentally, and find good agreement with these results. We then
extend these calculations to investigate the effect of wire width on the I-V charateris-
tics of a δ wire.
Finally, in Chapter 6, we calculate the donor electron wavefunction for a sin-
gle phosphorus donor, in silicon, using density-functional theory. This donor wave-
function is then used to calculate the binding energy of the donor electron, which is
found to be in good agreement with experimental measurements of this energy. Cur-
rently no other theoretical model is capable of accurately predicting the ionisation
energy of the 1s(A1) state of a phosphorus donor in silicon. This energy is needed as a
input to theoretical models of phosphorus-doped systems and the design of electronic
devices on the nanometre-scale.
I am grateful for discussions I had on Chapters 3 and 5 with Daniel Drumm and
Akin Budi. These two also helped me to analyse the results of Chapter 4, which was
planned by Daniel Drumm, Akin Budi, Jared Cole, Salvy Russo, and myself. In addi-
tion, Akin Budi undertook preliminary calculations for Chapters 4 and 6, the results
of which are not included in this thesis but which were nonetheless invaluable to me as
an aid to my own calculations. Appendix G benefited greatly from discussions I had
with Daniel Drumm. The mathematical derivations in Section 6.4 and Appendix F
were carried out with the help of Nicholas Vogt. I wrote all computer code, and car-
ried out all calculations, for Chapter 3 under the supervision of Salvy Russo and Jared
Cole. These two also supervised the calculations that I undertook for Chapters 4 and
6, and the writing of computer code, and the calculations carried out, for Chapter 5.
The computer code written for Chapter 5 also benefited from discussions I had with
Jesse Vaitkus. Salvy Russo and Jared Cole have helped me to plan and analyse the
results of all chapters and appendices. Finally, I am grateful to both Shane Smith and
Martin Cyster for their help in proof-reading this thesis.
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In this chapter, the mathematics that underpins the theoretical models in Chapters 3
to 6 is presented. This chapter does not give any description of the methods them-
selves. Rather, it provides a background to Thomas-Fermi theory, density-functional
theory, empirical tight-binding theory, and the nonequilibrium Green’s function for-
malism. The theoretical models developed in Chapters 3 to 6 are instead outlined in
each of their respective chapters. Thomas-Fermi theory, and empirical tight-binding
theory, are the basis for the method of Chapter 3, which is used to calculate the band
structure of a phosphorus δ layer in both silicon and germanium. Density-functional
theory is used to compute the electronic properties of a phosphorus δ wire in Chap-
ter 4 and a single phosphorus donor, in silicon, in Chapter 6. The transport properties
of a phosphorus δ wire in silicon are calculated using the nonequilibrium Green’s
function formalism in Chapter 5. Additional mathematical background, to these the-
ories and our methods, is given in the appendices, which are referenced throughout
the thesis.
2.1 Thomas-Fermi theory
The Thomas-Fermi (TF) approximation is a method for calculating the ground-state
of a many-electron system in the local density approximation. It is a predecessor to
density-functional theory, which will be discussed in Section 2.2. In the Thomas-
Fermi approximation, a system of electrons is described as a non-interacting electron
gas.
11
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2.1.1 The Born-Oppenheimer approximation
The Born-Oppenheimer approximation assumes the wavefunctions of a solid’s elec-
trons and nuclei are separable. One can get a physical sense for why this approxima-
tion is valid by comparing the relative velocities of electrons and nuclei in a solid:
ve >> vN (2.1)
The electrons in a solid have much higher velocities than the nuclei. Therefore, we
can assume that changes in the position of the electrons are instantaneous compared
to changes in the position of the nuclei. In other words, the electrons can be described
as moving in a static electric field of stationary nuclei.
2.1.2 The Thomas-Fermi energy-functional
This section has been written with the help of March [62]. The total energy-functional
for a system of electrons in the Thomas-Fermi approximation is defined as
ETF[n] = T [n] +Uee[n] +UeN[n] (2.2)
where n is electron-density, T [n] is the kinetic energy-functional for the electrons,
and Uee[n] and UeN[n] are the electrostatic potential energy-functionals for electron-
electron and electron-nuclear interactions, respectively. In (2.2), we implicitly assume
the Born-Oppenheimer approximation. The Thomas-Fermi energy-functional is a de-
scription of the total energy of the system as a functional of electron-density. The
electron-density that minimises this functional must be the ground-state electron-
density of the system. The kinetic energy-functional can be expressed as
T [n] =
∫
t dr (2.3)
The kinetic energy per unit volume is defined as
t =
∫
n(r)tpIr(p)dp (2.4)
where n(r) is the electron-density at r, tp = p(r)2/ (2m) is the kinetic energy of an elec-
tron with momentum p(r) at r and Ir(p) is the probability of finding an electron at r
12
2.1 Thomas-Fermi theory
with momentum p(r). The maximum phase-space volume for an electron at r can be
expressed as
VF =
4pi
3
pF(r)
3 (2.5)
where pF(r) is the maximum momentum of an electron at r. The probability of an
electron at r having momentum between p(r) and p(r) + dp can be stated as the ratio
of the occupied phase-space volume to the maximum phase-space volume:
Ir(p)dp =
4pi
3 (p(r) + dp)
3 − 4pi3 p(r)3
4pi
3 pF(r)
3
=
(
p(r)3 + 3p(r)2dp+ 3p(r)dp2 + dp3
)
− p(r)3
pF(r)3
≈
(
p(r)3 + 3p(r)2dp
)
− p(r)3
pF(r)3
Ir(p)dp ≈ 3p(r)
2dp
pF(r)3
(2.6)
Substituting (2.6) into (2.4) and dropping the approximately equals sign, we get
t =
∫
n(r)
p(r)2
2m
3p(r)2
pF(r)3
dp (2.7)
For a noninteracting electron gas, in the local density approximation, there are N
electrons in a given real-space volume V centered at r. The corresponding electron-
density at r is then given by
n(r) =
N
V
(2.8)
The total volume of occupied phase-space for this real-space volume can be stated in
terms of (2.5) as
V =
4piλ
3
pF(r)
3V
where λ is the degeneracy of the phase space volume VF. Following the original pre-
scription of Thomas, “the electrons are distributed uniformly in the six-dimensional
phase-space for the motion of an electron at the rate of two for each h3 of volume” [118].
Therefore, the maximum number of electrons at r is given by
N =
2
h3
V
N =
8pi
3h3
pF(r)
3V (2.9)
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and, substituting (2.9) into (2.8), we get
n(r) =
8pi
3h3
pF(r)
3 (2.10)
Next, substituting (2.10) into (2.4) we have
t =
∫
8pi
3h3
pF(r)
3p(r)
2
2m
3p(r)2
pF(r)3
dp
=
∫
8pi
3h3
3p(r)4
2m
dp
=
8pi
2mh3
∫
p(r)4dp
=
8pi
2mh3
∫ pF(r)
0
p(r)4dp
=
8pip(r)5
10mh3
∣∣∣∣∣∣pF(r)
0
t =
8pipF(r)5
10mh3
(2.11)
where we have integrated over allowed momenta. Rearranging (2.10) for the maxi-
mum momentum
pF(r) =
(
3h3
8pi
n(r)
)1/3
pF(r)
5 =
(
3h3
8pi
)5/3
n(r)5/3 (2.12)
and substituting (2.12) into (2.11) we get
t =
8pi
10mh3
(
3h3
8pi
)5/3
n(r)5/3
t =
3
10m
(
3pi2~3
)2/3
n(r)5/3
t = ckn(r)
5/3 (2.13)
where
ck =
3
10m
(
3pi2~3
)2/3
(2.14)
Finally, substituting (2.13) into (2.3) we get the following expression for the kinetic
energy-functional.
T [n] = ck
∫
n(r)5/3dr (2.15)
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The electron-electron potential energy-functional can be expressed as
Uee[n] =
e
2
∫ ∫
n(r′)Ve(r,r′)drdr′ (2.16)
where e is the charge of an electron and Ve(r,r′) is the electric potential for an electron
at r′ due to the electric charge at r. This electric potential is given by
Ve(r,r
′) = e
4pi0
n(r)
|r− r′ | (2.17)
where 0 is the permittivity of free space. Substituting (2.17) into (2.16) we get
Uee[n] =
e2
8pi0
∫ ∫
n(r′)n(r)
|r− r′ | drdr
′ (2.18)
The electron-nuclear potential energy-functional UeN[n] can be expressed as
UeN[n] = e
∫
n(r)VN(r)dr (2.19)
where VN(r) is the electric potential for an electron at r due to the nuclear charge of
the stationary nuclei. Substituting (2.15), (2.18) and (2.19) into (2.2) we have
ETF[n] = ck
∫
n(r)5/3dr+
e2
8pi0
∫ ∫
n(r′)n(r)
|r− r′ | drdr
′ + e
∫
n(r)VN(r)dr (2.20)
which is the total energy-functional in the Thomas-Fermi approximation. Minimis-
ing this energy-functional with respect to the electron density n, using a variational
method, yields the electron density for the ground-state of the system.
2.2 Density-functional theory
This section has been written with the help of Parr & Yang [77]. Atomic units are
adopted for this section. Density-functional theory (DFT) is a method for calculating
the ground-state of atoms and molecules. It is an approximate method for solving the
time-independent Schrödinger equation for a many-electron system. The difficulty
of solving the time-independent Schrödinger equation for a many-body problem is
avoided in density-functional theory by replacing the many-electron wavefunction
with a function of electron-density. The time-independent Schrödinger equation is
replaced by a functional for the total energy of the system that is dependent on the
electron-density. The ground-state electron-density is found by minimising this to-
tal energy-functional with respect to the electron-density. Density-functional theory
15
2. THEORY
is therefore similar to Thomas-Fermi theory in that the many-electron system is de-
scribed statistically as an electron gas and the properties of this system are derived
from a functional of total energy and a variational method.
The Hohenberg-Kohn theorems and Kohn-Sham orbital equations are the math-
ematical basis of density-functional theory [77]. In the Born-Oppenheimer approxi-
mation, the total energy of a many-electron system can be expressed as the following
functional of charge-density ρ(r) [77].
E[ρ] =
∫
ρ(r)v(r)dr+F[ρ] (2.21)
where F[ρ] = T [ρ] + Vee[ρ], v(r) = VN(r) + V (r) and ρ(r) = en(r). The term Vee[ρ] is
the total electron-electron repulsion energy-functional (that is, this term is the sum
of energy-functionals for electrostatic repulsion, and exchange and correlation inter-
actions). The external potential v(r) is the sum of the nuclear potential VN(r) and any
other external potentials V (r) (such as an applied electric field).
The first Hohenberg-Kohn theorem states that “the external potential v(r) is deter-
mined within a trivial additive constant, by [charge-density] ρ(r)” [42, 77]. In other
words, there can be only one function for the external potential v(r) corresponding
to a particular ground-state charge-density ρ(r). If the external potential has a single
ground-state wavefunction then the ground-state charge-density uniquely determines
this ground-state wavefunction and hence all other properties of the system [77]. The
second Hohenberg-Kohn theorem states that “for a trial [charge-density] ρ˜(r), such
that ρ˜(r) ≥ 0 and ∫ ρ˜(r)dr = N , [the ground-state energy is] E0 ≤ E[ρ˜]. . . ” [42, 77]. For
all charge densities ρ(r) that are equivalent to antisymmetric solutions to the time-
independent Schrödinger equation, we therefore have [77]
E[ρ] =
∫
ρ(r)v(r)dr+F[ρ] ≥ E[ρ0] (2.22)
where ρ0 is the ground-state charge-density.
If we were to variationally solve for the ground-state charge-density by substitut-
ing the kinetic energy-functional from Thomas-Fermi theory (2.15) into (2.22), the
accuracy of the results would be poor. The problem with Thomas-Fermi theory is
that the approximations inherent to the kinetic energy-functional lead to poor results
for the ground-states of atoms and molecules (even with the correction to the kinetic
energy-functional proposed by von Weizsäcker [127]). The Kohn-Sham method solves
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this problem by reformulating the kinetic-energy functional as follows [77]. We begin
by defining a noninteracting reference system through the following Hamiltonian.
Hr =
N∑
i
(
−1
2
∇2i
)
+
N∑
i
vr(ri) (2.23)
for which the ground-state electron-density is exactly ρ(r). This system has an exact
determinantal ground-state wavefunction given by
Ψr =
1√
N !
det |Ψ1Ψ2 · · ·ΨN|
The kinetic energy-functional for this system is defined as
Tr[ρ] =
〈
Ψr
∣∣∣∣∣∣∣
N∑
i
(
−1
2
∇2i
) ∣∣∣∣∣∣∣Ψr
〉
Tr[ρ] =
N∑
i
〈
ψi
∣∣∣∣∣− 12∇2i
∣∣∣∣∣ψi〉 (2.24)
Next, let us re-express (2.21) such that
E[ρ] =
∫
ρ(r)v(r)dr+ Tr[ρ] +Uee[ρ] +Exc[ρ] (2.25)
with a new functional called the exchange-correlation energy-functional defined as
Exc[ρ] = (T [ρ]− Tr[ρ]) + (Vee[ρ]−Uee[ρ])
where Uee is the classical electron-electron repulsion energy, and the quantity Vee[ρ]−
Uee[ρ] is the nonclassical electron-electron repulsion energy, i.e. the repulsion en-
ergy due to exchange and correlation interactions. Similarly to the kinetic energy-
functional, the charge-density can also be expressed in terms of the set of orbitals
{ψi}:
ρ(r) =
N∑
i
∑
s
∣∣∣ψi(r, s)∣∣∣2 (2.26)
The problem now becomes to find the set of orbitals {ψi} that minimises (2.25). There-
fore, the set {ψi} is required to be orthonormal.∫
ψ∗i (x)ψj(x)dx = δij (2.27)
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where δij is the Kronecker delta. Substituting (2.24) into (2.25) we have
E[ρ] =
∫
ρ(r)v(r)dr+
N∑
i
∑
s
∫
ψ∗i (x)
(
−1
2
∇2i
)
ψi(x)dr+Uee[ρ] +Exc[ρ] (2.28)
Let us now define a functional of the set {ψi}, such that
Ω[{ψi}] = E[ρ]−
N∑
i
N∑
j
εij
∫
ψ∗i (x)ψj(x)dx
In other words, (2.28) will be minimised when Ω[{ψi}] = 0. This leads to the Kohn-
Sham orbital equations [55].
Heffψi =
(
−1
2
∇2 + veff
)
ψi =
N∑
j
εijψj
which by (2.27) become (
−1
2
∇2 + veff
)
ψi = εiψi (2.29)
where
veff(r) = v(r) +
∫
ρ(r′)
|r− r′ |dr
′ + vxc(r) (2.30)
and, restating (2.26),
ρ(r) =
N∑
i
∑
s
∣∣∣ψi(r, s)∣∣∣2
We have therefore reduced the need to solve a single N -electron equation to solving
N single-electron equations. These equations can be solved by minimizing Ω and,
in practice, this must be done self-consistently. This requires choosing an appropri-
ate basis set for {ψi} and some description of the nuclear potential and exchange-
correlation potential. The total energy of the system can then be calculated using
(2.28).
2.3 Empirical tight-binding theory
Empirical tight-binding theory is a method for calculating the electronic band struc-
ture of solids. In the tight-binding approximation, the valence electrons of a solid
are assumed to be ‘tightly bound’ to their atomic nuclei. Within this approximation,
the hopping of an electron inside an atomic lattice is well-described by the overlap
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between first nearest-neighbour atoms. For the covalent solids, where the electrons
are localised to the atomic sites of the crystallographic lattice in bonding configura-
tions, this model has been shown to provide a surprisingly accurate description of the
electronic structure. The overlap of electrons between second, third and higher-order
nearest-neighbour atoms can also be included.
In empirical tight-binding theory, the valence electrons are usually described by
hydrogenic orbitals. The tight-binding Hamiltonian matrix takes the form of the fol-
lowing equation.
H =
∑
i
∑
ϕ
εiϕ |ϕi〉〈ϕi |+
∑
i,j,i,j
∑
ϕ,ϕ′
tijϕϕ′ |ϕi〉〈ϕ′j | (2.31)
where εiϕ is the energy of state ϕ on atom i and tijϕϕ′ is the coupling between orbital
ϕ on atom i and orbital ϕ′ on atom j. These atomic orbitals are approximated by
hydrogenic orbitals (that is s-, p- and d-type orbitals). An orthonormalised basis set
of these hydrogenic orbitals can always be defined using a Löwdin transformation.
Then the overlap integrals between these basis functions can be parameterised using
the method proposed by Slater and Koster [111]. These parameters can be calculated
by fitting the computed band structure to experimentally measured band energies
along high symmetry paths in the Brillouin zone. The results of other theoretical
approaches, e.g. density-functional theory, may also be used to determine or refine
these parameters.
2.4 The nonequilibrium Green’s function formalism
This section has been written with the help of Datta [21].
2.4.1 Green’s function in the tight-binding approximation
For a single particle in an atomic lattice, the operator H can be expressed as a matrix
through the tight-binding approximation.
H =
∑
i
∑
ϕ
εiϕ |ϕi〉〈ϕi |+
∑
i,j,i,j
∑
ϕ,ϕ′
tijϕϕ′ |ϕi〉〈ϕ′j | (2.32)
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where εiϕ is the energy of state ϕ on atom i and tijϕϕ′ is the coupling between state ϕ
on atom i and state ϕ′ on atom j. This matrix simplifies to
H =
∑
i
ε|ϕi〉〈ϕi |+
∑
i,j,i,j
t|ϕi〉〈ϕj | (2.33)
if there is only one state per atom in the lattice. The matrix H satisfies the matrix
Schrödinger equation:
H|ψ〉 = E|ψ〉 (2.34)
which is (B.1) in matrix form. A Green’s function matrix can be derived from (2.34)
through (A.1):
H|ψ〉 = E|ψ〉
0 = E|ψ〉 −H|ψ〉
0 = [EI−H] |ψ〉
[EI−H] |ψ〉 = 0
[EI−H]G = I
G = [EI−H]−1 (2.35)
which is (B.8) in matrix form.
2.4.1.1 Green’s function for one-dimensional systems
To perform a numerical calculation with the matrix G it is necessary that it and, there-
fore, the matrix H be finite dimensional. Moreover, in practice, any physical system
that is being modelled will be finite. In this study, the physical system is quasi-one-
dimensional wire, which can be divided into three parts: a source, a drain and a chan-
nel that separates the two, as shown in Figure 2.1. The system shown in Figure 2.1,
can be described by a composite matrix Schrödinger equation:
Hs τs 0
τ†s Hc τ†d
0 τd Hd


ψs
ψc
ψd
 =

EI 0 0
0 EI 0
0 0 EI


ψs
ψc
ψd
 (2.36)
where τs and τd are matrices that describe the coupling between the channel and the
source, and the channel and the drain, respectively. A composite Green’s function
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HcHs Hd
ChannelSource Drain
τ dτ s
Figure 2.1: A schematic of the channel region of a wire, coupled to two semi-infinite
leads: a source contact and a drain contact.
matrix can be derived in the same way as (2.35) using (2.36) and (A.1):
EI−Hs −τs 0
−τ†s EI−Hc −τ†d
0 −τd EI−Hd


Gs Gsc 0
G†sc Gc G†dc
0 Gdc Gd
 =

I 0 0
0 I 0
0 0 I
 (2.37)
To solve for Gc, which is the matrix Green’s function for the channel or the device we
are modelling, we take the following simultaneous matrix equations from (2.37).
[EI−Hs]Gsc − τsGc = 0 (2.38)
−τ†sGsc + [EI−Hc]Gc − τ†dGdc = I (2.39)
−τdGc + [EI−Hd]Gdc = 0 (2.40)
We rearrange (2.38) for Gsc
[EI−Hs]Gsc = τsGc
Gsc = [EI−Hs]−1τsGc (2.41)
and rearrange (2.40) for Gdc
[EI−Hd]Gdc = τdGc
Gdc = [EI−Hd]−1τdGc (2.42)
Then substitute (2.41) and (2.42) into (2.39)
− τ†s [EI−Hs]−1τsGc + [EI−Hc]Gc − τ†dgd = [EI−Hd]−1τdGc = I (2.43)
and define surface Green’s function matrices for the source and the drain
gs = [EI−Hs]−1 (2.44)
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gd = [EI−Hd]−1 (2.45)
Therefore (2.43) simplifies to
− τ†sgsτsGc + [EI−Hc]Gc − τ†dgdτdGc = I (2.46)
Finally, we define the self-energy matrix for the contacts as
Σ = τ†sgsτs + τ†dgdτd (2.47)
Then (2.46) can then be reexpressed as
[EI−Hc]Gc −ΣGc = I (2.48)
and if we rearrange (2.48) we get the matrix Green’s function for the channel
[EI−Hc −Σ]Gc = I
Gc = [EI−Hc −Σ]−1 (2.49)
where Σ is a matrix that describes the self-energy of the contacts. The retarded matrix
Green’s function for the channel is found from (B.16):
G+c =
[
(E + i0+)I−Hc −Σ]−1 (2.50)
Now we see one of the advantages of the nonequilibrium Green’s function formalism
is that the source and drain contacts (our boundary conditions) can easily be included
in the definition of the Green’s function for the channel (our device) through the in-
troduction of a self-energy term and all that is needed to define this self-energy term
are the surface Green’s functions for the source and the drain, or the Hamiltonian
matrices for the source and the drain, which describe each of the contacts in isolation.
2.4.2 Self-energy matrices for contacts
In 2.4.1 we derived (2.50), which is a matrix equation for the retarded Green’s function
of the channel in a composite source-channel-drain (SCD) system:
G+c =
[
(E + i0+)I−Hc −Σ]−1
Later, we will show how this matrix equation can be used to calculate the current in
the channel when a voltage bias is applied through the source and drain contacts. To
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use this matrix equation it is necessary to first calculate the self-energy matrix for the
contacts, which was defined by the following equation in 2.4.1.
Σ = τ†sgsτs + τ†dgdτd
We start by defining separate matrices for the self-energies of the source and drain
contacts
Σ = Σs +Σd (2.51)
Equating (2.47) and (2.51), we get
Σs = τ
†
sgsτs (2.52)
Σd = τ
†
dgdτd (2.53)
where gs = [EI−Hs]−1 and gd = [EI−Hd]−1. The self-energy matrix for the contacts
is therefore completely specified by the Hamiltonian matrices of the source and the
drain, and the matrices describing the coupling of the source to the channel and the
drain to the channel.
The source and drain contacts can be modelled as semi-infinite extensions of the
channel, as illustrated in Figure 2.1. Therefore, the source and drain contacts can be
described by the same tight-binding Hamiltonian matrix as the channel. From (2.33)
the dimension of the Hamiltonian matrices for the source and drain will be equal to
the number of atoms in each of these components. Therefore, in practice it is neces-
sary to truncate the Hamiltonian matrices of the contacts, as otherwise they would be
infinite-dimensional. There are a number of methods for calculating the resulting sur-
face Green’s functions for the contacts. The analytic solution for the surface Green’s
functions, in one dimension, is given in Appendix C. For two- and three-dimensional
systems, it is easier to calculate the surface Green’s function matrices numerically. In
Sections D.1 and D.2, we outline a simple recursive algorithm for calculating these
matrices. In Chapter 5, we use the Sancho-Rubio algorithm [95, 96] to calculate the
surface Green’s function matrices. The Sancho-Rubio algorithm is more computation-
ally efficient than the algorithm presented in Section D.2.
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2.4.3 The Landauer-Buttiker formalism
The Green’s function for the channel in a composite source-channel-drain system was
defined numerically in Section’s 2.4.1 and 2.4.2. This Green’s function was expressed
as a matrix by using a tight-binding Hamiltonian matrix and surface Green’s function
matrices for the source and the drain.
G+c =
[
(E + i0+)I−Hc −Σ]−1
The transmission function for the channel can be expressed in terms of this matrix
Green’s function as
T (E) = tr
(
ΓsGcΓdG
†
c
)
(2.54)
where Γs and Γd are broadening matrices for the source and the drain, respectively.
These broadening matrices are given by
Γs,d = i
(
Σs,d −Σ†s,d
)
(2.55)
In the Landauer-Büttiker formalism, the current in the channel is defined as
I =
q
h
∫ ∞
−∞
T (E) [fs(E)− fd(E)]dE (2.56)
where q is the charge of an electron, h is Planck’s constant, and fs(E) and fd(E) are
Fermi-Dirac distribution functions for the source and drain, respectively. These dis-
tributions are defined as
fs,d(E) =
(
1 + exp
(
E −µs,d
kBT
))−1
(2.57)
where kB is Boltzmann’s constant, T is temperature, and µs and µd are the chemical
potential of the source or drain, respectively. These chemical potentials are given by
µs = µ+
Vsd
2
and
µd = µ− Vsd2
where µ is the equilibrium chemical potential of the channel and Vsd is the source-
drain bias voltage.
24
3Electronic properties of δ layers in
silicon and germanium
The results presented in this chapter have been published in “Smith, J. S., Cole, J. H.
& Russo, S. P. (2014). Electronic properties of δ-doped Si:P and Ge:P layers in the
high-density limit using a Thomas-Fermi method. Physical Review B, 89, 035306”.
We use a Thomas-Fermi method and a tight-binding model to calculate some of the
electronic properties of a δ layer in germanium and compare these properties to those
of a δ layer in silicon, which have been calculated using the same method. Com-
putational models of phosphorus δ layers in germanium are currently limited to the
model presented in this chapter and the density-functional model of Carter et al. (see
Ref. 15).
3.1 Theoretical model for a δ layer
In this section, we give the details of the Thomas-Fermi method that is used to calcu-
late the electronic properties of δ layers in this chapter.
3.1.1 Empirical tight-binding for silicon and germanium
In the Thomas-Fermi method, the electronic structure of the bulk silicon and germa-
nium are described using an empirical tight-binding approach. The Hamiltonian is
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expressed in terms of an sp3d5s∗ basis set [48] and 18 empirical “tight-binding param-
eters” [9]. These parameters have been shown to accurately reproduce the effective
masses of both silicon and germanium [9]. This Hamiltonian can be expressed as
H =
∑
i
∑
ϕ
εiϕ |ϕi〉〈ϕi |+
∑
〈i,j〉
∑
ϕ,ϕ′
tijϕϕ′ |ϕi〉〈ϕ′j | (3.1)
where εiϕ is the energy of state ϕ on atom i and tijϕϕ′ is the coupling between or-
bital ϕ on atom i and orbital ϕ′ on atom j, which are first nearest-neighbour atoms.
The energies ε and t can be expressed in terms of empirical tight-binding parame-
ters [111]. These parameters are calculated by fitting the theoretical band structure
to experimentally measured band energies and effective masses at the high symmetry
points of the crystal’s Brillouin zone [51]. We do not calculate our own tight-binding
parameters and instead use parameters for silicon and germanium that have recently
been published in the literature [9].
The sp3d5s∗ basis set is comprised of 20 hydrogenic orbitals. Inside a δ layer, the
phosphorus donor electrons occupy conduction band states that are non-degenerate [67]
and, therefore, we can ignore the electron spin degree of freedom, reducing the size
of the sp3d5s∗ basis set from 20 to 10 orbitals. To calculate the band structure of
a δ layer, the Hamiltonian matrix is diagonalised for all k points in the irreducible
Brillouin zone (IBZ) [86]. The speed of this diagonalisation is directly proportional
to the third power of the size of the Hamiltonian matrix and, ultimately, the size of
the k-point grid used to sample the IBZ. We find it necessary to use a k-point grid of
120× 120× 1 points to converge the Fermi level to within 1 meV.
The δ layer is simulated by using a tetragonal supercell with dimensions of a× a×
60a where a is the lattice constant of either silicon or germanium. To prevent surface
effects from entering the calculations, we have applied periodic boundary conditions
to this supercell. A length of 60a, in the z dimension, is equivalent to 120 MLs of
bulk silicon ‘cladding’ perpendicular to the donor plane, in the [001] crystallographic
direction. This silicon cladding is used to separate the δ layer from its periodic images
in the z dimension. We have found that by using 120 MLs of silicon cladding, the en-
ergy minima of the occupied conduction bands states are converged to within 1 meV.
The size of the resulting tight-binding Hamiltonian matrix is 4800× 4800.
We do not geometry optimise the position of the bulk atoms that surround the
δ layer because previous density-functional calculations have shown that the change
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in these positions after phosphorus substitution, in silicon, is negligible at doping
densities of 0.25 ML [13, 25]. In germanium, we expect phosphorus substitution to
have a more significant effect on the positions of the germanium atoms in the germa-
nium system because the atomic nucleus of germanium is larger than that of silicon.
However, for means of comparison, we do not geometry optimise the positions of the
germanium atoms surrounding the δ layer. This approximation warrants further in-
vestigation.
3.1.2 Thomas-Fermi theory of a δ layer
In general, the total energy-functional in the Thomas-Fermi approximation is given
by (2.20). However, it can be simplified for a two-dimensional system of electrons,
such as an infinite plane of electrons, which is how we will model a δ layer. In this
section, we derive the total energy-functional for a δ layer that was first proposed
by Ioriatti [46]. A full derivation of this energy-functional is not given in Ref. 46, or
elsewhere in the literature other than in Ref. 35 where most but not all of the details
are given. We therefore present the details of the method in this chapter.
We begin by letting
r = xi+ yj+ zk
r′ = x′i+ y′j+ z′k
then (2.18) becomes
Uee[n] =
e2
8pi
∫
· · ·
∫
n(x,y,z)n(x′ , y′ , z′)√
(x − x′)2 + (y − y′)2 + (z − z′)2
dxdydzdx′dy′dz′
where  = r0 is now the permittivity of the medium, with r the relative permittivity
of the medium and 0 the permittivity of free space. If we assume the electron-density
is constant in x and y, i.e. the donor plane, then
n(x,y,z)→ n(z)
n(x′ , y′ , z′)→ n(z′)
and we have
Uee[n] =
e2
8pi
∫
· · ·
∫
n(z)n(z′)√
(x − x′)2 + (y − y′)2 + (z − z′)2
dxdydzdx′dy′dz′ (3.2)
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Next, we let
X = x − x′
Y = y − y′
Z = z − z′
and reexpress (3.2) as
Uee[n] =
e2
8pi
∫
· · ·
∫
n(z)n(z′)√
X2 +Y 2 +Z2
dXdYdzdz′
which we then transform to cylindrical coordinates
Uee[n] =
e2
8pi
∫ ∫
n(z)n(z′)
(∫ ∫
R√
R2 +Z2
dRdφ
)
dzdz′
Uee[n] =
e2
8pi
∫ ∫
n(z)n(z′)
(∫ 2pi
0
dφ
∫ ∞
0
R√
R2 +Z2
dR
)
dzdz′
Uee[n] =
e2
8pi
∫ ∫
n(z)n(z′)
(
2pi
√
R2 +Z2
∣∣∣∣∣R=∞
R=0
)
dzdz′
In the limit as R→∞ the term R2 inside the brackets of the integrand goes to infinity
and therefore the integral diverges. However, if the electrons inside the δ layer only
interact in a way that depends on the Z coordinate then this divergence can be set
equal to zero and we have
Uee[n] =
e2
4
∫ ∫
n(z)n(z′)|Z |dzdz′
Uee[n] = − e
2
4
∫ ∫
n(z)n(z′)
∣∣∣z − z′∣∣∣dzdz′ (3.3)
where we have used the following result,∫ ∞
0
x√
x2 + a2
dx =
√
x2 + a2
The electron-nuclear potential energy-functional is
UeN[n] = e
∫
n(r)VN(r)dr
where, in general, VN(r) is defined as
VN(r) = −
∫ r
O
EN · dl (3.4)
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with EN the electric field of the stationary nuclei. For an infinite plane of charge we
have
2|E|A =
∮
E · dA (3.5)
By Gauss’ law, (3.5) becomes
2|E|A = −1

Qenc
|E| = − 1
2A
Qenc (3.6)
The amount of charge enclosed Qenc by area A is
Qenc = σA
where σ is a two-dimensional charge density. We then have
|E| = − 1
2A
σA
|E| = − σ
2
E = − σ
2
r (3.7)
where r = iˆ+ jˆ+ kˆ. Substituting (3.7) and into (3.4) we get
VN(x,y,z) = −
∫ r
O
(
− σ
2
i− σ
2
j− σ
2
k
)
· (dxi+ dyj+ dzk) (3.8)
where l = dxi+ dyj+ dzk. Next, we evaluate (3.8) as follows.
VN(x,y,z) = −
∫ ∞
0
σ
2
dx −
∫ ∞
0
σ
2
dy −
∫ |z|
0
σ
2
dz
However, since the electric field is constant in the δ layer, the electric potential in x
and y must be equal to zero, and we get
VN(z) = − σ2z
∣∣∣∣∣z=|z|
z=0
VN(z) = − σ2 |z| (3.9)
The charge density σ in the infinite plane is given by
σ = nDe (3.10)
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where, for a δ layer, nD is the two-dimensional density of donor atoms in the δ layer.
Substituting (3.10) into (3.9) we have
VN(z) = −nDe2 |z| (3.11)
Next, substituting (3.11) into (2.19) we get
UeN[n] = −e2
∫
nD
2
n(z)|z|dz
UeN[n] = −nDe
2
2
∫
n(z)|z|dz (3.12)
From (2.15), the kinetic energy-functional for an infinite plane is given by
T [n] = ck
∫
n(z)5/3dz (3.13)
Substituting (3.3), (3.12) and (3.13) into (2.20) we have
ETF[n] = ck
∫
n(z)5/3dz − e
2
4
∫ ∫
n(z)n(z′)
∣∣∣z − z′∣∣∣dzdz′ − nDe2
2
∫
n(z)|z|dz
ETF[n] = ck
∫
n(z)5/3dz − e
2
4
∫ ∫
n(z)n(z′)
∣∣∣z − z′∣∣∣dzdz′ − nDe2
2
∫
n(z)|z|dz (3.14)
We now define the energy per electron or chemical potential through the following
variational equation.
0 = δ(E −µN )
µ =
∂E
∂N
µ =
∂
∂N
(
ck
∫
n(z)5/3dz − e
2
4
∫ ∫
n(z)n(z′)
∣∣∣z − z′∣∣∣dzdz′ − nDe2
2
∫
n(z)|z|dz
)
The number of electrons is constrained to be constant and therefore
N =
∫
n(z)dz
and
µ =
5
3
ckn(z)
2/3 − e
2
2
∫
n(z)
∣∣∣z − z′∣∣∣dz − e2nD
2
|z| (3.15)
We define the electrostatic part of (3.15) as
U (z) = − e
2
2
∫
n(z)
∣∣∣z − z′∣∣∣dz − e2nD
2
|z| (3.16)
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then
µ =
5
3
ckn(z)
2/3 +U (z) (3.17)
and
n(z) =
(
3
5ck
)3/2
(µ−U (z))3/2 (3.18)
The self-consistency of the electrostatic field in z is met by requiring that U (z) and
n(z) are related by Poisson’s equation:
∂2
∂z2
(
V (z)
)
= −ρ(z)

∂2
∂z2
(
eV (z)
)
= −eρ(z)

∂2
∂z2
U (z) =
e2

n(z)− e
2nD

δ(z) (3.19)
where U (z) = eV (z) and ρ(z) = e (nD −n(z)). We can show this by taking the double
derivative of (3.16) with respect to z.
∂2
∂z2
U (z) =
∂2
∂z2
(
− e
2
2
∫
n(z)
∣∣∣z − z′∣∣∣dz − e2nD
2
|z|
)
= − e
2
2
∂2
∂z2
(∫
n(z)
∣∣∣z − z′∣∣∣dz)− e2nD
2
∂2
∂z2
(
|z|
)
= − e
2
2
∂2
∂z2
(∫
n(z)
∣∣∣z − z′∣∣∣dz)− e2nD

δ(z)
∂2
∂z2
U (z) = − e
2
2
∫
∂2
∂z2
(
n(z)
∣∣∣z − z′∣∣∣ )dz − e2nD

δ(z) (3.20)
Let us now evaluate the integral in the first term in the right hand side of (3.20).∫
∂2
∂z2
(
n(z)
∣∣∣z − z′∣∣∣ )dz = ∫ ∂
∂z
(
∂
∂z
(
n(z)
) ∣∣∣z − z′∣∣∣+n(z) ∂
∂z
( ∣∣∣z − z′∣∣∣ ))dz
=
∫ (
∂2
∂z2
(
n(z)
) ∣∣∣z − z′∣∣∣+ 2 ∂
∂z
(
n(z)
)
∂
∂z
( ∣∣∣z − z′∣∣∣ )+n(z) ∂2
∂z2
( ∣∣∣z − z′∣∣∣ ))dz
=
∫
∂2
∂z2
(
n(z)
) ∣∣∣z − z′∣∣∣dz+ 2∫ ∂
∂z
(
n(z)
)
∂
∂z
( ∣∣∣z − z′∣∣∣ )dz+∫
n(z)
∂2
∂z2
( ∣∣∣z − z′∣∣∣ )dz
=
∫
∂2
∂z2
(
n(z)
) ∣∣∣z − z′∣∣∣dz+ 2n(z)sgn(z − z′)∣∣∣∣∣z=∞
z=−∞
−
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2
∫
n(z)
∂
∂z
(
sgn(z − z′)
)
dz+ 2
∫
n(z)δ(z − z′)dz
=
∫
∂2
∂z2
(
n(z)
) ∣∣∣z − z′∣∣∣dz − 4∫ n(z)δ(z − z′)dz+ 2n(z′)dz
=
∫
∂2
∂z2
(
n(z)
) ∣∣∣z − z′∣∣∣dz − 4n(z′) + 2n(z′)
=
(
sgn(z − z′)
(
(z − z′) ∂
∂z
(
n(z)
)
+n(z)
)
+ c
)∣∣∣∣∣z=∞
z=−∞
− 2n(z′)∫
∂2
∂z2
(
n(z)
∣∣∣z − z′∣∣∣ )dz = −2n(z′) (3.21)
where we have used the following equations.∫
∂2
∂x2
(
f (x)
)
|a− x|dx = sgn(a− x)
(
(a− x) ∂
∂x
(
f (x)
)
+ f (x)
)
+ c
lim
z→±∞n(z) = 0
lim
z→±∞
∂
∂z
(
n(z)
)
= 0
Substituting (3.21) back into (3.20) we get
∂2
∂z2
U (z) =
e2

n(z′)− e
2nD

δ(z)
∂2
∂z2
U (z) =
e2

n(z)− e
2nD

δ(z) (3.22)
as required. Substituting (3.18) and then (2.14) into (3.22) we have
∂2
∂z2
U (z) =
e2

(
3
5ck
)3/2
(µ−U (z))3/2 − e
2nD

δ(z)
∂2
∂z2
U (z) =
2m3/2e2λ
3pi2~3
(µ−U (z))3/2 − e
2nD

δ(z) (3.23)
The solution to (3.23) is of the form
U (z)−µ = − α
2
(α|z|+ z0)4
where
α =
√
2m¯3/2e2λ
30pi2~3
and
z0 =
(
8α3
e2nD
)1/5
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In the above equations, z is distance perpendicular to the δ layer, λ is the number of
equivalent conduction valleys for the material,  is the permittivity of the medium,
nD is the areal doping density, and m¯ is the geometric average of the longitudinal and
transverse effective masses of the material [11, 24, 87, 107]. Setting µ to zero results in
the following expression for the electrostatic potential energy of the donor electrons.
U (z) = − α
2
(α|z|+ z0)4 (3.24)
The effects of exchange and correlation interactions can be added to this description
by defining exchange and correlation potentials, and adding these to (3.24).
U ′(z) =U (z) +Ux(z) +Uc(z) (3.25)
These exchange and correlation potentials are discussed in Sections 3.1.3 and 3.1.4.
3.1.3 Exchange energy for a δ layer
In Section 3.1.2, we derived an expression for the potential energy of the donor elec-
trons in a δ layer. The effects of exchange and correlation interactions can be added to
this description by using energy-functionals for exchange and correlation energies. In
the local density approximation, the exchange energy can be approximated by using
the exchange energy-functional proposed by Dirac [22]:
εx[n] = −Cxn(r)1/3 (3.26)
with
Cx =
3
4
( 3
pi
)1/3
= 0.7386
and where εx is the exchange energy per atom and n(r) is electron-density. In the
local-density approximation (LDA), the total exchange energy is given by
ELDAx [n] = εx[n]
∫
n(r)dr (3.27)
Substituting (3.26) into (3.27), we have [77]
ELDAx [n] = −Cx
∫
n(r)4/3dr (3.28)
The exchange potential per electron is defined as
Ux[n] =
∂(ELDAx [n])
∂N
(3.29)
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Substituting (3.28) into (3.29) we get
Ux[n] = −Cx
(4
3
)
n(r)1/3
Ux[n] = −
( 3
pi
)1/3
n(r)1/3 (3.30)
The electron-density n(r) can be expressed in terms of the Wigner-Seitz radius rs. The
Wigner-Seitz radius is the radius of a sphere whose volume is equal to the mean vol-
ume per atom in the medium [37].
rs(r) =
(
4pia¯30n(r)
3
)−1/3
(3.31)
n(r) =
(
3
4pia¯30
)
rs(r)
−3 (3.32)
where a¯0 is the effective Bohr radius of the medium defined as
a¯0 =
4pi~2
m¯e2
(3.33)
and where m¯ is the effective mass of a donor electron in the medium. Substituting
(3.32) and (3.33) into (3.30) we have
Ux(r) = −
( 3
pi
)1/3 ( 3
4pia¯30
)1/3
rs(r)
−1 (3.34)
Rearranging (3.34) and converting from atomic to SI units we have
Ux(r) = − m¯e
4
(4pir0~)2
( 9
4pi2
)1/3 1
rs(r)
(3.35)
which in one dimension becomes
Ux(z) = − m¯e
4
(4pir0~)2
( 9
4pi2
)1/3 1
rs(z)
(3.36)
where
rs(z) =
(
4pia¯30n(z)
3
)−1/3
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3.1.4 Correlation energy for a δ layer
Similarly to the exchange energy, the correlation energy can be added to the descrip-
tion of a δ layer discussed in Section 3.1.2, by using an energy-functional that de-
scribes the correlation energy. In the local density approximation, the correlation en-
ergy can be approximated by the correlation energy-functional proposed by Perdew
and Wang [78]:
εc(rs) = −2A (1 +α1rs) ln
1 + 12A(β1r1/2s + β2rs + β3r3/2s + β4r2s )
 (3.37)
which is valid in the limit of high electron density, and for zero spin polarization,
and where c is the correlation energy per atom, with A = 0.031091, α1 = 0.21370,
β1 = 7.5957, β2 = 3.5876, β3 = 1.6382 and β4 = 0.49294. Let
f = β1r
1/2
s + β2rs + β3r
3/2
s + β4r
2
s (3.38)
then
εc(rs) = −2A (1 +α1rs) ln
(
1 +
1
2Af
)
Again, the total correlation energy is given by
ELDAc [n] = εc[n]
∫
n(r)dr (3.39)
ELDAc [n] = −2A
∫
n (1 +α1rs) ln
(
1 +
1
2Af
)
dr (3.40)
The correlation potential per electron is then expressed as
Uc[n] =
∂(ELDAc [n])
∂N
=
∂
∂N
(
−2A
∫
n (1 +α1rs) ln
(
1 +
1
2Af
)
dr
)
Uc[n] =
∂
∂n
(
−2An (1 +α1rs) ln
(
1 +
1
2Af
))
(3.41)
Next, let
B =
4pia¯0
3
(3.42)
then (3.31) becomes
rs = (Bn)
−1/3 (3.43)
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Substituting (3.43) into (3.41) we have
Uc[n] =
∂
∂n
(
−2An
(
1 +α1 (Bn)
−1/3) ln(1 + 1
2Af
))
= −2A
ln
(
1 +
1
2Af
)
+
n(
1 + 12Af
) ∂
∂n
( 1
2A
f −1
)
+
α1B
−1/3
(23)n−1/3 ln
(
1 +
1
2Af
)
+
n2/3(
1 + 12Af
) ∂
∂n
( 1
2A
f −1
)
 (3.44)
Because f is a function of rs, we have
∂
∂n
(
f −1(rs(n))
)
=
∂
∂rs
(
f −1(rs)
) ∂
∂n
(
rs(n)
)
∂
∂n
(
f −1(rs(x))
)
=
f ′(rs)
f (rs)2
r ′s(n)
∂
∂n
(
f −1(rs(x))
)
=
f ′(rs)
f (rs)2
(−1
3
)
B−1/3n−4/3
∂
∂n
(
f −1
)
=
f ′
f 2
(−1
3
)
B−1/3n−4/3 (3.45)
where we have used the following equations.
∂
∂x
(
f −1(x)
)
=
f ′(x)
f (x)2
(3.46)
∂
∂n
(
rs(n)
)
=
(−1
3
)
B−1/3n−4/3 (3.47)
Substituting (3.45) into (3.44) we get
Uc[n] = −2A
ln
(
1 +
1
2Af
)
+
n(
1 + 12Af
) ( f ′
2Af 2
)(−1
3
)
B−1/3n−4/3+
α1B
−1/3
(23)n−1/3 ln
(
1 +
1
2Af
)
+
n2/3(
1 + 12Af
) ( f ′
2Af 2
)(−1
3
)
B−1/3n−4/3


= −2A
(
ln
(
1 +
1
2Af
)(
1 +
2α1 (Bn)
−1/3
3
)
+
f ′
f (1 + 2Af )
(− (Bn)−1/3
3
− α1 (Bn)
−2/3
3
))
(3.48)
Now substituting (3.43) back into (3.48) we get
Uc(rs) = −2A
(
ln
(
1 +
1
2Af
)(
1 +
2α1rs
3
)
+
f ′
f (1 + 2Af )
(−rs
3
− α1r
2
s
3
))
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Uc(r) = −2A
(
ln
(
1 +
1
2Af
)(
1 +
2α1rs(r)
3
)
− f
′
f (1 + 2Af )
(
rs(r) (1 +α1rs(r))
3
))
(3.49)
which in one dimension becomes
Uc(z) = −2A
(
ln
(
1 +
1
2Af
)(
1 +
2α1rs(z)
3
)
− f
′
f (1 + 2Af )
(
rs(z) (1 +α1rs(z))
3
))
(3.50)
3.1.5 Hamiltonian for the system
The donor electrons are modelled as an external electric potential applied to the bulk
silicon and germanium systems; they are described by a one-dimensional potential
that is added to the diagonal terms of the Hamiltonian matrix in (3.1) [38, 123]. The
Thomas-Fermi theory and empirical parameterisations for both exchange and corre-
lation energies are used to calculate this one-dimensional potential. The donor plane
is described by an infinite sheet with a constant areal doping density and the local
density approximation is assumed. In the local density approximation, the Thomas-
Fermi theory is exact in the high density limit. This Thomas-Fermi method has been
shown to yield meaningful results for δ-doped semiconductors with doping densities
in the range of 1012-1013 cm−2. Such two-dimensional doping densities are 1-2 orders
of magnitude lower than the densities used in this work [46]. Our model uses the
input parameters shown in Table 3.1.
From the previous section, the electrostatic potential energy of the donor electrons
due to the δ layer is
U (z) =U (z) +Ux(z) +Uc(z)
In matrix form this can be written as
U =
∑
i
Ui |ϕi〉〈ϕi | (3.51)
Table 3.1: Parameters used in the calculations. m0 is the free electron mass.
r ml/m0 mt/m0 a (Å) a¯0 (nm)
Si 11.4 a 0.9163 b 0.1905 b 5.430 c 1.96
Ge 15.36 a 1.588 d 0.08152 d 5.6563 c 3.80
aRef. 29
bRef. 40
cRef. 9
dRef. 58
37
3. ELECTRONIC PROPERTIES OF δ LAYERS IN SILICON AND GERMANIUM
-2
-1
0
1
2
3
4
5
L Γ XFCC
E
ne
rg
y
(e
V
)
Figure 3.1: The band structure of bulk silicon calculated using an sp3d5s∗ tight-binding
method [9]. The energy bands are plotted on a high symmetry path in the FCC Brillouin
zone.
where Ui is the discrete form of U (z) for the z coordinate. The tight-binding matrix
describing the δ layer can then be expressed as
H′ = H+U (3.52)
where the donor potential has been treated as an external potential and added to the
diagonal terms of the Hamiltonian matrix only [38, 123].
3.1.6 Calculation of the Fermi level
Experimental measurements of the electronic band structure of a phosphorus δ layer
in silicon show that there is at least one occupied state in the conduction band [67]. Be-
cause δ layers with high doping densities are metallic at low temperatures, the Fermi
level must be solved for iteratively. In what follows, the Fermi level is increased un-
til the number of occupied conduction band states gives the correct number of donor
electrons. Inside a finite area the number of donor electrons is equal to the number
of donor atoms because each substitutional phosphorus atom donates one electron to
the crystal lattice. We define the Fermi level as the energy at which the number of
electrons, calculated from the partial occupancy of the bands, is equal to the number
of donor atoms.
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Figure 3.2: The band structure of a phosphorus δ layer in silicon at a doping density of
0.25 ML (solid lines) and the Fermi level at T = 4 K (dashed line). The energy bands are
plotted in the PT Brillouin zone and only the 12 lowest conduction bands are visible. The
energy axis has been offset such that the conduction band minimum of bulk silicon is set
to energy zero. The band structure of bulk silicon is also shown as a shaded region.
The total number of donor electrons can be expressed as
N (EF) = s
∫ EF
ν
Z(E)f (E)dE
where EF is the Fermi level, s is the spin degeneracy, ν is the energy of the lowest occu-
pied conduction band state, Z(E) is the electronic density of states (eDOS) evaluated
over the first two-dimensional Brillouin zone, and f (E) is the Fermi-Dirac distribution
function. Substituting in for f (E) and setting s equal to one, we get
N (EF) =
∫ EF
ν
Z(E)
(
1 + exp
(
E −EF
kBT
))−1
dE (3.53)
where kB is Boltzmann’s constant and T is temperature. The area of the first Brillouin
zone can be converted to a real-space area and the number of donors then calculated
from this and the areal doping density. The Fermi level can then be solved for itera-
tively by evaluating (3.53) at successively greater values of EF until the correct number
of electrons is found.
3.2 Electronic structure of a phosphorus δ layer in silicon
Figure 3.1 shows the band structure of bulk silicon plotted in the face-centred cubic
(FCC) Brillouin zone on a path of high symmetry from L to Γ to XFCC [10]. Silicon
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is an indirect bandgap semiconductor and has a six-fold degenerate conduction band
minimum at 0.81XFCC. Figure 3.2 shows the band structure (conduction band only)
of a phosphorus δ layer in silicon plotted in the PT Brillouin zone from 0.3M to Γ to
0.6XPT. Transforming from an FCC unit cell to a PT supercell projects the conduction
valleys along the positive and negative kz axes to Γ , which is discussed in Appendix G.
These bands are labelled as Γ1 and Γ2 in Figure 3.2. Doping the bulk system increases
the electron confinement (perpendicular to the donor plane) and perturbs the two
kz valleys; lifting their degeneracy and shifting them into the bulk bandgap region.
In Figure 3.2, the minima of the kz valleys are split by a Γ1 − Γ2 valley splitting [13].
The kx and ky valleys are also affected by unit cell representation. The 0.81XFCC val-
ley minimum appears at 0.37XPT in Figure 3.2. This valley is labelled as ∆1 and is
also shifted into the bulk bandgap region by the one-dimensional confinement of the
donor potential.
The one-dimensional confinement of electrons by the donor potential shifts the
lowest conduction band states of bulk silicon into the bulk bandgap region. Fig-
ure 3.2 shows three main conduction valleys to be partially occupied or partly below
the Fermi level. These conduction valleys are the Γ1, Γ2 and ∆1 bands. The energy
minima of these bands and those predicted by other models is shown in Table 3.2.
The energy minimum of the Γ1 band is 285 meV below the Fermi level which sug-
gests the phosphorus δ layer is metallic. This band minimum is 427 meV below the
conduction band minimum of bulk silicon and agrees with the results of all models
Table 3.2: Band energy minima and Fermi levels (meV) for a range of δ layer models at
a doping density of 0.25 ML and T ≈ 4 K. The results of models marked with a † have
been read directly from plots and have an uncertainty of ±3 meV. The TB3D model is
published in Ref. 57, however, the values in this table are from Ref. 92.
Basis set Ref. Γ1 Γ2 ∆1 EF
DFT1D† LAO 14 -296 -288 -165 -72
DFT3D LAO 25 -369 -269 -68 -23
TB3D sp3d5s∗ 57 -401 -375 -249 -115
DFT1D† PWO 82 -419 -394 -250 -99
This work sp3d5s∗ - -427 -421 -287 -142
EMT1D† N/A 24 -445 -426 -257 N/A
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Figure 3.3: The donor potential for a phosphorus δ layer in silicon at a doping density
of 0.25 ML with (dashed line) and without exchange-correlation (XC) corrections (solid
line).
(excluding DFT1D (LAO) and DFT3D (LAO)) to within 28 meV. The minimum of the
Γ2 band compares equally well to DFT1D (PWO) and is within 5 meV of EMT1D. In-
terestingly, the ∆1 band minimum of the TF method is 30-38 meV lower than those
predicted by the three closest models in Table 3.2. In general, for the band energy
minima, there is good agreement between the models and the TF method. However,
values for the Fermi level differ significantly between the models. This disparity can
be explained by the variation in the method and k-point grid used to solve for the
Fermi level in each model. We use a similar method of calculation to TB3D and al-
though the TF method predicts a Fermi level that is 27 meV lower than that of TB3D,
this difference can be explained by the 26 meV discrepancy in the values for the Γ1
band minimum. In Table 3.3, the calculated binding energies (EF − Γ1) of TB3D and
the TF method agree within 1 meV.
A number of factors may contribute to the differences in the band energy minima
shown in Table 3.2. These include basis set size [25], central-cell corrections [24, 31]
and the methods used to approximate exchange and correlation (XC) energies. In the
density-functional models, the size of the localised atomic orbital basis set has been
shown to be an important factor in the calculation of the band energy minima. E.g., it
was shown that the explicit atom model of Ref. 14 overestimates the Γ1−Γ2 valley split-
ting by approximately 50% when compared to a model which used a more complete
basis. [25] Similarly, it is likely that central-cell corrections, and the resultant valley-
41
3. ELECTRONIC PROPERTIES OF δ LAYERS IN SILICON AND GERMANIUM
orbit interaction, also contribute to the differences between the models. In TB3D and
the TF method, and EMT1D, the donor atoms are described as point charges and an
infinitely thin sheet of charge, respectively. This is a bad approximation close to the
donor atoms or donor plane, where the donor potential is quickly varying. This type
of ‘central-cell effect’ can be included in the aforementioned empirical models, as has
recently been demonstrated by Usman et al. for tight binding [122]. For the density-
functional models pseudopotentials are used to model the donor potential. Therefore
they incorporate central-cell effects because pseudopotentials are a description of the
valence and core electrons. However, it is important to remember that central-cell
corrections are expected to be weak for phosphorus donors in silicon because they are
shallow donors [24].
Another factor that contributes to the discrepancies between the models is the
arrangement of the donor atoms and whether the atoms are modelled implicitly or
explicitly. All explicit models in Table 3.2 use a perfectly ordered arrangement of
donor atoms and, therefore, as in the case of the implicit models, short and long range
symmetry is preserved. But in the implicit models, the variation of the donor potential
inside the donor plane disappears, as do any effects of this variation. The donor atoms
are not modelled atomistically in the implicit models; instead the donor potential is
averaged out over the donor plane, such that it is constant within this plane and only
varies with distance in the perpendicular direction. Finally, excluding EMT1D and
the TF method, each of the models in Table 3.2 use different methods to approximate
the XC energy. The band energy minimum calculated in DFT1D (PWO) shifts by
10 ± 3 meV due to XC, and “short range”, effects (see Ref [82]). This compared to a
-34 meV shift in the Γ1 band minima of TB3D when XC energy corrections are made
to the donor potential (see Refs. 57, 91). Both of these energy shifts are relatively
small compared to the -130 meV shift in the Γ1 minimum that results from adding XC
corrections to the TF potential.
Figure 3.3 shows the TF potential with and without XC corrections. XC corrections
increase the magnitude of the TF potential. The effect of exchange is far greater than
that of correlation at a doping density of 0.25 ML. The exchange potential shifts the
energy of Γ1 by -125 meV, whereas the correlation potential shifts the energies by only
-5 meV.
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The one-dimensional confinement of the electrons by the donor potential also lifts
the degeneracy of the kz valley minima and results in a valley splitting between the
Γ1 and Γ2 bands, which is labelled as the Γ1 − Γ2 valley splitting [14]. Understanding
this energy splitting is important in the design of ‘few electron’ quantum electron-
ics in silicon [85] and modelling transport properties in these systems at low voltage
biases [33]. Table 3.3 shows the Γ1 − Γ2 valley splitting calculated by a variety of mod-
els. The valley splitting predicted by the TF method is 6 meV and agrees with that
of DFT1D (LAO) to within 2±6 meV. There is a difference of 20 meV between the
valley splitting calculated by TB3D and the TF method. There are also differences of
14±6 and 21±6 meV between the valley splittings calculated by EMT1D and DFT1D
(PWO) respectively and the TF method. Again, these discrepancies can be explained
by a number of factors such as basis set size, central-cell corrections and valley-orbit
coupling. Interestingly, in δ layer systems with multiple layers, the valley splitting
has been shown to be inversely proportional to the spatial extent of donors perpen-
dicular to the doping plane [12]. Another factor that affects the size of the Γ1−Γ2 valley
splitting is the doping density, in proportion to which the energy splitting can vary
non-linearly [24].
Figure 3.4 shows the changes in Fermi level, band energy minima, valley splitting
and binding energy as the doping density is varied. The range of doping densities
has been limited at low doping densities by the validity of the TF theory, and at high
doping densities by experiment. In Figure 3.4a, the variation in each of the energy
Table 3.3: Valley splittings and binding energies (meV) for a range of δ layer models at
a doping density of 0.25 ML and T ≈ 4 K. The results of models marked with a † have
been read directly from plots and have an uncertainty of ±6 meV. The TB3D model is
published in Ref. 57, however, the values in this table are taken from Ref. 92.
Basis set Ref. Γ1 − Γ2 EF − Γ1
DFT1D† LAO 14 8 224
Experiment N/A 67 - ∼ 270
This work sp3d5s∗ N/A 6 285
TB3D sp3d5s∗ 57 26 286
DFT1D† PWO 82 25 320
DFT3D LAO 25 100 346
EMT1D N/A 24 19 470†
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Figure 3.4: (a) Band energy minima and the Fermi level plotted against doping density
for a phosphorus δ layer in silicon. The conduction band minimum of bulk silicon is set
to energy zero. (b) Binding energy (green axis) and valley splitting (blue axis) plotted
against doping density for a phosphorus δ layer in silicon. The filled squares mark the
data points that were used to calculate the non-linear fits.
band minima was fitted using the following equation.
En = a×nbD (3.54)
where En is the minimum energy of band n, and a and b are fitting parameters. A
goodness of fit (R2) of greater than 0.999 was obtained for the fit of each band energy.
For the Γ1, Γ2 and ∆1 bands, the relationship between En and nD is non-linear with b
restricted to the closed interval [0.73, 0.78]. This agrees closely to the scaling theory of
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Ref. 24 which predicts En ∝ n2/3D . In contrast, TB3D predicts a linear proportionality
between En and nD. However, this dependence is based on a relatively small total
variation in the doping density—as in this explicit model the doping density is not a
parameter which can be easily varied—and is therefore expected to be less accurate.
We fitted the Fermi level using (3.54) and found that it also varies non-linearly with
doping density (b = 0.66, R2 = 0.995). This is in contrast to Ref. 24 where no such
trend is evident. From Figure 3.4a, the variation in the Fermi level agrees more closely
with the results of the DFT1D (PWO) model of Ref. 82.
A consequence of the non-linear dependence of En on nD for the band energy min-
ima and Fermi level is that properties which are calculated directly from these values
(such as the binding energy and valley splitting) exhibit a similar non-linearity to
changes in doping density. In Figure 3.4b, the change in the binding energy and val-
ley splitting has been fitted using (3.54), and b has been found to be 0.82 and 1.64
respectively (R2 ≥ 0.999). However, the valley splitting data has only been fitted for
nD ≥ 1/12 ML, as from an analysis of Figure 3.4b the non-linear variation in valley
splitting breaks down at doping densities less than 1/12 ML—which is could be due
to weaker electron confinement at these densities.
Recently published experimental measurements of the electronic band structure
of a phosphorus δ layer in silicon (carried out at T = 100 K) confirm the existence of at
least one occupied state at Γ [67]. This state, named the δ state, has a binding energy
of approximately 190 meV at T = 300 K, and approximately 270 meV at T = 100 K.
Comparison with the theory is difficult because all phosphorus δ layer models explic-
itly assume lower temperatures (T ≈ 4 K) and are simulated with 16 nm of silicon
cladding as opposed to the 2 nm of cladding used in experiment. However, it is obvi-
ous from Table 3.3 that the experimental binding energy of approximately 270 meV
at T = 100 K is in good agreement with the value of 285 meV calculated using the TF
method at T = 4 K. It is not obvious from the experimental measurements whether
there is a valley splitting at Γ . However, the energy resolution of the experimental
band structure measurement is low and energy splittings of less than approximately
100 meV are not resolvable.
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Figure 3.5: Band structure of bulk germanium calculated using an sp3d5s∗ tight-binding
method [9]. The bands are plotted in the FCC Brillouin zone.
3.3 Electronic structure of a phosphorus δ layer in germanium
The band structure of bulk germanium is shown in Figure 3.5. Germanium is an in-
direct bandgap semiconductor and has a four-fold degenerate conduction band min-
imum at L in the FCC Brillouin zone. Transforming from an FCC unit cell to a PT
supercell folds the conduction valleys at L to M in the PT Brillouin zone. These
bands are labelled as M1 and M2 in Figure 3.6. In the band structure for a phos-
phorus δ layer in germanium, the lowest conduction band states of bulk germanium
are shifted into the bulk bandgap region (again, as a result of the electron confinement
by the donor potential). This electron confinement also results in a valley splitting of
16 meV between the M1 and M2 energy band minima. As the germanium conduction
band minimum is four-fold degenerate, the M1 and M2 bands are each doubly degen-
erate. Transforming from an FCC unit cell to a PT supercell also folds the bands in the
kx and ky directions. The 0.88XFCC valley minimum of bulk germanium is projected to
0.24XPT in Figure 3.6, in which this band is labelled as ∆1. The kz conduction valleys
are folded to Γ and are labelled as Γ1 and Γ2. The degeneracy of these bands is lifted
and there is a valley splitting of 6 meV between them, which is equal to the Γ1 − Γ2
valley splitting of the phosphorus δ layer in silicon. Interestingly, the conduction val-
leys at Γ in Figure 3.6 is not shifted into the bulk bandgap region to the same degree
as the conduction valleys at M and X. Therefore, at low voltage biases, we expect the
transport properties of the phosphorus δ layer to be most strongly affected by the M1
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Figure 3.6: The band structure of a phosphorus δ layer in germanium at a doping density
of 0.25 ML (solid lines) and the Fermi level at T = 4 K (dashed line). The energy bands are
plotted in the PT Brillouin zone and only the 12 lowest conduction bands are visible. The
energy axis has been offset such that the conduction band minimum of bulk germanium
is set to energy zero. The band structure of bulk germanium is also shown as a shaded
region.
and M2 bands at M.
The donor potential for the phosphorus δ layer in germanium is shown in Fig-
ure 3.7. At a doping density of 0.25 ML the donor potential of the δ layer in germa-
nium is broader in the z dimension than that of the δ layer in silicon, which could be
due to the larger effective Bohr radius of germanium. The magnitudes of the donor
potentials inside the donor plane however are similar (0.85 eV for germanium and
0.78 eV for silicon). Because the magnitude of the donor potential in germanium is
greater than that of silicon, we expected the conduction band minimum of the δ layer
in germanium to be shifted further into the bulk bandgap region than that of the
δ layer in silicon. However from a comparison of the two band structures, the oppo-
site is true. The Γ1 band in Figure 3.2 is shifted further into the bulk bandgap region
than the M1 band in Figure 3.6. This is can be explained by the broadening of the po-
tential for the δ layer in germanium, which decreases the confinement perpendicular
to the donor plane.
Figure 3.8 shows the electronic density of states (eDOS) of a δ layer in silicon, and
germanium. Ignoring energies around -0.25 eV, the eDOS of the δ layer in germanium
is greater than that of the δ layer in silicon on the closed interval [-0.4, 0.0] eV. This
can be explained by the greater number of partially occupied bands or conducting
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Figure 3.7: The donor potential for a phosphorus δ layer in germanium and a phosphorus
δ layer in silicon, both at a doping density of 0.25 ML.
modes in the band structure of the δ layer in germanium. This result suggests a higher
conductivity for the δ layer in germanium at low voltage biases. The larger eDOS for
the δ layer in silicon at an energy of approximately -0.25 eV is due to the filling of the
∆1 band of silicon before the ∆1 band of germanium.
In Figure 3.9, the change in the Fermi level, band energy minima, binding energy
and valley splitting with doping density is shown for the δ layer in germanium. The
M1 andM2 energy minima, Fermi level, valley splitting and binding energy have been
fitted using (3.54). However, at low doping densities, the energy minima of the Γ1, Γ2,
and ∆1 bands are greater than the conduction band minimum of bulk germanium
(which is set to energy zero in Figure 3.9a) and so these these minima have been fitted
using the following equation.
En = a×nbD + c (3.55)
where En is the minimum energy of band n, and a, b and c are fitting parameters.
The energy minima of the M1, M2, Γ1, Γ2, and ∆1 bands have been fitted with an
R2 ≥ 0.999 and the fitting parameter b has been found to be restricted to the closed
interval [0.81,0.91]. The non-linear proportionality between the band energy minima
and the doping density for the δ layer in germanium is therefore different to that of
the δ layer in silicon. The δ layer in germanium shows a greater rate of change in its
band energy minima with doping density.
By using these non-linear fits, we can estimate the value of the conduction band
minimum for a δ layer in germanium at a doping density of 0.5 ML. This would other-
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Figure 3.8: The electronic density of states (eDOS) for a phosphorus δ layer in germanium
and a phosphorus δ layer in silicon at a doping density of 0.25 ML. The eDOS of bulk
germanium and bulk silicon are also shown. A Gaussian smearing of 25 meV has been
applied for visualisation.
wise be difficult to achieve because the eigenvalues of the conduction band mix with
those of the valence band at this density. We find that the conduction band minimum
of the doped system is approximately -700 meV (relative to the conduction minimum
of bulk germanium) at a doping density of 0.5 ML. These fits also suggest that the
M1, M2, Γ1 and Γ2 band minima converge at a density greater than ∼ 0.3 ML. How-
ever this trend is difficult to validate without explicitly calculating the band energy
minima at higher density. The rate of change of the Γ1 and Γ2 energy minimum with
doping density is greater than that of the other bands, which could be due to a greater
sensitivity in the kz valleys to the stronger electron confinement in the z dimension at
higher doping densities.
The Fermi level has also been fitted using (3.54) but with a reduced set of data
points (the filled squares in Figure 3.9b only). It can be seen in Figure 3.9a that the
simple non-linear trend proposed using (3.54) breaks down at nD > 0.125 ML. This
discrepancy is due to the filling of the Γ1, Γ2 and ∆1 bands at these higher doping den-
sities. Therefore, unlike the case of a phosphorus δ layer in silicon, (3.54) is unable
to describe the dependence of the Fermi level on doping density. Similarly, in Fig-
ure 3.9b, (3.54) is also unable to describe the dependence of the binding energy on
doping density, as the binding energy is calculated directly from the conduction band
49
3. ELECTRONIC PROPERTIES OF δ LAYERS IN SILICON AND GERMANIUM
-0.8
-0.6
-0.4
-0.2
0.0
0.2
32 16 8 4 2
(a)
0.0
0.1
0.2
0.3
32 16 8 4 2
0
5
10
15
20
25
30
(b)
E
ne
rg
y
(e
V
)
Doping density (1/x ML)
M1
M2
Γ1
Γ2
∆1
EF
E
ne
rg
y
(e
V
)
E
ne
rg
y
(m
eV
)
Doping density (1/x ML)
M2 −M1
Γ2 − Γ1
EF − Γ1
Figure 3.9: (a) Band energy minima and the Fermi level plotted against doping density
for a phosphorus δ layer in germanium. The conduction band minimum of bulk germa-
nium is set to energy zero. (b) Binding energy (green axis) and valley splittings (blue
axis) plotted against doping density for a phosphorus δ layer in germanium. The filled
squares and diamonds mark the data points that were used to calculate the non-linear fits
discussed in Section 3.2.
minimum and the Fermi level. At a doping density of 0.25 ML, the binding energy
of the δ layer in germanium is found to be 70 meV smaller than that of the δ layer
in silicon. The M1 −M2 valley splitting has been fitted for nD ≥ 0.0625 ML using
(3.54) and b has been found to be 1.74. The Γ1 − Γ2 valley splitting has been fitted
for nD ≥ 0.0833 ML and b has been found to be 1.70. Both energy splittings show a
similar non-linear trend to the Γ1 − Γ2 valley splitting of a δ layer in silicon.
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3.4 Summary of results
In this chapter, we have presented a method for calculating the electronic properties of
phosphorus δ layers in silicon and germanium that easily scales to large system sizes.
This method is based on the Thomas-Fermi theory and an empirical tight-binding
approach. We first calculated the electronic properties of a δ layer in silicon to bench-
mark this method. We then calculated the electronic properties of a δ layer in ger-
manium, including: the band structure, Fermi level, valley splitting, binding energy,
electronic density of states and the change in these properties with doping density.
In the future, the TF method could be extended to δ wires in silicon and germa-
nium. Central-cell corrections could be included in the model to more accurately
describe the electron confinement perpendicular to the donor plane and the Γ1 − Γ2
valley splitting. Electron spin could also be included and different approximations
to XC energies could be tried. However, to evaluate the validity of including these
effects, greater precision in experiment is needed.
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The results presented in this chapter have been published in “Smith, J. S., Drumm, D.W.,
Budi, A., Vaitkus, J. A., Cole, J. H. & Russo, S. P. (2015). Electronic transport in Si:P
δ-doped wires. Physical Review B, 92, 235420”. The results for double-row wire B
have also been published in “Drumm, D. W., Smith, J. S., Per, M. C., Budi, A., Hol-
lenberg, L. C. L. & Russo, S. P. (2013). Ab initio Electronic Properties of Monolayer
Phosphorus Nanowires in Silicon. Physical Review Letters, 110, 126802”.
In this chapter, we examine some of these properties for a phosphorus in silicon
δ wire [65, 88–90, 125, 126] by using density-functional theory. Of particular inter-
est are those properties relating to the spatial confinement or electronic extent of the
donor electrons perpendicular to the axis of the wires. We make an important distinc-
tion between two closely related concepts: the electronic width and the electronic extent
of the wires. The electronic width is defined as a measure of spread for the probability
density of the donor electrons perpendicular to the wire axis, e.g. the full-width half
maximum of this probability distribution. This width is sometimes referred to as the
“effective electronic diameter” of the wires [125]. The electronic extent of the wires
is defined as the minimum distance of lateral separation at which two wires do not
affect each other’s equilibrium electronic properties. Therefore, the electronic extent
is the minimum distance at which two wires must be separated so they behave exactly
as they do in isolation. By contrast, the electronic width is the region within which it
is most likely to find the donor electrons.
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4.1 Density-functional method
A δ wire is a quasi-one-dimensional row of phosphorus donors aligned in the [110]
crystallographic direction inside the (001) plane of silicon. The thinnest δ wires have
widths of approximately 1.54 nm, in the [11¯0] direction, which are equivalent to two
dimer rows (2DRs) on a reconstructed (001) silicon surface [125, 126]. A variety of
donor configurations are possible within this 2DR wide region because the placement
of donors atoms in the (001) plane is indeterministic [106, 131]. Therefore, we inves-
tigate a variety of donor configurations in the present study to quantify the effect of
the uncertainty in donor placement on the electronic properties of these devices.
The siesta package was used to apply the Kohn-Sham self-consistent density-
functional method in the generalised-gradient approximation [55, 74, 114]. The Kohn-
Sham method is discussed in Section 2.2. This method was first applied to the δ wire
shown in Fig. 4.1a. This δ wire is comprised of only a single row of phosphorus atoms
that have been doped into one dimer row (1DR) of the reconstructed (001) silicon
surface and will henceforth be referred to as the single-row wire. The single-row wire
represents the one-dimensional limit to the scaling of the in-plane width of a δ wire,
at a 2D doping density of 0.25 ML. A supercell for the single-row wire is shown in
Fig. 4.1b, where the axis of the wire is aligned in the [110] direction. This supercell
has dimensions of 0.77×5.40×5.46 nm, which guarentees at least 2.7 nm of bulk silicon
‘cladding’ perpendicular to the wire’s axis. The supercell in Fig. 4.1b contains a total
of 1120 atoms. To prevent surface effects from entering into the calculations, periodic
boundary conditions have been applied to the supercells. The periodic boundaries
are shown as blue lines in Fig. 4.1. The length of the supercell in the [11¯0] and [001]
directions has therefore been determined by the amount of bulk silicon cladding that
was needed to isolate the δ wire from its periodic images, which is discussed below.
We have also applied this density-functional method to the δ wires shown in
Fig. 4.2. These δ wires have been doped into 2DRs, of the reconstructed (001) sili-
con surface, at a 2D doping density of 0.25 ML. They will henceforth be referred to as
double-row wires A-F (see labels in Fig. 4.2). Double-row wires A-F represent all donor
configurations that can result from adsorption of PH3 molecules onto a 2DR wide and
0.77 nm long region on the (001) silicon surface and which are also periodic in the
[110] direction.
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Figure 4.1: (a) A two-dimensional schematic of the single-row wire showing only part of
the donor plane, and (b) a three-dimensional schematic of an orthorhombic supercell for
the single-row wire, with silicon atoms (white spheres), phosphorus atoms (red spheres),
the periodic boundaries of the supercell (blue lines), and a dotted line drawn inbetween
where the two dimer rows would appear on a reconstructed (001) silicon surface.
To apply our density-functional method to donor configurations that are less peri-
odic in the [11¯0] direction, at a doping density of 0.25 ML, it is necessary to double the
length of the supercell in this direction. When the length of the supercell is doubled
in one direction, the number of atoms in the supercell also doubles. This would result
in an impractical increase in the computation time of density-functional calculations.
Therefore, the length of the supercells in the [110] direction is limited to 0.77 nm for
all wires investigated in the present study. For double-row wires A-F, the lengths of
the supercell in the [110] and [001] directions are the same as that for the supercell
shown in Fig. 4.1b. The length of the supercell in the [11¯0] direction however is larger
so that there is always at least 2.7 nm of bulk silicon cladding perpendicular to the
wires’ axes.
To variationally solve for the ground-state electron-density of these δ wires, we
used an optimized double-ζ polarized basis set of localized atomic orbitals [12], norm-
conserving Troullier-Martins pseudopotentials [119], and the Perdew-Burke-Ernzerhof
exchange-correlation functional [79]. The total energy of each system was converged
to within 10−4 eV by using a Methfessel-Paxton occupation function of order 5 with
an electronic smearing of 0.026 eV. The atomic positions of the silicon atoms were not
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A B C
D E F
[11¯0]
[110]
Figure 4.2: Two-dimensional schematics of double-row wires A-F (see labels) showing
only part of the donor plane with silicon atoms (white spheres), phosphorus atoms (red
spheres), the periodic boundaries of the supercell (blue lines), and a dotted line drawn
inbetween where the two dimer rows would appear on a reconstructed (001) silicon sur-
face. The periodic boundaries are drawn such that there is always a phosphorus atom at
the origin of the supercells.
geometrically optimized after phosphorus substitution because it has previously been
shown that these positions are not significantly affected by this substitution [13, 25].
4.2 Benchmarking of density-functional method
When performing density-functional calculations on any new system, it is first nec-
essary to benchmark the method by ensuring that the system’s properties are con-
verged for certain input parameters. These input parameters include the planewave
cutoff and k-point grid. It is also important to compare the results of these density-
functional calculations to experiment, where possible, to independently confirm the
validity of the method. The density-functional method discussed in the previous sec-
tion has been benchmarked in References 12, 26, and 25. In this section we present
some of these results.
Before applying our density-functional method to a δ wire, we first performed
density-functional calculations on bulk silicon. An 8-atom simple cubic unit cell was
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Figure 4.3: Total energy versus mesh grid cutoff for bulk silicon, where energy zero is
equal to a total energy of -857 eV. These total energies have been calculated using an
8-atom simple cubic unit cell. The mesh grid cutoff is the planewave cutoff for siesta.
used to represent the bulk silicon system. The lattice constant of the bulk system
was found to be 5.4575 Å, which is in good agreement with the experimental value of
5.431 Å [8]. This overestimation of the lattice constant by approximately 0.5% is lower
than the usual systematic deviation of the lattice constant expected from the Perdew-
Burke-Ernzerhof exchange-correlation functional, which is a 1% deviation from the
experimental value. Figure 4.3 shows the total energy versus mesh grid cutoff for the
bulk system. For siesta calculations the mesh grid cutoff is the planewave cutoff. The
planewave cutoff determines the resolution of the energy grid used throughout the
density-functional method. The larger the mesh grid cutoff, the higher the resolution
of the energy grid and precision of the calculation. However, increasing this param-
eter must also increase the computational intensity of the calculation. In Figure 4.3,
there is a change of only ±0.2 meV in the total energy of the system as the mesh grid
cutoff is increased beyond 250 Ry. Therefore, we have chosen to use a mesh energy
cutoff of 300 Ry.
Figure 6.2 shows the total energy for double-row wire B versus the size of the
Monkhorst-Pack k point grid used to calculate this energy. Recall from the previous
section that the orthorhombic supercell we use to represent the δ wire (see Figure 4.1)
has dimensions 0.77× 5.40× 5.46 nm. The Brillouin zone for the δ wire must then be
large in the kx direction but small in the ky and kz directions. It is therefore necessary
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Figure 4.4: Total energy versus the number of k points in the kx direction for a δ wire,
where energy zero is equal to a total energy of -43024 eV. The inset shows the total energy
versus the number of k points in both the kx, and the ky and kz directions. Each of the
grids are Monkhorst-Pack k-point grids.
to use a much higher sampling in the kx direction than in the ky and kz directions.
In Figure 6.2, the total energy of the system has converged to a minimum for k point
grids with more than 5 points in the kx direction. We use a 6×1×1 k-point grid in our
density-functional calculations because a larger k point grid would only increase the
computational intensity of the calculation without significantly improving its preci-
sion.
Finally, as mentioned in the previous section, to isolate the δ wire from its peri-
odic images we add bulk silicon cladding perpendicular to the axis of the wire. In
Figure 4.5, the energies of the Γ1, Γ2, and ∆1 minima are plotted for double-row wire
B versus the number of monolayers of silicon cladding perpendicular to the wire axis.
As can be seen in the figure, there is no significant change in the energy of the band
minima when the amount of silicon cladding is increased beyond 28 monolayers. In
our density-functional calculations, we have ensured that there is at least 40 mono-
layers or 2.7 nm of cladding perpendicular to the rows of donor atoms in each δ wire.
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Figure 4.5: The energies of the Γ1 (purple), Γ2 (green), and Γ3 minima (blue) for double-
row wire B versus the number of monolayers of silicon cladding in the [11¯0] and [001]
directions, perpendicular to the axis of the wire.
This guarantees that the energies of the band minima are converged to within 10 meV.
4.3 Probability density for a δ wire
The probability density for the donor electrons in the single-row wire is shown in
Fig. 4.6. This probability density has been calculated by integrating the local density
of states (LDOS) between the conduction band edge and the equilibrium Fermi level
of the single-row wire band structure shown in Fig. 4.7. This probability density is
a mixture of the states with minima Γ1, Γ2, and ∆1, which are labeled in Fig. 4.7. We
can assume the donor electrons occupy the bands in this energy range because the
valence band of bulk silicon is fully occupied at equilibrium and so the only bands that
are available for the donor electrons are those of the conduction band. Experimental
measurements of these systems are performed at T = 4.2 K and so we can also ignore
the effects of electronic smearing due to thermal motion [125, 126]. The LDOS is
calculated for the full supercell on a three-dimensional Cartesian grid, which is then
line-averaged along the [001] direction, perpendicular to the donor plane, to make the
probability density shown in Fig. 4.6. This probability distribution is normalized such
that the integral of the probability density over the supercell is equal to the number of
donor electrons inside the supercell. A distance equivalent to two supercells is shown
in the [110] direction in Fig. 4.6.
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Figure 4.6: The local density of states for the single-row wire (integrated between Γ1 and
the equilibirum Fermi level and then line-averaged in the [001] direction) showing the
probability density of the donor electrons (dark) with marked positions for phosphorus
atoms (×), out-of-plane silicon atoms along the wire axis (◦), and in-plane silicon atoms
(+). The probability density has been normalised such that the number of donor electrons
inside each simulation cell is equal to one.
The donor electrons are partially delocalized along the axis of the phosphorus wire
in Fig. 4.6. There is significant probability density not only on the phosphorus atoms
but also the intervening silicon atoms both in- and out-of-plane. The majority of the
probability density is localised to the atomic sites along the axis of the wire. Fig. 4.6
shows there is strong spatial confinement of the donor electrons perpendicular to the
axis of the wire. The probability density decays sharply with distance from the wire
axis in the [11¯0] direction. The majority of the probability density can seen to be
localised to ±0.5 nm of the wire axis and, therefore, one may conclude that ∼ 1 nm
is a good approximation for the electronic extent of the wire. However, as we will
demonstrate, this is not a valid approximation. Indeed, we will show that even ∼ 2 nm
is a poor approximation for the electronic extent of the single-row wire.
Fig. 4.8 shows the probability densities for double-row wires A-F. These proba-
bility densities have been calculated in the same way as Fig. 4.6. In each subfigure,
there is significant overlap between the wavefunctions of the two rows of phosphorus
atoms. The presence of this overlap is independent of whether the rows are staggered
relative to one another or aligned, which can be seen by comparing the probability
densities of double-row wires A-C with those of double-row wires D-F). If the overlap
between the two rows of phosphorus atoms is large enough such that they behave as a
single wire, then the electronic width of this wire is strongly dependent on the donor
59
4. ELECTRONIC STRUCTURE OF A δWIRE
-0.20
-0.15
-0.10
-0.05
0.00
0.05
Γ 3
4
XORT
Γ1
Γ2 ∆1
∆2
E
ne
rg
y
(e
V
)
Single-row wire
Bulk silicon BS
Eq. Fermi level
Figure 4.7: The band structure for the single-row wire between Γ and 34XORT (solid lines)
with the equilibrium Fermi level (dashed line) and the band structure for bulk silicon
(shaded region). The conduction band minimum of bulk silicon has been set to energy
zero and the point XORT is at pi/
√
2a in the [110] k-space direction. For means of compar-
ison, this band structure has been calculated using a supercell with the same dimensions
as the supercells of double-row wires A, B, D, and E.
configuration. The electronic width varies by as much as ∼ 1 nm over double-row
wires A-F and, therefore, we expect a similar variation in the width of a realistic wire.
Overall, it is difficult to determine the electronic extent of a δ-doped wire from
these probability densities. Instead, we use the band structure of the wires and, in
particular, energy splittings in the band minima to determine the electronic extent of
a δ wire.
4.4 Band structure of a δ wire
The band structure of bulk silicon calculated using a 1280-atom orthorhombic (ORT)
supercell is shown as the gray shaded region in Fig. 4.7. There are two conduction
band edges shown for bulk silicon, which are each doubly degenerate; one at Γ and the
other at 0.46XORT, whereXORT = pi/
√
2a in the [110] k-space direction. An explanation
of the location of the bulk conduction band edges in this band structure is given in
Appendix G. The band structure of the single-row wire is shown as solid lines in
Fig. 4.7. The nuclear potential of the phosphorus atoms has moved the conduction
valleys into the bulk bandgap region. The degeneracy of these conduction valleys has
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Figure 4.8: The local density of states for double-row wires A-F, integrated between the Γ1
minimum and the equilibrium Fermi level then line-averaged in the [001] direction. Each
plot shows the probability density of the donor electrons (dark) with marked positions
for phosphorus atoms (×), out-of-plane silicon atoms along the wire axes (◦), and in-plane
silicon atoms (+). The probability density has been normalised such that the number of
donor electrons inside each simulation cell is equal to two.
been broken, resulting in the appearance of four separate valleys. The minima of these
four valleys are labeled as Γ1, Γ2, ∆1, and ∆2 in Fig. 4.7.
It is well-known for δ-doped systems that an enhancement of the valley-orbit in-
teraction due to spatial confinement will break the six-fold degeneracy of the bulk
silicon conduction valleys, resulting in a valley splitting [13, 14, 24, 25]. In Fig. 4.7,
the one-dimensional confinement caused by the donor potential has moved the con-
duction valleys into the bulk bandgap region and lifted their degeneracy by a valley
splitting. We report two different valley splittings for the single-row wire; one at Γ
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labeled Γ1 − Γ2 and another at k = 0.46XORT labeled ∆1 − ∆2. The magnitude of the
Γ1 − Γ2 splitting is found to be 109 meV, which is within 10 meV of the same valley
splitting reported for δ-doped layers [25]. It has also been reported for δ-doped layers
that conduction band valleys with higher curvature are moved further into the bulk
bandgap region [24, 112] and this is shown for the single-row wire in Fig. 4.7. In ad-
dition, we find the valley splitting is larger for conduction band valleys with higher
curvature. The magnitude of the ∆1−∆2 splitting is found to be 21 meV, which is 19%
of the Γ1 − Γ2 splitting.
The position of the Fermi level shows three of the four conduction band valleys to
be occupied at equilibrium; these are the Γ1, Γ2, and ∆1 bands. The ∆1 and ∆2 minima
at k = 0.46XORT in the [110] k-space direction are symmetrically equivalent to two
conduction band edges at k = −0.46XORT. This is due to the symmetry of the path
Γ → XORT which is discussed in Appendix G. Therefore, for the single-row wire, we
predict four conducting modes to be available for electron transport at low voltage
biases.
The band structures for double-row wires A-F are shown in Fig. 4.9. The loca-
tion of the bulk silicon conduction band edge for double-row wires C and F is at
k ≈ 0.38XORT, not k ≈ 0.46XORT, as discussed in Appendix G. For the double-row
wires, the larger nuclear potential of more phosphorus atoms moves the conduction
band valleys further into the bulk bandgap region compared to the single-row wire.
The minima of these valleys are again labeled as Γ1, Γ2, ∆1, and ∆2. For all double-row
wires, excluding double-row wire D, there is a third conduction band valley minimum
at the Γ point, labeled as Γ3 in Fig. 4.9. The position of the Fermi level shows five con-
duction band valleys, including Γ3, to be occupied at equilibrium for double-row wires
A, C, E, and F. We expect there to be eight available conducting modes for the double-
row wires, which is twice the number of available conducting modes as the single-row
wire. However, there are only seven available conducting modes for double-row wires
A, C, E, and F and six for double-row wires B and D when the symmetry of the path
Γ → XORT is taken into account.
The magnitudes of the Γ1 − Γ2 and ∆1 −∆2 splittings are different for each of the
double-row wires and, therefore, these valley splittings must depend on donor config-
uration. It has previously been reported for δ-doped layers that the magnitude of the
Γ1 − Γ2 splitting is dependent on the in-plane configuration of the donor atoms [14].
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Figure 4.9: The band structure for double-row wires A-F between Γ and 34XORT (solid
lines) with the equilibrium Fermi level (dashed line) and the band structure for bulk
silicon (shaded region). The conduction band minimum of bulk silicon has been set to
energy zero and the point XORT is at pi/
√
2a in the [110] k-space direction. For double-
row wires C and F, the location of the bulk silicon conduction band minimum along the
path Γ → XORT has changed because the length of the supercell in the [11¯0] direction is
larger for these wires (see Appendix G).
Fig. 4.9 shows the magnitude of the valley splitting is affected by whether the two
rows of phosphorus atoms are aligned (A, B, C) or staggered (D, E, F) relative to one
another. The Γ1 − Γ2 and ∆1 −∆2 splittings are largest for double-row wires A and D.
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These wires represent the donor configurations for which the two rows of phosphorus
atoms are laterally separated by the smallest distance. The Γ1−Γ2 and ∆1−∆2 splittings
decrease as the distance of lateral separation increases in Fig. 4.9.
4.5 Electron localisation in a δ wire
We expect there to be eight available conducting modes for double-row wires A-F.
However, in the previous subsection, we report seven (and six) available conducting
modes for double-row wires A, C, E, and F (and double-row wires B and D). Therefore,
the number of available conducting modes in these wires is reduced by something so
far unaccounted for. If there were zero overlap between the wavefunctions of each row
of phosphorus atoms, the band structure for the double-row wires would be identical
to the band structure of the single-row wire (except with each band being doubly de-
generate). Therefore, we suggest Γ3 is a degenerate pair of Γ1 and that this degeneracy
has been lifted by an energy splitting which is proportional to the wavefunction over-
lap between the two rows of phosphorus atoms. Given this hypothesis, we suggest the
Γ1 − Γ3 splitting is not observed for double-row D because the splitting is so large that
the Γ3 minima cannot be distinguished from the higher energy bands of the silicon
band structure. We label this new energy splitting as Γ1 − Γ3. In Fig. 4.9, excluding
double-row wires A and D, the Γ1 − Γ3 splitting decreases as the lateral separation of
the two rows increases, i.e. as the wavefunction overlap between the two rows de-
creases so too does the Γ1 − Γ3 splitting. A similar energy splitting has previously been
reported for two adjacent δ-doped layers [16, 27].
In Fig. 4.10, the Γ1 − Γ3 splitting is plotted versus the lateral separation of the two
rows of phosphorus atoms, for separations ranging between 0.8 nm and 4.6 nm. We
also plot the Γ1−Γ2 splitting versus the lateral separation of the two rows of phosphorus
atoms in this figure. These energy splittings have been calculated by using supercells
that are larger than those used for double-row wires A-F. The lengths of these super-
cells in the [110] and [001] directions are the same as that for double-row wires A-F.
However, the length of the supercells in the [11¯0] direction is larger. In this direc-
tion, the length of the supercells is chosen such that there is always at least 2.7 nm of
bulk silicon cladding surrounding the two rows of phosphorus atoms. Therefore, the
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Figure 4.10: The Γ1−Γ2 and Γ1−Γ3 splittings versus the lateral separation of two single-row
wires when they are aligned and staggered with respect to each other. The Γ1−Γ2 splitting
for an isolated single-row wire is also shown (dashed line).
maximum distance of lateral separation that can be investigated has to be less than
2× 2.7 = 5.4 nm.
In Fig. 4.10, the Γ1 − Γ2 splitting tends towards the value of the valley splitting cal-
culated for the single-row wire as the lateral separation of the two rows is increased.
By contrast, the Γ1 − Γ3 splitting tends towards zero as the lateral separation is in-
creased. This suggests Γ3 is a degenerate pair of Γ1 and that the wavefunction overlap
between the two rows of phosphorus atoms is what breaks this degeneracy.
At a lateral separation of 1.9 nm, two additional conduction band valley minima
appear at k ≈ 0.46XORT, when the two rows of phosphorus atoms are aligned, which
we interpret as degenerate pairs of ∆1 and ∆2 that have also been lifted by an energy
splitting. These splittings tend to zero as the lateral separation of the two rows is
further increased. When the lateral separation is equal to 3.5 nm, a fourth conduction
band valley minimum appears at Γ which we suggest is the degenerate pair of Γ2. The
energy splitting of the Γ2 degeneracy is equal to 60 meV at a lateral separation of
3.5 nm and decreases to 37 meV by 4.6 nm, i.e. it has not converged to zero at a lateral
separation of 4.6 nm.
We can now use this analysis of the Γ1−Γ3 splitting, and the other energy splittings
in Γ2, ∆1, and ∆2, to approximate the electronic extent of the single-row wire. When
the lateral separation of the two rows of phosphorus atoms is large, the two rows will
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each behave as single-row wires. The electronic extent of the single-row wire is then
the lateral separation at which the energy splittings in Γ1, Γ2, ∆1, and ∆2 are equal to
zero. The Γ1 − Γ3 splitting and the energy splittings of the ∆1 and ∆2 degeneracies are
approximately equal to 6 meV at a lateral separation of 4.6 nm. This is less than the
uncertainty in Γ1, Γ2, ∆1 and ∆2. Therefore, to within the uncertainty of our density-
functional method, the energy splittings in Γ1, ∆1 and ∆2 are indistinguishable from
zero and so the electronic extent of the single-row wire is approximately equal to
4.6 nm. However, because the energy splitting in the Γ2 degeneracy has not converged
to zero by 4.6 nm, this is but a lower bound on the electronic extent of the single-row
wire. Nonetheless, we expect this to be a good approximation because the occupancy
of the Γ1 state is much greater than that of the Γ2 state, as shown in Fig. 4.7. For δ-
doped wires that are separated by in-plane distances less than 4.6 nm, we predict a
decrease in the number of available conducting modes at low voltage biases.
4.6 Summary of results
The band structure of a δ-doped wire has been calculated for a variety of donor
configurations. We find a valley splitting at Γ , in agreement with previous density-
functional calculations of δ-doped layers. In addition, for δ-doped wires comprised
of more than a single row of phosphorus atoms, we find another energy splitting at
Γ . This energy splitting (Γ1 − Γ3) is not caused by the valley-orbit interaction but by
wavefunction overlap between the adjacent rows of phosphorus atoms. The Γ1 − Γ3
splitting is then used to calculate the electronic extent of the single-row wire, which is
found to be at least 4.6 nm. When two single-row wires are separated by in-plane dis-
tances less than 4.6 nm, the resulting energy splittings reduce the number of available
conducting modes and, therefore, conductance at low bias voltages.
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The results presented in this chapter have been published in “Smith, J. S., Drumm, D.W.,
Budi, A., Vaitkus, J. A., Cole, J. H. & Russo, S. P. (2015). Electronic transport in Si:P
δ-doped wires. Physical Review B, 92, 235420”.
The I-V characteristics of two δwires have recently been measured experimentally [126].
Here, we use the results of our density-functional model, discussed in the Chapter 4,
to develop a nonequilibrium Green’s function (NEGF) model for electronic transport
in a δ wire. Using this model, we calculate the I-V characteristics for the two δ wires
and investigate how these characteristics change when the width of a δ wire is in-
creased.
In this chapter we present theoretically calculated I-V characteristics for two δwires
that have recently been measured in experiment [126]. One of the δ wires has a width
of 4.6 nm, which is equivalent to 6 dimer rows (6DRs) on the reconstructed (001) sili-
con surface. The other δwire has a width of 1.5 nm, which is equivalent to 2DRs on the
same surface. In addition, we present I-V characteristics for δ wires that have widths
larger than 4.6 nm. For means of comparison, all δ wires have a channel with a length
of 47 nm, which is equal to the length spanned by the 6DR wire in experiment [126].
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5.1 Nonequilibrium Green’s function method
Our NEGF model describes a δ wire using a tight-binding Hamiltonian matrix, within
a single-band effective-mass approximation, that is defined as
H =
N∑
i
ε|i〉〈i| −
N∑
i,j,i,j
t|i〉〈j | (5.1)
where ε = −2Dt +U is the on-site energy, t = ~2/2m¯α2 is the tunneling parameter,
i and j are first-nearest-neighbor donor atoms, and N is the total number of donor
atoms. U is an offset to the on-site energy due to a gate voltage applied to the wire
(with U = 0 eV for a gate voltage equal to zero), D is the dimension of the device, m¯
is the effective mass of the donor electrons (discussed below), and α is the distance
between two nearest-neighbor donor atoms.
A δ wire is divided into three parts: a source, a drain, and a channel that separates
the two. In general, (5.1) describes the channel only. However, in our NEGF model the
source and drain contacts are described as semi-infinite extensions of the channel and,
therefore, (5.1) is also used to describe the contacts. The retarded Green’s function
matrix is defined in terms of (5.1) as
G(E) = [(E + iη)I−H−Σs −Σd]−1 (5.2)
where E is energy, η is a positive infinitesimal real number, and Σs and Σd are the
self-energy matrices for the source and drain, which are given by (2.52) and (2.53),
respectively. We calculate the self-energy matrices, for the source and drain, using the
Sancho-Rubio algorithm [95, 96], which is discussed at length in Section 5.1.1.
The transmission function for the device is then written as
T (E) = d × tr
(
ΓsGΓdG
†) (5.3)
where d is the degeneracy of the single band (discussed below), and Γs and Γd are the
broadening matrices for the source and the drain that are defined by (2.55). In the
Landauer-Büttiker formalism, the current can be calculated from the transmission
function using the equation:
I =
q
h
∫ +∞
−∞
T (E) [fs(E)− fd(E)]dE
68
5.1 Nonequilibrium Green’s function method
where q is the elementary charge of an electron, h is Planck’s constant, and f (E) is the
Fermi-Dirac distribution function given by (2.57). In our NEGF model, the source-
drain bias voltage Vsd decays linearly across the channel and the equilibrium chemical
potential µ of the channel is measured relative to the energy of the conduction band
edge when U = 0 eV.
The effective mass of the donor electrons is needed to completely specify the tight-
binding Hamiltonian in (5.2). This effective mass can be calculated for the single-
row wire from the occupied conduction band valleys in the band struture shown in
Fig. 4.7. The band dispersion in the neighborhood of the conduction band valley
minima is approximately parabolic [24, 26]. The curvature β of this parabola is related
to the effective mass m¯ of the donor electrons through the equation [26]:
~2k2
2m¯
= βk2 (5.4)
Therefore, the effective mass of the donor electrons can be calculated by fitting parabola
to the conduction band valleys in Fig. 4.7. It has previously been shown however for
double-row wire B that the curvature of these bands does not change significantly
from their bulk values and so we may use the transverse and longitudinal effective
masses of bulk silicon without modification [26]. In Fig. 4.7, the conduction band val-
leys at Γ have high curvature; they are described by the transverse effective mass m¯t of
bulk silicon [26]. The conduction band valleys at |k| ≈ 0.46XORT have low curvature;
they are described by the longitudinal effective mass m¯l of bulk silicon [26].
In Chapter 4, it was shown for the single-row wire that there were four conducting
modes available for electronic transport at low voltage biases. Therefore we describe
the single-row wire by one conducting mode that is four-fold degenerate within a
single-band effective-mass approximation by setting d = 4 in (5.3), and we set the
effective mass of this conducting mode equal to the average of the effective masses for
the four occupied conducting modes. There are two occupied conduction valleys at Γ
and two occupied conduction valleys at |k| ≈ 0.46XORT. Therefore the average of the
effective masses is given by
m¯ =
(
2m¯t + 2
m¯l
2
)
/4 (5.5)
where there is a reduction of 1/2 in the longitudinal effective mass, which is discussed
in Appendix G. The bulk silicon effective masses m¯l and m¯t, and the other parameters
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used in our NEGF model, are listed in Table 5.1. The equilibrium chemical potential µ
is equal to the difference between Γ1 and the equilibrium Fermi level for the single-row
wire in Fig. 4.7. The atomic spacing α is equal to the distance between two nearest-
neighbor donor atoms in Fig. 4.1a. Two-dimensional δ wires with widths greater than
that of the single-row wire are modelled as many adjacent single-row wires, where the
lateral separation of the donor atoms is equal to α and the tunneling parameter for
nearest-neighbor atoms in adjacent wires is equal to t. Hardwall boundary conditions
are applied in the dimension perpendicular to the axes of the δ wires.
5.1.1 Calculation of self-energy matrices for source and drain contacts
The Sancho-Rubio algorithm is a numerical method of calculating self-energy ma-
trices that is computationally efficient, especially for large system sizes. It was first
proposed by Sancho, Sancho and Rubio in 1984. Like the simpler numerical method,
presented in Appendix D.2, it is a recursive solution to the Dyson equation of the
system, which is defined in Appendix D.1). In this section, we derive the equations
that are needed to employ the Sancho-Rubio algorithm. The original derivation of this
algorithm is given, in less detail, in Ref. 95.
To begin, let us define a matrix K such that
KG = I
where
K =
[
(E + i0+)I−H] (5.6)
N.b. what follows is only valid if H and therefore K are block tri-diagonal matrices.
However, G, which is the inverse of K, is not guaranteed to be a block tri-diagonal ma-
trix and need not be. The left-hand side of the above matrix equation can be rewritten
Table 5.1: The values used for some of the parameters in our NEGF model, where m0 is
the free electron mass.
m¯l/m0 m¯t/m0 α (Å) T (K) µ (eV) d
0.9163 [40] 0.1905 [40] 7.718 4.2 [126] 0.12 4
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explicitly as
K0,0 K0,1 0 0 · · · 0
K1,0 K1,1 K1,2 0 · · · 0
0 K2,1 K2,2 K2,3 · · · 0
0 0 K3,2 K3,3
. . .
...
...
...
...
. . .
. . . Kn−1,n
0 0 0 · · · Kn,n−1 Kn,n


G0,0 G0,1 G0,2 G0,3 · · · G0,n
G1,0 G1,1 G1,2 G1,3 · · · G1,n
G2,0 G2,1 G2,2 G2,3 · · · G2,n
G3,0 G3,1 G3,2 G3,3
. . .
...
...
...
...
. . .
. . . Gn−1,n
Gn,0 Gn,1 Gn,3 · · · Gn,n−1 Gn,n

= I
where the elements with subscripts ‘0,0’ correspond to either the first or last site
in the channel region, and which correspond to the first site of either the source, or
drain, contact respectively. From the above equation, it follows that
K0,0 K0,1 0 0 · · · 0
K1,0 K1,1 K1,2 0 · · · 0
0 K2,1 K2,2 K2,3 · · · 0
0 0 K3,2 K3,3
. . .
...
...
...
...
. . .
. . . Kn−1,n
0 0 0 · · · Kn,n−1 Kn,n


G0,0
G1,0
G2,0
G3,0
...
Gn,0

=

I
0
0
0
...
0

(5.7)
from which we can extract the following three equations
K0,0G0,0 +K0,1G1,0 = I (5.8)
K1,0G0,0 +K1,1G1,0 +K1,2G2,0 = 0 (5.9)
K2,1G1,0 +K2,2G2,0 +K2,3G3,0 = 0 (5.10)
where we have written the elements as matrices because, in general, the above
matrix elements are themselves matrices in a system of more than one dimension, or
orbital degree of freedom. Rearranging (5.8), (5.9), and (5.10) respectively gives
K0,0G0,0 = I−K0,1G1,0
G0,0 = (K0,0)
−1 − (K0,0)−1K0,1G1,0 (5.11)
K1,1G1,0 = −K1,0G0,0 −K1,2G2,0
G1,0 = −(K1,1)−1K1,0G0,0 − (K1,1)−1K1,2G2,0 (5.12)
K2,2G2,0 = −K2,1G1,0 −K2,3G3,0
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G2,0 = −(K2,2)−1K2,1G1,0 − (K2,2)−1K2,3G3,0 (5.13)
The source and drain contacts are homogeneous and therefore
K0,0 = K1,1 = K2,2
K1,0 = K2,1 = K3,2
K0,1 = K1,2 = K2,3
K1,0 = (K0,1)
† (5.14)
Substituting these equations into (5.12) and (5.13) yields
G1,0 = −(K0,0)−1(K0,1)†G0,0 − (K0,0)−1K0,1G2,0 (5.15)
G2,0 = −(K0,0)−1(K0,1)†G1,0 − (K0,0)−1K0,1G3,0 (5.16)
From (5.11), (5.15) and (5.16), it follows that, in general,
Gn,0 = −(K0,0)−1(K0,1)†Gn−1,0 − (K0,0)−1K0,1Gn+1,0 (5.17)
where n ≥ 1.
Letting t0 = −(K0,0)−1(K0,1)† and t˜0 = −(K0,0)−1K0,1, (5.17) simplifies to
Gn,0 = t0Gn−1,0 + t˜0Gn+1,0 (5.18)
From this equation, it follows that
Gn−1,0 = t0Gn−2,0 + t˜0Gn,0
Gn+1,0 = t0Gn,0 + t˜0Gn+2,0
and therefore
Gn,0 = t0
(
t0Gn−2,0 + t˜0Gn,0
)
+ t˜0
(
t0Gn,0 + t˜0Gn+2,0
)
Gn,0 = t0t0Gn−2,0 + t0t˜0Gn,0 + t˜0t0Gn,0 + t˜0t˜0Gn+2,0
Gn,0 − t0t˜0Gn,0 − t˜0t0Gn,0 = t0t0Gn−2,0 + t˜0t˜0Gn+2,0
Gn,0 (I− t0t˜0 − t˜0t0) = t0t0Gn−2,0 + t˜0t˜0Gn+2,0
Gn,0 = (I− t0t˜0 − t˜0t0)−1 (t0)2Gn−2,0 + (I− t0t˜0 − t˜0t0)−1 (t˜0)2Gn+2,0
Gn,0 = t1Gn−2,0 + t˜1Gn+2,0 (5.19)
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where t1 = (I− t0t˜0 − t˜0t0)−1 (t0)2 and t˜1 = (I− t0t˜0 − t˜0t0)−1 (t˜0)2, and n ≥ 2. Repeat-
ing the above procedure for Gn−2,0 and Gn+2,0 with (5.19) yields
Gn−2,0 = t0Gn−4,0 + t˜0Gn,0
Gn+2,0 = t0Gn,0 + t˜0Gn+4,0
and therefore
Gn,0 = t1
(
t1Gn−4,0 + t˜1Gn,0
)
+ t˜1
(
t1Gn,0 + t˜1Gn+4,0
)
Gn,0 = t1t1Gn−4,0 + t1t˜1Gn,0 + t˜1t1Gn,0 + t˜1t˜1Gn+4,0
Gn,0 − t1t˜1Gn,0 − t˜1t1Gn,0 = t1t1Gn−4,0 + t˜1t˜1Gn+4,0
Gn,0 (I− t1t˜1 − t˜1t1) = t1t1Gn−4,0 + t˜1t˜1Gn+4,0
Gn,0 = (I− t1t˜1 − t˜1t1)−1 (t1)2Gn−4,0 + (I− t1t˜1 − t˜1t1)−1 (t˜1)2Gn+4,0
Gn,0 = t2Gn−4,0 + t˜2Gn+4,0 (5.20)
where t2 = (I− t1t˜1 − t˜1t1)−1 (t1)2 and t˜2 = (I− t1t˜1 − t˜1t1)−1 (t˜1)2, and n ≥ 4. Thus,
the general expression for Gn,0 after i iterations is
Gn,0 = tiGn−2i ,0 + t˜iGn+2i ,0 (5.21)
where ti = (I− ti−1t˜i−1 − t˜i−1ti−1)−1 (ti−1)2 and t˜i = (I− ti−1t˜i−1 − t˜i−1ti−1)−1 (t˜i−1)2,
and n ≥ 2i . Substituting n = 2i into (5.21) yields
G2i ,0 = tiG2i−2i ,0 + t˜iG2i+2i ,0
G2i ,0 = tiG0,0 + t˜iG2(2i ),0
G2i ,0 = tiG0,0 + t˜iG2i+1,0 (5.22)
From (5.22), it follows that
G2i+1,0 = ti+1G0,0 + t˜i+1G2i+2,0
and substituting this back into (5.22) we get
G2i ,0 = tiG0,0 + t˜i
(
ti+1G0,0 + t˜i+1G2i+2,0
)
G2i ,0 = tiG0,0 + t˜iti+1G0,0 + t˜i t˜i+1G2i+2,0 (5.23)
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From (5.22), it follows that
G2i+2,0 = ti+2G0,0 + t˜i+2G2i+3,0 (5.24)
and substituting this back into (5.23) yields
G2i ,0 = tiG0,0 + t˜iti+1G0,0 + t˜i t˜i+1
(
ti+2G0,0 + t˜i+2G2i+3,0
)
G2i ,0 = tiG0,0 + t˜iti+1G0,0 + t˜i t˜i+1ti+2G0,0 + t˜i t˜i+1t˜i+2G2i+3,0
G2i ,0 = (ti + t˜iti+1 + t˜i t˜i+1ti+2)G0,0 + t˜i t˜i+1t˜i+2G2i+3,0
which is G2i ,0 for two iterations and, therefore, iterating in this wayN times the above
expression becomes
G2i ,0 =
(
ti + t˜iti+1 + t˜i t˜i+1ti+2 + . . .+ t˜i t˜i+1t˜i+2 · · · t˜i+(N−1)ti+N
)
G0,0 + (t˜i t˜i+1t˜i+2 · · · t˜i+N )G2i+(N+1),0
G2i ,0 =
(
ti + t˜i
[
ti+1 + t˜i+1ti+2 + . . .+ t˜i+1t˜i+2 · · · t˜i+(N−1)ti+N
])
G0,0 + (t˜i t˜i+1t˜i+2 · · · t˜i+N )G2i+(N+1),0
G2i ,0 = TNG0,0 + (t˜i t˜i+1t˜i+2 · · · t˜i+N )G2i+(N+1),0 (5.25)
where TN = ti + t˜i
[
ti+1 + t˜i+1ti+2 + . . .+ t˜i+1t˜i+2 · · · t˜i+(N−1)ti+N
]
.
Setting i = 0, (5.25) simplifies to
G1,0 = TNG0,0 + (t˜0t˜1t˜2 · · · t˜N )G2N+1,0
and substituting this into (5.11) yields
G0,0 = (K0,0)
−1 − (K0,0)−1K0,1 (TNG0,0 + (t˜0t˜1t˜2 · · · t˜N )G2N+1,0) (5.26)
The term t˜N can be made sufficiently small by increasing the number of iterations
N so that the coefficient (t˜0t˜1t˜2 · · · t˜N ) can be approximated by zero. Therefore, with
enough iterations, the second term inside the brackets on the right-hand side of (5.26)
can be made arbitrarily small and (5.26) becomes
G0,0 = (K0,0)
−1 − (K0,0)−1K0,1TNG0,0
G0,0 + (K0,0)
−1K0,1TNG0,0 = (K0,0)−1(
I+ (K0,0)
−1K0,1TN
)
G0,0 = (K0,0)
−1
G0,0 = (K0,0)
−1 (I+ (K0,0)−1K0,1TN )−1
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G0,0 =
(
K0,0 +K0,0(K0,0)
−1K0,1TN
)−1
G0,0 =
(
K0,0 +K0,1TN
)−1 (5.27)
If K = [EI−Hs] then gs0,0 = G0,0 and if K = [EI−Hd] then gd0,0 = G0,0. In a one-
dimensional tight-binding chain of atoms where each atom has one orbital degree of
freedom, and where only the first site of the source/drain contact is coupled to the
channel region, it is only the first element of Σs/Σd that is non-zero. We show this
below for a source contact of three sites.
From (2.52), the self energy matrix for a source contact is defined as
Σs = τ
†
s gsτs
Rewriting this explicitly for a source contact of three sites gives
Σs =

t† 0 0
0 0 0
0 0 0


gs0,0 g
s
0,1 g
s
0,2
gs1,0 g
s
1,1 g
s
1,2
gs2,0 g
s
2,1 g
s
2,2


t 0 0
0 0 0
0 0 0

where t is the coupling between the source contact and the first site in the channel
region. Carrying out the matrix multiplication in the above equation yields
Σs =

t†gs0,0t 0 0
0 0 0
0 0 0

which if t is real becomes
Σs =

t2gs0,0 0 0
0 0 0
0 0 0

Therefore Σs is completely specified by Σs0,0, which in turn is given by
Σs0,0 = t
2gs0,0 = t
2G0,0 (5.28)
where G0,0 has been iterated a sufficiently large number of times such that it can
be approximated by (5.27), which is defined as
G0,0 =
(
K0,0 +K0,1TN
)−1
Through this iterative procedure, sites are effectively added to the contact, increasing
the size of the contact Hamiltonian. However, when this procedure is completed,
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the contact Hamiltonian is still finite and, therefore, truncated compared to the true
infinitely large Hamiltonian matrix of a semi-infinite contact. The above matrix Σs0,0
is a good approximation to the true contact self-energy of a semi-infinite contact if N
is large.
5.2 Current-voltage characteristics of a δ wire
The gradient of these I-V curves is equal to the differential conductance G = dI/dVsd
of the wires, which when divided by e2/h is equal to the number of conducting modes
that are available for electron transport. To model the application of a gate voltage to
the wires, we add a non-zero offset energy U to the diagonal terms of the Hamiltonian
matrix [38] describing the channel region [see (5.1)]. An applied gate voltage will
change the occupancy of the conducting modes in the wire and thereby change the
conductance of the device.
The I-V characteristics of the 6DR wire are shown in Fig. 5.1a. The I-V curve for
U = 0 eV shows a linear response when a non-zero source-drain bias voltage is applied
to the 6DR wire. This linear response is characteristic of metallic conduction and is
in good agreement with experiment [126]. The size of the current is approximately 2
times greater than in experiment when U = 0 eV (see Fig. 1e of Ref. [126]).
In Fig. 5.1b, the I-V curve forU = 0 eV shows a linear response when a bias voltage
is applied to the 2DR wire. The size of the current is approximately 6 times greater
than in experiment when U = 0 eV (see Fig. 1f of Ref. [126]) and is exactly half that
of the 6DR wire. Therefore, when U = 0 eV there are double the number of available
conducting modes in the 6DR wire than in the 2DR wire. The ratio of the two currents
is also equal to two when U = −0.12 eV as shown in Fig. 5.2a. The doubling in the
number of available conducting modes is confirmed by the transmission functions
T (E) for the two wires in Fig. 5.2b, which can be seen by comparing the transmission
function of the 6DR wire with that of the 2DR wire at E = µ in Fig. 5.2b.
Beginning with the I-V curve for U = 0.13 eV in Fig. 5.1a, the differential con-
ductance of the 6DR wire increases as U is decreased to zero and then as U becomes
increasingly negative. A negative offset energy in our NEGF model is equivalent to
a positive gate voltage in experiment and, therefore, this trend is in good agreement
with experiment [126], where the differential conductance increases as increasingly
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Figure 5.1: Current versus source-drain bias voltage for the (a) 6DR and (b) 2DR wire
over a range of offset energies U . A negative offset energy is equivalent to a positive gate
voltage in experiment.
positive gate voltages are applied to the 6DR wire (see Fig. 1e of Ref. [126]). A nega-
tive offset energy moves the unoccupied conducting modes to lower energies, making
them available to conduction electrons and thereby increasing the conductance of the
device. Alternatively, a positive offset energy moves the occupied conducting modes
to higher energies, emptying these states of electrons and resulting in zero current
because there are no longer any states available to conduction electrons, as shown in
Fig. 5.1a for U = 0.13 eV.
I-V curves for the 2DR wire are shown in Fig. 5.1b for the same offset energies that
are applied to the 6DR wire in Fig. 5.1a. The relationship between these offset energies
and the differential conductance of the 2DR wire is the same as that of the 6DR wire
down to U = 0.11 eV. Beyond this point, the differential conductance for the 2DR wire
increases when U = −0.30 eV and then remains constant as U is made more negative,
as shown for U = −0.40 eV and U = −0.50 eV. Therefore, when U = −0.30 eV, the
current in the 2DR wire has reached saturation because all of the conducting modes
are occupied. By contrast, in the wider 6DR wire there remain conducting modes at
higher energies that can be made available to conduction electrons by applying larger
gate voltages.
Finally, in both Figs. 5.1a and 5.1b, there is a non-linear I-V response for U =
0.12 eV (i.e. for U = µ). When the offset energy is equal to the equilibrium chemical
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potential, the mean energy of the conduction electrons is equal to the energy of the
conduction band edge. The application of a source-drain voltage bias broadens the
energy of the conduction electrons but it also increases the energy of the conduction
band edge and, therefore, it is possible for the rate of change in the energy of the
conduction band edge to be greater than the rate of change in the energy broadening
of the conduction electrons. If this is the case then although the current will increase
as the source-drain bias voltage is increased, the change in the current will decrease,
as shown in Figs. 5.1a and 5.1b for U = 0.12 eV. This non-linearity is not the same
as the non-linear response reported experimentally for the 2DR wire (see Fig. 1f of
Ref. [126]).
In general, there is good agreement between experiment and our results for the
I-V characteristics of the 6DR wire. It is obvious that the results for the 6DR wire
are in better agreement with experiment than the 2DR wire. This is the case for
both the size of the current and the change in the current versus source-drain bias
voltage. Therefore, we conclude that the 6DR wire is well-described by a ballistic
model of electron transport, whereas the narrower 2DR wire is not. It is likely that
a single-band effective-mass approximation is able to reproduce the low-temperature
transport properties of the 6DR wire because the electron transport occurs at lower
voltage biases and, therefore, the higher energy modes of the silicon band structure
are insignificant.
There are a number of approximations in our NEGF model that could explain the
discrepancies between theory and experiment. For the 6DR wire these include the
value of the parameters in Table 5.1, the boundary conditions, the average of the ef-
fective masses and the degeneracy of the single band in our effective-mass approx-
imation. However, changing these properties will never reproduce the non-linear
response reported experimentally for the 2DR wire [126]. To reproduce this non-
linearity, we suggest it is necessary to extend our NEGF model to include donor disor-
der and/or non-ballistic transport. In the present study, we have chosen to present the
simplest model of electron transport in a δ wire and, therefore, leave the investigation
of these approximations to the subject of future work.
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Figure 5.2: (a) Current versus source-drain voltage bias for wires with a variety of in-
plane widths when U = −0.12 eV. (b) The transmission function T (E) versus energy E for
each of these wires showing the position of the equilibrium chemical potential µ when
U = −0.12 eV.
5.3 The effect of δ wire width on current-voltage characteris-
tics
The transmission functions and equilibrium chemical potentials for wires with widths
of 2DR, 4DR, 6DR, 8DR, and 10DR are shown in Fig. 5.2b. In this figure, U is con-
stant across all wires and is equal to -0.12 eV. The transmission functions and values
of the equilibrium chemical potentials for each of these wires show that the number
of available conducting modes increase as the width of the wires increase. Therefore,
the I-V characteristics for the wider wires in Fig. 5.2a have larger differential conduc-
tances than the narrower wires. The energy of the lowest conducting modes decrease
as the width of the wires increase, as shown in Fig. 5.2b. The spatial confinement
of the donor electrons, perpendicular to the wire axis, decreases as the width of the
δ-doped wire increases; thereby moving the conducting modes to lower energies in a
similar fashion to the eigenenergies of an infinite potential well. This decrease in spa-
tial confinement also decreases the energy splittings between the conducting modes,
which is shown in Fig. 5.2b as a narrowing of the steps in the transmission functions.
Finally, it should be noted that the width of the steps in the transmission functions are
related to the Γ1−Γ3 splitting; as well as the other energy splittings in the Γ2, ∆1, and∆2
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minima that were discussed in Chapter 4, excluding the valley splittings. Otherwise
the transmission functions for the 2DR, 4DR, 6DR, 8DR, and 10DR wires would vary
only by a multiplicative constant.
5.4 Summary of results
We present an NEGF model for electron transport in a δ wire. We calculate the I-V
characteristics of a variety of δ-doped wires which have different in-plane widths and
achieve good agreement with experiment for the 6DR wire. This wire shows a linear
current response to an applied bias voltage, which is characteristic of the metallic
conduction that is observed in experiment. We also show that the conductance in a
δ wire can be controlled by applying a gate voltage. In the future, this NEGF model
could be extended to include donor disorder and non-ballistic transport.
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6Ab initio calculation of the
phosphorus donor level in silicon
The phosphorus donor electron occupies the lowest-lying conduction valley of crys-
talline, or bulk, silicon. The conduction-band minimum of bulk silicon is six-fold
degenerate. When silicon is n-type doped this degeneracy is lifted by a valley split-
ting [63], resulting in three nondegenerate states. These states are, in order of increas-
ing energy, a singlet (1s(A1)), a triplet (1s(T2)), and a doublet (1s(E)). Only the 1s(A1)
state is populated [3] at liquid helium temperatures (∼ 4 K), whereas at higher tem-
peratures, from ∼ 30 K to those of liquid nitrogen (∼ 80 K), the populations of the
1s(T2) and 1s(T2) states become significant, as a result of the thermal broadening of
these energy levels [1, 63].
The energy of the 1s(A1) state is decreased significantly from the conduction-band
minimum of bulk silicon. The 1s(T2) and 1s(E) states are not as strongly affected
and are therefore better described by effective-mass theory [63]. However, effective-
mass theory fails to accurately predict the energy of the 1s(A1) state [29], and it is for
this reason that an alternate theoretical model, capable of reproducing the energy of
the ground-state, is needed. In this chapter, the donor electron wavefunction for a
single phosphorus donor in crystalline silicon is calculated from first-principles us-
ing density-functional theory. This donor wavefunction is then used to calculate the
binding energy of the donor electron, using a method first proposed by Yamamoto
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et al. [133] for an arsenic donor in silicon. The binding energy of the donor electron is
found to be 41 meV, which is in good agreement with experimental measurements.
6.0.1 Old theory and experiments
There is a long and rich history of study on the electronic properties of phosphorus
donors in silicon. Kohn and Luttinger were the first to model the state of an n-type
donor in silicon, using effective-mass theory, in 1955 [54]. An experimental ionisation
energy of 44 meV, that is taken from Ref. 71, is given for the phosphorus donor elec-
tron in Table 1 of Ref. 54. Interestingly, in Ref. 71, the ionisation energy of a phospho-
rus donor electron in silicon is given as 39 meV not 44 meV. Ref. 54 was motivated by
the experimental measurements of the ionisation energy of both p- and n-type donors
in silicon by Morin et al., which included phosphorus, arsenic, and antimony donors
in silicon [71]. These ionisation energies were determined by measurements of the
temperature dependence of the Hall coefficient [71].
The Lyman spectrum for Group V donor atoms in silicon was measured by Aggar-
wal and Ramdas in 1965 [2]. These measurements do not give the binding energy of
the donor electron, but rather the energy splitting between the ground and excited
states; namely, the energy splitting between the 1s(A1) and 3p± states, from which the
binding energy can be computed. The binding energy of a phosphorus donor electron
in silicon was calculated, in Ref. 2, by “adding the theoretically calculated binding
energy of 2.90 meV for the 3p± state [54] to the energy of the transition 1s(A1)→ 3p±
at liquid-helium temperatures”. The binding energy for a phosphorus donor electron
in silicon was thereby found to be 45.31 (42.41 + 2.90) meV [2, 47].
Faulkner used effective-mass theory, in 1969, to calculate the binding energy of
the ground and excited states of a donor electron for Group V donors in silicon [29].
The binding energy for the 3p± state of a phosphorus donor electron in silicon was
found to be 3.12 meV [29]. The binding energy of the 1s(A1) state was found to
be 31.27 meV [29]. The theoretically calculated binding energies for the excited p-
orbital-like states of the donor electron were in good agreement with experiment,
whereas the the binding energy for the 1s(A1) state was not [29]. Later, in 1981, us-
ing the theoretical correction of Faulkner [29] and a new experimental technique that
produced narrower linewidths in the excitation spectra, Jagannath et al. [47] reported
a binding energy of 45.59 meV for the phosphorus donor electron in silicon [47]. This
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is the experimental value for the binding energy of the 1s(A1) state that is shown in
Table 6.2.
The effect of uniaxial stress on the energy levels of Group V donors in silicon
was investigated in Ref. 3. These measurements were then used to confirm the 1s(E)
state was higher in energy than the 1s(T2) state, which was proposed earlier from the
relative intensities of the transitions 1s(T2) → 2p± and 1s(E) → 2p± [1]. The Lyman
spectrum for a phosphorus donor in silicon was redetermined to higher accuracy in
1993 [63]. The energy splitting between the 1s(T2) and 1s(E) states and the excited
2p0 and 2p± states was measured under “superior signal-to-noise ratio, spectral res-
olution, and optimum sample temperature” [63]. The results show excellent agree-
ment to those measured in 1965 [2], with only a 0.04 meV decrease in the energy of
the 1s(T2)→ 2p± transition and a 0.05 meV decrease in the energy of the 1s(E)→ 2p±
transition. The experimental values of the binding energy shown in Table 6.2, for
the 1s(T2) and 1s(E) states, are equal to these energy splittings plus the theoretically
calculated binding energy of the 2p± state from Ref. 29, which is equal to 6.40 meV.
6.0.2 Modern theory and experiments
Ref. 128 presents a theoretical model for a phosphorus donor in silicon that goes “be-
yond effective mass theory”. An electronic Hamiltonian for the phosphorus donor
is numerically diagonalised in a basis of Bloch functions. The binding energy of the
phosphorus donor electron is used as an input parameter to the method, which high-
lights the importance of the binding energy for theoretical models. The value of the
binding energy used is the experimental measurement of Ref. 2 with the theoretical
correction from Ref. 29. This yields a binding energy of 45.5 (42.41+3.12) meV [128].
We will compare our results for the binding energy of the phosphorus donor electron
to the value reported in Ref. 47, which is equal to 45.59 meV (42.47 + 3.12). This
binding energy is the experimental value for the transition 1s(A1)→ 3p± [47] plus the
theoretically calculated binding energy of the 3p± state from Ref. 29.
More recently, the binding energies of Group V donors in silicon have been used as
input parameters to an effective-mass theory model of the hyperfine Stark effect [81].
In addition, effective-mass theory has been shown to be capable of reproducing the
wavefunction of a donor electron in silicon that was calculated using empirical tight-
binding [36]. The results, in Ref. 36, were benchmarked against the experimental
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binding energy of the donor electron. Knowledge of the binding energy, and specif-
ically the valley splitting, was needed to choose the exact form of the central-cell
corrections, i.e. a central cell with tetrahedral, rather than spherical, symmetry [36].
The role of central-cell corrections in tight-binding calculations has also recently been
investigated [122]. Usman et al. calculated the change in the hyperfine coupling due
to an applied electric field, for an arsenic donor in silicon [122].
6.0.3 The present study
The binding energy of the phosphorus donor electron is an important quantity, not
only for theoretical modelling but also for the design of new electronic devices, as we
have seen in the previous subsections. Surprisingly, there is currently no theoretical
model for a phosphorus donor in silicon that is able to accurately predict the binding
energy of the donor electron. Neither is there any direct experimental measurement
of the energy of the 1s(A1) state, other than the original ionisation energies reported
by Morin et al. in 1954. However, it is unclear whether the ionisation energies given
for the n-type donors, in Ref. 71, do correspond to the 1s(A1) state.
We calculate the binding energy of a phosphorus donor electron in silicon, from
first-principles, using density-functional theory and the method of Yamamoto et al.
[133]. One of the problems with density-functional theory is that the exact form of the
exchange-correlation functional is unknown [77]. It is therefore necessary to use ap-
proximations for the exchange-correlation functional, and this may introduce errors
into the calculations. E.g., Yamamoto et al. suggest the binding energy of an arsenic
donor in silicon is underestimated by density-functional theory because the nuclear
potential of the arsenic atom is overscreened by their choice of exchange-correlation
functional [133]. We take the same view for a phosphorus donor in silicon, and to
correct the resultant error we use the same method that is applied in Ref. 133 to re-
calculate the binding energy.
6.1 Density-functional method
We use density-functional theory to calculate the wavefunction of a phosphorus donor
electron in silicon. We apply a density-functional method that was first used for phos-
phorus δ-doped monolayers in silicon [25] and, later, for a system of multiple δ-doped
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layers [12]. This method has also been employed to calculate the electronic properties
of δ-doped bilayers [27] and nanowires [26, 113].
Our density-functional calculations were performed using norm-conserving Troullier-
Martins pseudopotentials [119], and the Perdew-Burke-Ernzerhof exchange-correlation
functional in the general-gradient approximation [79]. Applications of the generalised-
gradient approximation to phosphorus-doped silicon systems, in the past, have pro-
duced results that are in good agreement with experiment [59].
A phosphorus donor is a shallow defect in silicon. To calculate the wavefunction
of the phosphorus donor electron, using an atomistic model, it is therefore necessary
to use a very large supercell. The donor electron wavefunction should be sufficiently
contained, within the volume of this supercell, such that the properties of the de-
fect can be accurately reproduced from the resultant wavefunction. Consequently,
our density-functional calculations are of a single phosphorus atom surrounded by
many thousands of silicon atoms. We use the siesta package, or the ‘Spanish Initia-
tive for Electronic Simulations with Thousands of Atoms’ to carry out these calcula-
tions [6, 114]. This software package allows us to describe the electronic states of the
system using a localised basis, rather than a planewave basis which would be more
computationally expensive (per atom).
We have variationally solved the Kohn-Sham orbital equations using a basis set of
localised atomic orbitals that has been optimised for phosphorus-doped silicon using
the simplex method [12]. The basis set is double-ζ polarised (DZP) and is comprised
of 13 radial functions. We relaxed the crystallographic structure of bulk silicon us-
ing this basis set, and found the lattice constant to be 5.4575 Å. This value is in good
agreement with the experimental value of 5.431 Å [8]. This overestimation of the lat-
tice constant by approximately 0.5% is lower than the usual systematic deviation of
the lattice constant expected from the Perdew-Burke-Ernzerhof exchange-correlation
functional, which is a 1% deviation from the experimental value. In Ref. 25, localised
single-ζ polarised and DZP bases, and a delocalised planewave basis, were used to cal-
culate the valley splitting for a phosphorus δ-doped monolayer in silicon. Despite the
perceived precision of the planewave technique, the DZP basis was shown to “[retain]
the physics of the planewave description” [25].
We have performed density-functional calculations on supercells ranging in size
from 1.64 × 1.64 × 1.64 nm3 to 6.00 × 6.00 × 6.00 nm3. These volumes correspond to
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systems that contain 216 and 10,648 atoms, respectively. Table 6.1 lists each of the
supercells that have been studied, by the number of atoms in each supercell and the
real-space dimensions of each of the cells. The real-space dimensions are given in
units of the simple-cubic unit cell for crystalline silicon. The dimensions of each of
the simple-cubic unit cells are 0.546×0.546×0.546 nm3. There are eight silicon atoms
in each simple-cubic unit cell.
Table 6.1 also shows the relationship between the number of atoms in each of the
supercells and the real-space dimensions of the supercell. This relationship can be
represented mathematically by the equation n = 8c3, where n is the number of atoms
and c is the number of simple-cubic unit cells. As can be seen from Table 6.1, each
supercell is a cube.
For the largest supercell in Table 6.1, there is one phosphorus atom per 10,648
atoms or 6.00× 6.00× 6.00 nm3. Each cubic supercell contains one phosphorus atom
that is located at the origin of the cell. The total energies of each of the supercells
in Table 6.1 were converged to within 10−4 eV, using a planewave energy cutoff of
300.0 Ry and a Fermi-Dirac occupation function at a temperature of 0 K. To perform
these density-functional calculations, it was necessary to use periodic boundary con-
ditions. One phosphorus atom per 10,648 atoms is equivalent to a distance of 6.00 nm
between the phosphorus donor and its periodic images. This separation distance cor-
responds to a three-dimensional doping density of 4.63× 1018 cm−3.
Table 6.1: A list of the supercells that have been studied, showing the number of atoms in
each supercell and the real-space dimensions of each of the cells (in units of simple-cubic
unit cells).
Number of atoms Dimensions (unit cells)
216 3× 3× 3
512 4× 4× 4
1000 5× 5× 5
1728 6× 6× 6
2744 7× 7× 7
4096 8× 8× 8
5832 9× 9× 9
8000 10× 10× 10
10648 11× 11× 11
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Figure 6.1: The band structure of bulk silicon calculated using a two-atom face-centred
cubic unit cell and a k-point grid of 6 × 6 × 6. The Fermi level is shown as a dashed line.
The conduction-band minimum is highlighted in green.
The goal of studying a range of supercells is to find the relationship between the
properties of the donor electron that we compute, e.g. the binding energy, and the size
of the supercell. More specifically, we wish to know how the properties of the donor
electron change as the distance between the phosphorus donor and its periodic images
is increased. In other words, these calculations will show to what extent the properties
of the donor electron are affected by interactions between the donor electron and its
periodic images.
6.2 Benchmarking of density-functional method
To reduce the computational expense of performing density-functional calculations
on such large supercells, we have used a k-point grid that includes only a single k-
point, the Γ point, i.e. k = (0,0,0). Where it was necessary to use a larger k-point grid,
we have applied the method of Monkhorst and Pack for integration in the Brillouin
zone [68]. The band structure of bulk silicon shown in Figure 6.1 has been calculated
using a two-atom face-centred cubic cell and a k-point grid of 6×6×6. The conduction-
band minimum is highlighted in green in Figure 6.1.
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Figure 6.2: The energies of the 1s(A1), 1s(T2), and 1s(E) states for a range of k-point grids.
The energy of each state for the Γ -point calculation, i.e. a k-point grid of 1 × 1 × 1, has
been set to energy zero. All other data points are plotted relative to this energy. The line
E = 5 meV is shown as a dashed line.
The conduction-band minimum of silicon is six-fold degenerate, and our calcula-
tion of the band structure of bulk silicon reproduces this degeneracy. When silicon
is n-type doped this six-fold degenerate state is lifted, resulting in the 1s(A1), 1s(T2),
and 1s(E) states. Our calculations, on the phosphorus-doped silicon systems listed in
Table 6.1, confirm these three states and each of their degeneracies. We find the lowest
energy state, 1s(A1), is singly degenerate; the 1s(T2) state is triply degenerate, and the
highest energy state, 1s(E), is doubly degenerate.
The change in the energy of these states as the size of the k-point grid is increased,
for the 512-atom system, is shown in Figure 6.2. The energy of each state for the Γ -
point calculation has been set to energy zero. All other data points are plotted relative
to this energy. Each of the three donor states show the same behaviour, as the number
of k-points in kx, ky , and kz is increased. First the energy of the states sharply increases,
then it plateaus.
The increase in energy shown for the 1s(T2) and 1s(E) states in Figure 6.2 is less
than for the 1s(A1) state. However, even for the ground-state, the change in energy
relative to the Γ -point calculation is small. The energy of the 1s(A1) state converges
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to a value that is approximately 5 meV greater than that of the Γ -point calculation.
For the 1s(T2) and 1s(E) states, the energies are approximately 1 meV greater than the
result of their respective Γ -point calculations.
In a density-functional calculation these differences in energy are negligible. We
are therefore justified in limiting our calculations to a single k point. This outcome is
advantageous, as for the 10,648-atom system, any increase in the size of the k-point
grid would result in these calculations being computationally impractical. Previous
density-functional calculations of an n-type donor in silicon have also been limited to
the Γ -point [133].
Bulk silicon is an indirect bandgap semiconductor, as shown in Figure 6.1. The
conduction-band minimum of silicon is located at |k| ≈ 0.85(2pi/a), along each of the
cardinal axes of k-space, inside the face-centred cubic Brillouin zone. The energy, at
Γ , of the lowest-lying conduction valley is not equal to the energy of the conduction-
band minimum, as shown in Figure 6.1. This is a result of band dispersion. Therefore,
because we calculate the eigenvalues of the phosphorus donor electron at Γ , it is nec-
essary to offset the computed energies of the 1s(A1), 1s(T2), and 1s(E) states to find
their true values.
The size of the Brillouin zone is decreased when the size of the corresponding
supercell, in real-space, is increased. Decreasing the size of the Brillouin zone causes
the bands, and therefore conduction-band minimum, to be folded towards the centre
of the zone or Γ . Consequently, the amount by which the energies of the 1s(A1), 1s(T2),
and 1s(E) states must be offset, to account for the dispersion of the band, is different
for each supercell in Table 6.1.
The folding of the lowest-lying conduction valley is plotted in Figure 6.3a, for
supercells that range in size from 8 to 4096 atoms. The conduction valley shown in
Figure 6.3a is the same valley that is highlighted in green in Figure 6.1. The value
of the offset for each supercell can be computed by taking the difference between
the energy of the valley at Γ (EΓ ) and the conduction-band minimum (CBM). These
energies have been plotted, for all supercells, in Figure 6.3b.
The value of EΓ −CBM decreases as the size of the supercell is increased. This rela-
tionship is not monotonic, as shown in Figure 6.3b, the conduction-band minimum is
not always folded closer to Γ as the size of the Brillouin zone is decreased. Figure 6.3a
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Figure 6.3: (a) The lowest-lying conduction valley of bulk silicon for cubic supercells that
range in size from 64 to 4096 atoms. The key shows the real-space dimensions of the
supercells, as the number of simple-cubic unit cells in x, y, and z. The boundaries of
the Brillouin zones, for each of the supercells, are shown as vertical dashed lines. The
line E = 0 meV is shown as a horizontal dashed line. The conduction-band minimum
of bulk silicon has been set to energy zero. (b) The difference between the energy of the
conduction valley at Γ (EΓ ) and the minimum of the valley for cubic supercells that range
in size from 8 to 10,648 atoms.
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shows the lowest-lying conduction valley for crystalline silicon only. If the disper-
sion of this band does not change when the bulk system is doped, then the difference
EΓ −CBM can be used to correct the computed energies of the 1s(A1), 1s(T2), and 1s(E)
states.
The positions of the conduction valleys on the kx axis, in Figure 6.3, have been
computed by folding the band structure of bulk silicon. The unfolded band structure
was calculated using an eight-atom simple-cubic unit cell and a k-point grid of 6×6×6.
For the sake of clarity, we do not show the part of the bands that are reflected back into
the Brillouin zone at the zone boundary. Neither do we show the conduction valleys
of supercells with more than 5832 atoms in Figure 6.3. The reflection of the bands at
the zone boundary is a consequence of the fact that a solution in one Brillouin zone
must be a solution in all Brillouin zones [25].
The energy of the lowest-lying conduction valley of bulk silicon at Γ (EΓ ) is shown
in Figure 6.4, for each supercell in Table 6.1. As expected, the value of EΓ is dif-
ferent for each supercell. The conduction-band minima, plotted in Figure 6.4, are
for bulk silicon and have been calculated by substracting EΓ − CBM from EΓ , i.e.
EΓ − (EΓ −CBM) = CBM.
The conduction-band minimum for bulk silicon is not expected to change as the
size of the supercell is increased. We use the conduction-band minimum, of the
10,648-atom system, as a point of reference by setting it to energy zero in Figure 6.4.
We find the conduction-band minimum for each supercell do not agree when the ener-
gies are corrected for band folding only. However, if we account for differences in the
valence-band maxima of each supercell as well, the conduction-band minima agree
to within 5 meV as shown in Figure 6.4. The discrepancies in the valence-band max-
ima are larger for the smaller supercells, and could therefore be caused by differences
in the k-point grids of the supercells. The valence-band maximum is not affected by
band folding because it appears at Γ in the Brillouin zone.
The yellow shaded region in Figure 6.4 highlights the range [0,5] meV. This re-
gion shows the conduction-band minimum of each supercell agree to within 5 meV.
A discrepancy of less than 5 meV is not significant in our density-functional calcula-
tions. These small discrepancies in the conduction-band minima could be caused by
the fact that different k-point grids were used to calculate the quantity EΓ −CBM and
the conduction-band minima plotted in Figure 6.4.
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Figure 6.4: The energies of the 1s(A1), 1s(T2), and 1s(E) states for supercells that range in
size from 216 to 10,648 atoms. For bulk silicon, the energy of the lowest-lying conduction
valley at Γ (EΓ ), and the conduction-band minimum (CBM), at each of the system sizes is
also shown. The yellow shaded region highlights the range [0,5] meV. The conduction-
band minimum of bulk silicon, for the 10,648-atom system, has been set to energy zero.
In Figure 6.4, the energies of the 1s(A1), 1s(T2), and 1s(E) states have been shifted
by the same amount as the conduction-band minima. Their energies are therefore
plotted relative to the conduction-band minimum of the 10,648-atom system, at en-
ergy zero. The binding energy of the 1s(A1), 1s(T2), and 1s(E) states can be calculated,
for each supercell, by taking the difference between each of the donor levels and the
conduction-band minimum of bulk silicon.
The smaller supercells, in Figure 6.4, significantly overestimate the binding energy
of each of the donor states. The energy of the 1s(A1) state converges faster than the
excited 1s(T2) and 1s(E) states. The donor levels appear to be well-converged for the
5832-atom system. This corresponds to a distance of 4.91 nm between the donor atom
and its periodic images, which is approximately twice the effective Bohr radius of a
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Figure 6.5: Maximum atomic displacement versus system size for a phosphorus-doped
silicon system. An atomic diplacement of 2.0× 10−2 Å is shown as a dashed line.
donor electron in silicon [56]. The energy of the 1s(A1), 1s(T2), and 1s(E) states are
converged to within 1 meV when this separation distance is equal to 6.00 nm, i.e. for
the 10,648-atom system. These results justify the use of the 10,648-atom system for
the calculation of the binding energy.
We have not geometry optimised the positions of the silicon atoms, for the 10,648-
atom system, because this calculation would be computationally impractical. How-
ever, we have relaxed the atomic positions for doped systems that range in size from
64 to 4096 atoms. We find the displacement of the silicon atoms around the phospho-
rus donor is most significant for the 64-atom system, as shown in Figure 6.5. When
the size of the supercells is increased, the maximum displacement of an atom inside
the cell decreases to less than 2.0× 10−2 Å.
Figure 6.5 shows the maximum atomic displacement is not larger than 2.0×10−2 Å,
for systems of 216 to 4096 atoms. A displacement of this magnitude is equivalent to
approximately 0.08% of the effective Bohr radius for a donor electron in silicon, which
is estimated to be 25.09 Å [56]. This result is expected as a phosphorus atom has only
a single extra proton compared to a silicon atom. We therefore conclude that it is
unnecessary to relax the atomic positions of silicon atoms beyond their bulk values.
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6.3 Probability density for the donor electron
Figure 6.6 shows the probability density of the donor electron for the 10,648-atom
system. This two-dimensional plot is of the probability density inside the silicon (001)
plane that contains the phosphorus donor. The majority of the probability density is
located within ∼ 0.25 nm of the phosphorus donor. The wavefunction of the donor
electron is spherically symmetric. This wavefunction differs from a hydrogenic s-
orbital-like state because it is modulated by the silicon crystal lattice. The probability
density of the donor electron has decayed to less than 2% of its maximum value, by the
boundaries of the supercell, at ±3 nm from the phosphorus donor. This justifies the
use of such a large supercell for the calculation of the wavefunction, and ultimately
binding energy, of the donor electron.
The contours, in Figure 6.6, show where the probability density is equal to a
negative power of e times the maximum value of |ψe|2. The exponential decay, and
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Figure 6.6: Two-dimensional probability density for the donor electron (|ψe |2) in the sili-
con (001) plane that contains the phosphorus donor. The contours show where this prob-
ability density is equal to a negative power of e times the maximum of |ψe |2, as shown in
the key. The maximum of the probability density has been normalised to one.
94
6.4 Recalculation of the binding energy
spherical symmetry, of the donor wavefunction are compatible with a Bohr model
of the donor electron. In such a model, the electron is described by the expression
ψe(r) = Ae−ar , where a is the effective Bohr radius of the electron, and A is a normali-
sation constant. However, Figure 6.6 shows the rate of decay of the donor electron is
not isotropic. The wavefunction of the donor electron decays faster in the [110] crys-
tallographic direction, compared to the [100] direction, of the silicon lattice. This is
equivalent to it having a different effective Bohr radius in each of these directions.
6.4 Recalculation of the binding energy
The ionisation energy of the donor electron, in Figure 6.4, is less than the experimental
value of 45.59 meV. The binding energy of the 1s(A1) state for the 10,648-atom sys-
tem, predicted by density-functional theory, is 12 meV. This value is listed in Table 6.2
and is obviously inaccurate. We have calculated this value by taking the difference in
energy between the 1s(A1) state and the conduction-band minimum of bulk silicon.
However, there is another way to calculate the binding energy, which uses the wave-
function of the donor electron.
The motivation for recalculating the binding energy is that density-functional the-
ory is known to overscreen the donor electron, and therefore underestimate its bind-
ing energy [133]. We can calculate the electric potential of the donor electron using
a more accurate function for the screening, and then use this potential and the donor
wavefunction to recalculate the binding energy. This method was first proposed by
Yamamoto et al. in Ref. 133, for an arsenic donor in silicon, where it yielded a binding
energy in good agreement with experiment.
The binding energy of the donor electron is given by
Ee = Te +Ue (6.1)
where Te is the kinetic energy and Ue is the potential energy of the donor electron. In
(6.1) the potential energy is defined as
Ue =
∫ ∞
−∞
ψ∗e(r)Ve(r)ψe(r)d3r (6.2)
where ψe is the wavefunction of the donor electron and Ve is the impurity potential
for the phosphorus donor atom. This impurity potential can be written as
Ve(r) = V
P:Si(r)−V 1e:Si(r) (6.3)
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where V P:Si is the electric potential for a phosphorus-doped silicon system and V 1e:Si
is the electric potential for an electron-doped silicon system. By an electron-doped
silicon system, we mean a bulk silicon system that is doped with one electron that has
been added to the system without the removal of any silicon atoms. In contrast, for
the phosphorus-doped system, one electron is added to the system by substituting a
silicon atom with a phosphorus atom. A phosphorus atom has five valence electrons
and a silicon atom has four. Therefore, this substitution adds one extra electron to the
silicon crystal lattice. This donor electron is bound to the phosphorus atom, but it is
also partially delocalised throughout the silicon lattice. These two electric potentials
can be defined as
V P:Si(r) = V P:Siee (r) +V
P:Si
xc (r) +V
P:Si
eN (r) (6.4)
and
V 1e:Si(r) = V 1e:Siee (r) +V
1e:Si
xc (r) +V
1e:Si
eN (r) (6.5)
where Vee is the electron-electron contribution to the electric potential, Vxc is the
exchange-correlation contribution to the electric potential, and VeN is the electron-
nuclear contribution to the electric potential. Substituting (6.4) and (6.5) into (6.3)
and rearranging we have
Ve(r) =
(
V P:Siee (r) +V
P:Si
xc (r) +V
P:Si
eN (r)
)
−
(
V 1e:Siee (r) +V
1e:Si
xc (r) +V
1e:Si
eN (r)
)
Ve(r) =
(
V P:Siee (r)−V 1e:Siee (r)
)
+
(
V P:Sixc (r)−V 1e:Sixc (r)
)
+
(
V P:SieN (r)−V 1e:SieN (r)
)
(6.6)
In the equations above, the impurity potential is screened by the electron-electron
and exchange-correlation terms. However, in density-functional theory, we know the
self-interaction and, therefore, screening of the electrons are overestimated [133]. We
therefore ignore the Vee and Vxc terms by setting them to zero, and thereby introduce
a new quantity, which we call the unscreened impurity potential V ′e . The unscreened
impurity potential is given by the last term in (6.6) only:
V ′e (r) = V P:SieN (r)−V 1e:SieN (r) (6.7)
In our density-functional calculations, the electron-nuclear interaction is described
by Troullier-Martins pseudopotentials and we can write
V P:SieN (r) = V
P
pp(r−R0) +
N−1∑
i=1
V Sipp(r−Ri) (6.8)
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and
V 1e:SieN (r) =
N−1∑
i=0
V Sipp(r−Ri) (6.9)
where R0 is the ionic position of the phosphorus donor atom, Ri is the ionic position
of silicon atom i, and V Ppp and V
Si
pp are the pseudopotentials of phosphorus and silicon,
respectively. Substituting (6.8) and (6.9) into (6.7), we get
V ′e (r) = V Ppp(r−R0) +
N−1∑
i=1
V Sipp(r−Ri)−
N−1∑
i=0
V Sipp(r−Ri)
which, because we have not relaxed the ionic positions of the silicon atoms after phos-
phorus substitution, simplifies to
V ′e (r) = V Ppp(r−R0)−V Sipp(r−R0)
Let R0 = (0,0,0), then
V ′e (r) = V Ppp(r)−V Sipp(r) (6.10)
That is, the unscreened impurity potential is given by the difference in the pseudopo-
tentials for phosphorus and silicon. Electron screening can now be reintroduced using
a more accurate description than that used in our density-functional calculations. We
rewrite the screened impurity potential as [133]
Ve(r) =
∫ ∞
−∞
−1(q)V ′e (q)exp(−iq · r) d
3q
(2pi)3
(6.11)
where (q) is a nonlinear q-dependent function for the dielectric screening that is
derived from the random phase approximation [72, 76]. This function is written as
−1(q) = Aq
2
q2 +α2
+
(1−A)q2
q2 + β2
+
γ2
(0) (q2 +γ2)
(6.12)
where A = 1.175, α = 0.7572, β = 0.3123, γ = 2.044, and (0) = 11.4. These constants
have been taken from Ref. 76. We can then use (6.11) to calculate the potential energy
of the donor electron using (6.2). Finally, to calculate the kinetic energy of the donor
electron, we use the virial theorem:
Te =
1
2
∫ ∞
−∞
ψ∗e(r)
(
dVe(r)
dr
· r
)
ψe(r)d
3r (6.13)
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The binding energy of the donor electron can then be calculated from the kinetic and
potential energies using (6.1).
To calculate the screened impurity potential, it is necessary to compute the in-
tegral given in (6.11). An explanation of how this integral is computed is given in
Appendix F.
6.5 Binding energy of the donor electron
We have recalculated the binding energy of the phosphorus donor electron using the
method of Yamamoto et al. [133], for every supercell in Table 6.1. Figure 6.7 shows the
binding energies of the donor electron, for supercells that range in size from 216 to
10,648 atoms. These binding energies have been calculated using one of two methods.
The energies that have been calculated using density-functionl theory (DFT), we shall
refer to as those of DFT uncorrected. The binding energies that have been calculated
using the method of Yamamoto et al. [133] will instead be referred to as those of DFT
corrected. These latter values have been calculated using a nonlinear q-dependent
dielectric function [see (6.12) in the previous section].
The experimental binding energy of 45.59 meV, for the 1s(A1) state is shown as
a dashed line in Figure 6.7. The grey shaded region, in Figure 6.7, highlights a
Table 6.2: A comparison of the binding energies, for the 1s(A1), 1s(T2), and 1s(E) states
of a phosphorus donor electron, calculated by using either DFT uncorrected or DFT cor-
rected, and the same binding energies calculated from effective-mass theory and experi-
mental measurements. The binding energies calculated using our two DFT methods were
converged to within 1 meV and have therefore been rounded to the nearest meV. These
binding energies have been calculated using the donor wavefunction of the 10,648-atom
system.
1s(A1) (meV) 1s(T2) (meV) 1s(E) (meV)
Experiment 45.59 a 33.88 b 32.54 b
Theory (DFT corrected) 41 33 32
Theory (EMT) 31.27 c - -
Theory (DFT uncorrected) 12 5 4
aRef. 47 using the theoretical correction from Ref. 29.
bRef. 63 using the theoretical correction from Ref. 29.
cRef. 29
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Figure 6.7: Binding energies for the 1s(A1) state of a phosphorus donor electron in sil-
icon. These energies have been calculated, for supercells that range in size from 216 to
10,648 atoms, using two different types of screening: that of density-functional theory
(empty squares) and a nonlinear q-dependent dielectric function (filled squares). The ex-
perimental value for the binding energy, from Ref. 47, is shown as a dashed line. The
range [40.59,50.59] meV is highlighted as a grey shaded region.
range that is ±5 meV of the experimental binding energy. Being initially larger than
45.59 meV for the 216-atom system, the binding energy for DFT uncorrected drops
below the experimental value, as the size of the supercell is increased, and reaches ap-
proximately 12 meV by the 10,648-atom system. We conclude that DFT uncorrected
significantly underestimates the binding energy of the 1s(A1) state. This is expected,
as DFT is known to overscreen the donor electron [133].
DFT corrected also overestimates the binding energy for the 216-atom system, in
Figure 6.7, and the energies again decrease as the size of the supercell is increased.
However, the decrease in binding energy with system size is less for DFT corrected,
than for DFT uncorrected, and the ionisation energy is within 5 meV of the experi-
mental value by the 10,648-atom system. The binding energy for DFT corrected is
equal to 41 meV, which is in good agreement with experiment. Unfortunately, there
is no systematic way of calculating the uncertainty in this energy, but it is unlikely
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that the uncertainty is less than 5 meV. By the 10,648-atom system, the value of the
binding energy is converged to within 1 meV for all input parameters, including the
size of the supercell.
The binding energies produced by experiment, effective-mass theory, and our met-
hod, are shown in Table 6.2. Effective-mass theory significantly underestimates the
experimental binding energy of the 1s(A1) state, as does DFT uncorrected. DFT un-
corrected also underestimates the binding energies of the excited 1s(T2) and 1s(E)
states.
DFT corrected is also capable of accurately predicting the ionisation energies of the
1s(T2) and 1s(E) states. We find the binding energy of the 1s(T2) and 1s(E) states are
33 meV and 32 meV, respectively. These values are in excellent agreement with the ex-
perimental values for these ionisation energies, which are 33.88 meV and 32.54 meV [63],
as shown in Table 6.2. It is also worth noting that the wavefunctions corresponding to
these states are not localised to the same extent as the 1s(A1) state. We also find that
the spatial distributions of these states are not s-orbital-like.
6.6 Summary of results
A cubic supercell of 10,648 atoms is shown to be large enough to accurately calculate
the wavefunction, and therefore binding energy, of the donor electron. The majority
of the probability density, for the donor electron, is contained with ∼ 0.25 nm of the
centre of the phosphorus donor, however the decay of the donor wavefunction with
distance from the donor is slow. The probability density of the donor electron decays
to 2% of its maximum value at approximately 3 nm from the donor atom, in the [100]
crystallographic direction. We use this donor wavefunction to calculate the binding
energy of the donor electron. We suggest density-functional theory overestimates the
screening of the donor electron, and this explains why the binding energy of the 1s(A1)
state does not agree with experimental measurements. The effect of this overscreening
on the donor wavefunction, however, appears to be insignificant; when the binding
energy of the donor electron is recalculated using a more accurate description for
the dielectric screening, the result is in good agreement with experiment. We find
the binding energy of a phosphorus donor electron in silicon to be 41 meV, using a
supercell of 10,648 atoms.
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We have shown that ab initio methods, i.e. density-functional theory, can be used
to study the electronic properties of shallow donors in silicon. The donor electron
wavefunction for an isolated phosphorus defect in silicon has been calculated using a
density-functional method. As expected, the donor wavefunction is found to have a
shape that is reminiscent of a spherically-symmetric orbital. It differs from that of a
hydrogenic s orbital in that it is modulated by the silicon crystal lattice.
Using this donor wavefunction, we find the binding energy of the 1s(A1) state to
be 41 meV. This value is within 5 meV of the most current estimates for the bind-
ing energy of the donor electron. Our theoretical model for the binding energy is
therefore a significant improvement on that of effective-mass theory, which predicts
an ionisation energy of 31.27 meV [29]. The effective-mass theory model is the only
other theoretical model capable of calculating the energy for the ground-state of a
phosphorus donor electron in silicon. The binding energy is an important input pa-
rameter for empirical models of phosphorus-doped systems. It is therefore necessary
for current estimates of this value to be confirmed by theory, which we have done.
We have also used a density-functional method to study the electronic properties
of a phosphorus δ wire in silicon. The band structure of a variety of donor configura-
tions was calculated, and this led to the discovery of a new energy splitting at Γ in the
simple-cubic Brillouin zone. Using this energy splitting, we have been able to estimate
the perpendicular, or cross-sectional, extent of a single row of phosphorus donors in
silicon, at a two-dimensional doping density of 0.25 ML. This structure represents the
atomic limit to scaling of the cross-sectional width of a phosphorus δ wire in silicon.
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We find the perpendicular extent of such a wire to be at least 4.6 nm. If two of these
δ wires are laterally separated by an in-plane distance of less than 4.6 nm, we predict
that the resulting energy splitting would reduce the conductance of each of the wires
at low voltage biases.
Futhermore, we used the band structure of a phosphorus δ wire, calculated by our
density-functional method, as an input to a nonequilibrium Green’s functions (NEGF)
model for electronic transport. Using this model, we calculated the I-V characteristics
of two δ wires that have recently been measured in experiment. We found the I-V
characteristics of the δ wire, with a cross-sectional width of 4.6 nm, were linear and
agreed with experiment to within a factor of two. Our NEGF model is for ballistic
transport only, and therefore it is unable to reproduce the I-V characteristics of the
other wire measured in experiment, which has a cross-sectional width of 1.5 nm. This
discrepancy suggests that ballistic transport dominates the I-V characteristics of the
wider δ wire, which has more conducting modes available for electronic transport
than the narrower δ wire. We expect donor disorder to have a larger effect on the
transport properties of the narrower δ wire. In the future, this NEGF model could be
extended to model nonballistic transport and the effect of donor disorder.
We have presented a self-consistent method for the calculation of electronic prop-
erties of phosphorus δ layers in silicon and germanium. The self-consistency of the
method is achieved within the Thomas-Fermi theory by insisting that the donor poten-
tial is related to the charge density of the donor electrons through Poisson’s equation.
The computational intensity of the calculations is thereby greatly reduced compared
to other tight-binding models because we avoid the need to iteratively solve for the
electrostatic field. The Thomas-Fermi theory for δ layers is exact in the high density
limit and we have shown that our method is able to reproduce the results of other com-
putational models at a doping density of 0.25 ML. This Thomas-Fermi method could
therefore be used for the calculation of transport properties in phosphorus δ layers.
A phosphorus δ layer in germanium was shown to have conduction valley minima
at M, Γ and 0.24X in the primitive tetragonal Brillouin zone. We predict a δ state
for germanium at M with a M1 −M2 valley splitting of 16 meV. Because this energy
splitting is larger than the Γ1 − Γ2 valley splitting of a phosphorus δ layer in silicon,
we expect experimental measurements to be more sensitive to the valley splitting of
a δ layer in germanium. Finally, a δ layer in germanium was found to have a greater
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number of occupied conducting modes compared to a δ layer in silicon, which sug-
gests a higher conductivity for a δ layer in germanium at low voltage biases.
There are a number of possible extensions for this work. In the calculation of
the electronic transport properties, for instance, one can self-consistently solve the
NEGF-Poisson equations. This step allows the change in the electron-density within a
device, due to an applied voltage bias, to be modelled accurately. In addition, we could
increase the size of the basis set used in these NEGF calculations by switching from
a single-band to a multi-band effective-mass model. This multi-band model would
provide a way of introducing the energy splitting between each of the occupied bands
observed in our results and those of empirical tight-binding models [92, 125].
For the calculations of a single phosphorus donor atom in silicon, there are also av-
enues of future work that could be pursued. The posited overscreening of the donor
electron by density-functional theory could be investigated further by trialling dif-
ferent exchange-correlation functionals. For example, the Perdew-Zunger exchange-
correlation functional, which is able to recover Rydberg states for atoms. Finally, this
model could be extended by using it to calculate the hyperfine coupling constant, for
a phosphorus donor atom in silicon, from first principles. One could investigate the
change in the electronic and structural properties of this donor atom with distance
from a (001) silicon surface. The variation in the hyperfine coupling constant with
distance from this surface could also be investigated in this way. These results would
have a significant impact on the field of quantum-information processing where, in
Kane’s proposal [50], qubit architectures are based on phosphorus donor atoms be-
neath a silicon surface on which control electrodes are placed.
In closing, we have studied the electronic structure, and transport properties, of
phosphorus δ layers and δ wires in silicon, and the electronic structure of a phospho-
rus δ layer in germanium. We have also investigated the electronic properties of a
single phosphorus donor in silcon. A number of very different theoretical approaches
have been used in order to overcome some of the current issues facing the field, e.g. the
computational cost of atomistic models and a lack of comparable experiment results.
The computational models presented in this thesis use effective-mass theory; tight-
binding theory; and density-functional theory; as well as the nonequilibrium Green’s
functions formalism. It is through the combination of these varied approaches that we
have been able to further our understanding of these novel semiconductor systems.
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Appendix A
Green’s function
Given some differential operator L, the Green’s function G(r1,r2) is defined as [5]
LG(r1,r2) = δ(r1 − r2) (A.1)
where δ(r1 − r2) is the Dirac delta function [28]. From (A.1) the particular solution
p(r1) of the differential equation:
Lp(r1) = q(r1)
can be found by
LG(r1,r2) = δ(r1 − r2)
LG(r1,r2)q(r2) = δ(r1 − r2)q(r2)∫
LG(r1,r2)q(r2)dr2 =
∫
δ(r1 − r2)q(r2)dr2
L
∫
G(r1,r2)q(r2)dr2 = q(r1)
L
∫
G(r1,r2)q(r2)dr2 = Lp(r1)∫
G(r1,r2)q(r2)dr2 = p(r1)
p(r1) =
∫
G(r1,r2)q(r2)dr2
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Appendix B
Green’s function for the
time-independent Schrödinger
equation
This section was written with the help of Economou [28].
Given some quantum state, the time-independent Schrödinger equation (TISE) can be
expressed as
H(r1)ψ(r1) = Eψ(r1) (B.1)
where H(r1) is the Hamiltonian operator in the position basis, ψ(r1) is the wave-
function of the quantum state in the position basis and E is the energy of the quan-
tum state. To define the Green’s function for (B.1), we rearrange this equation and
re-express the TISE through a new operator:
[E −H(r1)]ψ(r1) = 0
The operator [E −H(r1)] is energy dependent and, therefore, so is the Green’s function
for this operator. From (A.1) the Green’s function for [E −H(r1)] is defined as
[E −H(r1)]G(r1,r2;E) = δ(r1 − r2) (B.2)
where G(r1,r2;E) is an energy-dependent Green’s function. This Green’s function can
be expressed in terms of the eigenvalues n and eigenfunctions φn of H. First, we
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rewrite (B.2) in Dirac notation using the following definitions.
δ(r1 − r2) ≡ 〈r1|r2〉 (B.3)
G(r1,r2;E) ≡ 〈r1|G |r2〉
=⇒ H(r1)G(r1,r2;E) = 〈r1|HG |r2〉 (B.4)
δ(r1 − r2)H(r1) ≡ 〈r1|H |r2〉 (B.5)
Expanding the left-hand side of (B.2), we get
E ×G(r1,r2;E)−H(r1)×G(r1,r2;E) = δ(r1 − r2) (B.6)
and substituting (B.3), (B.4) and (B.5) into (B.6), we have
〈r1|E ×G |r2〉 − 〈r1|HG |r2〉 = 〈r1|r2〉
〈r1|r2〉 = 〈r1|E ×G |r2〉 − 〈r1|HG |r2〉
〈r1|r2〉 = E 〈r1|G |r2〉 − 〈r1|HG |r2〉"
|r1〉〈r1|r2〉〈r2|dr1dr2 = E
"
|r1〉〈r1|G |r2〉〈r2|dr1dr2
−
"
|r1〉〈r1|HG |r2〉〈r2|dr1dr2
1 = E ×G −HG
1 = [E −H]G (B.7)
Next, because H is hermitian it has a complete set of eigenfunctions {φn} and real
eigenvalues {n}, which is expressed through the following eigenvalue equation.
H(r1)φn(r1) = nφn(r1)
If E , n, then (B.7) has the solution
G =
1
E −H (B.8)
Now, if {φn} is orthonormal then
δ(r1 − r2) =
∑
n
φ∗n(r2)φn(r1) (B.9)
In Dirac notation, the eigenfunctions φ∗n(r2) and φn(r1) are defined as
φn(r1) ≡ 〈r1|φn〉 (B.10)
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φ∗n(r2) ≡ 〈φn|r2〉 (B.11)
Substituting (B.3), (B.10) and (B.11) into (B.9), we obtain
〈r1|r2〉 =
∑
n
〈φn|r2〉〈r1|φn〉
=⇒ 〈r2|r1〉 =
∑
n
〈r2|φn〉〈φn|r1〉"
|r2〉〈r2|r1〉〈r1|dr1dr2 =
" ∑
n
|r2〉〈r2|φn〉〈φn|r1〉〈r1|dr1dr2
1 =
∑
n
"
|r2〉〈r2|φn〉〈φn|r1〉〈r1|dr1dr2
1 =
∑
n
|φn〉〈φn| (B.12)
Then we multiply (B.8) by (B.12) to get
G =
1
E −H
∑
n
|φn〉〈φn|
G =
∑
n
1
E −H |φn〉〈φn| (B.13)
G =
∑
n
|φn〉〈φn|
E − n (B.14)
where (B.13) to (B.14) follows from H|φn〉 = n|φn〉 and f (H)|φn〉 = f (n)|φn〉. Finally,
transforming (B.14) back to the position basis yields
〈r1|G|r2〉 =
∑
n
〈r1|φn〉〈φn|r2〉
E − n
G(r1,r2;E) =
∑
n
φn(r1)φ∗n(r2)
E − n (B.15)
Because H is hermitian, it’s eigenvalues are real and, therefore, G has simple poles at
E ∈ {} if=(E) = 0. Conversely, the poles of G are the set of eigenvalues {} of H. If
=(E) = 0 and E ∈ {}, G must be defined as either of the following two limits [28].
These are the retarded (G+) and advanced (G−) Green’s functions for the TISE.
G+(r1,r2;E) = lim
η→0+
∑
n
φn(r1)φ∗n(r2)
E + iη − n (B.16)
G−(r1,r2;E) = lim
η→0−
∑
n
φn(r1)φ∗n(r2)
E − iη − n
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where 0+ and 0− are positive and negative infinitesimal real numbers, respectively.
This infinitesimal number must be finite in a numerical calculation. In practice, it can
be made arbitrarily small and is chosen to optimise both accuracy and computational
tractability.
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Appendix C
Analytical solution for self-energy
matrices
For a one-dimensional chain of N atoms in the tight-binding approximation, with
couplings between first nearest-neighbour atoms only, the surface Green’s functions
of the source and the drain contacts can be solved for analytically. If there is also only
one state per atom in the chain, this system is described by (2.33):
H =
N∑
i
ε|ϕi〉〈ϕi |+
N∑
i,j,i,j
t|ϕi〉〈ϕj |
where atoms i and j are first nearest-neighbours. If we model the source and drain
as semi-infinite extensions of the channel, the coupling of the channel to the contacts
is simply equal to the coupling between any two nearest neighbour atoms. For this
system, the self-energy matrices are therefore a 1× 1 matrix:
τ†d(1,0;E) = τd(0,1;E) = t (C.1)
However, if the source and drain are semi-infinite, we cannot write down their Hamil-
tonian matrices nor carry out the matrix inversion to calculate the self-energy matri-
ces. To continue, let us simplify the system by taking away the source and hence
consider only a drain coupled to the channel. The surface Green’s function for the
drain is equal to the surface Green’s function for the source because of the symmetry
of the source-channel-drain (SCD) system. We can then reexpress (2.47) as
Σd = τ
†
dgdτd (C.2)
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a
Figure C.1: Schematic of a one-dimensional chain of atoms.
Substituting (C.1) into (C.2) we get
Σd(1,1;E) = t
2g+d(1,1;E) (C.3)
and zeroes for all other elements of Σd. The matrix elements of the surface Green’s
function matrix for the drain can be expressed in terms of the eigenfunction expansion
of the retarded Green’s functions through (B.16)
gd
+(p,q;E) =
∑
n
φn(p)φ∗n(q)
E + i0+ − εn (C.4)
where the functionsφn are eigenfunction solutions to the matrix Schrödinger equation
for the drain in isolation. However, as illustrated in Figure C.1, the drain is a semi-
infinite chain of atoms. Therefore, the eigenfunctions of this system are not discrete
but form a continuum and so we must write (C.4) as the integral:
gd
+(p,q;E) =
1
2pi
∫ pi
−pi
φk(p)φ∗k(q)
E + i0+ − εk dk (C.5)
where the eigenfunctions are given by
φk(p) =
√
2sin(kp) (C.6)
We can show this by considering a channel-drain system where the channel is com-
prised of a single atom and the drain is semi-infinite in the positive x-direction. This
channel-drain system is illustrated in Figure C.1. The time-independent Schrödinger
equation for the drain is
− ~
2
2m
∂2
∂x2
φk(x) = εkφk(x)
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where the potential energy in the drain is U (x) = 0. From Figure C.1, it is obvious that
x = pa, and therefore
− ~
2
2m
∂2
∂x2
φk(pa) = εkφk(pa)
where p ∈ {1,2,3, . . .}. If we let a = 1 then
− ~
2
2m
∂2
∂x2
φk(p) = εkφk(p) (C.7)
Because the drain is semi-infinite, the eigenfunctions φk must be zero at p = 1 and
p = ∞. Therefore, the boundary conditions are φk(1) = 0 and φk(∞) = 0 . These
boundary conditions are satisfied by the following function.
φk(p) = Asin(kp) (C.8)
where k = npiL∞ , n ∈ {1,2,3, . . .}, and L∞ is the length of the drain in the limit as L→∞.
From first principles, we have
∂
∂x
f (x) = lim
a→0
1
a
[f (x+ a)− f (x)]
Therefore, if a is sufficiently small
∂
∂x
f (x) ≈ 1
a
[f (x+ a)− f (x)]
and
∂2
∂x2
f (x) ≈ 1
a2
[f (x+ 2a)− f (x+ a)− f (x+ a) + f (x)]
∂2
∂x2
f (x) ≈ 1
a2
[f (x+ 2a)− 2f (x+ a) + f (x)]
Substituting in for φk(p) and dropping the approximately equals sign we have
∂2
∂x2
φk(p) =
1
a2
[φk(p − 1)− 2φk(p) +φk(p+ 1)] (C.9)
Now substituting (C.9) into (C.7) we get
−~2
2ma2
[φk(p − 1)− 2φk(p) +φk(p+ 1)] = εkφk(p)
which simplifies to
t [φk(p − 1)− 2φk(p) +φk(p+ 1)] = εkφk(p) (C.10)
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if we let t = ~2/2ma2. Next, we substitute (C.6) into (C.10) to get
εk sin(kp) = −t (sin(kp − k)− 2sin(kp) + sin(kp+ k))
εk = −t
(
sin(kp − k)
sin(kp)
− 2 + sin(kp+ k)
sin(kp)
)
εk = −t
(
sin(kp)cos(k)
sin(kp)
− cos(kp)sin(k)
sin(kp)
− 2 + sin(kp)cos(k)
sin(kp)
+
cos(kp)sin(k)
sin(kp)
)
εk = t
(
2 +
2sin(kp)cos(k)
sin(kp)
)
εk = 2t − 2t cos(k)
Therefore, in the tight-binding approximation, the energy-dispersion relation for the
isolated semi-infinite drain is given by
εk = 2t − 2t cos(k)
with eigenfunctions given by
φk(p) = Asin(kp)
where normalising across the first Brillouin zone yields A =
√
2. If we let ε = 2t, we
get
εk = ε − εcos(k)
εk = ε (1− cos(k)) (C.11)
To evaluate the surface Green’s function for the drain, we substitute (C.11) and (C.6)
into (C.5) to get
gd
+(p,q;E) =
1
pi
∫ pi
−pi
sin(kp)sin(kq)
E + i0+ − ε (1− cos(k))dk (C.12)
We can now substitute (C.12) into (C.3) to find the self-energy matrix for the drain,
which has elements given by
Σd(p,q;E) = τ
†
d(p,q − 1;E)gd+(p,q;E)τd(p − 1,q;E)
Σd(1,1;E) = τ
†
d(1,0;E)gd
+(1,1;E)τd(0,1;E)
= t2gd
+(1,1;E)
=
t2
pi
∫ pi
−pi
sin(k)sin(k)
E + i0+ − ε (1− cos(k))dk
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where we have again used (C.1) to simplify the expression. Let δ = E − ε, then
Σd(1,1;E) =
t2
pi
∫ pi
−pi
sin2 (k)
δ − εcos(k)dk (C.13)
We have dropped the i0+ in the denominator of the fraction inside the integral and
therefore this fraction diverges when δ = εcos(k). Because the integrand contains
trigonometric functions, this integral can be rewritten as a complex line integral around
the unit circle. Evaluating this integral, using the result from Appendix E, we find
Σd(1,1;E) = t exp(ika) (C.14)
This equation completely specifies the self-energy matrix for a semi-infinite drain, in
one dimension, because all other elements of the self-energy matrix are equal to zero.
The self-energy matrix for the source can be found in the same way.
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Appendix D
Numerical solutions for self-energy
matrices
D.1 Dyson equation for a contact
As an alternative to the analytical solution, the Green’s functions for the contacts, or
surface Green’s functions, can be solved for using numerical methods. That is, by
using recursion to solve the Dyson equation for the system. To derive this equation,
we begin with the time-independent Schrödinger equation (TISE). In matrix form, the
TISE can be written as
HΨn = EnIΨn (D.1)
whereH is the Hamiltonian matrix of the system, andΨn is an eigenvector that rep-
resents the nth eigenstate of that system with a corresponding eigenvalue or eigenen-
ergy En. We now rewrite the above equation by defining a new matrix K, such that the
matrix equation becomes
KΨn = 0 (D.2)
where K = [EI−H] and 0 is a null matrix with the same dimension as K. The matrix
Green’s function of the system is then defined as
KG = I (D.3)
where I is an identity matrix with the same dimension as K. From this, it follows
that
G = K−1
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G = [EI−H]−1 (D.4)
Let us write the matrix Green’s function for a system of non-interacting particles as
G0 = [EI−H0]−1 (D.5)
where H0 is the Hamiltonian matrix for this system. We can also specify a matrix
Green’s function for a system of ‘mostly’ non-interacting particles, where two particles
are interacting, written as
G1 = [EI−H1]−1 (D.6)
where
H1 = H0 +C1 (D.7)
and C1 is a matrix of the same dimension as H0 which describes the coupling
between the two interacting particles only. From this, the matrix Green’s function for
a system of (n+ 2) interacting particles can be written as
Gn+1 = [EI−Hn −Cn+1]−1 (D.8)
where
Hn = Hn−1 +Cn (D.9)
and Hn is the Hamiltonian matrix for a system of (n + 1) particles, with a matrix
Green’s function defined by
Gn = [EI−Hn]−1 (D.10)
Rearranging (D.10) gives
[EI−Hn] = G−1n (D.11)
which can then be substituted into (D.8) to yield
Gn+1 = [G
−1
n −Cn+1]−1 (D.12)
which, when rearranged, becomes
[G−1n −Cn+1]Gn+1 = I
G−1n Gn+1 −Cn+1Gn+1 = I
G−1n Gn+1 = I+Cn+1Gn+1
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Gn+1 = Gn +GnCn+1Gn+1 (D.13)
(D.13) is the Dyson equation for a system of (n+2) interacting particles. This equation
must be solved recursively to compute the surface Green’s functions and, therefore,
contact self energies. Sections 5.1.1 and D.2 are devoted to numerical methods for
solving this equation.
D.2 A simple recursive algorithm for solving theDyson equa-
tion of a contact
The simplest of the recursive algorithm available for computing the surface Green’s
functions is presented in this section. If the system of particles is a one-dimensional
tight-binding chain of atoms, where the only coupling t is between first nearest-neighbour
atoms, then Cn+1, which is a matrix that defines the coupling of the (n+ 2)th particle
to a system of (n+ 1) interacting particles, is defined as
Cn+1 = t
(
|n+ 1〉〈n|+ |n〉〈n+ 1|
)
(D.14)
Substituting this into (D.13) yields
Gn+1 =Gn + t
(
Gn |n+ 1〉〈n|Gn+1 +Gn |n〉〈n+ 1|Gn+1
)
〈n+ 1|Gn+1 |n+ 1〉 =〈n+ 1|Gn |n+ 1〉+ t
(
〈n+ 1|Gn |n+ 1〉〈n|Gn+1 |n+ 1〉 . . .
. . .+ 〈n+ 1|Gn |n〉〈n+ 1|Gn+1 |n+ 1〉
)
(D.15)
If Gn is the matrix Green’s function for a system of (n + 1) interacting particles only,
then the coupling between this system and the (n+ 2)th particle is equal to zero.
〈n+ 1|Gn |n〉 = 0 (D.16)
Therefore, the second term inside the brackets in (D.15) is equal to zero.
〈n+ 1|Gn+1 |n+ 1〉 = 〈n+ 1|Gn |n+ 1〉+ t
(
〈n+ 1|Gn |n+ 1〉〈n|Gn+1 |n+ 1〉
)
(D.17)
Gn+1 is the matrix Green’s function for a system of (n + 2) interacting particles. The
coupling between the (n+ 1)th and (n+ 2)th particle is given by
〈n|Gn+1 |n+ 1〉 =〈n|Gn |n+ 1〉+ t
(
〈n|Gn |n+ 1〉〈n|Gn+1 |n+ 1〉 . . .
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. . .+ 〈n|Gn |n〉〈n+ 1|Gn+1 |n+ 1〉
)
(D.18)
Again 〈n|Gn |n+ 1〉 = 0 and therefore this equation simplifies to
〈n|Gn+1 |n+ 1〉 = t
(
〈n|Gn |n〉〈n+ 1|Gn+1 |n+ 1〉
)
(D.19)
(D.19) can be substituted into (D.17) to yield
〈n+ 1|Gn+1 |n+ 1〉 = 〈n+ 1|Gn |n+ 1〉+ t (〈n+ 1|Gn |n+ 1〉 t 〈n|Gn |n〉〈n+ 1|Gn+1 |n+ 1〉)
〈n+ 1|Gn+1 |n+ 1〉 = 〈n+ 1|Gn |n+ 1〉+ t2 (〈n+ 1|Gn |n+ 1〉〈n|Gn |n〉〈n+ 1|Gn+1 |n+ 1〉)
〈n+ 1|Gn |n+ 1〉 = 〈n+ 1|Gn+1 |n+ 1〉 − t2 (〈n+ 1|Gn |n+ 1〉〈n|Gn |n〉〈n+ 1|Gn+1 |n+ 1〉)
〈n+ 1|Gn |n+ 1〉 =
[
1− t2 (〈n+ 1|Gn |n+ 1〉〈n|Gn |n〉)
]
〈n+ 1|Gn+1 |n+ 1〉
〈n+ 1|Gn+1 |n+ 1〉 = 〈n+ 1|Gn |n+ 1〉1− t2 (〈n+ 1|Gn |n+ 1〉〈n|Gn |n〉) (D.20)
Letting n = 0, (D.20) simplifies to
〈1|G1 |1〉 = 〈1|G0 |1〉1− t2 (〈1|G0 |1〉〈0|G0 |0〉) (D.21)
Earlier, we defined a matrix K such that
G = K−1
From this, it follows that
G0 = K
−1
0
〈1|G0 |1〉 = 〈1|K−10 |1〉
〈1|G0 |1〉 = (〈1|K0 |1〉)−1
〈1|G0 |1〉 = (〈1| [EI−H0] |1〉)−1
〈1|G0 |1〉 = (E 〈1|I |1〉 − 〈1|H0 |1〉)−1
〈1|G0 |1〉 = (E − ε1)−1 (D.22)
where we have used the relation 〈1|K−10 |1〉 = (〈1|K0 |1〉)−1 which is only valid if the
matrix K0 is diagonal. The value of 〈1|G0 |1〉 is infinite when the independent variable
E is equal to the eigenenergy ε1. Therefore, it is convenient to shift the singularities in
this expression off the real axis by adding a positive infinitesimal to E. The ‘retarded
matrix Green’s function’, written as
〈1|G0 |1〉 = (E + i0+ − ε1)−1 (D.23)
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where 0+ is a positive infinitesimal. Substituting (D.23) into (D.21) gives
〈1|G1 |1〉 = (E + i0
+ − ε1)−1
1− t2 (E + i0+ − ε1)−1 〈0|G0 |0〉
〈1|G1 |1〉 = 1[
E + i0+ − ε1
][
1− t2 (E + i0+ − ε1)−1 〈0|G0 |0〉
]
〈1|G1 |1〉 = 1[
E + i0+ − ε1 − t2 〈0|G0 |0〉
]
〈1|G1 |1〉 =
[
E + i0+ − ε1 − t2 〈0|G0 |0〉
]−1
(D.24)
where, in general, this equation is written as
〈n+ 1|Gn+1 |n+ 1〉 =
[
E + i0+ − εn+1 − t2 〈n|Gn |n〉
]−1
(D.25)
The retarded matrix Green’s function of a system of (n + 2) interacting particles can
therefore be determined iteratively, using (D.25), starting from a system of only one
interacting particle, i.e. a non-interacting system.
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Appendix E
The integral
∫ pi
−pi
sin2 (k)
δ−εcos(k)dk
In this appendix, we will evaluate the following integral.
Σd(1,1;E) =
t2
pi
∫ pi
−pi
sin2 (k)
δ − εcos(k)dk (E.1)
Let
z = eik
then
1
z
= e−ik
1
z
= cosk − i sink
cosk =
1
z
+ i sink
z =
1
z
+ i sink + i sink
z =
1
z
+ 2i sink
sink =
1
2i
(
z − 1
z
)
(E.2)
cosk =
1
z
+
1
2
(
z − 1
z
)
cosk =
1
2
(
z+
1
z
)
(E.3)
and
z = eik
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dz
dk
= ieik
dz
dk
= iz
dk =
dz
iz
(E.4)
Substituting (E.2), (E.3), and (E.4) into (E.1), we have
Σd(1,1;E) =
−t2
pi
∫ k=pi
k=−pi
1
4
(
z − 1z
)2
δ − ε 12
(
z+ 1z
) dz
iz
Σd(1,1;E) =
−t2
2ipi
∮
Γ
(
z − 1z
)2
2δz − εz
(
z+ 1z
)dz
where Γ is a path around the unit circle. This simplifies to
Σd(1,1;E) =
−t2
2ipi
∮
Γ
(
z − 1z
)2
2δz − εz2 − εdz
Σd(1,1;E) =
t2
2ipiε
∮
Γ
(
z − 1z
)2
z2 − 2δzε + 1
dz
Let ∆ = δ/ε, then
Σd(1,1;E) =
t2
2ipiε
∮
Γ
(
z − 1z
)2
z2 − 2∆z+ 1dz
Further simplifying the denominator of the fraction inside the integrand leads to
Σd(1,1;E) =
t2
2ipiε
∮
Γ
(
z − 1z
)2
(z − z1) (z − z2)dz (E.5)
where
z1 = ∆+
√
∆2 − 1 (E.6)
z2 = ∆−
√
∆2 − 1 (E.7)
and we have used the following factorisation for the denominator.
0 = z2 − 2∆z+ 1
0 = z2 − 2∆z+∆2 −∆2 + 1
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∫ pi
−pi
SIN2 (K)
δ−εCOS(K)DK
0 = z2 − 2∆z+∆2 −
(
∆2 − 1
)
0 = (z −∆)2 −
(
∆2 − 1
)
(z −∆)2 = ∆2 − 1
z −∆ = ±
√
∆2 − 1
z = ∆±
√
∆2 − 1
Finally, simplifying the numerator of the fraction inside the integrand results in the
following expression.
Σd(1,1;E) =
t2
2ipiε
∮
Γ
z2 − 2 + 1z2
(z − z1) (z − z2)dz
Σd(1,1;E) =
t2
2ipiε
∮
Γ
z4 − 2z2 + 1
z2 (z − z1) (z − z2)dz
Let
f (z) =
z4 − 2z2 + 1
z2 (z − z1) (z − z2) (E.8)
then
Σd(1,1;E) =
t2
2ipiε
∮
Γ
f (z)dz (E.9)
and it is obvious that the integrand has three isolated singularities. These singularities
are at z = z0 = 0, z = z1, and z = z2. (E.9) can be evaluated by using the Residue
Theorem, which states ∮
Γ
f (z)dz = 2ipi
∑
n
Res(f ;zn) (E.10)
where zn are isolated singularities inside the closed loop Γ and Res(f ;zn) is the residue
of the function f (z) at zn. Substituting (E.10) into (E.9) we get
Σd(1,1;E) =
t2
ε
∑
n
Res(f ;zn)
=
t2
2t
∑
n
Res(f ;zn)
Σd(1,1;E) =
t
2
∑
n
Res(f ;zn) (E.11)
The above summation extends over only those singularities that are inside the closed
loop Γ . To determine which singularities are inside Γ we will use the following equa-
tion.
z2 − 2∆z+ 1 = (z − z1) (z − z2)
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z2 − 2∆z+ 1 = z2 − zz1 − zz2 + z1z2
z2 − 2∆z+ 1 = z2 − z (z1 + z2) + z1z2
z2 − 2∆z+ 1 = z2 − 2∆z+ z1z2
z1z2 = 1
Or, using (E.6) and (E.7):
|z1z2| = 1
From (E.6) and (E.7) we also have |z1| > |z2| if ∆ > 0. Therefore |z1| > 1 and |z2| < 1 as
we know |z1z2| = 1. And so if ∆ > 0, the pole at z = z2 is inside the closed loop Γ and
the pole at z = z1 is outside Γ . (E.11) can then be reexpessed as
Σd(1,1;E) =
t
2
(
Res(f ;z0) + Res(f ;z2)
)
Σd(1,1;E) =
t
2
(
Res(f ;0) + Res(f ;z2)
)
(E.12)
The residue of the function f (z) at the singularity zn can be found by
Res(f ;zn) = limz→zn
1
(m− 1)!
dm−1
dzm−1
(
(z − zn)m f (z)
)
where m is the order of the pole at zn. For the singularity at z = z0 in (E.8), the pole is
second order so m = 2. Therefore we have
Res(f ;z0) = limz→z0
1
(2− 1)!
d2−1
dz2−1
(
(z − z0)2 f (z)
)
= lim
z→z0
d
dz
(
(z − z0)2 f (z)
)
= lim
z→z0
d
dz
( (z − z0)2 (z4 − 2z2 + 1)
z2 (z − z1) (z − z2)
)
Res(f ;0) = lim
z→0
d
dz
( z2 (z4 − 2z2 + 1)
z2 (z − z1) (z − z2)
)
= lim
z→0
d
dz
(
z4 − 2z2 + 1
z2 − zz1 − zz2 + z1z2
)
= lim
z→0
(
4z3 − 4z
)(
z2 − zz1 − zz2 + z1z2
)
−
(
z4 − 2z2 + 1
)
(2z − z1 − z2)
(z2 − zz1 − zz2 + z1z2)2
=
(0− 0)(0− 0− 0 + z1z2)− (0− 0 + 1)(0− z1 − z2)
(0− 0− 0 + z1z2)2
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∫ pi
−pi
SIN2 (K)
δ−εCOS(K)DK
=
z1 + z2
(z1z2)
2
= ∆+
√
∆2 − 1 +∆−
√
∆2 − 1
Res(f ;0) = 2∆ (E.13)
Next, for the singularity at z = z2 in (E.8), the pole is first order so m = 1 and we have
Res(f ;z2) = limz→z2
1
(1− 1)!
d1−1
dz1−1
(
(z − z2)1 f (z)
)
= lim
z→z2
d0
dz0
(
(z − z2)f (z)
)
= lim
z→z2
(z − z2)f (z)
= lim
z→z2
(z − z2)
(
z4 − 2z2 + 1
)
z2 (z − z1) (z − z2)
= lim
z→z2
(
z4 − 2z2 + 1
)
z2 (z − z1)
=
(
z42 − 2z22 + 1
)
z22 (z2 − z1)
=
z22
(
z22 − 2 + 1z22
)
z22 (z2 − z1)
=
(
z22 − 2 + 1z22
)
z2 − z1
Res(f ;z2) =
(
z2 − 1z2
)2
z2 − z1
Let
N =
(
z2 − 1z2
)2
(E.14)
and
D = z2 − z1 (E.15)
then
Res(f ;z2) =
N
D
(E.16)
Substituting (E.6) and (E.7) into (E.15) and simplifying, we obtain
D = z2 − z1
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α∆
1
√
∆2 − 1
Figure E.1: A right-angled triangle with a height of length
√
∆2 − 1 and a base of length 1.
By Pythagoras’ rule, the length of the hypotenuse must be equal to ∆.
D = ∆−
√
∆2 − 1−∆−
√
∆2 − 1
D = −2
√
∆2 − 1 (E.17)
Substituting (E.6) and (E.7) into (E.14) and simplifying, we get
N =
(
z2 − 1z2
)2
√
N = z2 − 1z2√
N = ∆+
√
∆2 − 1− 1
∆+
√
∆2 − 1
√
N =
(
∆+
√
∆2 − 1
)2 − 1
∆+
√
∆2 − 1
√
N =
∆2 + 2∆
√
∆2 − 1 +
(
∆2 − 1
)
− 1
∆+
√
∆2 − 1
√
N =
2∆2 + 2∆
√
∆2 − 1− 2
∆+
√
∆2 − 1
√
N = 2
∆2 +∆√∆2 − 1− 1
∆+
√
∆2 − 1

√
N = 2
∆
(
∆+
√
∆2 − 1
)
∆+
√
∆2 − 1
− 1
∆+
√
∆2 − 1

√
N = 2
(
∆− 1
∆+
√
∆2 − 1
)
(E.18)
Now let us make a substitution by using Figure E.1. From this triangle, it follows that
tanα =
√
∆2 − 1 (E.19)
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∫ pi
−pi
SIN2 (K)
δ−εCOS(K)DK
and
secα = ∆ (E.20)
Substituting (E.19) and (E.20) into (E.18), we have
√
N = 2
(
secα − 1
secα + tanα
)
√
N = 2
 1cosα − 11
cosα +
sinα
cosα

√
N = 2
( 1
cosα
− cosα
1 + sinα
)
√
N = 2
(
1
cosα
− cosα (1− sinα)
(1 + sinα) (1− sinα)
)
√
N = 2
(
1
cosα
− cosα (1− sinα)
1− sin2α
)
√
N = 2
(
1
cosα
− cosα (1− sinα)
cos2α
)
√
N = 2
(
1− (1− sinα)
cosα
)
√
N = 2
( sinα
cosα
)
√
N = 2tanα
N =
(
2
√
∆2 − 1
)2
(E.21)
Next, substituting (E.17) and (E.21) into (E.16) we have
Res(f ;z2) =
(
2
√
∆2 − 1
)2
−2√∆2 − 1
Res(f ;z2) = −4
√
∆2 − 1
2
Res(f ;z2) = −2
√
∆2 − 1 (E.22)
Finally, substituting (E.13) and (E.22) into (E.12) we get
Σd(1,1;E) =
t
2
(
2∆− 2
√
∆2 − 1
)
Σd(1,1;E) = t
(
∆−
√
∆2 − 1
)
(E.23)
Σd(1,1;E) = t
(
∆− i
√
1−∆2
)
(E.24)
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β1
∆
√
1−∆2
Figure E.2: A right-angled triangle with a height of length
√
1−∆2 and a base of length
∆. By Pythagoras’ rule, the length of the hypotenuse must be equal to 1.
From the triangle in Figure E.2, it follows that
sinβ =
√
1−∆2 (E.25)
and
cosβ = ∆ (E.26)
Substituting (E.25) and (E.26) into (E.24) we obtain
Σd(1,1;E) = t (cosβ − i sinβ)
Σd(1,1;E) = t exp(−iβ)
From (E.26), it also follows that
β = arccos(∆)
and therefore
Σd(1,1;E) = t exp(−i arccos∆)
= t exp
(
−i arccos
(δ
ε
))
= t exp
(
−i arccos
(E − ε
ε
))
= t exp
(
−i arccos
(E − ε
ε
))
Σd(1,1;E) = t exp
(
−i arccos
(E − 2t
2t
))
(E.27)
Rearranging (C.11) we have
E = ε − εcos(k)
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∫ pi
−pi
SIN2 (K)
δ−εCOS(K)DK
E = 2t − 2t cos(k)
cos(k) = −
(E − 2t
2t
)
k = arccos
(
−
(E − 2t
2t
))
(E.28)
k = −arccos
(E − 2t
2t
)
(E.29)
where E = εk . Substituting (E.29) into (E.27) we obtain
Σd(1,1;E) = t exp(ik)
which is the analytic solution to the self-energy of a one-dimensional semi-infinite
source contact, coupled to a channel region, as stated in Appendix C.
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Appendix F
Calculation of the screened
impurity potential for a shallow
donor
To calculate the screened impurity potential that is defined in Section 6.4, it is neces-
sary to compute the integral in (6.11) which we restate below.
Ve(r) =
∫ ∞
−∞
−1(q)V ′e (q)exp(iq · r) d
3q
(2pi)3
(F.1)
where (q) is a dielectric function for silicon and V ′e (q) is the Fourier transform of the
unscreened impurity potential. Transforming (F.1) to spherical polar coordinates, we
have
Ve(r) =
1
(2pi)3
∫ 2pi
0
∫ pi
0
∫ ∞
0
−1(q)V ′e (q)exp(iqr cosθ)q2 sin(θ)dqdθdφ
as
d3q = q2 sin(θ)dqdθdφ
and
q = q
(
sinθ sinφiˆ+ sinθ cosφjˆ+ cosθkˆ
)
where we have defined r such that
r = rkˆ
We proceed by carrying out the integration over φ and θ.
Ve(r) =
1
(2pi)2
∫ pi
0
∫ ∞
0
−1(q)V ′e (q)exp(iqr cosθ)q2 sin(θ)dqdθ
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Ve(r) =
1
(2pi)2
∫ ∞
0
−1(q)V ′e (q)q2
(∫ pi
0
exp(iqr cosθ)sin(θ)dθ
)
dq
Ve(r) =
1
(2pi)2
∫ ∞
0
−1(q)V ′e (q)q2
(∫ θ=pi
θ=0
exp(iqr cosθ)
d cosθ
dθ
dθ
)
dq
Ve(r) =
1
(2pi)2
∫ ∞
0
−1(q)V ′e (q)q2
(∫ cosθ=−1
cosθ=1
exp(iqr cosθ)d cosθ
)
dq
Ve(r) =
1
(2pi)2
∫ ∞
0
−1(q)V ′e (q)q2
(
exp(iqr cosθ)
iqr
)∣∣∣∣∣∣cosθ=−1
cosθ=1
dq
Ve(r) =
1
(2pi)2
∫ ∞
0
−1(q)V ′e (q)q2
1
iqr
(
exp(−iqr)− exp(iqr)
)
dq
Ve(r) =
1
(2pi)2
∫ ∞
0
−1(q)V ′e (q)q2
1
iqr
(
− 2i sin(qr)
)
dq
Ve(r) =
−1
2pi2r
∫ ∞
0
−1(q)V ′e (q)q2
sin(qr)
q
dq (F.2)
If the screened impurity potential is defined as in (F.1), then the Fourier transform of
the unscreened impurity potential V ′e (r) must be given by
V ′e (q) =
∫ ∞
−∞
V ′e (r)exp(−iq · r)d3r (F.3)
It is easiest to evaluate this three-dimensional integral by reducing it to a one-dimensional
integral. We begin by transforming (F.3) to spherical polar coordinates using the fol-
lowing relations.
d3r = r2 sin(θ)drdθdφ (F.4)
V ′e (r) = V ′e (r,θ,φ) (F.5)
exp(−iq · r) = exp(−iqr cosθ) (F.6)
V ′e (q) = V ′e (q,θ,φ) (F.7)
Finally, V ′e (r,θ,φ) and V ′e (q,θ,φ) can be simplified to V ′e (r) and V ′e (r), respectively, be-
cause the unscreened impurity potential V ′e (r) is spherically symmetric. Substituting
(F.4), (F.5), (F.6), and (F.7) into (F.3) we get
V ′e (q) =
∫ 2pi
0
∫ pi
0
∫ ∞
0
V ′e (r)exp(−iqr cosθ)r2 sin(θ)drdθdφ
V ′e (q) = 2pi
∫ ∞
0
V ′e (r)r2
(∫ pi
0
exp(−iqr cosθ)sin(θ)dθ
)
dr
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V ′e (q) = 2pi
∫ ∞
0
V ′e (r)r2
(∫ θ=pi
θ=0
exp(−iqr cosθ)d cosθ
dθ
dθ
)
dr
V ′e (q) = 2pi
∫ ∞
0
V ′e (r)r2
(∫ cosθ=−1
cosθ=1
exp(−iqr cosθ)d cosθ
)
dr
V ′e (q) = 2pi
∫ ∞
0
V ′e (r)r2
(∫ cosθ=−1
cosθ=1
exp(−iqr cosθ)d cosθ
)
dr
V ′e (q) = 2pi
∫ ∞
0
V ′e (r)r2
(
exp(−iqr cosθ)
−iqr
)∣∣∣∣∣∣cosθ=−1
cosθ=1
dr
V ′e (q) =
−2pi
iq
∫ ∞
0
V ′e (r)r
(
exp(iqr)− exp(−iqr)
)
dr
V ′e (q) =
−2pi
iq
∫ ∞
0
V ′e (r)r
(
2i sin(qr)
)
dr
V ′e (q) =
−4pi
q
∫ ∞
0
V ′e (r)r sin(qr)dr (F.8)
The unscreened impurity potential V ′e (r), appearing in (F.8), is given by
V ′e (r) = V Ppp(r)−V Sipp(r) (F.9)
That is, it is the difference between two pseudopotentials. These pseudoptentials are
defined as
Vpp(r) =
{
g(r) : r < a
d/r : r > a
where g(r) is some function that is determined by how the pseudopotential has been
parameterised, d is a constant, and a is the core radius for the pseudopotential. Here
it is important to realise that the pseudopotential function reverts to a Coulombic
potential when r > a. Now, if a is the same for both V Ppp(r) and V
Si
pp(r) then the function
V ′e (r)r appearing in (F.8) will be given by
V ′e (r)r =
{
f (r) : r < a
c : r > a
where c is a constant and f (r) is some function of r that we need not define explic-
itly. The above definition of V ′e (r)r then allows us to break up the integral in (F.8) as
follows.
V ′e (q) =
−4pi
q
(∫ a
0
f (r)sin(qr)dr + c
∫ ∞
a
sin(qr)dr
)
(F.10)
To continue we let
I =
∫ ∞
a
sin(qr)dr
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and now attempt to carry out this integral. It may seem this integral does not con-
verge, but we can force it to converge by using some information about the physical
system that is being modelling, as we will explain afterwards. Rewriting the integral
I , we have
I = lim
b→0
∫ ∞
a
exp(−br)sin(qr)dr
I = lim
b→0
1
2i
∫ ∞
a
exp(−br)
(
exp(iqr)− exp(−iqr)
)
dr
I = lim
b→0
1
2i
(∫ ∞
a
exp(−[b − iq]r)dr −
∫ ∞
a
exp(−[b+ iq]r)dr
)
I = lim
b→0
1
2i
( [−exp(−[b − iq]r)
b − iq
]∣∣∣∣∣∣∞
a
−
[−exp(−[b+ iq]r)
b+ iq
]∣∣∣∣∣∣∞
a
)
As long as b ± iq > 0, we have
I = lim
b→0
1
2i
(
exp(−[b − iq]a)
b − iq −
exp(−[b+ iq]a)
b+ iq
)
I = lim
b→0
exp(−b)
2i
(
exp(iqa)
b − iq −
exp(−iqa)
b+ iq
)
I = lim
b→0
exp(−b)
2i
(
b (exp(iqa)− exp(−iqa)) + iq (exp(iqa) + exp(−iqa))
b2 + q2
)
I = lim
b→0
exp(−b)
2i
(
2b sin(qa) + 2iqcos(qa)
b2 + q2
)
I =
1
2i
(
2iqcos(qa)
q2
)
I =
cos(qa)
q
We have now evaluated the integral I by forcing the it to converge using a decaying
exponential function. This mathematical step is allowed because the wavefunction
in (6.13) and (6.2) is not defined from r = −∞ to r = ∞ but rather constrained by
the periodic boundaries of the supercell that is used in the our density-functional
calculations. Therefore we can safely apply an artificial cutoff to the integral I as long
as this cutoff is well outside the periodic boundaries of the supercell.
Substituting this result for I back into (F.10), we get
V ′e (q) =
−4pi
q
(∫ a
0
f (r)sin(qr)dr + c
cos(qa)
q
)
(F.11)
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We can now compute V ′e (q) numerically by using the pseudopotentials for phosphorus
V Ppp(r) and silicon V
Si
pp(r), from which we get the core radius a, the function f (r), and
the constant c. Then, using this result for V ′e (q), we can evaluate the expression for the
screened impurity potential V ′e (r) given in (F.2).
143
Appendix G
Band folding in the band structure
of a δ wire
In this thesis the band structure of the δ wires, in Chapter 4, is analysed with re-
spect to the band structure of bulk silicon. It is well-known that silicon is an indirect
bandgap semiconductor with a sixfold degenerate conduction band edge [60]. These
six conduction band edges are located at k0 ≈ 0.85(2pi/a) in the first BZ of the face-
centered cubic (FCC) Bravais lattice, one along each of the six 〈100〉 directions (where
a is the lattice constant of bulk silicon). The band structure of bulk silicon calculated
using a 2-atom FCC unit cell is shown in Fig. G.1, where XFCC is a point of high sym-
metry in the first Brillouin zone (BZ) of the FCC unit cell and the path Γ → XFCC lies
along one of the 〈100〉 directions in reciprocal space [10]. The conduction band edges
are located at k0 ≈ 0.85XFCC in Fig. G.1 as |XFCC| = 2pi/a. The band dispersion in the
neighborhood of the conduction band edges is approximately parabolic [24, 26] and,
therefore, in reciprocal space these conduction band edges can be represented in three
dimensions by spheroidal surfaces of constant energy [110] centered at k0, as shown in
Fig. G.2a. In this figure, the spheroidal surfaces are anisotropic because the curvature
of the band dispersion in silicon is anisotropic.
Fig. G.1 also shows the band structure of bulk silicon calculated using an 8-atom
simple cubic (SC) unit cell. From a comparison of the two band structures, we see the
location of the conduction band edges and, therefore, spheroids in reciprocal space
is dependent on the real-space unit cell that is used for the calculation, which is a
result of band folding as discussed in our earlier work (see Appendices 1 and 2 of
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Figure G.1: The band structure of bulk silicon calculated using a 2-atom face-centered
cubic (FCC) unit cell (solid lines) and an 8-atom simple cubic (SC) unit cell (squares).
These band structures were calculated using the method described in Chapter 4 with a
6× 6× 6 Monkhorst-Pack k-point grid.
Ref. [25]). In Fig. G.1, the BZ is folded about k = pi/a due to a doubling in the length
of the supercell in the [100] direction from 2.73 Å (for the FCC unit cell) to 5.46 Å (for
the SC unit cell). When the length of the unit cell is increased in one dimension, the
length of the BZ in the equivalent reciprocal dimension is decreased. The conduction
band edges are thereby folded along their corresponding reciprocal space dimension
towards the Γ point at k = (0,0,0). In general, when length of the BZ is decreased
in one dimension, the distance between the conduction band edge and the Γ point is
not certain to decrease, as this relationship is not monotonic. Rather, this distance
decreases on average as the length of the BZ in this dimension is decreased. The
conduction band edges have been folded from k0 ≈ 0.85(2pi/a) to k0 ≈ 0.15(2pi/a) in
Fig. G.1 and this is also shown in Fig. G.2b by the translation of the spheroids along
each of the cardinal k axes towards k = (0,0,0).
The band structure of bulk silicon calculated using a 1280-atom orthorhombic
(ORT) supercell (e.g., see Fig. 4.1b) is shown as the gray shaded region in Fig. 4.7.
There are two conduction band edges at energy zero; one at Γ and the other at k ≈
0.16(2pi/a). These are each doubly degenerate and, therefore, represent four of the
six conduction band edges of bulk silicon. The other two conduction band edges are
located at k ≈ −0.16(2pi/a) and are not shown as they are symmetrically equivalent
to those at k ≈ 0.16(2pi/a). The locations of the conduction band edges in reciprocal
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Figure G.2: A three-dimensional representation of the six-fold degenerate conduction
band minimum of bulk silicon showing the conduction band valleys as spheroidal sur-
faces of constant energy centered at k0 for (a) a FCC unit cell and (b) the same repre-
sentation for a SC unit cell, where the spheroids have been translated along each of the
cardinal k axes towards k = (0,0,0). (c) A two-dimensional representation of the six con-
duction band minima for a TET supercell, where the spheroids in (b) have been folded to
the kxky plane and (d) a one-dimensional representation of the six conduction band min-
ima for an ORT supercell, where the ellipses in (c) have been folded onto the line kx = ky .
The width of these ellipses perpendicular to the line kx = ky goes to zero in the limit as the
length of the ORT supercell in the [11¯0] direction tends to infinity. These surfaces have
been colored as a guide to the eye only.
space are dependent on the supercell that is used for the calculation and the resulting
band folding of the SC, and ultimately FCC, band structure. Therefore, the location
of the conduction band edges for the 1280-atom ORT supercell can be predicted from
the band structure calculated using the 8-atom SC unit cell and simple geometric
arguments.
To see how the SC band structure can be used to calculate the location of the con-
duction band edges for the 1280-atom ORT supercell, consider the simulation cell for
a phosphorus δ layer in silicon. We use a 16-atom tetragonal (TET) unit cell to repre-
sent δ-doped layers because the phosphorus atoms are doped in-plane at densities of
0.25 ML. The supercell needs to include at least four silicon atoms in the donor plane
so one of these atoms can be substituted by a phosphorus atom for a doping density
of one in four [12, 25].
The TET unit cell is rotated by 45◦ about the [001] axis compared to the 8-atom
SC unit cell. This rotation does not affect the location of the conduction band edges in
reciprocal space, only their relative position in the first BZ of the TET unit cell. The
length of the TET unit cell in the z (i.e. [001]) direction is greater than that of the SC
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unit cell and this folds the conduction band edges in the kz direction towards Γ . If
the length of the TET unit cell in the [001] direction is increased, it becomes a TET
supercell. If this TET supercell is large enough to separate the δ layer from its periodic
images in the [001] direction, then the conduction band edges in the kz direction are
folded to the Γ point. The conduction band edges are only approximately folded to Γ .
This approximation is only exact in the limit as the length of the TET unit cell in the
[001] direction tends to infinity. This folding is shown as a ‘flattening’ of the spheroids
to the kxky plane in Fig. G.2c. In this figure, there are conduction band edges located
at Γ and k ≈ 0.15(2pi/a) in the [100] direction, which have previously been reported
for a TET supercell [25].
The length of the simulation cell must also be large in the [11¯0] direction for a
δ wire so the one-dimensional confinement of the donor electrons can be modeled
accurately. In addition, the length of the simulation cell in the [11¯0] direction will
be different to the length of the simulation cell in the [001] direction (for atomistic
simulations) because of the different crystallographic symmetries in each of these di-
rections. Therefore, we must use an ORT supercell rather than a TET supercell to
simulate the δ wires.
The ORT supercell is elongated in the [11¯0] direction compared to the TET super-
cell, which shortens the equivalent reciprocal space dimension of the first BZ, parallel
to the [11¯0] k-space direction and perpendicular to the line kx = ky . The four con-
duction band edges at k ≈ 0.15(2pi/a), in Fig. G.2c, are thereby folded along the [11¯0]
k-space direction towards the line kx = ky , as is shown in Fig. G.2d. Two of the six
conduction band edges are located at k ≈ 1√
2
0.15(2pi/a) ≈ 0.11(2pi/a) along the line
kx = ky in Fig. G.2d and another two at k ≈ −0.11(2pi/a) along the same line. There
is also a 1/
√
2 contraction of the valleys for these four conduction band edges as a
result of this folding and, ultimately, the 45◦ rotation of the ORT supercell, relative
to the SC unit cell [26]. This 1/
√
2 contraction of the valleys causes an effective dou-
bling in the curvature of the band dispersion and, therefore, a reduction of 1/2 in the
corresponding effective mass [26]. In addition, the conduction band edges are only
approximately folded onto the line kx = ky . This approximation is only exact in the
limit as the length of the ORT supercell in the [11¯0] direction tends to infinity. There-
fore, the conduction band edge along the path Γ → XORT in Figure 4.7 is located at
k ≈ 0.46XORT ≈ 0.16(2pi/a) rather than k ≈ 0.11(2pi/a), where XORT = pi/
√
2a in the
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G. BAND FOLDING IN THE BAND STRUCTURE OF A δWIRE
[110] k-space direction. For double-row wires C and F, in Chapter 4, where the length
of the ORT supercell in the [11¯0] direction is larger, the same conduction band edge is
located at k ≈ 0.38XORT ≈ 0.13(2pi/a) in the [110] k-space direction. For these wires,
the ORT supercell is elongated in the [11¯0] direction so that the amount of silicon
cladding perpendicular to the phosphorus wires is at least 2.7 nm.
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