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Abstract - -Proceeding from works by Carroll [1] and O'ReUly [2,3] on the numerical treatment of the 
singularly perturbed Riccnti equation, two new schemes are developed in this paper. These schelnes 
exhibit uniform convergence, ven in certain cases which are not considered [1,2]. Several numerical 
examples are presented. 
1. INTRODUCTION 
The singularly perturbed scalar Riccati equation 
~z'(z) = c(z) z 2 + d(z) z + e(z), z(a) = zo, (1.1) 
where 6 E E - C 0, c0] is a small positive parameter and z E I -" [a, hi, is considered. This problem 
presents a boundary layer for certain conditions on the right-hand side of Equation (1.1). Such 
a phenomenon appears in more general problems of the type 
~y'(x) = f (x ,y ) ,  y(a) = Yo, (1.2) 
under certain restrictions on the function f and the initial value (see [4]). For the problem (1.1) 
we assume that e, d, e are real continuous functions, and that 
A(x)  -- d2(x) - 4c(z) e(x) > O, Vz e I. (1.3) 
(Observe that ACt ) < 0 for a certain t E I implies that the solution of (1.1) is unbounded as 
--. 0 +.) 
The goal of this paper is to obtain difference schemes ~u~'C) exhibiting uniform convergence 
with respect o 6, i.e., 
z,(zk) - u h'" < L h p, k = 0, 1, (b - a) (1.4) 
m " ' ' '  h ' 
for any uniform mesh {zk = a + kh, k = O, 1 , . . . ,  (b - a) /h},  where L,p(p E N) are constants 
independent of 6 and h, and z s(z) is the solution of (1.1). Hereafter, p will be called the order 
of convergence of the scheme. 
The usual difference schemes (Runge-Kuta, Multistep, etc.) do not yield uniform convergence 
for such problems. This fact will be illustrated by the simple example 
6z'  - 1 - z 2, z(O) - -  O. (1 .5)  
For fixed h > 0 and p : h/e, the solution of (1.5) is given at x 1 -" h by zs(h) = tanh(p). Now if 
we make use of the explicit Euler scheme { u~ }, we find that 
I z , (h) -uhl l - -*oo,  i f¢ ~0 +. 
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Furthermore, if we use an implicit Euler scheme, we get 
uh= ( - -1+~4p 2) 
(2p) 
Then I z , (h)  - --* 0, ff e --. 0+, but [z , (h)  - u~l > 0.2, if e = h. It follows that uniform 
convergence (on uniform meshes) cannot be achieved by these schemes. Similar phenomena 
occur when making use of classical difference schemes (see [5] for more details). For this reason, 
we shall be concerned with special algorithms applicable only to the problem (1.1). We know of 
two schemes which are uniformly convergent in the case A(z) > 0, Vx • I (additional restrictions 
must be imposed on the functions c, d, e and the initial value), the schemes given by Carroll [1] and 
O'Reilly [2]. The convergence order is one (p = 1). If A(x) -- 0 or A(x) _> 0, uniform convergence 
is not guaranteed by these authors. In this paper, we give uniformly convergent algorithms, with 
convergence orders one and two, when A(x) > 0 or A(x) -- 0. The case A(x) _> 0,Vx • I is 
widely treated in [6]. 
2. THE CONTINUOUS PROBLEM 
We shah not deal with the problem (1.1) but with the transformed one (see [7]) 
eyt(x) = b(x,e)-  y2, y(a) = a(e), (2.1) 
according to the following lemma. 
LEMMA 1. Let c E C2(I), d • Cl(I), e • C(I), and c(x) • 0 in I. Then by taking 
1 { d ec'~ 
z=- -c  \Y+ 2 +Tc] '  (2.2) 
problem (1.1) becomes (2.1), where b(x, e) = A/4 + re + se 2, r = -c/2 (d/c)', s = [c'/(2e)] 2 - 
[c'/(2c)]', A is given by (1.3), a(e) = -[co zo + do~2 + edo/(2co)], and co, do, zo and do are the 
corresponding functions evaluated at x = a. 
PROOF. It is a simple matter of substituting (2.2) in (1.1). | 
The next lemma provides us a monotonicity condition and will often be used to demonstrate 
the main results. 
LEMMA 2. For e > O, consider the two initial value problems 
P1)ey' (x)=p(x) -y2(x) ,  y(a)=yo; 
P2)eu' (x)=q(x)-u2(x) ,  u(a)=uo. 
Suppose that p and q are continuous functions on I; p > q, Vx E I; yo > Uo and P2) has a solution 
u E C1(I). Then P1) has a unique solution y E C1(I) and moreover, y(z) > u(x),Vx E 1. 
PROOF. If we assume that P1) has a unique solution y E C1(I) and define 
then 
ed'(x) = r(x) - s(x)d(x), do = yo - uo > O, with r(x) = p(x) - q(z) > 0,Vx E I. 
This implies that 
d(x)=doexp ( -1  ~a" sO't) dlt) + 1~"  r(tt)exp (1  J~u" s(v)du) dtt, (2.3) 
and therefore d(x) > 0,Vx E I. 
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Now, we show that y(x) exists in the whole interval 1, and y E CI( I) .  Let /~ = 
max{Ip(x)l : x e I} ,v = min{u(z ) : z  • I}, n = 1 + max{y0,V/'~}, m = v - 1, J - [m,n], 
and D = I x J .  Since y0 • Int(J) and f(z ,  y) = 1/e (p(x) - y~) satisfies a Lipschitz Condi- 
tion (on y) in D, by using theorems concerned with existence, unicity and prolongation of the 
solution of initial value problems, we have that P1) has a unique solution y(x) provided that 
(x, y(x)) • D. This is true, because if there exists a first t • I such that y(t) = m, then (2.3) 
is contradicted, and if y(t) = n, then y'(t) >_ 0 (y(x) < n, if x < t), but on the other hand, 
y'(t) = ~(t) - y2(t)]/e < 0 (absurd). II 
Now we give a sufficient condition that guarantees a solution of the problem (2.1). A similar 
result can be found in O'Reilly [2] (who demands that a(¢) _> 0). We make the following 
hypotheses: 
A1) b(x,6) • C(1),Ve • E. 
A2) 0 _ b(x, c),V(x, ¢) • ~ = [a, b] x (0, ¢01 = 1 x E. 
A3) ~(e) > -~/~,  V6 • E, where B = inf {b(x, e):  (x, ~) • f~}. 
Now we have 
LEMMA 3. Assume that A1), A2) and A3) hold. Then problem (2.1) has a unique solution 
yt (x) • C 1 (1), V6 E E and, moreover, 
minTa(6),rCz,e)} < y~(z) <_ maxTa(e),s(z,¢)}, Vz e I, (2.4) 
with rCx, ) = min{  : t • = [a ,d} ,  sCx, ) = : t • X=}. 
PROOF. Let ¢ • E be fixed, and consider the auxiliary equation 
6m'(x) = B - mS(z), re(a) = -v/-B. 
The solution of this problem is me(x) = -vt'B, hence, problem (2.1) also has a unique solution by 
Lemma 2. In order to prove (2.4), let x • (a, b] be fixed and consider the two following problems 
on the interval I~ = [a,x], 
eu'(t) = N 2 - u2(t), u(a) = N, 
6z'(t) - M s - z2(t), z(a) - M, 
where N = min{a(e), r(z, e)}, M = max{a(¢), s(z, e)}. Now, by using the hypotheses we have 
that N 2 < b(t,¢) < M s, Vt E I~ and N _< a(¢) < M; therefore, the proof follows from 
Lemma 2. II 
3. THE ALGORITHMS 
In order to approximate the solution of (2.1), certain algorithms based on the exact integration 
of an associated problem will be introduced. For this purpose, we must integrate problems of the 
form 
cC(z) -- bh(z,v) - u2(z), u(a) = ah(~), (3.1) 
where the function bh and the initial value satisfy the following restrictions 
Ib(x,e) - bh(x,e)l < 7h p, (3.2) 
1~(¢) - ~h(¢)] _< $ h p, (3.3) 
with 3', 6 and p(p E N) constants independent of ~, h and z. 
The function bh(z,¢) will depend on the parameter h. Thus, for h > 0, we define the uniform 
mesh 
(b - a) 
zk=a+kh,  k = 0 ,1 , . . . ,n  = h ' 
and the intervals 
Ik = [zk, zk+l]. (3.4) 
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We consider two ways to choose the function bh in the cases p = 1,2 so that (3.2) holds (we 
O~b by b(3)). suppose b is sufficiently smooth and denote 
CASE 1. p = 1 
bh(z,e) = b(ak,e),Vz E I, where a~ E I~ is any fixed k = 0, 1 , . . . .  (s.5) 
With this choice, we can integrate the problem (3.1) and so obtain the following algorithm 
(supposing b(z, ~) > 0) for z E Ik, k = 0, 1,. . .  
{ ~(~+~'~(~)) if r} > 0 u(x)  = (~*+~"(~)) ' 
~ if rk = 0 
(3 .6a)  
where 
uo = ah(6),uk+x = u(xk+l),rk = ~ and tk(x) = tanh (rk(x [ xk) ) . (3.6b) 
If we choose ak = zt(k = 0, 1 , . . . )  and ah(~) = a(E), the difference scheme {uk} coincides 
with that given by O'Reilly in [2,3]. 
CASE 2. p = 2 
(bh is a (0/2) Padd-type approximant of higher order for b, see [8]) 
bn(x,~) = bk[1 + 6k(z -  ~rk)]-2,Vx E Ik,k = 0,1, . . .  ] 
where 6k = -b'(ak, e)[2b(~k, e)]- l ,  bk = b(~k, e) and / " 
crk EIk is any fixed (k = 0, 1,.. .  ) 
(3.7) 
Supposing b(x, e) > 0 and using (3.7) we can integrate (3.1) because two particular solutions of 
the form sj(z) = ~[1 + 6k(z - ~rk)]-l,j = 1,2 in each subinterval Ik are known, and therefore, 
the integration of the problem reduces to one quadrature. Thus, for any x E Ik(k - O, 1,. . . ) ,  
taking uo = ah(~), one has 
u(z) = (ak--~ktk(x)){(1--tk(X))(l+6k(Z--Ck))} - I ,  ifx e Ik} 
~k+~ = ~(~+~1 
(Z.8a) 
where 6~, bk are given by (3.7), 
(E6k+,k ) ,Z  k = (~6k - - , k ) , ,  k = [(~6k)2+4b~]~ ] 
ak = 2 2 
sk=l+6k(Zk- -~k) ,Vk= (SkUk--ak) i (~ ~k -Zk) 
(3.8b) 
and 
(3.8c) 
The case 6k = 0 in (3.8c) can be obtained from the foregoing as 6k ---, 0. 
Observe that the algorithms (3.6) and (3.8) provide approximations throughout interval In, b] 
and not just at the mesh-points. 
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4. CONVERGENCE 
In order to establish the convergence of the algorithms (3.6), (3.7) and (3.8), the following two 
lenu-nas will be required. 
LEMMA 4. Let the equation be 
~m'(.)  = ~ - m2(.) ,  with ~ = m(,O ~d ~ > O. 
Then, if we suppose fl > 0 and A = a + vr~ > O, we have that 
(1) exp (-2e -~ J: re(p)dr) < m~x{1, A-~ V~},W > a. 
(2) ~- i  - i • f :  exp ( -2e-  f: m(p)dp) ds <_ max{A-l,f l -½},Vx >_ a. 
PROOF. The solution of the equation is given by 
re (x ) -  V/ilia cosh ( t (x))+ ~/~sinh (t(z))][V~cosh ( t (x) )+ asinh (t(,))] -1, 
where t(z) = V~e-1(z  - a). Now by defining the functions 
we have that 
¢(.) = V~cosh It(z)] % asinh It(z)],. _> a l 
¢(s , . )  = ¢(s) v ,  s > a / ¢ ( . ) , -  , _ 
(4.1) 
( // ) exp -2~ -1 m(p)dp dt = ¢2(s,z),Vs,  z >_ a. (4.2) 
Two cases must be distinguished: 
a) a >_ 0. Then 0 _< ¢(s, x) < 1 if a < s < z, and from this (1) is trivial, and (2) follows 
from (4.1) and (4.2). 
b) -V~ < a < 0. Then 0 < ¢(a,x) = V~/¢(x) _< V~/ [ f l -  a~]l/~,Vz >_ a, and from this 
¢~(a, z) < v~A -1. In order to show (2) we write 
Cexp(t(s)) + exp(-t (s))  
¢ (s , . )  = Cexp(t( . ) )  + exp( - t ( . ) ) '  
where C = (V~+ a)(vf~- a) -I and C E (0, 1). Now using (4.2), assertion (2) follows. | 
LEMMA 5. Consider for c > 0 and fl > 0 the equation 
~m'(x) = 6 f l -  m2(x), re(a) = 0. (4.3) 
T~eD 
PROOF. Immediately after integrating (4.3). | 
In order to study the cases b(z, ~) > fl > 0 and b(x, ~) = O(e) (see Lemma 1), we define some 
constants: 
B = inf{b(x, ~): (x, ~) E [a, b] × (0, ~o] = ~), 
B" = sup{b(x,~): (x,~) E fl}, 
c = mf{4~, ~): (~, ~) e a}, 
c" = sup{4., ~) : (., e) e a t ,  
A = inf{a(e),ah(~) :~ E E,h E (0,hl]}, 
(4.4) 
CN41~ 23:1-F 
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where 
c(~, ~) = ~-~ b(~, e). (4.5) 
Henceforth, y~ (z) • C1(I) will denote the solution of the problem (2.1), b (j) the j-derivative of 
the function b with respect o x and with 6 and r being two constants independent ofe, h and z. 
Theorems 1 and 2 assure the uniform convergence of Algorithms (3.6) and (3.8), respectively, 
when b(x, e) > /~ > 0. If b(z, e) - O(e), the uniform convergence will follow from Theorems 3
and 4. 
THEOREM 1. For the problem (2.1) assume that 
(1) b(x,e) • CI(I),Ve • E and [b'(z,e)l <_ L,V(x,e) • ft. 
(2) B > 0 and-v /B  < A. 
Then, if lab(c) - a(e)l < 6h, we have for all h > 0 and all (x, e) in fl that 
ly,(*) - u~(*)l --- ~h, 
where u~(x) is any function given by Algorithm (3.6). 
PROOF. Fix ¢, h and {~k • 1~, k = 0, 1,... }. By Lemma 3, (2.1) has a unique solution yc(z). 
The approximation u,h(z) given by (3.6) satisfies (3.1) with "bh" defined by (3.5). Now considering 
the auxiliary problem 
em'(x) = B-  m~Cz), m(a) = A, (4.6) 
and using Lemma 2 (in each subinterval Ik), we conclude that uh(x) • C(I) and 
uh(z) > m(z), y,(z) >_ re(z), Vx • I. (4.7) 
If we define 
d(x) = YeCx) - uh(z), s(x) = yc(x) + uh(x), 
then subtracting (3.1) from (2.1) and integrating the resultant equation, we can write for any x 
in I, 
d(z) = d(a)exp -e  -1 s(p)dp +¢-1 [b(t,e)-bh (t,¢)] exp _¢-1 s(p)dp dr. (4.8) 
It follows that 
By applying Lemma 4, the proof is completed. 
THEOREM 2. Suppose that 
(1) b(z,e) • C2(I),V¢ • E and Ib"(z,e)l < L,Y(z,e) • ft. 
(2) B, B* are two positive numbers and -vt-B < A. 
If lab(e) - a(e)l <_ 6h ~, there ex/sts an ho such that for all 0 < h <_ ho, 
| 
l y . ( * ) -u~( . ) ]  _< ~h 2, V(.,6) •~,  
where uh(x) is any function given by Algorithm (3.8). 
PROOF. By the hypotheses (1) and (2) we can deduce that a positive constant M exists such 
that 
Ib'(x,e)l < M, V(x,e) • fL (4.9) 
Let us now consider the auxiliary problem (with e > 0) 
~m'(x) = (B - ~) - .~2(x), re(a) = A, (4.10) 
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with 
(4.11) 
This problem has a unique solution m(z) E C’(I) because A + (B - X)li2 2 2-l B-‘/2 X > 0. 
On the other hand, let us define 
T = inf{(b(b’)-‘1 : (2,~) E iI}, 
s = sup{@‘)2 Q-l : (a&E) E s-2}, 
hc = min((2A L-‘)li2, T}, 
(4.12) 
and let h E (O,hO],E E E and {Q E Ik,k = O,l,...) be fixed. If we consider bh(z,&) given 
by (3.7), then we have for any z in I&(/z = 0, 1, . . .), 
h(t,t) = h! + al,@ - a) + Qh(Z,%E)(S - a)2, 
with 
h = b(uk,&),b’, = b’(bk,t),& = -y, 
(2bk ) 
(4.13) 
and 
qh(x, uk,E) = bk(b)2[3 + 26k(x - "k)][l + 6k(x - uk)]-2. 
It follows that 0 5 qh(z, ck, 6) 5 2S, and moreover, if z E 4, there exists c in Ik such that 
b/,(x,&) 1 bk + b’,(z - uk) = b(z,E) - 2 1 b”(C, E)( x-flk)2>B-;Lh21B-k 
Moreover, jb(t,&) - bh(z,.z)I 5 Rh2, with R = l/2 L + 2s. Then by using Lemma 2 (in each 
interval Ik) and the auxiliary problem (4.10)-(4.11), we conclude that problem (3.1) has a unique 
continuous solution U!(Z) 1 m(z). Now defining 
we obtain (4.8) with s(z) >2m(z). It follows that 
Id(x)1 5 6h2 exp (-2s-‘l=m(p)dp) + Rh2e” l”exp (-2c-’ izm(p)dlr) dt, 
and the proof is completed by using Lemma 4. 
In Theorems 3 and 4, the function C(Z,E) defined by (4.5) will be used. 
THEOREM 3. Suppose that 
(1) C(Z,E) E Cr(l),Ve E E and Ic’(z,e)l 5 L,V(t,&) E Sz. 
(2) C > 0 and A 2 0. 
Thenforallh>Oandall(z,&)inR 
In both cases, u,“(x) denotes any function generated by (3.6). 
82 S. GONZ~LEZ-PINTO e| al. 
PROOF. Let h, 6, {a~ EIk, k = 0, 1,... } be fixed, and let us consider the problem 
6m'(z) - eC-  mS(x), re(a) - O. (4.14) 
As uh(x) satisfies Equation (3.1) if bh is defined by (3.5), then using Lemma 2 and (4.14), we 
have that uh(x) is a continuous function and 
uh(x) > re(x), y,(~) >__ m(~) > 0, Vx • I. (4.1S) 
Now defining 
h d(~) = y.(x) - .hcx), s(~) = . .  (~) + y.(~), 
we obtain (4.8). Therefore, if ]ah(e)--a(e)l < &h then Id(z)l < (~+L(b-a))h.  If lah(e)-a(e)] < 
6v~h and C > 0, then Id(z)I < (6 + LC)-t /2v~h,  by Lemma 5. | 
THEOREM 4. Suppose that 
-(1) c(x,e) • C2(I),Ve • E and Ic"(x, e)[ < L,V(z,e) • ~. 
(2) c and C* are two positive numbers and A >_ O. 
I f  lab(e) -- a(e)[ _< &~/~h 2, there exists an ho such that for all 0 < h < ho, 
I~,(~) - ~,~(~)l -< ~¢ ~h2, v(=,~) • ~, 
where ,,h(=) is any function given by Algorithm (3.8). 
PROOF. By Hypotheses (1) and (2), we can deduce that a constant M > 0 exists such that 
Ic'(x,~)l < M, V(x,¢) • ~. (4.16) 
Now we take S and T as in (4.12), but replacing b and b' by c and c', respectively, and h0 = 
min{(2BL-1) l l2,T}.  
Let h • (0,h0], e • E, {ak • h ,k  = 0,1,.. .} be fixed and bh(x,e) be defined by (3.7). Then 
using (4.13), we have for any x • I, 
1 
Ib(x,e) - bh(x,e)l < R6h 2, with R = ~L + 2S, (4.17) 
and 
bh(~,~) > O. (4.18) 
Considering now the auxiliary problem 
6m'(x) = eC-  m2(x), re(a) = O. (4.19) 
Lemma 2 implies that 
y,(x) > re(x), u~(z) >_ 0, Vx • I, (4.20) 
where u~(x) is given by (3.8). The proof is completed (with ~- = 6+Re -112) by using (4.8), (4.17) 
and (4.20) and Lemma 5. | 
The following theorem provides two interesting bounds for the solution of (2.1), which is based 
on Algorithm (3.6). 
THEOREM 5. Let h and ¢ be fixed and suppose that 
(1) b(x, ~) • C(O and 0 < b(x, ~), W • I .  
(2) wo >_ a(e) >_ vo >_ -V~,  with/~ = inf{b(x, ~) : x • I}. 
Then, if akl(~rk~) • Ik are such that b(x,~) takes the absolute minimum (maximum) on Ik(k = 
0, 1 . . . .  ) at these points, then 
v(~) < ~,(~) < ,.,,(,,,), vx • .z, 
where v(x) and w(x) are the two functions generated by (3.6) when we take ¢k = akl and 
v(a) = vo or ~k = ak2 and w(a) = wo(k = O, 1,.. .  ), respectively. 
PROOF. We have b(ak~,e) <_ b(z,$) <_ b(~r~,$),Vx • h ,  k = 0, 1,.. . .  Using Hypothesis (2) and 
Lemma 2 recursively in each interval I~, k = 0, 1,... yields the result. | 
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5. NUMERICAL  EXAMPLES 
In this section, the numerical schemes introduced in Section 3 are compared with those given 
in [1] and [2]. Dahlquist's "knee" problem (see, e.g., [5, p. 242]) is also treated, using Algo- 
rithm (3.6). Numerical results are displayed in several tables. 
We compute (with a PC in double precision) the absolute rror 
e, :max Yc(kh)-uk I, k -O ,  1 , . . . ,n= , (5.1) 
where, y~(x) denotes the exact solution of the problem in the interval [0,1] and {u~ 'h } the differ- 
ence scheme. 
The schemes considered are: 
(1) CAR,: Carroll [1]. 
(2) OR,E: O'aeilly [2]. 
(3) AI-*: Algorithm (3.6). 
(4) A2-*: Algorithm (3.8). 
a, i fak=kh 
In both cases, • = b, if ak = (k + 1)h k = 0, 1, . . . ,  n. 
PROBLEM 1. 
ey'=b(x,e)-y 2, y(O)=yo, ze[0,1], O<e,(:::l, 
b(z,e) = (1 + 3z2) 2 + 3e2(6z 2 - 1)(i + 3z2) -2. 
We consider this problem because the exact solution is known to be 
y(z) = (I "4- 3z 2) z(z) - 3z$(l Jr 3z2) -I, 
where 
and because it is a prototype of the case 0 < B 
z(z) -- -1  + 2(1 "4- yo)[1 "4- Y0 + (1 - Y0)exp(-2z(1-4- z 2) ~-1) ] - -1 ,  
_< b(x, ~) _< B*. 
Table 1.1. (h = 0.01, Yo = -0 .5 ) .  
Scheme • = 1.F_~I • = 1.E-2 • = 1.E-3 e=l .E -4  e= 1.E-5 e=l .E -6  
CAR 
ORE 
A l -b  
A2-a 
A2-b 
2.99 E-2 
3.40 E-2 
2.63 E-2 
2.45 E-4 
1.84 E-4 
5.26 E-2 
5.22 E-2 
8.22 E-3 
4.76 E-4 
1.87 E-4 
5.94 E-2 
5.89 E-2 
8.66 E-4 
5.94 E-4 
1.50 E-6 
6.01 F~2 
5.96 E-2 
8.66 E-5 
6.08 E-4 
1.50 E-8 
6.01 E-2 
5.97 E-2 
8.66 E-6 
6.09 E-4 
1.50 E-10 
6.01 E-2 
5.97 E-2 
8.66 F-,-7 
6.09 E-4 
1.50 E-12 
In this case (Al-a coincides with ORE), uniform convergence is obtained for all the schemes. 
Our schemes of type "b" present advantages over the remaining schemes. 
In the next table, we see that the initial value Y0 plays an important role in the convergence 
of the schemes when it is close to the unstable critical point Y0 = - ~  6). 
Table 1.2. (h ~- 10-:~,¢ ~- 10-3) .  
Scheme CAR ORE A l -b  A2-a A2-b 
yo = -0 .99  5.94 E-2 5.89 E-2 8.66 E-4 5.94 F_,-4 1.52 E-6 
yo = -1  7.94 E+0 7.94 E+0 8.00 E+0 8.00 E+0 8.00 E+0 
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Table 2.1. (h = 0.04). 
Scheme • = 1.E-1 ~ = 1.F_,.-2 t = 1.E-3 ¢=1.E,-4 e=l.F_~5 e=l.E--6 
CAR 
ORE 
Al-a 
Al-b 
A2-a 
A2-b 
1.79 E-2 
7.34 E-3 
1.91 F_,.-3 
1.64 E-3 
2.40 F_,-5 
2.50 E-5 
4.73 E-2 
4.18 E-3 
8.17 E-4 
6.12 F_,-4 
4.77 F_~6 
2.94 E-6 
1.26 F_,-3 
3.86 E-4 
1.70 E-4 
2.83 E-6 
7.94 F_,-7 
5.01 F_,-4 
1.70 E-4 
2.36 E-5 
1.47 F_,-6 
5.55 E-8 
1.74 E-4 
5.90 E-5 
2.41 E-6 
5.51 F_~7 
1.87 E-9 
5.64 E-5 
1.92 E-5 
2.40 F_,-7 
1.84 F_,-7 
5.90 E,-II 
Table 2.2. (h = 0.01). 
Scheme • = 1.E-1 • = 1.F-~2 • = 1.F_~3 ¢ml.F_~4 • = l .E -5  e--1.S-6 
CAR 
ORE 
A l -a  
A l -b  
A2-a 
A2-b 
4.04 F_~3 
1.76 F-,-3 
4.81 F_,-4 
4.07 E-4 
3.23 E-5 
3.24 E-5 
6.64 E-3 
1.33 E-3 
1.85 E-4 
1.71 E-4 
7.02 E-8 
8.54 E-8 
1.44 E-2 
4.73 E-4 
7.56 E-5 
6.10 E-5 
1.22 E,-7 
8.79 F_,-8 
1.64 E,-2 
1.02 F_,-4 
3.10 F_~5 
1.63 E-5 
5.76 E-8 
2.15 E-8 
m 
3.95 E-5 
1.31 E-5 
2.42 E-6 
2.84 E-8 
1.83 E-9 
u 
1.41 E-5 
4.72 E-6 
2.48 F_,-7 
1.11 E-8 
6.16 E-11 
The reason convergence fails when Y0 = -1  is due to the fact that the exact solution y~(z) is 
qualitatively different. If Y0 > -1 ,  YE (z) tends to ~ ,  (stable critical points) and if y0 - -1 ,  
yc(z) approximates - b(v/~,e~, (unstable critical points). All the numerical schemes give results 
that tend to 
b(v~,~), k=1,2...,n. 
PROBLEM 2. (Carroll [1]) 
~z '=- ( l+z) [z - ( l+z) -a ]  2, z (0 )=2,  zE[0,1] .  (5.2) 
This problem possesses a "double root" (1 + z) -1 of critical points, which is semistable. By 
transformation according to Lemma 1, one has 
~y' -- b(z,~) - y2, y(0) -- 1 - ~- 
2' 
3 (1 + z) -2 e 2. (5.3) b(z ,~) -  (1 + z) - le+ 
The new problem is a prototype of the case b(z, e) = O(e). 
We have obtained an approximate solution .~(z) of (5.3) by using asymptotic expansions. The 
functions 
1 15 t]  15 t2 
y l (X)  ---- t½ -4- ~t  -~- ~'~ q- ~"  , 
and 
1 15 t]  15 t2 y2(z) = -t½ + -~ t - -~ + -~ , 
where t = e/(1 + z), are two particular solutions when b(z, e) is replaced by b(x, ~) = b(z, ~) + 
O(~a). It then follows that 
.~(z) = y2(z) + (y l (z )  - y2(z)) (1 - T(z ) )  -1, 
where 
(// ) T(x)----~a-lexp c -I (y2(p)-~ll(p))dp , Ot=~/l(0)--y(0), and,8=Y2(0)-y(0), 
satisfies [y(z) - ~(z)[ _< K~ 2, where K is a constant independent of z and ~. We have used 9(z) 
to estimate the absolute error of each scheme in the measure (5.1). The schemes denoted by 
CAR [1] and ORE [2] are applied to the problem (5.2) directly, whereas (AI-*) and (A2-*) are 
applied to the problem (5.3). The results are displayed in the next Tables 2.1 and 2.2. 
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The scheme CAR overflows (- -)  in some cases as explained by Carroll in [1]. 
PROBLEM 3. ([1,3,5,9,10]) 
cz '=(1 -~)z -z  2, z(0)=0.5, ze [0 ,2 ]and0<E<<l .  (5.4) 
This problem has been considered by Dahlquist et al. and it is known by the '~nee" problem. 
If z(0) > 0, the problem has a solution in the whole interval, which tends to the root (1 - z) if 
0 < x < 1, and to the root "0" for x > 1. (See [9] for more details) 
Here we apply Algorithm (3.6) on a uniform mesh {xk -- kh, k = O, 1, . . . ,  2/h} to the problem 
transformed according to Lemma 1, 
(1 - z) 2 + 
$yt -- ~ -2 -- y2, y(0) -- 0. (5.5) 
The ffkl,0"k2 E [Xk,Xk+l], k : 0, 1,. . .  are chosen as in Theorem 5. Thus, we have for fixed 
and h two functions v and w satisfying: v(0) = w(0) = y(0) = 0 and v(x) < y(z) < w(x). In the 
next table, we compute the absolute rror 
E h = max{[w(kh) -  v(kh)], k = 1 ,2 , . . . ,n  = 2}.  
Table 3.1. 
Step(h) e=l.E-1 e=l.E-2 e=l.F_,-3 e--1.F_,-4 e= 1.E-5 • = 1.E-6 
0.04 
0.02 
0.01 
0.005 
2.05 E-2 
1.03 E-2 
5.13 F_,-3 
2.57 E-3 
2.19 E-2 
1.17 FJ-2 
5.84 E,-3 
2.95 E-3 
2.00 E-2 
9.99 E-3 
5.00 E-3 
2.63 E-3 
2.00 E-2 
1.00 F_=2 
5.00 E-3 
2.50 Z-3 
2.00 F_,-2 
1.00 E-2 
5.00 E-3 
2.50 E-3 
2.00 E-2 
1.00 E-2 
5.00 F_,-3 
2.50 E-3 
The results are consistent with the uniform convergence of the algorithm. Note that this case 
is not covered by the theory. 
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