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ABSTRACT
Local Climate Zone (LCZ) classification is the most com-
monly used scheme to analyze how local urban morphology
affects the climate of local areas. Classification methods are
often based on remote sensing data or on a fusion of sev-
eral data sources. In this study, the effects of different fu-
sion strategies of optical and synthetic aperture radar (SAR)
data on the accuracy of LCZ classifications are investigated.
The data processing is implemented with a convolutional neu-
ral network (CNN), where until a fusion layer, separate data
sources are processed separately on branches. Strategies of
splitting the data into branches and the effects of different fu-
sion stages are compared, together with approaches based on
sums of independent classifiers. For our setting, the stage of
fusion does not seem to have a big influence on the accuracy.
The results of this study contribute to a better understanding
of cooperative usage of multispectral and SAR data.
Index Terms— Local Climate Zone Classification, Data
Fusion, Fusion Network
1. INTRODUCTION
The Local Climate Zone (LCZ) classification scheme was de-
signed to describe the physical nature of cities independent
from cultural and regional differences in the descriptions [1].
It distinguishes regions based on the type of land cover (e.g.
urban, vegetation, water) and their structures (e.g. height and
density). The scheme consists of 17 classes, which can be
seen in Figure 1. Due to its globally valid definition, the LCZ
classification can be used to generate a meaningful global
map, which is an important contribution in a variety of study
areas, including climate change and urban development. To
achieve this, the classification process needs to be automated.
The challenge here lies in creating models that deliver reli-
able classification results even within completely unknown
regions. The introduction of convolutional neural networks
(CNN) led to rapidly increasing accuracies in image clas-
sification tasks. Today, CNNs and net structures based on
CNNs are widely used within the remote sensing community





















E: Bare rock or paved
F: Bare soil or sand
G: Water
Fig. 1: The 17 local climate zones as defined in [1].
Zone classification tasks [3, 4, 5, 6]. Due to different data
sources, different data sets, and different strategies of choos-
ing training and validation data, it is hard to directly com-
pare the works with each other. However, all results show
that approaches based on convolutional neural networks are
very promising. Former works differ not only by the used
classification methods and net structures, but also by the con-
sidered data sources. While some authors work with multi-
spectral images from Sentinel-2 or Landsat 8 [4, 5], others
evaluated the usage of SAR data for this task [7]. In order
to benefit from the advantages of different data sources, sev-
eral data sources can be used in combination within a data
fusion approach. Data fusion not only combines the benefits
from different sources, but also mitigates their disadvantages
[8]. With its independence from weather conditions and at-
mospheric distortions, SAR data can deliver useful additional
data and complement optical data sources. Fusing optical and
SAR data is therefore a promising approach in order to in-
crease the accuracy and stability of local climate zone clas-
sification methods. In [6] and [7], CNNs are used to extract
and fuse features from Polarimetric SAR (PolSAR) data and
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Fig. 2: The considered network structures for the data fusion
of n input sets (left) and the basic network structure split into
6 blocks B1 to B6 (right).
optical images in order to classify LCZs and urban scenes. In
both studies, it can be seen that fusing optical data with SAR
data increases the accuracy in classification tasks compared
to working on optical or SAR data alone. Nevertheless, an
optimal way of fusing the two very different data sources is
not obvious and both approaches fuse the data after a fixed
number of layers.
In this study, we investigate the influence of the stage of fu-
sion for optical Sentinel-2 data and Sentinel-1 SAR data and
figure out how different stages affect the accuracy of classifi-
cation tasks on known and on unknown regions. We use rela-
tively simple CNNs with different stages of fusion to combine
the feature extraction and the data fusion processes. Further-
more, different types of input splittings are compared.
2. CONVOLUTIONAL FUSION NETWORK
Data fusion is widely used in a variety of research areas. One
crucial aspect is the stage within the data processing where
the fusion takes place. Combining the data in the beginning
of the information extraction pipeline is called early or feature
fusion. Fusing different pieces of information that have been
extracted from different data sources before is called late or
decision fusion. In practice, there are many other stages be-
tween early and late fusion. In [9], the authors show that the
optimal stage of fusion also depends on the task and the data
sources. In the following, a convolutional network structure
for comparing different stages of fusion is presented.
2.1. Convolutional data fusion network
We use a very simple and relatively shallow net structure
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Fig. 3: The four considered possibilities of splitting the data
into disjoint subsets as input for the fusion network. The num-
bers in the blocks represent the split set to which these chan-
nels belong to.
softmax output layer. Additionally, we consider a fusion
layer, which fuses the data from different input branches into
one single branch. The fusion layer can be placed at any
position in the structure, leading to a network where, up to
the fusion layer, each input has its own branch as described
by the structure. Within this work, the fusion layer represents
a simple concatenation of the channels of the single branches.
The basic structure and a visualization of the resulting fusion
networks are given in Figure 2.
2.2. Processing the input data
We use polarimetric SAR data from Sentinel-1, the same data
processed by a Lee filter, and optical images from Sentinel-2.
The SAR channels contain the real and imaginary parts of the
signals for VV and VH polarization, the Lee-filtered intensi-
ties for VV and VH polarization, and the real and imaginary
off-diagonal elements of the Lee-filtered covariance matrix.
From Sentinel-2, we consider the bands B2, B3, B4, B5, B6,
B7, B8, B8A, B11, and B12. The bands B1, B9, and B10
are not considered since they represent mostly atmospheric
properties, which contain no information for the classifica-
tion of local climate zones. The bands B2, B3, B4, B8A, B12
have a Ground Sampling Distance (GSD) of 10 m. For the
purpose of data consistency, the bands with 20 m GSD (B5,
B6, B7, B8, B11) are upsampled to 10 m. The used optical
bands can be grouped into RGB (Sentinel-2, B4, B3 and B2),
vegetation red edge (Sentinel-2, B5, B6, B7, B8A), near in-
frared (NIR) (Sentinel-2, B8), and short wavelength infrared
(SWIR) (Sentinel-2, B11, B12) information.
All in all, we have 18 channels of data and we consider four
different ways of feeding the data into our network. The first
and the second approach only use SAR and optical data, re-
spectively. The third approach separates the input data into
Evaluation on left out 10% of training set Evaluation on test set with unseen regions
Fig. 4: Mean values and standard deviations of overall accuracy (OA), average accuracy (AA) and Kappa (K) based on 5 test
runs with evaluation on left out 10% of the training set (left) and on the separate test set from the LCZ42 data set (right).
optical and SAR data. The fourth approach splits the data in
the same way as in [6] by the physical concepts of the chan-
nels. The case of using all data without a split is covered by
configuration with fusion stage 0. A visualization of the four
considered splitting approaches is given in Figure 3.
3. EXPERIMENTS AND RESULTS
To test the network structure presented in Section 2.1, we
use the LCZ42 dataset [10], provided by the Chair of Sig-
nal Processing in Earth Observation of the Technical Univer-
sity of Munich (TUM). The dataset can be downloaded from
the TUM library: https://mediatum.ub.tum.de/1483140. The
data set contains co-registered patches of size 32 × 32 pixels
with dual-Pol data from Sentinel-1 and multispectral images
from Sentinel-2. The data is split into a training set of 352366
patches and a validation and test set containing 24188 and
24119 patches, respectively, sampled from regions different
to the regions of the training set.
We use the Adam optimizer with a learning rate of α = 10−3.
In order to counteract the very unbalanced data set, we weight
the loss for a sample of class i by wi = nni where n is the to-
tal number of samples in the training set and ni is the number
of samples in the training set that belong to class i. After the
first dense layer, dropout is applied with a rate of d = 0.4.
The models are trained for 100 epochs with early stopping
if the best reached overall accuracy does not change for 25
epochs. We consider two settings to train, validate and test the
networks. For the first setting, the training set of the LCZ42
data set is split into random fractions of 80%, 10%, and 10%
for training, validation, and testing. For the other setting, the
whole training set is used for training and the validation and
test sets are used for validation and testing. In the following,
these settings are referenced as 80/10/10 and train/val/test.
We test the four different splitting strategies described in 2.2
together with a fusion at stage s ∈ {0, 1, 2, 3, 4, 5, 6}, where s
describes the number of blocks from the basic structure used
for the single branches. The case s = 0 is equal to the case
of no data splitting, the case s = 6 is equal to the fusion of
decisions from the single branches, for which we simply sum
up the corresponding softmax results. For s = 6, we consider
two different procedures: the dependent and the independent
sum. While for the dependent sum fusion all branches are
summed already during the training process, the independent
sum fusion sums up the results from independently trained
networks, each representing one branch. Each experiment is
run five times on different seed values and the results are av-
eraged over these runs.
The test results for the two settings are shown in Figure 4.
For the 80/10/10-setting and fusing optical and SAR data, a
fusion between stages 0 and 5 delivers very good results with
a mean of the average accuracy from 88.9% up to 91.2%. For
the cases where optical or SAR data are used alone, the opti-
mal fusion depth is at stage 3 and stage 0, respectively. While
applying the dependent sum of the single branches delivers
results with less accuracy for all considered types of input
data splitting, the independent sum fusion performs differ-
ently, depending on the input data splitting and the considered
accuracy measure. For the evaluation on the separate test set,
accuracies are significantly lower, with an optimal average
accuracy of 53.73% for seven input branches of optical and
SAR data fused at stage 3.
4. DISCUSSION
The results show that the evaluation on unseen regions is sig-
nificantly harder than on known regions, indicating that the
models are overfitted on (the regions of) the training data and
do not generalize well enough. The tests on the LCZ42 test
set show that differentiating classes within urban and non-
urban classes is a hard task. While dense trees (Class A), low
plants (Class D), and water (Class G) have class accuracies
from 70% to 99% in most cases, most others have weak accu-
racies from 10% to 45%. Especially the bush class is most of-
ten classified as low plants, resulting in acccuracies less than
4%. The accuracies on SAR-only input data are significantly
lower than all other cases, showing that this model structure
is not suited well enough for SAR data or that SAR data does
not contain enough information in order to do a LCZ classifi-
cation. With our model architecture and training strategy, the
models suffer from overfitting, especially when evaluating on
unseen regions. For the fusion of optical and SAR data the
standard deviations of OA and AA lie between 0.2% and 2%
for the 80/10/10-setting and between 0.6% and 4.2% for the
train/val/test-setting. This makes the small differences in the
results for most cases negligible.
Furthermore, the results raise the question whether splitting
and fusing input data necessarily leads to increased accuracy.
Not splitting the input data could lead to comparable or even
better accuracy. Especially for the SAR-only experiments, not
splitting the data leads to the highest accuracies. This might
be due to increased overfitting caused by the additional pa-
rameters. Also, potential inference might be withheld from
the model by splitting the data. In our case, the batch normal-
ization after the first layer is a possible reason for the lower
performance of the SAR-only input split.
5. CONCLUSION
In this work, we compare different split and fusion strategies
of Sentinel-1 and Sentinel-2 data in order to perform a LCZ
classification on the LCZ42 data set.
The results have shown that the transfer of the classes from
one region to another and the handling of overconfidence of
the classifiers are interesting fields for following research.
Also the fact that the optical-only results are comparable to
the results on optical and SAR data underline that a naive
way of just putting data sources together will not be able to
give a big boost. Thus, more advanced net architectures and
training strategies should be considered. All in all, future
work should focus on a better generalization and an optimal
way of introducing the data sources, either based on more
advanced net designs or (pre-) training configurations. Espe-
cially procedures that focus on complementing uncertain data
of the single sources should be taken into account. Usage
of data augmentations could also be considered. Due to the
comparatively good results of the ensembling of independent
branches and the uncertainty in the resulting models, we also
want to investigate ensembling strategies.
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