Abstract-Signal and information processing tasks over Wireless Sensor Networks can be successfully accomplished by means of a distributed implementation among the nodes. Existing distributed schemes are commonly based on iterative strategies that imply a huge demand of one-hop transmissions, which must be efficiently processed by the lower layers of the nodes. At the link layer, general purpose medium access (MAC) policies for wireless communications usually focus on avoiding collisions. These existing approaches result in a reduction of the number of simultaneous transmissions, and an underutilization of the channel as a consequence. This leads to a decrease in the performance of the distributed tasks, since an efficient channel occupation is not generally accomplished. In this paper, we propose a new MAC protocol that, besides focusing on the reliability of the communications, provides an efficient channel occupation. While the former has a direct impact on the energy consumption of usually battery powered devices, the latter affects the performance of the distributed task executed. We include both aspects in a global utility function that the nodes, relying just on local available information, aim to increase at every communication step. Furthermore, our proposal combines in a unique framework both unicast and broadcast scenarios. Through several simulation results, we show that our adaptive protocol outperforms the related literature.
I. INTRODUCTION

W
IRELESS Sensor Networks (WSN) have emerged as an attractive technology due to their wide range of applications [1] - [3] . One of their most appealing characteristics is that, despite the limited capabilities of the individual devices in the network, these are able to accomplish complex signal and information processing tasks by means of cooperative algorithms [4] . These schemes involve iterative exchanges of information by one-hop wireless communications that are only discontinued when all the nodes obtain the desired result. Consequently, while the distributed task [5] , [6] is executed, a large number of wireless transmissions must be performed, which is the most energy demanding operation [7] in WSNs.
A major handicap of the devices in a WSN to satisfy such a high traffic demand is that these are generally battery powered. Then, after executing a certain number of distributed tasks, the batteries must be charged or replaced. Depending on the deployment scenario, this maintenance may involve an important associated cost, which can be significantly reduced by extending the lifetime of the devices. This can be accomplished by saving energy, for example, by avoiding packet losses due to wireless collisions.
Satisfying the traffic demand of the task being executed while avoiding collisions is the main purpose of a medium access control (MAC) protocol. A preliminary classification of MAC policies differentiates between schedule-based and contentionbased protocols. Scheduled protocols divide the channel into time slots and assign each slot to one or several feasible nodes. These methods avoid collisions between nodes, at the price of either requiring a central entity or increasing the complexity of the operations and introducing certain traffic overhead. On the other hand, contention-based protocols involve competition for medium access in an asynchronous and random manner. Although collisions are not completely avoided, these protocols are decentralized and respond better to burst and irregular traffic patterns than scheduled protocols.
A. Medium Access Control for Distributed Processing
The design of a MAC protocol for handling high traffic, as the one generated by distributed signal and information processing tasks, entails considerations different from those of the general purpose protocols. First, the distributed nature of these tasks implies to discard scheduled protocols, even those specifically designed for traffic adaptation [8] , since these generally rely on the existence of a centralized entity for the assignment of transmission slots. Moreover, at every iteration of the cooperative task, each node in the network always tries to exchange information with its neighbors in order to refine its local result. Hence, nodes never enter sleep mode until the task has been finished and the problem of optimizing the idle listening is not relevant here. For that reason, designs based on optimization of the preamble sampling [9] or low power listening [10] are not suited to this approach either. It is also important to notice that, in this setting, 2373 -776X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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transmitted packets always contain the same amount of information, i.e. the payload is the current state of the node, and the intended receivers are always neighboring nodes. Accordingly, packets are always of the same size and no routing protocol [11] needs to be considered at MAC level. Finally, the statistical features of signal and information processing tasks, and the random nature of CSMA protocols, recommend a stochastic approach to appropriately solving the problem of medium access under high traffic demand, rather than a deterministic one. More detailed considerations and assumptions specific to this setting are presented in the next section.
B. Related Work
Traditionally, increasing the throughput has not been a priority of MAC designs for WSNs, which have focused on increasing the energy efficiency of the communications through the avoidance of collisions [12] . In this sense, the standard IEEE 802.15.4 employs a carrier sense multiple access with collision avoidance (CSMA/CA) mechanism to determine the channel occupancy by detecting any energy above a preset energy detection (ED) threshold. This simple mechanism presents low performance in the presence of heavy interference and irregular traffic. Other CSMA protocols have focused, similar to our work, on increasing the throughput of the network by adapting the carrier sensing [13] - [15] . The work in [14] aims at maximizing the spatial reuse of the wireless medium by dynamically adjusting the physical carrier sensing threshold depending on the network topology, the sensed power at reception and the data rate. Since this adaptation is performed in a global fashion, it means that any change in the network topology would require a new estimation of the threshold in a centralized manner. A decentralized protocol is presented in [15] , following an information theoretical approach in order to improve the spatial reuse. Interestingly enough, it is claimed in [15] that under certain conditions, it is preferable to tune both the transmit power and the data rate, instead of the carrier sense threshold. However, it is not always possible to change dynamically the transmission power and data rate of the nodes. Besides, the work in [15] only considers a unicast scheme of communications, but not a broadcast one, which is more common for wireless networks. For a detailed survey on MAC protocols for WSNs check [16] .
In contrast to these previous works, we propose a CSMA protocol following a stochastic methodology. Therefore, and given the random interference, fading and noises, we focus on obtaining the best response through multiple realizations of the distributed task, instead of considering a single realization. Our new protocol, in a complete distributed fashion, aims to achieve both a reduced number of collisions and a high throughput during the execution of a distributed task. Furthermore, extending our previous work in [17] , a unique framework for both unicast and broadcast scenarios is proposed. Our design does not require the use of control packets and retransmissions, and relies exclusively on the carrier sensing of each node and the local information about its neighborhood. Then, every node decides to access the channel if and only if the transmission results in an increase of a new proposed global cost function that captures both the reliability and the efficiency of the wireless communications.
The remainder of the paper is organized as follows. In Section II, we provide some background about the main concepts and formulate the problem in a formal way. In Section III, the proposed CSMA protocol is described in detail, together with the local computations that the nodes must perform. Simulation results are offered in Section IV. Finally, conclusions are drawn in Section V.
II. BACKGROUND AND PROBLEM FORMULATION
In this section, we explain in detail the formulation of our problem. First, we present the adopted interference model, which is a key concept that conditions all the subsequent design decisions. According to this model, several areas related to a given transmission are defined, as well as different ways to compute the number of receivers of an intended transmission. We also introduce formally the two concepts that we use to measure the performance of the inter-node communications, namely the packet reception rate and the throughput. Finally, the problem is formulated in terms of a global utility function that includes both performance metrics.
A. Interference Model and Transmission Areas
We consider a network composed of a set V of N nodes, each one equipped with an omni-directional antenna, and arbitrarily deployed in a square area of L square meters following a uniform distribution. The nodes perform half-duplex communication using a common transmission power P t . Each pair of nodes is linked by a single user channel affected by the corresponding fading. The work in [18] shows that, in practice, a simplified path loss model is usually enough to capture the essence of the fading effect. Therefore, the average power P r that a node r receives from a transmitter node t is given by:
where d tr is the distance between both nodes and γ is the path loss exponent [21] . The amount of received power by a node during a radio signal transmission is called the received signal strength (RSS), and is measured in practice by the received signal strength indicator (RSSI). Since we are considering a single user channel between any two nodes, only one intended signal can be present in each collision domain. The rest of the concurrent transmissions are considered as interference, which we refer to as the joint received interference strength (JRIS). In the absence of activity, the measured RSSI gives the background noise power σ 2 existing in the channel. Furthermore, the signal to interference and noise ratio (SINR) expresses the quotient between the power of the desired signal and the sum of the background noise and the interference.
A key issue in a wireless network is the definition of when a transmission is correctly received by the intended destination. Because of its accuracy and since it is closely related to the physical layer, we adopt the physical interference model presented in [20] , which states that the successful reception of a packet sent by a node t to a node r is accomplished if the SINR at r is above a specific threshold β. In practice, the value of β is chosen to guarantee a low bit-error probability. In a more formal way, the packet is correctly delivered from t to r if the following inequality holds
According to this model, a message may be correctly received even if there is one or various simultaneous transmitting nodes close to t, as far as the inequality (2) holds. Unless otherwise stated, we assume that all the interference comes from a unique point, that we call the virtual interferer I. Therefore, and according to (1) , if a transmitter node t senses a JRIS equal to ψ, the virtual interferer I is placed at the following distance from t
In the sequel, we introduce some definitions concerning the different areas that are associated to a transmission.
Definition 1:
The transmission range R max is the maximum distance up to which a packet can be correctly received in absence of interference.
By considering (1) and (2), R max can be easily expressed as
The correct reception at a node r, placed at the exact distance R max from the transmitter node t, implies that no other transmission can be simultaneously scheduled in the entire network without causing collision. Then, for a given transmitter t, and in order to allow simultaneous transmissions, the links to be considered must be shorter than R max . Accordingly, we present the following concept, exploited in [17] , [18] and [19] :
Definition 2: The intended transmission range R ρ of a node t defines the circular area that contains all the neighbors that node t aims to communicate with. In general, we have that R ρ < R max .
Therefore, this intended transmission range can be expressed as
with 0 < ρ < 1. The value of ρ must be large enough to ensure that the network is connected, namely there exists a multi-hop path between every pair of nodes. This is a general condition for distributed processes to accomplish its target. It has been shown [20] that in order to ensure connectivity with high probability in a graph with random vertices uniformly and independently distributed, the lower bound L logN/πN < R ρ applies. Thus,
Both the transmission range R max and the intended transmission range R ρ are depicted in Fig. 1(a) .
When a node t starts a transmission, and in order to prevent a collision, nodes around t may decide not to transmit. This concept leads us to the following definition:
The inhibition range R inh of node t is defined as the radius of the circular area that includes all nodes that are inhibited by the transmission of node t.
The value of this radius is a design parameter of the protocol. 1 In our specific case, we derive the expression for it in Section III-C, after our protocol has been explained in detail.
Definition 4:
The collision area associated to a specific link between transmitter node t and receiver node r is the circular area of radius Υ tr and centered at r, inside which no other node can transmit without corrupting the transmission from t to r.
From (2), and considering that a collision occurs at node r if SINR < β, the following expression can be obtained
where the approximation is obtained by neglecting the background noise σ 2 . The inhibition range R inh corresponding to node t, and the collision area associated to the link between nodes t and r are represented in Fig. 1(b) . This figure gives some insight into the main problems that affect carrier sense strategies. The hidden terminal effect is caused by nodes located inside the area defined by Υ tr , but not contained in the area defined by R inh , namely the nodes that can cause a collision to the packet from t to r, but that are not inhibited by the transmission of t. On the other hand, the exposed terminal problem affects the nodes inside the area defined by R inh which are also outside the area defined by Υ tr , that is, the nodes inhibited by t but which do not actually interfere with the intended transmission from node t to node r. The hidden terminal problem can be alleviated by increasing R inh , but at the cost of inhibiting more nodes and increasing the exposed terminal. The effect of applying ρ and reducing the intended transmission range to R ρ is to have smaller collision areas Υ tr without increasing the inhibition range R inh . Therefore, it results in a reduction of the hidden terminal effect, while allowing the same amount of simultaneous transmissions.
B. Degrees of a Node
The number of neighbors that correctly receive a packet from a transmitting node t is what characterizes the efficiency and the reliability of the communications. This number of successful receptions is usually referred to as the degree of the transmitting node. Accordingly, we can define the intended degree of a node as the number of neighbors it attempts to reach with each transmission. Since, during a given transmission, several collisions may occur due to the presence of a specific interferer, the instantaneous degree of the transmitter is the exact number of nodes that correctly receive this specific transmission. This instantaneous degree depends on where the virtual interferer is exactly located, which is generally unknown by the transmitter node. Therefore, we introduce the concept of expected degree of a transmitter node conditioned to a given interference strength, which is the expected number of neighbors that will correctly receive the packet from this transmitter node t in the presence of this interference. This expected degree is computed by averaging all possible instantaneous degrees for the different positions where the virtual interferer may be located, given the specific interference strength sensed by node t.
More precisely, in a broadcast scenario the intended degree η t of node t is the number of neighbors that t attempts to reach in each transmission, namely the number of nodes inside its intended transmission range R ρ . The instantaneous degreeη t (k) of a transmitter node t, at a given time instant k, withη t (k) ≤ η t , is the real number of nodes that can correctly decode a packet from t at certain time instant k. If we denote by k a specific time instant, the instantaneous degreeη t (k) depends on the position, denoted by ϕ k , of the virtual interferer I at this time instant k. With a slight abuse of notation, we can write that η t (k) =η t (ϕ k ). Finally, we denote by ψ k the JRIS generated at node t by the virtual interferer I located at ϕ k . Thus, if we average over all the possible positions of I that generate the interference strength ψ k at node t, the expected degreeη t (ψ k ) can be expressed as
Similarly, the expected number of collisions for a given ψ k is
Furthermore, the virtual interferer I is affected by a potential transmission of t, which would cause its intended degree η I to be reduced to an instantaneous degreeη I (k). It depends both on the interference power received from t, and the position of the neighbors that I is reaching at this slot k. We denote by φ k this specific position, and by ψ k the JRIS generated by t to I, which is the same received by t from I. Then, we can compute, similarly to (7), the expected degree of the interferer given an interference ψ k from t, by averaging the degree of I over all the possible positions of its neighbors, for this specific ψ k generated by tη
In the same way, we define asκ I (ψ k ) = η I −η I (ψ k ) the expected number of collisions caused to the interferer I by the possible transmission of t.
When a unicast scenario is considered, the intended degree of any transmission from t to r is always equal to one. We denote bỹ η tr (k) the instantaneous degree of t, for the unicast transmission from t to r. Clearly, we have thatη tr (k) = [0, 1]. The expected degreeη tr (ψ k ) is computed similarly to (7) , and the expected number of collisions is given byκ tr (
We denote byη I andη I (ψ k ) the instantaneous and expected degree, respectively, of the virtual interferer, and byκ I (ψ k ) = 1 −η I (ψ k ) the expected number of collisions caused by the possible transmission of t.
The different degrees related to a node explained along this subsection are summarized in Table I .
Finally, the average degree of the network is defined as the number of nodes inside the intended transmission range R ρ when a uniform distribution of nodes is assumed
C. Problem Formulation
The main guideline for the design of the proposed CSMA strategy is to increase simultaneously the reliability of the communications and the throughput of the network, such that the traffic requirements of distributed signal and information pro-cessing tasks can be satisfied with a small number of packet losses.
We denote by T the duration of the distributed task, and by k each time slot in which T is divided. We consider the duration of each slot k to be, as maximum, equal to the transmission time of a packet. In this work, a node is considered to transmit at a specific slot k if the last byte of the packet is put in the channel during this time slot. By doing so, we guarantee that no node transmits more than one packet per time slot. Moreover, we denote by T (k) the set of nodes aimed to transmit simultaneously at time slot k. We define the number of sent packets n s (k) at a specific time slot k as the sum of the intended degree of all nodes transmitting at this time:
Accordingly, the total amount of packets sent during the T time slots is computed as
Similarly, the number of correctly received packets n r (k) at a specific time k is defined as the sum of the instantaneous degree of all active nodes at time k
Again, the total number of correctly received packets during the T time slots can be computed as
The expected efficiency of the network during the T time slots can be expressed as follows
namely the average number of correctly received bits per second during T time slots, where s is the duration of each time slot measured in seconds and z is the size of each packet measured in bits. Note that this expression can be viewed as the throughput of the network averaged along all the possible realizations of the distributed task. Clearly, this concept gives a notion about the efficiency of the communications, but does not consider the average number of sent packets that are needed to achieve this performance. Therefore, the same result can be attained with different associated rates of sent packets and packet losses. Then, our goal is to obtain a high value of U 1 (T ) while as few packets as possible are sent on average during a specific number T of time slots. In this sense, the average number of correctly received packets divided by the average total number of sent packets
gives an insight into the reliability of the communications during the experiment, where e denotes the total energy required to transmit a packet measured in Joules. This quotient can be seen as the packet reception rate (PRR) of the network averaged over all the possible realizations of the distributed task being executed. Considering all above, our utility function is expressed as:
that is, the product 2 of the average throughput multiplied by the average PRR. It becomes clear that the function U (T ) captures both the efficiency and the reliability of the network during the T time slots of the experiment. Note that the parameters z, s, T and e are determined by the hardware of the devices and the experiment being performed, so that these cannot be tuned or optimized. For simplicity and without loss of generality, we use z = s = e in our experiments. Finally, the expression in (16) is directly applicable to a broadcast scenario, but also to a unicast scheme by particularizing η t = 1 for all t.
Our main objective is to increase as much as possible and during the T time slots that the experiment lasts, the utility function defined in (16) . This is accomplished by ensuring at each time slot k a high number of simultaneous transmissions with only a few collisions, in such a way that the throughput U 1 keeps growing with every new transmission while the packet reception rate U 2 remains as close to its maximum as possible. Then, the MAC policy proposed here is based on a continuous increase of the utility function along the T time slots. Accordingly, a node that senses an interference power ψ k in the channel transmits if and only if, for this value of ψ k , the transmission implies that U (k) < U(k + 1), namely an improvement of the utility function is ensured. The computation of the function U at both k and k + 1 time slots involve expectations and knowledge about the whole network during the various time slots, and consequently it can not be exactly computed by the nodes in a distributed fashion. In the following section, we explain how each node can replace this global decision rule by a local one, which is based just on its available local information. This includes the measured power ψ k in the channel, the number of nodes in the network N , the size of the deployment area L, and the distances to each neighbor d tr . These distances can be estimated by means of several RSSI measurements performed during a previous training step.
III. DESCRIPTION OF THE ADAPTIVE PROTOCOL
This section is devoted to provide a detailed description of our proposed MAC protocol, which is designed in such a way that can be executed in a completely distributed manner. Our approach is a variation of the unslotted mode of the IEEE 802.15.4 standard, which defines a CSMA strategy with asynchronous wake intervals. According to this asynchronous strategy, when a node has a packet to send, it randomly choses an integer from a contention window (CW) interval following a uniform distribution, and waits for this time before attempting to transmit. When the timer expires, the node senses the channel and only transmits if the measured interference is below a specific threshold. This threshold is previously computed and is the same for all nodes.
In contrast, the present work proposes an adaptive and distributed method for each node to compute a set of thresholds, with the main purpose of allowing a high number of concurrent transmissions while as few collisions as possible occur. Accordingly, at each time moment k, each node makes its own decision about whether to transmit or not based on the measured interference ψ k and other available local information. We first explain how the global decision U (k) < U(k + 1) can be mapped into a local rule that is computable by each node. Then, we show how each node can compute the different parameters involved in its own local decision rule. Finally, we describe the complete operation mode of the protocol.
A. Local Decision Rule
Before presenting the proposition that states the local decision rule for the nodes to increase the value of the utility function at each time instant k, we propose the following Lemma, which is used to show the main result Lemma 1: Given y(x) = (x + a 1 )(x + a 2 ) − x, with a 1 , a 2 ≥ 0 and a 1 > a 2 , the following result holds:
Proof: Since a 1 > a 2 , we have that
from which can be obtained the following inequality
For any x ≥ 0, we can add the term x 2 + 2 (a 1 + a 2 ) x to both sides of the inequality while maintaining its correctness. After arranging terms, we have that
Taking square roots at both sides, it holds that
and the result in (17) follows. Now, we are ready to present the proposition that defines the local rule for the node t to improve the utility function in the presence of the interferer I:
Proposition 1: The utility function in (16) is improved at time k by the broadcast transmission of node t if, given an interference strength ψ k at t, the following inequality holds
Proof: If node t does not perform the transmission at time k, the utility function remains unchanged from k to k + 1
However, if node t transmits, the utility function at time k + 1 becomes
Therefore, the transmission of node t improves the utility function as long as the expression (20) is larger than the expression in (19) , or, equivalently, if
The second term in (21) is an increasing function in E[n r (1:k)] and decreasing in E[n s (1:k)], and since E[n r (1:
. Thus, the previous condition becomes
By applying the inequality (17) from Lemma1 with x = E[n k s ], a 1 = η t and a 2 = 0, we have that the right term of this inequality is upper bounded by n t /2, hence the result in (18) follows.
Similarly, if a unicast scenario is considered, we can state the following result:
Corollary 1: The utility function in (16) is improved by the unicast transmission from t to r at time instant k if, given an interference strength ψ k at t, the following inequality holds
Proof: The proof is similar to the one used in (18) with the particularity that in a unicast scenario, η t = 1. This particularity easily leads toη tr (ψ k ) >κ I j (ψ k ) + 1 2 . Moreover, after a high number of iterations k >> 1, we have that
≈ 1, allowing us to approximate the right term of (21) by 0 and then the expression in (22) follows.
Every node t in the network knows its own intended degree. Then, local decision rules in (18) and (22) can be applied in a distributed fashion as long as node t can compute, just by using local information, its expected degrees and the expected number of collisions caused to the virtual interferer I. Next, we explain how node t computes both parameters using only the available local information.
B. Distributed Computation of the Required Parameters
This section is dedicated to explaining how each node t can compute, in a completely local manner, the parameters needed to apply the local decision rules (18) and (22), namely, its expected degree in the presence of an interference ψ k , and the expected number of collisions caused to the virtual interferer I that produces ψ k .
1) Expected Degree of the Transmitter (η t (ψ k ),η tr (ψ k )): given an interference ψ k , the expected degree of t for both broadcast and unicast transmissions are related as follows
that is, the degree of t for a broadcast transmission is the sum of the degrees of all unicast transmissions to its neighbors inside the area of radius R ρ . If we develop the expression forη tr (ψ k ), we have the followinḡ
where p(ϕ k ) is the probability that the interferer is located at position ϕ k , the third equality follows since in a unicast transmissionη tr (ϕ k ) = [0, 1], and ϕ * k stands for any interferer position that allows the reception of the packet by r, that is,η tr (ϕ * k ) = 1. Finally, p tr (ψ k ) is the total probability that a packet from t reaches r in the presence of a virtual interferer I that produces an interference power ψ k at t. For our particular setting, the probability p tr (ψ k ) can be expressed as follows
where:
r p 1 is the probability that any node inside the area centered at r with radius Υ tr , namely, the collision area of node r, decides to transmit after node t senses the channel but before the transmission starts (see Fig. 2(a) ).
r p 2 is the probability that the interferer I generating ψ k is located inside the area centered at r with radius Υ tr (see Fig. 2(b) ).
r p 3 is the probability that any node inside the area centered at r with radius Υ tr , and outside the inhibition range R inh of t, decides to transmit during the time that the packet from t to r remains in the channel (see Fig. 2(c) ). For the computation of p 1 , we first consider the probability that a single node i starts a transmission at a given moment, which is the combination of three events:
r The node has a packet to transmit. In the specific case of an iterative task, every node always has information to exchange with its neighbors, in order to refine it as soon as possible. Therefore, this probability is always equal to one.
r The timer based on the value of CW expires and the node i decides to sense the channel. From the work in [23] , and particularizing for our specific scenario (no retransmissions, constant back-off window, packet discarding after channel sensing), it can be shown that the probability of this event is given by
, where CW is the size of the contention window, τ is the packet transmission time, and α i is the probability that node i decides, after sensing the channel, that its own transmission improves the utility function. It depends on the interference measured by i, and on the final thresholds computed by i when this protocol is applied.
r The node i senses the channel and decides that its own transmission improves the utility function. This probability is directly given by α i . Therefore, and considering these three events, the probability that a node i starts a transmission at any time can be written as
. Then, the probability that this node i does not transmit during the time interval after node t senses the channel and before it starts the transmission is given by
, where t turn is the time for every node to turn around from listening to transmitting mode. If we extend this expression to all nodes inside the area of interest, we have that p 1 can be expressed as follows
. (26) The computation of the different α i entails the previous knowledge of the adaptive thresholds that the MAC protocol aims to compute and centralized computations. Therefore, we apply a simplified model where node t assumes that α i = α for all i. The final choice of α is a design rule of the protocol. The more α approaches one, the more conservative the protocol is, that is, the PRR is prioritized over the throughput.
Moreover, since the nodes are deployed randomly but following a uniform distribution, the average number of nodes inside the inhibition area corresponding to the transmission from t to r is NπΥ 2 tr /L 2 . Therefore, we have that
. (27) The probability p 2 that the interferer I is placed inside the collision area of node r is given by the quotient of the circular arc between the points A and B (see Fig. 2(b) ) and the total length of the circumference of radius R I . By applying some trigonometric relations, we have that:
where u = Finally, and regarding p 3 , a collision may occur when any node inside the area centered at r with radius Υ tr and placed at a higher distance from t than R inh , is not inhibited by the transmission of t and decides to transmit during any of the τ time units after t starts the transmission. The value of R inh is obtained and explained in (III-C). The area of these non-inhibited nodes is computed by subtracting from the collision area of r the intersection between itself and the circle defined by the radius R inh (see Fig. 2(c) ). If we denote as H 1 this intersection area, we have that:
where φ i = θ i − sin(θ i ) for i = 1, 2, and:
Given a uniform distribution, the number of nodes inside the area of interest is πΥ
Following the same reasoning as for the computation of p 1 , the probability that any node inside this area decides to transmit during the τ time units that the packet remains in the channel is given by
2) Expected Collisions of the Interferer (κ I (ψ k ),κ I j (ψ k )): for any node, the expected number of collisions is computed as the intended degree minus the expected degree of the node. We assume that, prior to the transmission of t, the virtual interferer I is reaching all its intended neighbors. Furthermore, we also assume that this intended degree is the average degree of the networkη avg for a broadcast transmission, and 1 for a unicast one. Therefore, node t only needs to compute, in the case it starts a transmission, the expected degree of the virtual interferer I. Node t cannot infer any information about the neighbor distribution of this virtual interferer. However, since the nodes have been deployed following a uniform distribution, from a statistical point of view we can state that the intended neighbors of the interferer I are uniformly distributed inside the area of radius R ρ around it.
In a broadcast scenario, and in order to compute the expected number of neighbors that will still receive from the interferer I when node t starts its transmission, we make use of the following lemma:
Lemma 2: Let us consider two nodes i and j, separated by a distance d ij , and each one broadcasting to their neighbors using a common power P t (see Fig. 3 ). The neighbors that correctly receive the packet from each transmitter are those located inside the respective circles of radius ν 1 d ij , centered in the straight line joining i and j, and backward of the respective transmitter at distance ν 2 d ij , where Fig. 4 . The instantaneous degree of the interferer I when node t is transmitting broadcast at a distance d tI from I is given by the number of nodes inside the area H 2 . This area can be computed as the intersection between the circle defined by the intended transmission range R ρ of I, and the circular area of radius ν 1 d tI , which involves the nodes receiving from I when t is transmitting.
Proof: We prove it for the neighbors of j. Since the transmission power is common to both nodes, the same result holds for i. According to the interference model expressed in (2), a neighbor r of j will correctly receive the packet in the presence of i as long as
By applying the cosine law between d j r , d ij and d d i r , and making use of (31), we have that the following inequality holds
where θ is the angle between the segmentsīj andjr. If we move from polar to Cartesian coordinates by doing x = d j r cos(θ) and y = d j r sin(θ) the previous inequality can be written as
After arranging terms, the previous expression becomes ⎛
which is the formula of the circle proposed in Lemma III.2. This lemma defines the area inside which the neighbors of interferer I still receive even in the presence of the transmitter t. However, the intended neighbors of I are those inside the area centered at I, and with radius R ρ . Therefore, the intersection H 2 between those two areas defines the area containing the intended neighbors of I that receive in the presence of the transmitter t (see Fig 4) . This intersection area H 2 is computed in the same way as (29), by simply substituting the appropriate distances as follows:
Given that H 2 and for a uniform distribution of nodes throughout the network, the expected degree of the interferer I in a broadcast scenario is computed as
For the case of a unicast transmission, if we develop the expression of the expected degree of I, we have the followinḡ
whereη I j (φ k )| ψ k is the instantaneous degree of I in the presence of an interference ψ k , for a unicast transmission, and when the destination j is located at φ j . We denote by p(φ k ) the probability that j is placed at this specific location φ k . The third equality follows sinceη I (φ j ) = [0, 1]. The value φ * j expresses any placement of j that allows its reception from I when t is transmitting. Finally, p I j (ψ k ) is the probability that any node j located at a distance d I j from I can receive a packet from I when t is generating an interference ψ k at I. Given the uniform distribution of nodes, we assume that the generic intended receiver j is located at a distance corresponding to the average of the uniform distribution, specifically d I j = R ρ / √ 2. The probability p I j (ψ k ) is given by one minus the probability that the transmitter t is placed inside the area centered at j and with radius β 1 γ d I j , namely the inhibition area of j. This probability is computed in the same way that p 2 in (28), by substituting the following:
C. Description of the Protocol
The key point of any CSMA/CA policy is the decision that each node makes after sensing the channel. Here we explain the different situations that arise regarding the measured interference ψ, and the action performed by the node in each case. The decision of the node is taken by considering just local available information, and by applying the decision rules explained in Section III-A. In this way, if the sensed RSSI corresponds to a packet that the node can decode, the node performs the reception and waits for a new random period before sensing again the channel. 3 Otherwise, the RSSI is considered merely interference, and depending on its value, the node makes the following decisions (see Table II): 1) If no energy is detected, that is, ψ = σ 2 , no assumption about the presence or absence of an interferer can be made. Nevertheless, it is assumed that a possible interferer would be far enough for the utility function to increase, and consequently node t always transmits. 
where ψ k denotes the signal strength of the transmitting node I k . Then, since no packet can be decoded, the following expression holds
Therefore, combining expressions (34) and (35) and neglecting the background noise, the energy assignment in this case is given by
for any > 0 and such that ψ 1 > ψ i ∀i = 1. If we consider the worst case, node I 1 is placed as close as possible to node t, such that the interference between them is maximized, but far enough to make t unable to decode its packet. This is done by fulfilling the equations in (36) and choosing the value of infinitesimally small, so that ψ 1 is maximized. Let us consider I 2 to be, among I 2 . . . I m , the closest node to t. Then, two possible scenarios emerge. β) , we must consider, at least, two interferers. Since in this case the effect on the global utility function of a transmission from node t cannot be locally approximated, node t decides not to transmit. Then, the radius R inh used for the computation of
IV. SIMULATION RESULTS
In this section, several simulation results are presented in order to show the performance of our adaptive CSMA protocol under both unicast and broadcast communications. We compare our proposal with the unslotted mode of the standard IEEE 802.15.4 and the work in [24] . In both cases, acknowledgements and retransmissions where deactivated to favour its throughput. In the standard IEEE 802.15.4, nodes transmit after the timer expiration only if the measured JRIS is under a constant ED threshold of value −77 dBm or −100 dBm. As an interesting extension, the work in [24] adapts these ED thresholds according to the interference present in the channel. We have used Cooja [22] to simulate the behavior of the TelosB mote working with our proposed design and the related works considered. For every combination of parameters, we have performed 10 realizations of the experiment. The values of the parameters used are listed in Table III . Fig. 5 shows the value of the utility function introduced in Section II, as a function of CW, for our protocol, the unslotted IEEE 802.15.4 and the work in [24] . It can be seen that our protocol outperforms both protocols for almost all combinations of the parameters considered. For a fixed threshold of −77 dBm the channel is saturated very quickly: thus the occurrence of numerous collisions reduces its throughput drastically. As the size of CW grows and the concurrence in the channel decreases, it approaches the rest of the protocols. The results are clearly better for a fixed threshold of −100 dBm, since the PRR keeps high values due to the avoidance of concurrence in the channel. However, the lack of flexibility to increase the throughput under favourable channel conditions prevents this scheme from reaching the performance of our design. In the case of the work [24] , the adaptation of the ED thresholds does not fit the requirements of irregular traffic, as the one generated by a distributed task, since the adaptation is made for an interference level in a time slot that could have changed completely in the next one. In broadcast communications, our protocol reaches maximum utility values around CW = 800 ms for all the transmission powers evaluated. Regarding the parameter ρ, the best performance is obtained for ρ = 1, which indicates that the trend in a broadcast scheme is to cover large areas. In this case, the hidden terminal problem has less impact on the final result, since the reception of several other nodes compensates a possible collision. When unicast communications are considered, ensuring a correct packet reception becomes more relevant. The results depend on the transmission power and the corresponding areas created around the transmitter. For small values of P t , it is possible to create multiple simultaneous unicast transmissions, but with a small SINR ratio. In this case, transmissions are protected by using small values of ρ, which implies larger inhibited areas. The opposite occurs for high transmission powers, where values of ρ close to 1 provide the best results. Finally, Table IV shows the averaged results in terms of bit/s and bit/Joule of all possible parameter combinations for both unicast and broadcast communications. Our protocol increases the throughput between 40% and 250% with respect to the standard IEEE 802.15.4 and the work in [24] , while maintaining similar energy efficiency.
A. Evaluation of the Utility Function
B. Operating Regime of a CSMA Protocol
The utility function presented in Section II-C evaluates the number of correctly received packets together with the number Fig. 7 . Maximum value of the utility function for the same three transmission power levels evaluated before. This figure has been generated by obtaining the value of CW that provides maximum utility value for the power level considered. of times each of these packets have to be sent before a successful reception occurs. To show clearly how this function captures simultaneously the PRR and the throughput of the network, we evaluate the performance of a CSMA protocol by studying the inter-dependence of both values. Fig. 6 qualitatively shows the operating regime, in terms of PRR and throughput, of a specific network (for a given deployment and specific transmission power), when a specific transmission threshold (T xr 1 ) is applied. When the CW is infinitely long, the number of sent packets is zero, and so are the PRR and the throughput (point A). After a first packet is sent and correctly received, both PRR and throughput become 1 (point B). From this point, as the value of CW decreases and as long as there are no packet losses, the value of PRR remains 1 and the throughput keeps growing (between points B and C1). If we continue decreasing CW, and due to the random nature of the CSMA strategy, some collisions usually appear. The throughput keeps growing until a maximum is reached (point D1) at the cost of reducing the PRR. From this point, a further decrease of CW causes a saturation of the channel: more collisions result in a reduction of both the PRR and the throughput. In the limit, as CW tends to zero, we approximate again point A. If the transmission threshold is changed (T xr 2 ), the operating regime has a similar shape, but this is characterized by its own operation points C2 and D2. Therefore, a CSMA protocol with a fixed predefined threshold works in some specific point of the operating regime curve, which is determined by the chosen value of CW. Furthermore, for a specific network, a maximum throughput Γ max exists that can be attained without collisions (point O) by an optimal link scheduling strategy whose slot duration equals the packet transmission time. Although no CSMA protocol, due to its random nature, can reach this optimal point no matter what ED threshold strategy is used, its main purpose should be to work as close to this ideal point O as possible.
In Fig. 7 we plot the results of our experiments in the terms described before. It can be seen that the resulting shapes are similar to the ones in Fig. 6 , and that higher values of the utility function imply smaller distances to the optimal point of the operating regime. As a matter of fact, our protocol obtains better operating regimes than both the standard IEEE 802.15.4 and the work in [24] for both unicast and broadcast schemes of communications. As expected, for a threshold of −100 dBm, better results are obtained when using small values of CW, while the opposite occurs for a threshold of −77 dBm. Note that the point (1,1) is not reached in these particular figures because we are using a maximum CW value of 2000, which is not large enough to reach the aforementioned point.
V. CONCLUSION
Throughout this work, we propose a reliable CSMA protocol suitable for both broadcast and unicast scenarios under high traffic demands in Wireless Sensor Networks. We first propose a utility function that considers jointly the packet reception rate and the throughput of communications. Based on this function, we propose a local indicator that nodes utilize to decide wether to transmit or not. Then, each node collaborates locally to increase the global utility function. Finally, we implement our CSMA protocol using a simulator and compare it with other related CSMA protocols based on ED thresholds. We show how our protocol outperforms them in terms of the utility function, presenting as a consequence better operating regimes in both broadcast and unicast scenarios.
