We consider how to estimate the trend and cycle of a time series, such as real GDP, given a large information set. Our approach makes use of the Beveridge-Nelson decomposition based on a vector autoregression, but with two practical considerations. First, we show how to determine which conditioning variables contain relevant information by directly accounting for the Beveridge-Nelson trend and cycle in terms of contributions from different forecast errors. Second, we employ Bayesian shrinkage to avoid overfitting in finite samples when estimating models that are large enough to include many possible sources of information. An empirical application with up to 138 variables covering various aspects of the U.S. economy reveals that the unemployment rate, inflation, and, to a lesser extent, housing starts, aggregate consumption, stock prices, real money balances, and the federal funds rate all contain relevant information beyond that in output growth for estimating the output gap, with estimates largely robust to incorporating additional variables. JEL Classification: C18, E17, E32
Introduction
Interpretation of macroeconomic data often involves decomposing a time series into trend and cycle, especially as related concepts such as the neutral rate of interest, the output gap, and trend inflation are crucial inputs into macroeconomic policy decision-making. The macroeconomic literature is replete with statistical methods for conducting such decompositions (e.g., Hodrick and Prescott, 1997; Christiano and Fitzgerald, 2003) . These methods are typically univariate in nature and so only rely on the single variable being detrended for implementation.
A challenge with such a univariate approach is that the interpretation of the estimated trend and cycle from a statistical filter often needs to be corroborated "off-model" with other sources of information. It is possible to directly allow for multivariate information to help conduct and interpret trend-cycle decompositions (e.g., Kozicki, 1999; Garratt et al., 2006; Sinclair, 2009; Garratt et al., 2016; Chan and Grant, 2017; Barigozzi and Luciani, 2017) , but practical challenges remain in terms of determining exactly which variables should be included in the information set or even with how large the information set can be while still keeping estimation tractable.
We address these practical challenges to processing multivariate information within the context of a particular approach to estimating trend and cycle, namely the Beveridge and Nelson (BN) (1981) decomposition based on a vector autoregression (VAR), as considered in Evans and Reichlin (1994) , amongst others. First, we show how to determine which conditioning variables contain relevant information by directly accounting for the BN trend and cycle in terms of contributions from different forecast errors in the VAR. This accounting can be used to define the relevant information set and provides interpretability in terms of which sources of information are most important for estimating trend and cycle for a target variable. Furthermore, given an identification scheme that maps forecast errors to structural shocks, it can also be used for a structural decomposition of movements in trend and cycle. Second, we employ Bayesian shrinkage to avoid overfitting in finite samples when estimating models that are large enough to include many possible sources of information. Evans and Reichlin (1994) show that the multivariate BN decomposition based on a VAR estimated by least squares can be quite sensitive to the number of conditioning variables due to sampling error, perhaps explaining its relative lack of use compared to univariate methods in practice. By considering a standard Minnesota prior with a key hyperparameter calibrated to minimize the pseudo-out-of-sample forecast error variance for the target variable, we find that the degree of shrinkage for our Bayesian VARs (BVARs) increases with the size of the model, mitigating the effects of increasing sampling error for larger systems, while still allowing the likelihood to dominate the prior for coefficients on relevant conditioning variables.
An application with up to 138 variables covering various aspects of the U.S. economy reveals that the unemployment rate, inflation, and, to a lesser extent, housing starts, aggregate consumption, stock prices, real money balances, and the federal funds rate all contain relevant information beyond that in output growth for estimating the output gap. Estimates are largely robust to incorporating additional variables, but highly sensitive to dropping a key informational variable such as the unemployment rate. Notably, our benchmark BVAR forecasts output growth better than an AR(1) model and the estimated output gap performs favorably against other measures used in policy environments in terms of having a strong negative correlation with future output growth and positive correlation with future inflation. Our results are robust to allowing for possible structural change in long-run growth and to consideration of real GDI instead of real GDP as the measure of aggregate output, while Monte Carlo analysis using empirically-motivated data generating processes shows that Bayesian shrinkage makes finite-sample estimates of the BN cycle more robust to misspecification of the size of a system compared to those based on least squares estimation.
The remainder of this paper proceeds as follows: Section 2 discusses the BN decomposition in a multivariate setting and how to determine the relevant sources of information by accounting for the BN trend and cycle in terms of contributions from different forecast errors.
Section 3 describes how we employ Bayesian shrinkage to avoid overfitting in finite samples when estimating models that are large enough to include many possible sources of information.
Section 4 reports the results for our empirical application estimating the U.S. output gap using a dataset with 138 variables. Section 5 considers robustness to accounting for structural change in long-run growth, consideration of real GDI instead of real GDP, and misspecifying the size of a system in finite samples. We conclude by briefly summarizing our contribution and suggesting possible extensions.
2 The BN Decomposition in a Multivariate Setting Beveridge and Nelson (1981) define the trend of a time series as its long-horizon conditional expectation minus any future deterministic drift. In particular, letting {y t } be a time series process with a trend component that follows a random walk with a constant drift µ, the BN trend, τ t , at time t is
The BN cycle, c t , can then be calculated simply as the difference between the observed time series and the BN trend:
The intuition behind the BN decomposition is that the long-horizon conditional expectation of the cyclical component of a time series process is zero, meaning that the long-horizon conditional expectation of the time series will just reflect its trend. Therefore, one only needs to specify a forecasting model for the time series to estimate the trend based on the implied long-horizon conditional expectation. In a univariate setting, ARIMA models have often been considered (e.g., Beveridge and Nelson, 1981; Morley et al., 2003) . In a multivariate setting, linear VARs have been considered (e.g., Evans and Reichlin, 1994) .
For the multivariate setting, let ∆x t represent a vector of n stationary variables that includes the first difference of the target variable y t . 1 We assume that ∆x t has a finite-order VAR(p) representation with the following companion form:
where ∆X t = {∆x t , ∆x t−1 , ..., ∆x t−p+1 } , F is the companion matrix, µ is a vector of unconditional means, H maps the VAR forecast errors to the companion form, and e t is a vector of serially uncorrelated forecast errors with covariance matrix Σ. 2 Given stationarity, (I − F)
exists and, from equation (3), the cumulative sum at time t of expected future deviations of 1 By framing the stationary variables as being in differences, we can apply the BN decomposition to the integrated levels, x t , of these variables, which importantly includes the target variable y t , although variables that are stationary in their levels could also be included in ∆x t and the BN decomposition would implicitly be applied to the accumulation of their levels.
2 It should be noted that equation (3) can accommodate cointegration according to a vector error correction representation by including the long-run equilibrium errors in ∆X t , with particular restrictions on F and H. See Morley (2002) for an example.
the vector process from its unconditional mean can be written as
Then, denoting τ t and c t as vectors of BN trends and BN cycles, respectively, these can be solved following Morley (2002) as
The crucial question in the multivariate setting is which conditioning variables to include in the model. In principle, the simple answer based on the definition of the BN decomposition would be to include all variables that contain relevant information for forecasting the target variable y t based on the true data generating process (DGP). In particular, denote w t as a strictly multivariate set of variables such that w t is a vector with n * > 1 rows that includes ∆y t and follows a finite-order VAR(p * ) process. Then, given population values for F and µ and setting ∆X t = W t , where W t = {w t , w t−1 , ..., w t−p * +1 } , equations (5) and (6) would recover the true trends and cycles for x t , including for y t .
We consider the case where a large available dataset includes w t , as well as some additional extraneous variables that are not relevant for forecasting future values of the target variable.
Then, letting V t ⊂ W t ⊂ Z t , we can make the following two observations: First, Proposition 1 in Evans and Reichlin (1994) directly implies that the BN cycle will be different when conditioning on a smaller information set V t instead of W t , with a strictly smaller variance of the cycle in the case of omitted variables. Second, it is straightforward to reason from the proposition that the BN cycle will be the same when conditioning on a larger information set
Based on these two observations, we propose a practical way to determine which conditioning variables contain relevant information. To understand our approach, let Γ i ≡ F i (I − F) −1 for notational convenience and repeatedly lag and substitute equation (3) into equation (6) to get the following expression for c t as a function of historical forecast errors:
where the approximation in the last line should be highly accurate for all but the first few time periods in a sample given that Γ t+1 exponentially decays to zero as t increases for a stationary vector process. 4 Then, defining a selection vector s r,q as a column of zeros in all r rows except for a 1 in the q th row and assuming n variables and p lags in the VAR, we can account for the contribution of the forecast error for the k th variable to the BN cycle of the l th -ordered target variable as
Given this calculation for the contribution of a particular variable, our proposed approach is to start with a VAR based on the entire available dataset and then drop variables with forecast errors that only contribute a negligible amount of variation to the BN cycle of the target variable until doing so leads a meaningful change in the cycle. In particular, Proposition 1 in Evans and Reichlin (1994) means that the BN cycle will not change as we go from ∆X t = Z t to ∆X t = W t , but its amplitude will shrink as we go from ∆X t = W t to ∆X t = V t . Thus, this procedure should result in determining which conditioning variables contain relevant information and belong in w t .
We note that this approach is not equivalent to simply including any variable that Granger causes the target variable in ∆x t , as might be inferred from Remark 1 to Proposition 1 in Evans and Reichlin (1994) . The issue is that Granger causation is a sufficient, but not necessary condition for belonging to w t . In particular, because the BN decomposition is based on an infinite-horizon forecast, a variable might not Granger cause the target variable, but still be relevant if it Granger causes another variable that Granger causes the target variable. 5 The key is that any variable for which removal from ∆x t alters the BN cycle for y t belongs in w t .
As part of our approach, we can determine the relative importance of different sources of information in calculating the BN cycle by looking at the variance of the contribution c k,t for each remaining variable in the VAR. However, this is clearly not a strict variance decomposition as any correlation between forecast errors across equations will mean there are also non-zero covariance terms that affect the total variance of c t . Likewise, we can obtain a historical decomposition in terms of which forecast errors explain the observed BN cycle by looking directly at c k,t , with c t = c 1,t + c 2,t + ... + c n,t , but again this will not have a structural interpretation given correlation between forecast errors across equations. However, if we have an identification scheme that maps orthogonal structural shocks to forecast errors according to Aε t = e t , where ε t is a vector of structural shocks with covariance matrix I, implying Σ = AA , we can substitute in Aε t for the forecast errors in equation (8) to examine the role of the identified orthogonal structural shocks in driving the cycle.
6
For completeness, we note that to solve for the BN trend growth as a function of forecast errors, we can difference equation (5) to get
Again, we can account for the contribution of the forecast error for the k th variable to the BN trend growth of the l th -ordered target variable as
Similar to the case with the BN cycle, this calculation allows us to determine the importance 5 This broader concept of forecast relevancy has previously been studied and described as "Granger Causal Priority" (e.g., Jarociński and Maćkowiak, 2017) or "long-run Granger causality" (e.g., Dufour and Renault, 1998) . 6 We present an example in the online appendix based on standard identification schemes for oil price shocks and monetary policy shocks. Importantly for large models such as in our empirical application, orthogonality makes it possible to examine the causal effects of a subset of structural shocks without necessarily identifying all of the structural shocks in a system. of different sources of information in calculating the BN trend and possibly examine the role of the identified orthogonal structural shocks in driving the trend by substituting in Aε t for the forecast errors in equation (10).
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3 Estimation in Finite Samples Evans and Reichlin (1994) show that estimates of the U.S. output gap based on multivariate BN decompositions are fundamentally different than those based on a univariate BN decomposition. In particular, they find that, in contrast to univariate estimates for a low-order AR model of output growth, multivariate estimates using information from the unemployment rate, aggregate consumption, and indices of leading and coincident indicators are large in amplitude and positively associated with NBER reference cycles. They interpret this finding as reflecting the relevance of the multivariate information for forecasting output growth, specifically in terms of capturing negative serial correlation at long horizons that is not captured by a typical univariate time series model. However, Evans and Reichlin (1994) also acknowledge that estimates of trend and cycle are sensitive to sampling error in finite samples. In particular, they note that the variance of the BN trend should be invariant to the information set in theory, but is not in practice due to large sampling error when estimating highly-parameterized models. Meanwhile, even given the same information set, they find that the amplitude of the BN cycle is sensitive to model specification, especially lag length. The general issue is that including more information in a forecasting model estimated by least squares or maximum likelihood in a finite sample will mechanically increase the implied predictability of output growth and, therefore, the amplitude of the BN cycle according to Proposition 1 in Evans and Reichlin (1994) . This problem explains why Evans and Reichlin (1994) and others who consider the multivariate BN decomposition typically keep the number of variables in the information set relatively small and rely heavily on Granger causality tests to justify inclusion of variables even though the tests can suffer from low power in finite samples and variables could contain relevant information even if they do not directly Granger cause output growth, as discussed in the previous section.
Here, we propose how to address practical concerns about overfitting in finite samples when estimating large models to ensure inclusion of all relevant information. In particular, we are motivated by the literature on using shrinkage priors in Bayesian VARs (BVARs) for forecasting going back to Litterman (1986) and Robertson and Tallman (1999) , but especially more recent studies on estimating large systems corresponding to entire datasets, such as . Building on these studies, we employ a Minnesota-type shrinkage prior with a key hyperparameter that we calibrate to minimize the pseudo-out-of-sample forecast error variance for our target variable y t .
The implementation of our shrinkage prior is best illustrated by directly considering the VAR(p) for the demeaned vector of variables, ∆x t ≡ ∆x t − µ:
. . . 
where E(e t e t ) = Σ and E(e t e t−i ) = 0 ∀i > 0. The use of demeaned observations ∆x t is equivalent to setting a flat prior on the unconditional means. Shrinkage is then applied to the slope coefficients using a Minnesota-type prior specification. In particular, letting φ jk i denote the slope coefficient of the i th lag of variable k in the j th equation of the VAR in equation (11), we set the prior means and variances of the slope coefficients as follows:
where the degree of shrinkage is governed by the hyperparameter λ, with λ → 0 shrinking to the assumption that the variables in the VAR are independent white noise processes or, equivalently for all of the differenced variables in the VAR, independent random walk processes in levels. However, given λ > 0, the prior is not dogmatic and, following standard results for Bayesian estimation of regression models (e.g., see Koop, 2003) , the posterior will converge asymptotically to the population parameters assumed in the analysis in the previous section.
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Following the standard Minnesota prior structure, the factor 1/i 2 shrinks coefficients at longer lags closer to zero. The variances σ 2 j and σ 2 k are set to the variances of residuals from AR(4) models estimated using least squares for the corresponding variables as per the usual practice (e.g., Koop, 2013) .
In terms of setting the shrinkage hyperparameter λ, we are motivated by methods in previous studies on forecasting with large BVARs that generally imply more shrinkage -i.e., setting λ closer to zero -as the number of variables in the model increases. The basic idea is to avoid overfitting in finite samples as the number of parameters in the VAR proliferates with the number of variables. suggest choosing λ so as to match the in-sample fit of a large model with that of a smaller 3-variable system based on least squares, Giannone et al. (2015) suggest placing a hierarchical prior on λ and directly estimating it, while Carriero et al. (2015) suggest choosing λ to maximize the marginal data density of the model. The first approach is very application-specific in terms of the choice of the smaller 3-variable system, although we draw from this general idea by choosing λ to maximize the fit of a particular target variable rather than the fit of the entire system, which is the implicit goal of the second and third approaches. The problem with focusing on the fit of the entire system is that it leads the BN cycle to always be sensitive to the size of the model. Intuitively, as the number of variables increases, relatively less weight is put on the fit of the target variable, causing the BN cycle to change even as extraneous information is added to the system. Meanwhile, we focus on fit in terms of point forecasts, while the second and third approaches are technically related to density forecasts, although point and density forecast accuracy are often closely related in practice. Our focus on point forecast accuracy is consistent with the definition of the BN decomposition in terms of a long-horizon point forecast.
The specifics of our approach are that we conduct numerical optimization to find the λ that minimizes the one-step-ahead root mean squared forecast error (RMSFE) for the target variable y t over an evaluation sample using pseudo-real-time estimation based on an expanding window starting with a particular initial fraction of the full sample.
10 In addition to generally providing more shrinkage as the number of variables included in the model increases, our focus on pseudoout-of-sample RMSFE serves another purpose within the context of performing a trend-cycle decomposition with the BN decomposition. In particular, Nelson (2008) argues that an AR (1) model of output growth is a sensible choice for performing a BN decomposition for aggregate output because, while extremely parsimonious, it produces comparatively good out-of-sample forecasts. Thus, we view a competitive out-of-sample forecast for output growth relative to a univariate AR(1) model as crucial to address Nelson's critique of standard approaches to trend-cycle decomposition such as the HP filter that have implicit out-of-sample forecasts of output growth that perform much worse (e.g., see .
Conditional on λ and the assumption of Normality for the variables, the calculation of posterior moments for the slope coefficients is straightforward, as the natural conjugacy of the prior implies that we can implement estimation using least squares with dummies observations (e.g., Del . For brevity, we relegate these details to the online appendix.
Application to the U.S. Output Gap
For our empirical application, we consider a dataset with 138 variables covering various aspects of the U.S. economy. In our benchmark model, we focus on the following 23 variables: the oil price, real GDP, the CPI, the unemployment rate, hourly earnings, the fed funds rate, stock prices, the slope of the yield curve, GDP deflator, employment, personal income, real PCE, industrial production, capacity utilization, housing starts, producer price index for all commodities, PCE deflator, hours worked, nonfarm real output per hour, total reserves, nonborrowed reserves, real M1, and real M2. This choice of variables is informed by the 20-variable model in , which in turn was informed by an influential monetary VAR study by . In particular, Banbura et al. (2010) We take natural logarithms of the data when appropriate and then differences if either a unit root test cannot reject at a 5% level of significance or a t-test can reject a constant mean across the first and second halves of the sample at a 10% level of significance.
11 We transform the data in this way because stationarity is necessary to construct BN trends and cycles following the method described in Section 2. 12 All series, once transformed to be stationary, are backcast using a sample average so as to keep the initial observations as part of the estimation sample from 1959Q3 to 2016Q4. Unless otherwise noted, the lag length is always set to p = 4, as is 11 This relatively simple approach to addressing possible structural change is for convenience given the large number of variables under consideration. However, it would certainly be possible to consider more formal tests for structural breaks at unknown breakpoints and adjust series accordingly. Meanwhile, we consider a possible break in mean of real GDP growth and other variables as a robustness check in Section 5 below.
12 Preliminary analysis showed that, despite shrinkage to white noise processes, incorporating very persistent variables in the BVAR, including those with apparent large shifts in their level, results in BN cycles that appear to drift up or down over rather than reverting to a mean of zero.
often considered for quarterly data.
Before estimating our 23-variable benchmark model using Bayesian shrinkage, we motivate our approach by considering the estimated output gap based on the BN decomposition using least squares estimation of smaller models.
13 In particular, Figure 1 plots the estimated output gap for the cases of a univariate AR model of output growth, a bivariate VAR model of output growth and the unemployment rate, and a four-variable VAR model of output growth, the unemployment rate, CPI inflation, and the growth rate of industrial production. Consistent with the findings in Evans and Reichlin (1994) , the inclusion of multivariate information serves to capture negative serial correlation in output growth at longer horizons and leads to more intuitive estimates of the output gap that are positively associated with NBER reference cycles.
However, it is notable just how sensitive the estimates are to the information included in the forecasting model, with the amplitude of the estimated output gap increasing substantially as more information is added. This result could be because, as we will see with our analysis below, the unemployment rate and CPI inflation are particularly important conditioning variables for estimating the output gap. But Proposition 1 in Evans and Reichlin (1994) also means that the amplitude of the BN cycle for the target variable will necessarily increase in a purely mechanical way when more variables are added to the forecasting model given least squares estimation in finite samples. Thus, some of the increase in amplitude that can be seen for additional variables in Figure 1 is likely to be overstated due to sampling error. At the same time, it is possible that other variables are relevant too, but adding them would mechanically increase the amplitude further due to sampling error.
Our proposed approach attempts to overcome the shortcomings with conducting a multivariate BN decomposition using least squares. In particular, we determine which additional variables should be included by looking at contributions of forecast errors to the BN cycle and we use Bayesian shrinkage to avoid overfitting when estimating models large enough to include many possible sources of information. To begin, Figure 2 plots the estimated output gap for our benchmark model, along with 90% confidence bands calculated using the approach for the BN decomposition in . The output gap is positively associated with NBER reference cycles and tends to be most significantly different from zero during recessions and the 13 Least squares estimation is equivalent to maximum likelihood under an assumption of Normality of the variables that is also maintained when conducting the Bayesian estimation.
ends of expansions.
14 Despite considering 23 variables in our benchmark BVAR, the amplitude of the estimated output gap is reasonably similar to that of the four-variable case in Figure 1 based on least squares rather than being much larger, as would be the case using least squares instead of Bayesian shrinkage.
An immediate question arises as to whether all 23 variables in the benchmark model contain relevant information. To answer this question, we consider the contributions of different forecast errors to the estimated output gap based on the formula given in equation (8). Figure   3 reports the standard deviations of these contributions in order to measure the relevance of different sources of information in the forecasting model. The first thing to notice is that a number of variables appear to contain more information about the output gap than output growth itself. This directly explains why the estimated output gap in Figure 2 is so different than the univariate case in Figure 1 . The most important conditioning variables are the unemployment rate and CPI inflation that were also considered in the multivariate models in Figure   1 . However, other variables appear relevant too, especially real PCE, housing starts, the federal funds rate, real M1, and stock prices.
To confirm the relevance of different sources of information identified by our approach, we also consider an eight-variable BVAR that includes the seven most informationally-relevant conditioning variables implied by Figure 3 , in addition to output growth itself. For completeness,
we also consider a 138-variable BVAR that includes our whole dataset to see if we have omitted any important information in our benchmark model. Finally, we consider what happens if we drop the most relevant conditioning variable, the unemployment rate, from our benchmark model. 2008 that we will examine in our robustness analysis below in Section 5. Notably, by dropping the less informationally-relevant variables from the benchmark model, the estimated output gap is barely affected. This suggests that our approach to selecting conditioning variables based on informational relevance works well in practice. Meanwhile, it is not simply the case 14 We note that the degree of uncertainty about the exact level of the output gap is consistent with findings for other measures of the output gap in Garratt et al. (2014) .
that the estimated output gap is so similar across the different information sets due to Bayesian shrinkage. In particular, the bottom panel of Figure 4 compares the benchmark 23-variable case with the same model except without the unemployment rate and the results make it clear that the estimated output gap can be quite sensitive to the omission of even just one conditioning variable if it contains highly relevant information.
15 Figure 5 plots the pseudo-out-of-sample RMSFE for output growth as a function of the shrinkage hyperparameter λ for the eight-variable, 23-variable, and 138-variable cases. As expected, our approach produces more shrinkage as the system gets larger, with the λ that minimizes RMSFE decreasing as more variables are added. Interestingly, the minimum RMSFE itself does not change much across models and is virtually identical in the 23-variable and 138-variable cases. But, notably, the RMSFE is lower than in the random walk case, which corresponds to λ = 0 based on a dogmatic Minnesota prior, and the case of an AR(1) model estimated using least squares for which the RMSFE is given by the horizontal line in Figure 5 .
An AR(1) model is notoriously challenging to beat in out-of-sample forecasts of output growth, as noted in the critique by Nelson (2008) mentioned in the previous section. The fact, then, that the estimated output gap in Figure 2 is based on a model that performs better than an AR(1) model in out-of-sample forecasts provides some assurance that it is not spurious.
A related question is whether our estimated output gap is relevant for policy, as well as how it compares to other measures typically used in a policy environment. To examine this, we consider the correlations between different measures of the output gap and future values of important macroeconomic variables. In particular, a relevant output gap should have a negative relationship with future output growth and a positive relationship with future inflation. We find that our estimated output gap has a correlation of -0.44 with output growth over the subsequent four quarters (i.e., corr(c t , y t+4 − y t ), where c t is the BN cycle for our benchmark model and y t is the natural logarithm of quarterly real GDP). The corresponding correlations for the CBO output gap, a one-sided HP filter, and the Hamilton (forthcoming) filter are -0.18, 0.18, and 0.00, respectively. Thus, our output gap performs best, despite the CBO output gap in particular being a revised measure, with revisions likely influenced by realized values of future output growth.
16 Consistent with the critique of the HP filter by Hamilton (forthcoming), the output gap based on his approach performs better than the one-sided HP filter measure of the output gap. However, it does not provide any guidance on the future direction of real activity for the economy that one would expect an accurate measure of the output gap to do.
At the same time, our measure is explicitly constructed based on optimizing (one-step-ahead pseudo-out-of-sample) forecast accuracy for output growth, so the strong negative correlation with future output growth in our case is perhaps not so surprising. However, our estimated output gap also has a correlation of 0.24 with inflation over the subsequent four quarters (i.e., corr(c t , p t+4 − p t ), where p t is the natural logarithm of the CPI) compared to corresponding correlations for the CBO output gap, a one-sided HP filter, and the Hamilton filter of 0.28, -0.03, and 0.07, respectively. That is, our approach does almost as well as the CBO output gap that is, again, a revised measure and much better than the one-sided HP filter and the
Hamilton filter.
17 Taken together, these correlations suggest the output gap estimated using a BVAR provides a useful measure for monitoring the stance of the economy in terms of how it relates to future output growth and inflation.
Robustness
In this section, we consider the robustness of our empirical results to accounting for possible structural change in the long-run growth rate of the U.S. economy and to an alternative measure of aggregate economic activity, with a particular focus on understanding the behavior of the output gap in the Great Recession and its immediate aftermath. We also consider the robustness of our approach to possible misspecification of the size of a system according to empiricallymotived Monte Carlo simulations.
First, recall that Figure 4 in the previous section suggests that the estimated output gap sided HP filter also produces a measure of the output gap that is mechanically influenced by realized values of future output growth. It has a correlation of -0.52 with future output growth, but this is clearly spurious in the sense that it must reflect a 'look-ahead bias' from being influenced by realized values of future output growth in its calculation given that the one-sided HP filter output gap has a correlation of 0.18 with future output growth. 17 As before, the influence of realized values of future output growth in driving a spurious correlation can be seen by comparing the correlation for the standard two-sided HP filter, which is 0.26, with the correlation of -0.03 for the one-sided HP filter. The bandpass filter is also two-sided and the correlations of its measure of the output gap with future output growth and future inflation are very similar to those for the two-sided HP filter at -0.54 and 0.32, respectively. A full analysis of real-time out-of-sample forecasting performance of different measures of the output gap such as in Guérin et al. (2015) and would be worth exploring, but is left to future research given challenges in accounting for data revisions for such a large dataset.
is not completely robust to the size of the system during the Great Recession, although it is, perhaps surprisingly, always smaller in magnitude than in the 1981-82 recession. In a univariate setting, accounting for a break in long-run output growth around the Great Recession has been shown to significantly alter inference about the output gap based on long-run forecasts (e.g., Eo and Morley, 2017; . Thus, we check if this is also the case in a multivariate setting, with the estimates across different-sized systems possibly influenced to differing degrees by a failure to account for structural change.
For our estimation sample, Bai and Perron (2003) procedures suggest a significant break in the unconditional mean of output growth estimated in 2006Q2. To account for this break, we allow for a one-time break in the mean of all variables in each BVAR in 2006Q2. To the extent that other variables share a common break with output growth, this will be taken into account, while variables without such a break will be little affected by allowing for a redundant break in mean in estimation. The top panel compares the estimated output gap for a 23-variable BVAR allowing for a break to the benchmark case without a break presented in the previous section. The estimates are reasonably robust, although the amplitude is a bit larger when allowing for a break, especially in the latter half of the sample. Meanwhile, the bottom panel compares the estimated output gaps for the eight-variable, 23-variable, and 138-variable cases allowing for a structural break in each case. Notably, the estimated output gap is more robust across all three cases post 2008 than in in Figure 4 , suggesting that a failure to account for structural change could help explain the differences for the 138-variable case reported in the previous section.
Notably, however, the estimated output gap remains smaller in magnitude in the Great Recession than in the 1981-82 recession even when accounting for a structural change in longrun growth. One possibility is that this result could reflect measurement issues with real GDP that may have been particularly severe around the Great Recession and may be mitigated by considering a measure of real GDI instead (see, for example, Nalewaik, 2010) . To check this, we construct real GDI using nominal GDI and the GDP deflator from FRED for the same sample period as the other series and apply our approach to estimate the output gap using real GDI 18 We leave a more in-depth analysis of structural breaks in a multivariate setting to future research.
instead of real GDP.
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Figure 7 plots the estimated output gap using real GDP versus real GDI for the benchmark BVAR specification. In terms of the shape of the output gap, the estimates are reasonably robust across the two measures. However, the amplitude of the estimated output gap is a bit larger in the case of real GDI, suggesting via Proposition 1 in Evans and Reichlin (1994) that it is somewhat more closely related to the conditioning variables in our benchmark model, which is consistent with the general findings in Nalewaik (2010) about GDI. Also, the estimated output gap is larger in magnitude in the Great Recession when using real GDI. However, we note that it is still not as large in magnitude as in the 1981-82 recession. by less than -0.5%. By contrast, the forecast errors for consumption lower the estimate of 19 The FRED mnemonic for real GDI is A261RX1Q020SBEA. The ADF and structural break test results are the same for real GDI as for real GDP.
20 As discussed in Section 2, this is not a structural decomposition because forecast errors can be correlated across variables. However, to the extent that a basic version of the permanent income hypothesis holds, aggregate consumption will follow a random walk and shocks to it would correspond to shocks to permanent income. Thus, we can interpret the differences in trend growth across recessions as possibly being due to differences in shocks to permanent income. 21 The estimates are based on the benchmark model for real GDP in the previous section, but they are largely robust to the other models, accounting for a structural break in 2006, or using real GDI. our BVAR approach has a lower RMSE compared to estimates based on least squares. In every case, Bayesian estimation is more accurate than least squares, although the differences increase with the size of the system and the size of the estimated model. In cases where the size of the model is correctly specified (i.e., the diagonals in both panels (a) and (b)), it is straightforward to see that the differences in mean and standard deviation of the RMSE increase with the 22 For variables that do not feature in the underlying DGP, we use historical realized values from our dataset in our empirical analysis as the additional data considered when estimating larger models for the Monte Carlo analysis. For example, for our eight-variable DGP, we use the eight simulated series for the variables in the DGP and the 15 additional historical data series for the variables that are not in the DGP when estimating a 23-variable model. By construction, the additional variables are extraneous and will be irrelevant in population, but will lead to sampling error in finite-sample estimation.
number of variables/parameters, with the mean RMSE twice as large for least squares than Bayesian estimation in the 23-variable case and the BVAR producing a more accurate estimate of the output gap more than 99% of the time. Notably though, Bayesian shrinkage is not only useful when the size of the model is correctly specified, but also when it is not (i.e., the offdiagonals in both panels (a) and (b)). When the model size is misspecified, our Monte Carlo results suggest that shrinkage still helps keep the estimate of the output gap comparatively accurate. In particular, we find that, under misspecification, our approach produces a more accurate estimate of the output gap between 98-100% of the time when the estimated model is too large and between 60-81% of the time when the estimated model is too small. Thus, there is possibly some justification for estimating a larger BVAR than might be necessary, as we may have done with our 23-variable benchmark model in our empirical application. In particular, the mean RMSEs for the BVARs in our Monte Carlo analysis are very similar for eight-and 23-variable models given one-and eight-variable DGPs, while it is, of course, lower for the 23-variable DGP.
Conclusion
In this paper, we have shown how to apply the Beveridge-Nelson decomposition to obtain estimates of trend and cycle using large vector autoregressions estimated with Bayesian shrinkage.
We have also shown how to account for and interpret the various sources of multivariate information contributing to the estimates of trend and cycle. In our empirical application, we present estimates of the U.S. output gap based on information sets containing as many as 138 variables. We find that the unemployment rate, inflation, and, to a lesser extent, housing starts, aggregate consumption, stock prices, real money balances, and the federal funds rate contain relevant information for estimating the U.S. output gap. Our findings are robust to consideration of structural change and using a real GDI measure of aggregate output. Monte Carlo analysis suggests that the Bayesian approach produces estimates of the cycle that are closer to population values in finite samples than using least squares and that are more robust to misspecification of the relevant information set.
We view two advantages of the approach proposed in this paper that motivate future extensions and applications. The first advantage is that casting the detrending problem within a regression framework allows us to utilize complicated datasets for estimating trend and cycle.
In particular, many time series problems can naturally be cast into the vector autoregressions considered in this paper. For example, policy institutions often construct an output gap measure by monitoring a very broad set of data at differing frequencies. One could cast the problem into a vector autoregression with mixed frequencies and thus allow information from monthly data to directly enter the problem of nowcasting the output gap, even though real GDP is often only available at a quarterly frequency. Likewise, large vector autoregressions with time-varying parameters (e.g., Koop and Korobilis, 2013) or combinations of output gaps for different models (e.g., Morley and Piger, 2012; Garratt et al., 2014; Guérin et al., 2015) could be considered. Another potential extension is joint detrending. Although we only target a single variable in order to estimate the output gap, it would be reasonably straightforward to modify our approach to target multiple variables at once in order to obtain estimates of, say, the natural rate of interest, trend inflation, and the natural rate of unemployment, in addition to the output gap, within a unified and consistent multivariate framework. A second advantage of our approach is the ability to interpret trend and cycle by appealing further to tools from the well-developed literature on structural vector autoregressions. This would allow us to meaningfully discuss shocks driving the trend and cycle and to attribute causality. The standard frameworks of trend-cycle decomposition using time series methods like unobserved components models can struggle to attribute causality, in addition to being more difficult to estimate than the models we propose, especially given large information sets. For example, However, we leave this analysis to future research. Root mean squared errors (RMSEs) are calculated for estimates in comparison to the true output gap for a given simulation under the respective DGP. Estimated model size indicates the number of variables in the information set used to estimate the VAR. The three DGPs contain one, eight, and 23 variables, respectively. Panel (a) presents the mean and standard deviation (in parentheses) of the RMSEs across 1000 Monte Carlo draws. Shrinkage and OLS refer respectively to using our procedure or least squares to estimate the VAR. Panel (b) counts the proportion of Monte Carlo draws where shrinkage produces an output gap that has a lower RMSE relative to the true output gap compared to estimating the VAR using least squares. Notes: Units are 100 times natural log deviation from trend. Shaded bars correspond to NBER recession dates. The output gaps are based on a BN decomposition for various forecasting models estimated using least squares. 'Univariate' refers to the estimated output gap for an AR(4) of output growth. 'Two Variable VAR' refers to the estimated output gap for a bivariate VAR(4) with output growth and the unemployment rate. 'Four Variable VAR' refers to the estimated output gap for a four-variable VAR(4) with output growth, the unemployment rate, the growth rate of industrial production, and quarterly CPI inflation. Notes: Units are 100 times natural log deviation from trend. The dotted lines indicated the bounds of the 90% credible set, calculated using the approach detailed by . Shaded bars correspond to NBER recession dates. 
A1 Data
IFS in the mnemonic column refers to a series being sourced from the International Financial Statistics. Otherwise, the data are sourced from the Federal Reserve Economic Data (FRED) and the FRED mnemonic is provided. The "Adjust" column refers to any data transformations: 'ln' indicates natural logarithms have been taken and '∆ i ' indicates the variable has been differenced i times. Differencing is conducted if a Chow test for a change in mean from the first half to the second half of the sample is significant at the 10% level and/or an augmented Dicky-Fuller test rejects a unit root at the 5% level. An 'x' in the 'BM' column indicates that a variable is included in the 23-variable benchmark BVAR. 
A3 Causal Determinants of the U.S. Output Gap and Trend Growth
The empirical application within the manuscript largely abstracts from causal analysis and focuses on associating movements in the estimated output gap with different sources of information. Here, we outline and conduct a straightforward extension of the main empirical analysis to demonstrate how to conduct structural analysis by decomposing the estimated trend output and output gap into identified structural shocks. We use standard SVAR analysis for two widely-considered structural shocks: a monetary policy shock and an oil price shock. The monetary policy shock is identified by ordering the federal funds rate after 'slow moving' variables, but before 'fast moving' ones in a Cholesky decomposition. This identification strategy is similar in spirit to work by, inter alia, and , where the idea is that financial market variables are in the fast moving block because they can respond contemporaneously to monetary policy shocks, while slow moving variables take at least a quarter to respond. The fast moving variables in our benchmark 23 variable specification are real M1 and M2, stock prices, non-borrowed reserves, total reserves, and the slope of the yield curve. The oil price shock is identified by drawing from Kilian and Vega (2011) , who show that oil prices do not appear responsive to macroeconomic news and thus can be taken to be pre-determined. This in essence orders the oil price first in a Cholesky decomposition and also has precedence in the wider SVAR literature studying oil price shocks (e.g., see Edelstein and Kilian, 2009; Wong, 2015) . Our system is partially identified in the sense that we only identify two out of 23 potential structural shocks in our benchmark system and we do not attempt to disentangle any of the remaining 21 unidentified shocks. However, assumed orthogonality of structural shocks makes this partial identification possible.
We consider how much a given structural shock has driven the historical BN trend and cycle by performing a variance decomposition. To set up a variance decomposition for the BN cycle, we first note that Ee t = 0. Working off equation (7) in the manuscript, it can be verified that the difference between the actual h-step-ahead BN cycle and the conditional expectation of the BN cycle at time t − 1 is
where the second equality follows from the identification associated with the structural shocks from the SVAR. Because E(e t e t−i ) = 0, i > 0, the total variance can therefore be written as
It follows, then, that a variance decomposition of the h-step-ahead variation in the BN cycle of the l th -ordered target variable can be calculated using equations (A8) and (A9):
where F EV D c k,h is the h-step-ahead share of the variance of the BN cycle of the target variable due to the k th structural shock that is identified using the k th column, a k , of A. Similarly, to perform a variance decomposition of trend growth for a target variable, it is straightforward to verify from equation (9) in the manuscript that the variance of the change in trend can be written as
and the share of the variance can be similarly decomposed as
Note that due to the random walk trend, the variance of trend is unbounded as the time horizon goes to infinity. Consequently, a decomposition of the contemporaneous variance of the change in the trend is sufficient to provide insight into how much of the variation of trend growth is due to the various identified structural shocks. Figure A1 presents a variance decomposition of the output gap and output trend growth. For the output gap, we present the share of monetary policy shocks and oil price shocks at horizons h = 0, h = 4, and h = ∞. Neither the monetary policy shock nor the oil price shock explain more than 10% of the variance of the output gap at any horizon. While the monetary policy shock explains about 7% of the variance of the output gap contemporaneously, its share quickly dissipates and it only explains about 4% of the unconditional variance. Therefore, it appears that the role of the monetary policy shock in driving the output gap is limited and relatively short lived. This finding is consistent with the wider SVAR literature, which often reports that monetary policy shocks explain only a small part of real economic activity. The oil price shock explains a somewhat larger share at about 10% of the variance of the output gap over all horizons. Meanwhile, consistent with traditional theories of growth that assume technology shocks are the main determinant of the long-run level of output, neither of these shocks explains much of output trend growth, with shares of about 5% for the oil price shock and less than 4% for the monetary policy shock. Notably, the latter result is reflective of the idea of long-run money neutrality, which suggests monetary policy should not have any permanent effects on the level of output. Although variance decompositions are useful to gain an overall perspective on the relative importance of shocks, we can also calculate a historical contribution of shocks to the output gap to better understand specific historical episodes. This analysis is displayed in Figure A2 . For realized monetary policy shocks, we can observe that they explain a large share of the positive output gap before the 1980 recession, consistent with anecdotal evidence that the Fed may have been overstimulating the economy in the 1970s. Although we can see that monetary policy shocks contributed to some of the negative output gap in the early 1980s, consistent with the Volcker disinflation, the overall output gap in the early 1980s was estimated to be large and negative, with monetary policy shocks only contributing to part of the negative gap rather than being the dominant cause. Meanwhile, a recent interpretation of the events leading to the Great Recession argues that the Fed was perhaps running the economy too hot before 2008 (e.g., see Taylor, 2012) . Our historical decomposition does not support this story. We find that, while monetary policy shocks did contribute modestly to a rising positive output gap in the early 2000s, this contribution largely turned negative by 2005, while the estimated output gap continued to increase up until the advent of the Great Recession. Meanwhile, we find that realized oil price shocks tend to contribute positively to the output gap when oil prices are low and contribute negatively when oil prices are high. This can be seen from the negative contribution of oil price shocks throughout the 2000s and the positive contribution in the late 1990s. We also observe a positive contribution turning negative around 1990, consistent with the timing when the First Gulf War caused oil prices to rise from a low starting level. Furthermore, oil price shocks contributed negatively to the output gap around 1979 and 1980, consistent with the timing of the Iranian hostage crisis and the start of the Iraq-Iran War. Overall, we find that the contributions of realized monetary policy and oil price shocks line up with many well-understood historical events. 
A4 Prior on the Signal-to-Noise Ratio
For completeness, we discuss how to implement a prior on the implied signal-to-noise ratio in terms of the variance of trend shocks relative to the variance of forecast errors. Typical BVAR methods would shrink a variable like log real GDP towards to a random walk process with an implied signal-to-noise ratio of 1. The underlying idea is that because a random walk provides a competitive forecast for many macroeconomic variables, shrinking towards a random walk balances overfitting, which worsens the forecasting performance of the model, with a more parsimonious and accurate forecasting model. However, a slight concern is that with larger models requiring more shrinkage, as shown by and our baseline empirical analysis has shown, there is a possibility that as the number of time series relative to time series observations gets large, the model shrinks too much towards a random walk, creating an possible upward bias in the implied signal-to-noise ratio.
If one were concerned about such a possibility, it is possible to consider shrinking the target variable not towards a random walk, but towards a pre-specified signal-to-noise ratio δ, building on work by . To interpret this signal-to-noise ratio, δ = 0.01x implies x% of the variance of a forecast error for ∆y t is due to permanent shocks to y t . demonstrate how to perform a univariate BN decomposition with a pre-specified δ because there is a direct mapping from δ to the AR coefficients in an AR(p) model. In particular, letting ρ be the sum of AR coefficients in an AR(p) regression of output growth, the mapping between the two is ρ = 1 − 1/ √ δ. In , the estimation of the output gap from a univariate AR(p) model of output growth treats ρ as being fixed and so can be viewed as a dogmatic prior on the signal-to-noise ratio. Here, in the multivariate environment, we place a prior on δ, but we do not make it dogmatic to allow the multivariate information to move the posterior away from the prior depending on how well the multivariate information helps to forecast ∆y t . A prior on δ amounts to placing a prior on the sum of the autoregressive coefficients in the target variable equation, which we label ρ(δ).
Recalling that ∆y t is the l th variable in our BVAR and letting ρ(δ) be the sum of the autoregressive coefficients in the target variable equation consistent with a pre-specifiedδ. Implementing the prior on the signal-to-noise ratio implies:
where we setδ = 0.25 based on and χ = λ/10 to make the prior relatively informative compared to the usual Minnesota prior. The prior on the signal-to-noise ratio can be readily implemented using dummy observations. In particular, this will append the rows 0 1,l−1 ρ/χ 0 1,n−l and 1 1,n ⊗ 0 1,l−1 1/χ 0 1,n−l to the Y d and X d matrices, respectively. Figure A3 plots the estimated output gap for the eight-, 23-and 138-variable systems using the prior on the signal-to-noise ratio, with δ = 0.25, and once again choosing the shrinkage parameter λ by optimizing on the pseudo-out-of-sample forecast performance. The results are similar to those in Figure 4 in the main text based on a Minnesota prior, suggesting that the likelihood dominates the prior on δ, at least for our empirical application. Thus, imposing such a prior would only matter for smaller samples when wanting to avoid an upward bias in the implied signal-to-noise ratio. Notes: Units are 100 times natural log deviation from trend. Shaded bars correspond to NBER recession dates.
