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iAbstract
This thesis describes experimental and numerical investigations of various
electrokinetic techniques on fluorescent particles, bacteria and protein motors. The
aim of this work is to extend the knowledge on the object manipulation, which is an
essential part of a practical microfluidic device.
The dissertation consists of three major sections that contain novel approaches to
object manipulation using electric fields. The effect of dielectrophoretic force on
fluorescent particles is analysed first. Using an experimental setup with a controlled
switch for the input signal, the theoretical framework for amplitude modulated
responce of dielectrophoretic force is developed. Also presented is the image
processing software for quantitative particle motion analysis.
Another analysis of various electrokinetic techniques (dielectrophoresis, AC
electroosmosis, AC electrothermal flow and electrophoresis) was carried out on
Pseudomonas Fluorescence bacteria in a solution that supports its growth. These
bacteria usually live in geometrically restricted spaces and so spatially confined
transparent channels were created to mimic their natural environment. It was noted
that in these conditions the motile bacteria do not experience the effect of
dielectrophoretic force. The minimum frequency that can be applied to the solution
without forming bubbles is too high to distinguish AC electroosmotic effect. Using
the numerical simulation, however, the experimental setup that utilises the observed
effect of electrophoresis and AC electrothermal flow is designed.
The final study was carried out on protein molecular motors. The novel experimental
setup to investigate the effect of the electric field on the actin filament motility on
five different surfaces, covered with myosin II motors, was developed. The
application of higher external electric fields resulted in different velocity increases
on different surfaces. Using the numerical simulation, this difference is
quantitatively explained by the variation of the number of motors on surfaces. Also
presented is a novel method that enables determining the forces exerted by the
population of active and resistive motors without the need of expensive equipment.
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Chapter I: Introduction
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The development of the electronic circuits and consequently the silicon fabrication
technology in 20th century has had an enormous impact in various fields of science.
Currently one the most developed and explored aspect of silicon fabrication from the
commercial point of view is the integrated circuit based devices [1, 2]. Over the last
few decades, however, an enormous interest in the alternative exploitation of the
fabrication technology has been witnessed with a particular interest in microsystems
for biological and chemical analysis. As a result a number of concepts have been
developed including microelectromechanical system (MEMS), microfluidic devices,
microarrays, etc [3, 4].
Another concept that is aimed towards developing a practical microfluidic device is a
micro- total analysis system (µTAS) or a lab-on-a-chip technology where a number
of functions such as separation, concentration and detection are performed in a single
device. The aim of this technology is to shrink the conventional laboratory based
equipment into a chip through the integration of functional units like pumping,
concentration, separation and detection systems. A number of theoretical models and
academic proof-of-concept studies have demonstrated the advantages of lab-on-a-
chip system over laboratory tests [5-9].
The common feature of microfluidic devices is the handling and manipulation of
small amounts of fluid usually in micro and nano-liters or even in pico-liter range.
These devices can have virtually any design however the system has a series of
generic components: an inlet mechanism i.e. the method of introducing the reagents
and samples (this can simply be a reservoir on the chip where the sample in the
solution is pipetted into), a mechanism to move and mix the fluids on the chip and
detection mechanism depending on the desired application of the device [10].
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1.1 Fluid manipulation techniques
There is currently a wide range of techniques (a categorised list is presented in figure
1.1) to produce fluid flow that can be used as means to move the sample within the
chip and/or mix the fluids.
Figure 1.1. A categorised list of currently used fluid manipulation techniques. The figure was
reprinted from [11]
The selection of the fluid pumping technique depends on the desired application.
These may vary over a wide range: from low power, low flow-rate to high flow-rate,
high pressure pumping. The techniques for micropuming can be broadly divided into
2 categories:
4 | P a g e
1. Mechanical displacement micropumps - defined as "those that exert
oscillatory or rotational pressure forces on the working fluid through a
moving solid-fluid (vibrating diaphragm, peristaltic, rotary pumps), or fluid-
fluid boundary (ferrofluid, phase change, gas permeation pumps)" [11].
2. Electro- and magneto-kinetic micropumps - defined as "those that provide a
direct energy transfer to pumping power and generate constant/steady flows
due to the continuous addition of energy (electroosmotic,
electrohydrodynamic, magnetohydrodynamic, electrowetting, etc.)"[11].
These caterogires can be further sub-divided according to actuation principles. A
detailed analysis of the techniques as well as their applications can be found in
literature [12, 13]. However, only some of these techniques are used to generate the
fluid flow in microfluidic devices. Namely these techniques are [14]:
Gas boundary displacement - most commonly an external syringe or vacuum pump
is connected to a microfluidic channel via an inlet/outlet. The pressure is applied to a
syringe that contains either liquid of gas and is connected to a channel. As a result
the motion of fluid is produced. Similarly, the liquid can be dragged from the
reservoir using a vacuum pump by removing the gas from the channel.
Membrane actuated displacement - This system consists of a closed chamber with
valves and a membrane made out of specialised material. Upon application of
external source, the material undergoes the change which results in a force
production. In case of thermal actuation, the volume of the material expands or stress
is produced in response to external heat. Alternatively piezoelectric material can be
used for membrane as this material undergoes the mechanical stress in presence of
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the applied electric potential. Other types of membrane actuated displacement
include electrostatic and electromagnetic mechanisms.
Ferrofluidics displacement - In this system ferrofluid is separated from the working
fluid with an oil plug. The diagram of a simple ferrofluidic pump is shown in figure
1.2. The motion of the magnet produces the fluid flow from the inlet to outlet.
Figure 1.2. A schematic diagram of a ferrofluidic piston pump. The figure was reprinted from [15]
Other methods include the use of capillary force [16, 17] or gas bubbles [18] to
produce the motion inside the channels. Alternatively to the techniques discussed so
far, the pumping system can be integrated onto the chip itself. Some of these
methods include elecotrhydrodynamic, magnetohydrodynamic and electroosmotic
pumps.
According to a comparison of various pumping techniques in a recent
comprehensive review [11], piezoelectric diaphragm pumps, induction- and
injection-type electrohydrodynamic and electroosmotic pumps produce high flow
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rates per unit area. In addition electroosmotic pumps offer great miniaturisation
potential, which makes it favourable technique for microfluidic application.
1.2 Detection techniques
One of the detection techniques that is used in the microfluidic and lab-on-a-chip
system is the optical detection. It is a very common detection method due to the ease
of implementation [19]. Out of the number of optical detection methods, the
fluorescence detection is the most popular method for the microfluidic devices due to
the excellent sensitivity which is often required because of the small sample volume
involved.
In fluorescence microscopy the specimen is illuminated by a light of a specific
wavelength which is absorbed by fluorophores causing them to emit light of a
different wavelength (i.e. of a different colour) than the absorbed light. The
illumination and emission light is separated by the use of a spectral emission filter.
Alternatively, charge couple device (CCD) cameras [20, 21] and photomultiplier
tubes [22] (PMT) can also be used to detect the emitted fluorescent light. The
equipment, required for the fluorescence detection is, however, very large, which
constrains the portability of microfluidic devices. In addition only the natively
fluorescent or are amendable to labelling analytes can be detected [23].
Another commonly used optical detection method is the ultraviolet-visible light
(UV-Vis) absorbance detection. In this system when the emitted light passes through
a sample, the molecules within the sample absorb the energy to move the electrons to
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a different energy state. The detection is made according to the wavelength, required
to promote the electron to a different state. The signal of such system is pathlength
dependent and the small scale of the microfluidic devices severely minimises the
sensitivity of the measurements on the chip [14]. In recent studies, the photothermal
absorbance detection technique was presented [23, 24]. This technique relies on the
physical changes (refractive index, viscosity and conductivity) in the solution that
take place when an analyte absorbs the light of the excitation beam.
Other optical detection methods include surface plasmon resonance, where the
frequency of the light photons matches the natural frequency of the surface electron
oscillation, which is sensitive to the surface absorbed molecules and Raman
spectroscopy. For microfluidic system, however, surface enhanced Raman
spectroscopy [25, 26] is generally used due to the sensitivity limitation of the
conventional analysis [27].
Another mechanism for detection is electrochemical detection. It has the potential to
be compact and fully integrated as the signal is detected using the electrodes [28,
29]. The system can be used to detect the molecules that undergo oxidation or
perform conductivity measurements [30, 31]. Recently mass spectrometry has been
used in microfluidic systems for ultrasensitive analysis of microscale samples [32].
1.3 Object manipulation using electric fields
One of the main challenges for a practical application of a lab-on-a-chip device is to
be able to manipulate objects on small scales. The manipulation mechanism has to be
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compatible with the miniaturised portable system, highly reliable and easy to
maintain. Among the large number of manipulation methods reported in literature
[33], electrokinetic techniques are currently most favourable.
The electrokinetic techniques can be separated into two categories according to the
type of signal that is applied: AC and DC electrokinetics. The list of the forces
produced by the electric field that can be exerted on objects is given in table 1.1
Table 1.1 A summary of electrokinetic forces that can be exerted on objects in aqueous solution due
to external electric field and the origin of the effect.
Force DC AC Origin (Interaction of)
Electrophoresis  × Charge and the electric field
Dielectrophoresis   Induced dipole and non-uniform field
Electroosmosis   Charge in double layer and tangential field
Electrothermal
flow  
Gradients in permittivity and conductivity
of the fluid and the electric field
A large number of studies have been carried out for both DC and AC electrokinetic
effects. In the context of manipulation for lab-on-a-chip application, however, the
preference has been given to AC effects for a number of reasons, such as the fact that
the alternating fields significantly reduce electrolysis, prevent bubble formation,
suppress electrochemical reaction and maintain the pH level at the interface between
the electrode surface and the electrolyte [34, 35].
In a system with alternating electric fields, low voltages are generally applied over
closely spaced microfabricated electrodes producing large electric fields. These
fields are capable of directly moving the objects through an induced dipole and field
interaction i.e. dielectrophoresis (DEP), traveling wave dielectrophoresis,
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electrorotation and electroorientation, or indirectly by producing fluid motion via
electroosmosis or electrothermal flow, which drags the object in the direction of the
induced flow.
1.4 Applications
One of the most highly developed applications of microfluidic devices is their use
for screening of protein crystallisation conditions (such as pH, ionic strength and
composition and concentration) [36-38], as these devices offer a potential to screen a
large number of conditions, minimise the damage to crystals and separate the
nucleation and growth [10].
Considering the small sample volumes and no need for an expert to operate them,
these devices look very appealing for diagnostics [39-43]. Low weights makes it
portable and so it can be used directly at sides were samples are taken which results
in the short time frames for the results to be obtained with less chance of
contamination. The mass production would also enable low cost which is
particularly important for the third world countries where buying the expensive
specialised equipment for laboratory tests may not be possible.
A particularly important contribution in the development of microfluidic devices is
the polydimethylsiloxane (PDMS) material. It is a transparent elastomer with low
toxicity and high permeability to dioxygen and carbon dioxide. In cell biology
PDMS microfluidic system can be used in a wide range of studies such as
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cytoskeleton [44, 45], the contents of cell (down to single-cell level) [46-49] as well
as separation of motile and non-motile cells (e.g. sperm [50]).
In addition, PDMS-based microfluidic devices can be used to perform a range of
studies on the bacteria. For example, the studies of macro-scale flow of bacterial
biofilms (groups of microorganisms in which cells stick to each other on the surface)
are conventionally conducted in a low-throughput environment, generally require
large volumes of sample and do not allow spatial and temporal control of biofilm
community formation [51]. The mentioned devices help to overcome the problems
associated with these studies. Additional benefits of microfluidic based bacterial
biofilms investigation are the control of the hydrodynamic conditions, real time
monitoring and the ability to establish stable chemical gradients [52-55]. These
devices are also used for other applications, such as exploring the bacterial
microenvironments [56] as well as the separation [57-60] and detection [61-67] of
the bacteria.
The integration of protein molecular motors into a microfluidic system is another
line of research which has been heavily investigated by means of the in vitro motility
assay [68-73]. These motors convert chemical energy (ATP) into mechanical work in
a very energy efficient manner and are naturally “designed” for cargo transportation
without the need of induced fluid flow. Moreover the proteins that are sliding above
the motor covered surface in a typical experiment are extremely small (the radius of
actin filament and microtubule are only few nanometers) which is beneficial when
building devices of micron and sub-micron scale.
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1.5 Thesis outline and authors contribution
The aim of this thesis is to explore the capabilities of currently used electrokinetic
techniques for a practical microfluidic device. Through a set of experiments aided by
numerical simulations a theoretical framework has been developed that could be of
critical importance when designing a device for bacterial analysis and/or uses protein
molecular motors.
The complete dissertation consists of the following major sections:
chapter I serves as an introduction to the background and the motivation of this
work. The theoretical background of the electrokinetic techniques used for the object
manipulation is presented in chapter II.
Small distance between electrodes enables application of high electric fields at low
voltages. Using the laser ablation technique the electrodes can be fabricated as
shown in chapter III. Also presented is the microfluidic channel fabrication
procedure and surface topography imaging using the atomic force microscope.
One of the commonly used techniques for object manipulation on microscale is
dielectrophoresis. The force, associated with this phenomenon depends on the
properties of both particle and the medium. In chapter IV a mechanism for a novel
object characterisation using amplitude modulated dielectrophoresis is developed.
Authors Contribution to the amplitude modulated dielectrophoresis chapter is the
following:  I have designed and performed a range of experiments using the square-
wave modulated input signal applied to castellated electrodes as well as
quantitatively analysed the effect of changing the frequency and duty cycle of the
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square wave. Developed an image processing tool using Matlab software for
fluorescence intensity (quantitative) analysis of the cyclic collection-diffusion
behaviour.  Performed an experiment to determine the relationship between the
fluorescence intensity and particle number for 512 nm and 1 µm particles.
A systematic study of various electrokinetic techniques is presented in chapter V.
The techniques were used to manipulate the Pseudomonas Fluorescence bacteria in
microfluidic channels. These spatially restricted channels resemble the geometrically
confined natural habitat of the bacteria.
Authors contribution to this chapter included design of experimental setup for AC
and DC electric field manipulation. More specifically a fabrication of the "needle"
device for DC analysis as well as performing the experiments on the bacteria in such
device. Experimental investigation of DEP and ACEO effect on motile and non-
motile bacteria. Fabrication of the gold ablated electrodes and PDMS channel (as
discussed in the fabrication chapter) for ACEO and ACET analysis. I have also
developed numerical simulations using Comsol software to:
 Minimise the experimental setup used for DC analysis to dimensions typical
to microfluidic system
 Compare the experimentally observed motion of the bacteria influenced by
ACET and the simulation produced streamlines
 Design the channel geometry that allows producing a unidirectional flow
using the PDMS topography
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In addition the heat map of the bacteria motion inside the Venice waterways was
produced using the Matlab software.
In chapter VI the experimental setup to manipulate negatively charged protein
molecular motors is developed. This setup allows the application of relatively large
electric fields without producing bubbles and free radicals that are harmful for the
proteins. Also presented is the numerical simulation that uses the experimentally
obtained results to gain more insight on the protein-surface and motor-filament
interaction.
Authors contribution to this chapter was the development of the numerical
simulation that allows calculating the number of motors on the surface as well as
determine the active and resistive force of motors that interact with the filament. The
author has also developed a method of calculating the number of lever arms that can
interact with the filament for a given number of motors on the surface. I have also
assisted on performing the electrical motility experiments and determining the ratio
of active and inactive motors.
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Chapter II: Theory. Forces
acting on objects in the electric
field
This chapter gives a theoretical background to various electrokinetic techniques that
are used to manipulate objects suspended in aqueous solutions. More specific these
manipulation methods are electrophoresis, dielectrophoresis, AC elektroosmosis and
AC electrothermal flow.
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2.1 Electrophoresis
Electrophoresis is commonly referred to as the steady transition of a particle under
the influence of a spatially uniform electric field [74-76]. This phenomenon was first
described by Reuss in a paper published in 1809 [77]. Reuss has noticed that the
application of the electric field caused clay particles suspended in water to migrate.
However, it would take almost 100 years to explain the underlying principles of the
phenomenon [78]. It is currently known that the electrokinetic properties of a particle
in suspension are governed by the electric charge distribution in the double layer that
surrounds the particle [79, 80]. The formation of this double layer takes place when a
solid particle that carries a surface charge suspended in a liquid becomes surrounded
by counter-ions (of opposite charge to that of the surface of the particle). As the
particles move through the solution, the plane beyond which the counter-ions do not
migrate along with the particle is known as the slipping plane. The electric potential
at the slipping plane is known as the zeta potential .
The term that describes the rate of particle motion under the electric field is the
electrophoretic mobility, µ.
= E , (2.1)
where is the velocity and E is the electric field strength. The electrophoretic
mobility is also dependent on zeta potential. Assuming that the thickness of the
double layer is negligible in comparison with the particle diameter, the expression
for the electrophoretic mobility is given by equation 2.2
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= . (2.2)
Here is the permittivity of free space, and are the permittivity and viscosity
of the suspending medium, respectively. is the zeta potential of the suspended
particle.
Electrophoresis is currently a common technique for molecule separation. Few of the
many applications include DNA, protein, antibiotics and vaccine analysis. Various
types of electrophoretic setups are currently used, however most commonly gel
medium (Electrofocusing gels, DNA agros gels, DNA denaturing polyacrylamide
gels, etc.) is used for the separation.
2.2 Dielectrophoresis
The term dielectrophoresis commonly refers to a micro to nanoscale manipulation
technique which takes place due to the interaction of a non-uniform electric field
with the induced dipole of an object, suspended in the solution. Pohl [81] was one of
the first to recognise and explore the applications of the force that this system
experiences. This force strongly depends on the gradient of the electric field, thus on
the distance between electrodes. His early work to observe the effect of DEP
generally involved needles, wires and flat surfaces to generate inhomogeneous
electric fields [81, 82], however, the forces generated in these studies were relatively
small and presented results received little attention. With the advance of
microfabrication techniques, larger electric fields could be produced, re-igniting the
interest in this area. Currently DEP theory is well established (the summary can be
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seen in a recent review by one of the pioneers in the area [83]) and  a number of
analytical and numerical approaches have been presented [84-88]. DEP force is
routinely used in a whole range of applications presented in a comprehensive review
[83] with over 950 journal papers published in the last 5 years.  Different electrode
geometries are used to investigate conventional dielectrophoretic behaviour [89-94]
and more recently insulator-based [95, 96] and contactless techniques [97] have been
developed.
2.2.1 Dielectric spheres in an electric field
In order to explain how force, acting on an object in a non-uniform electric field is
produced, it is essential to analyse the charge distribution at the interface between
two materials of different conductivity and/or permittivity. Conductivity is a measure
of the ease with which charge can move through a material, while permittivity
describes the amount of electrical energy (or charge accumulation at the interface)
stored in a material. In a DEP system, these two materials are a particle (which in
reality can be a latex bead, a cell, a virus, bacteria or a protein molecule) and an
aqueous solution [35].
Dielectric materials ideally have no free charge and all electrons are bound to the
nearest atom or molecule. They exist in two types: polar dielectrics and non-polar
ones. When the electric field is applied, bound charges are forced to move slightly
with positive and negative charges moving in opposite directions. The charge
distribution around a particle can be described by introducing a concept of
Polarisability, which is a measure of the ability of a material to respond to a field
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(polarise) and produce charge at the interface. It can be otherwise described as the
ability of a material to acquire a dipole through the action of an external electric
field.
There are three basic molecular polarisation mechanisms that can occur when an
external electric field is applied to a homogeneous dielectric: Electronic, atomic and
orientation (or dipolar). Electronic polarisation is present in both polar and non-polar
materials when the electric field acts on electrons and nucleus of an atom, distorting
the electron orbitals such that their average position does not coincide with nucleus.
Atomic polarisation takes place within the material when differently charged ions are
displaced. Polar dielectrics contain atoms (or molecules) that possess a permanent
dipole moment (randomly oriented). Alignment of these permanent dipoles is called
orientational polarisation.
Real systems are often heterogeneous (i.e. consist of a number of different dielectrics
each with its properties). For such systems, when an electric field is applied, surface
charge accumulates at the interface between different dielectrics. This is referred to
as interfacial or Maxwell-Wagner polarisation.
In a dielectrophoretic system that is used in these studies, when an electric field is
applied, the interface between the particle and the suspending medium undergoes the
Maxwell-Wagner polarisation.
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Figure 2.1. Effect of uniform electric field on uncharged particle. The polarisability of particle is
greater (a) and less (b) than that of the suspending medium. Figure was adapted from [35]
Consider the case, where a spherical particle is suspended in an electrolyte and
subjected to a uniform electric field. A charged particle will experience a net force
towards the electrode of opposite polarity through electrostatic force or Coulomb
interaction. A neutral particle will become polarised as a result of the electric field,
but will not experience any net force. Depending on the polarisability of the particle
and medium, the net induced dipole can have different direction. When the
polarisability of the particle is greater than the electrolyte, there are more charges
just inside the interface rather than outside (figure 2.1a). The difference in charge
density gives rise to an effective (induced) dipole across the particle aligned with the
field. For a medium with polarisable larger than that of a particle, the direction of
induced dipole is reversed (figure 2.1b). Equal polarisability of a particle and
medium results in zero effective dipole.
20 | P a g e
Figure 2.2. Simulated non-uniform electric field displays different field strength acting on the same
particle. This imbalance leads to a force – dielectrophoretic force.
When placed in a non-uniform DC electric field a charged particle will still
experience the force toward the electrode of opposite polarity. However a neutral
particle will experience a force, moving it away or towards the regions of high
electric field intensity. The reason for this force is the following: charge distribution
at the interface may be considered of equal amounts towards +V and –V as shown in
figure 2.1. However the field line density is different which leads to different field
strengths on one side of the particle than the other (illustrated in figure 2.2) and as a
result an imbalance of forces on the induced dipole, leading to particle movement.
This effect is called dielectrophoresis.
The formation and/or orientation of a dipole does not occur instantaneously. By
reversing the polarity of electrodes in figure 2.2, the resulting charge distribution of a
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sphere would also change. This redistribution takes some time and clearly if the
frequency, at which the polarity of electrodes is reversed, is continuously increased
at a certain point the motion of the charge will no longer be able to keep up with the
pace of the field and polarisation no longer occurs.
2.2.2 Frequency dependent behaviour of DEP force
The complex permittivity describes the frequency dependent response of the
dielectric particle to an applied electric field [98] and is given by
̃ = − , (2.3)
where is absolute permittivity of vacuum, is the relative permittivity of the
dielectric, is the conductivity and is the angular frequency, 2 . From the
above discussion (2.2.1) it becomes apparent that a homogeneous dielectric sphere,
suspended in homogeneous dielectric medium will experience interfacial
polarisation. The effective dipole moment (derived in [99]) in this case is given by
= 4 ̃ − ̃̃ + 2 ̃ , (2.4)
here is the permittivity of the suspending medium (i.e. fluid), is the
permittivity of the particle, is the radius of the particle, and E is the electric field
strength. The term in brackets is called the Clausius-Mossotti factor, , for a
spherical particle. The force, acting on the induced dipole is further derived in [35]
and the result is:
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= ( ∙ ∇) , (2.5)
and the full equation of time-averaged DEP force on a spherical particle is given by
〈 〉 = 2 Re{ }∇| | . (2.6)
The variation of magnitude and direction of the force is determined by the real part
of which depends on the conductivity and permittivity of the particle and the
surrounding medium. When analysing the particle conductivity, it is important to
consider the effect that the surface charge has on the dielectric response. For
example it has been noted that the latex particle (which has the bulk conductivity of
the order of 10 S/m) exhibited anomalously high values of internal conductivity.
This anomaly is explained by the fact that the total particle conductivity attributed to
the surface charge movement is determined using the following equation [100]:
= + 2 , (2.7)
where and are the respective particle and bulk conductivities, is the
surface conductivity (for a spherical latex particle ≈ 10 S [100]) and is the
radius of a sphere.
The Clausius-Mossotti factor is calculated in a Matlab program (program code is
similar to [100]) for a sphere with a diameter of 1 µm, conductivity of = 0.04
S/m, permittivity of 2.5 ( = 8.85 × 10 F/m), suspended in a medium with
of 80 and three different conductivities of 1 × 10 ; 0.04 and 0.1 S/m. The
result is displayed in figure 2.3. When the real part of is positive, the particle is
attracted to a region of high electric field and this attracting force is called positive
dielectrophoresis (pDEP). At a negative value the particles are repelled from that
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region experiencing negative Dielectrophoretic force (nDEP). A transition point of
zero value is termed a crossover frequency. No net force is exerted on particle in this
case.
Figure 2.3. Plot of real part of as a function of frequency at different medium conductivities
2.2.3 DEP of non-spherical particles
So far the polarisability of a sphere with a very simple internal structure has been
considered. Biological particles, such as cells, viruses and bacteria have a more
complex structure which is generally modelled as multi-shell system. For sphere-like
biological particles concentric shells, each having its own electric properties, are
used.
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Figure 2.4. (a) Schematic of a spherical particle with a single shell. (b) The frequency variation of the
equivalent Clausius-Mossotti factor with = 2.01 × 10 m, = 2.0 × 10 m, = 78.5 ,= 10 , = 60 , = 10 Sm , = 10 Sm , = 0.5 Sm . (a) was re-drawn and (b)
re-printed from [35]
The simplest example is that of a single shell particle e.g. red blood cell is
schematically shown in figure 2.4. This system has 2 different types of materials
which respond differently to an external electric field. The polarisability is given
by
= 3 ̃ − ̃̃ + 2 ̃ , (2.8)
and the complex permittivity of the particle ̃ , is given by
̃ = ̃ + 2 ̃ − ̃̃ + 2 ̃− ̃ − ̃̃ + 2 ̃ , (2.9)
with = .
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More shells can be adopted to mimic more complicated systems say cell membrane,
nucleus and cytoplasm of animal cell. However, not all microorganisms have sphere-
like structure. In fact their geometry can be very diverse.
2.2.4 DEP of rod-shaped bacteria
Throughout this work the rod-shaped bacteria and proteins were used so it is
sufficient to show the DEP force, derived for a prolonged ellipsoid [101, 102] whose
major axis is parallel to the electric field:
〈 〉 = 2 3 Re ̃ − ̃[ ̃ + ( ̃ − ̃ ) × ] ∇| | , (2.10)
where , and ( = ) are the lengths of major and minor axes. is the
“depolarisating factor” along the major axis and is given by:
= 2 ln 1 +1 − − 2 , (2.11)
and is the particle eccentricity
= 1 − . (2.12)
Using the equations 2.10-2.12 the effective Clausius Mossotti factor was calculated
for a Pseudomonas putida bacteria with the conductivity of 20 mS/m [103, 104] in
the media that supports the bacteria growth (more detail in section 5.3.2) with
conductivity of 16.4 mS/m and distilled water with conductivity of 15.6 µS/m. It was
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previously determined that as the bacteria cell dies, the effective conductivity of the
cell increases and as a result selective trapping of dead and alive bacteria by
dielectrophoretic force is observed [105].
Figure 2.5 The Claussius Mossoti factor, calculated for a no shell model. The dead* bacteria
represents the conductivity, 5 times larger than the live bacteria cell (100 mS/m) and the simulation
was performed using the value of relative permittivity of 60 (similar to a mammalian cell [106]).
These values were used for illustration purpose as exact values were not available.
The no-shell system in figure 2.5 suggests that the relatively weak positive
dielectrophoretic effect is present  at frequencies up to tens of MHz range (Clausius
Mossoti factor at these frequencies is 0.07). However, provided that the changes in
the cell conductivity once the cell dies will significantly increase, stronger positive
DEP effect at the same applied signal could be noted.
In other studies, where the shell model has been used, it was suggested that the
conductivity of the e. coli bacterial cell membrane increases by 4 orders of
magnitude as the bacteria dies [107]. Assuming that the conductivity data of the
bacteria, used for the experiments, is similar to the e.coli bacteria, the simulation of a
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two-shell model was performed as discussed in [101] and the result is shown in
figure 2.6. The conductivity of medium was 16.4 mS/m and the relative permittivity
of the cytoplasm, cell membrane, cell wall and the medium were 60, 10, 60 and 80
respectively.
Figure 2.6 The Clausius Mossotti factor calculated for a 2 shell model of dead and alive bacteria. See
text for more details.
The two shell simulation was developed for a bacterial cell with a cytoplasm,
membrane and cell wall. The values of permittivity for dead and alive cell were kept
constant [108]. The conductivity values for the live bacteria were used similar to the
data of e.coli [101]: = 0.5 S/m, = 10 S/m and =5 × 10 S/m. It was further assumed that as the cell dies, the conductivity of the
cytoplasm decreases (provided that the conductivity of the medium is lower). The
simulation of the Clausius Mossoti factor for the dead bacteria was performed using= 3 × 10 S/m, = 10 S/m and = 5 × 10 S/m.
These values were used for illustration purpose and an exact model would require a
28 | P a g e
more sophisticated shell system with accurate conductivity and permittivity
measurements of live and dead bacterial cell.
In contrast to a no-shell model, figure 2.6 suggests a possible transition between the
negative dielectrophoretic effect for a live cell to a positive dielectrophoresis for a
dead one similar to the data reported in [109].
2.3 AC Electroosmosis
As discussed for dielectrophoresis, when an electric field is applied, a double layer is
formed at the interface of the particle and the suspending medium. For such a system
it is also important to analyse the behaviour of the free charges at the electrode
edges. When coming in contact with the free ions in fluid, (this could be electrolyte
or a dielectric fluid with ionic impurities) charged electrodes attract counterions from
the bulk to establish charge neutrality. As a result the density of the counterions in
the solution right at the interface with the electrodes is higher than in the bulk.
Helmholtz was the first to propose the concept of an electrical double layer forming
between the electrode and the electrolyte [110]. In his model he assumed that all
counterions are absorbed at the surface of the electrode, which can be treated as a
parallel plate capacitor separated by a specific distance. Realising that the ions in the
solution are mobile, Gouy and Chapman have re-designed the model where ions
were treated as point charges [111, 112]. The result was a so called diffusive layer
model. Stern has combined the two models, describing the double layer as two
layers: the first layer contains strongly bound immobile ions and the second diffusive
layer with mobile ions to which the Gouy-Chapman model applies [113]. More
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details on the current understanding of the double layer can be found in literature
[35, 75].
Figure 2.5. A schematic diagram representing the mechanism of AC Electroosmosis. (a) shows the
charge layer around electrodes, electric field between two electrodes and it’s tangential component E t.Induced charge experiences a force Fc due to Et. (b) The interaction of Et and charge within the doublelayer results in fluid motion. The figure was adapted from [35].
In the case of a constant electric field, the double layer forms according to the
amount of charge at the electrode surface and the free ions in the solution. For an
alternating field the formation of a double layer becomes more complicated. The
ions in the solution have to keep up with the charges produced on the electrodes. At
a certain frequency free ions will no longer be able to respond to the oscillations of
the field, resulting in the absence of the effect of electrode polarisation at high
frequencies.
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However, when the double layer is present, the electric field tangential to the surface
of the electrode can act on the mobile ions inside the double layer moving them in
the direction of the field (illustrated in figure 2.5). As a result the fluid is dragged
along by the ions and this motion is termed Electroosmotic flow. The AC analogue
of Electroosmosis has been demonstrated and theoretical work developed using
finger electrodes [114-118].
Even though AC Electroosmosis (ACEO) is effective even at relatively large
distances from electrodes (compared to DEP) it is generally restricted to a low range
of frequencies and low conductivity media as shown in figure 2.6.
Figure 2.6. The velocity profile of a spherical particle observed 10 µm away from the electrodes for
different media conductivities. As the conductivity increases, the magnitude of the fluid flow
decreases. At high frequencies no ACEO is observed. The figure was reprinted from [117].
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The peak velocity is shifted towards higher frequencies for higher medium
conductivities and no ACEO is observed at 100 kHz or higher (figure 2.6).
2.4 AC electrothermal fluid flow
The electrokinetic technique that dominates at high frequency and in high
conductivity media is electrothermal flow (ACET). It is produced by the non-
uniform electric field, which causes power dissipation in the fluid – Joule heating.
The amount of energy dissipated in the system is given by
〈 〉 = 12 〈 〉, (2.13)
where is the conductivity of the electrolyte. The produced heat (also non-uniform)
diffuses through the system producing gradients in permittivity and conductivity.
Consequently, a force is generated as the electric field now acts on these gradients
[119]. In addition it has been shown that external light sources (e.g. observing the
sample using the fluorescent microscope), at low voltages can play an important role
for the resulting fluid flow [120] in the system with closely spaced electrodes.
As already mentioned, ACET is efficient in a high conductivity medium, which
makes it useful for manipulating biological specimen in their natural environment.
This technique has a short history since it was introduced in 1990’s with the majority
of studies focusing on its ability to act like a pump with functional dimension in
micrometre range to induce directed motion [121-124] or mixing [125, 126] of
fluids.
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2.4.1 The force on the fluid in electric field due to Joule heating
In order to derive the force, acting on the fluid, the electric field that produces the
Joule heating has to be discussed first. In the small temperature gradient (STG)
approximation the electric field can be determined by solving Laplace’s equation
[35]:
∇ = 0, (2.14)
where is the potential phasor which is given by a real and an imaginary part =+ . For a two-dimensional situation with an electrode length larger than the
width and ignoring the imaginary part [84] the electric field can be derived from
= −∇ . (2.15)
For high conductivity media and high applied voltages the small temperature
approximation is no longer accurate and an enhanced model that uses electrical
thermal coupling and temperature dependent expression for the electrical
conductivity and dynamic viscosity has recently been developed [127]. Substantial
differences between the results of the enhanced model and STG were observed when
the temperature increases by more than 5 oC, which was not achieved in our system.
Therefore in the rest of this thesis the small temperature gradient approximation has
been used.
In order to find the changes in the temperature, it is necessary to solve the energy
balance equation. This has been shown to reduce to a heat diffusion equation [114]:
∇ + 12 〈 〉 = 0, (2.16)
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where k is thermal conductivity. Finally, when both field and temperature profiles
are determined, the force produced due to Joule heating in a non-uniform electric
field can be calculated. The general expression of the electric body force is given by
[35]
= − 12 | | ∇ + 12∇ | | , (2.17)
and are the charge and mass densities respectively. The right hand side consists
of Coulumb force, dielectric force and electrostriction pressure; the latter can be
ignored for an incompressible fluid.
When relative changes in permittivity and conductivity are small, the changes in
charge density and electric field are also small and the electric field can be expressed
as a sum of an applied field E0 and a perturbation field E1= + , (2.18)
with | | ≪ | |. According to Gauss’s Law for inhomogeneous media [128], the
charge density is given by
= ∇ ∙ ( ). (2.19)
Substituting (2.18) and (2.19) into (2.17) the expression for electrical body force
becomes
= (∇ ∙ + ∇ ∙ ) − 12 | | ∇ε . (2.19)
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By further applying the charge conservation equation while neglecting the
convection current and the time varying harmonic signal of a single frequency [35]
the expression for the perturbation field can be expressed as
∇ ∙ = −(∇ + ∇ ) ∙+ . (2.21)
Combining (2.20) and (2.21) gives the body force in fluid produced by the electric
field
〈 〉 = 12 ( ∇ − ∇ ) ∙+ ∗ − 12 | | ∇ . (2.22)
This force is frequency dependent. At low frequencies the Coulomb force is larger
(first term in square brackets) than the dielectric force (second term on the right hand
side of the equation 2.22) which dominates at high frequencies. It has been shown in
[114] that the conductivity and permittivity gradients can be expressed in terms of
temperature gradients. For a typical aqueous electrolyte [129] those expressions are:
∇ = ∇ ; 1 = −0.004∇ = ∇ ; 1 = 0.02 , (2.23)
substituting the conductivity and permittivity gradient expression into (2.22),
multiplying the part that represents the Coulomb force by a complex conjugate and
taking the real part of the equation (2.22) yields
〈 〉 = 12 −0.0241 + × (∇ ∙ ) + 0.002| | ∇ . (2.24)
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The resulting equation describes the average force produced by the Joule heating. It
was previously shown [130] that this force is stronger in low frequency region (i.e.
when Coulomb force dominates).
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Chapter III: Fabrication and
other related technologies
In this chapter the electrode fabrication using laser ablation and microfluidic channel
fabrication using polymeric organosilicon compounds is discussed.
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3.1 Electrode fabrication using laser ablation
Laser ablation is an attractive anisotropic technique, widely used in a number of
industries and research fields such as microfabrication, medical surgery, mass
spectrometry and film synthesis [131]. The working principle of laser ablation
involves photothermal, photomechanical and/or photochemical processes, depending
on the nature of the polymers used in the experiment and laser properties (i.e.
wavelength and pulse duration).
Photothermal ablation takes place when the excitation energy is converted into heat.
This process occurs when photons have low energy (long wavelengths) and laser
radiation is delivered continuously or in long pulses. High power laser would melt,
boil and eventually vaporise the material.
During the photomechanical process the photons in the laser beam (applied as short
bursts) are absorbed by the surface, causing a rapid temperature rise. This is
accompanied by sudden thermal expansion of the heated material and subsequent
generation of stresses and strains within the material. At high power densities, the
produced stress can exceed the elastic properties of the material and as a result the
material is ejected from the surface.
Photochemical reaction takes place if the photons are sufficiently energetic, e.g.
when high power nanosecond or shorter pulse of ultraviolet (UV) light is applied.
The absorption of these photons results in breaking chemical bonds without heating.
The volume of the product of this chemical reaction is larger than the original sample
and this sudden volume increase expels the material.
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The application of laser ablation technique for lab-on-a-chip devices and electrode
formation has been discussed in detail elsewhere [132, 133].
In order to design electrodes using laser ablation, 1 × 1 cm2 with a thickness of 200
nm and 2 × 2 cm2 with a thickness of 50 nm gold coated glass was purchased from
“Ssens”, The Netherlands and “Platypus Technologies”, USA. The sandwich
structure is composed of glass, a chromium layer and a gold layer. The QuikLase-
50ST laser mill, used for the electrode design ablates straight lines with a width,
selected by the user in the range of 5 to 100 µm. The design of these lines is done in
Qcad software and the .dxf files are uploaded to the laser mill system.
Figure 3.1. Dielectrophoretic trapping of 512 nm fluorescent particles on laser ablation fabricated
gold electrodes. 5V peak-to-peak signal at 500 MHz was applied.
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The centre of the gold cover slip is determined by locating the edges and taking the
average in x and y direction. The alignment of the stage in x,y,z direction and
monitoring of the ablation procedure is done via a built-in microscope. Short bursts
(laser burst frequency was set to 10 Hz) were fired at the gold surface and an
example of laser-ablation produced electrodes is shown in figure 3.1.
Figure 3.2. Atomic Force Microscope image of laser ablated channel on gold surface.
Both 50 nm and 200 nm thickness gold can be used to successfully observe DEP and
AC Electrothermal flow. However, after either doing a number of experiments, or
washing the existing solution off the electrodes, 50 nm gold would start to peel off.
So it was decided to use 200 nm for further experiments. Note that it was necessary
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to ablate the same line at least twice for a gold layer of 200 nm to get rid of any
debris within the channel. The atomic force microscope (AFM) image of the ablated
lines is shown in figure 3.2.
As the laser evaporates gold from the surface, melted pieces of hot metal land on the
surface, leaving marks as shown in figure 3.3. This issue has successfully been
addressed in our group be reversing the gold coated cover slip upside-down and
ablating from the bottom; while the sample is placed inside a reservoir, such that the
gold surface is in direct contact with water. Moreover produced lines are not
perfectly parallel and at the interface of the ablated gap and gold, ‘hills’ are formed
due to the melting of gold.
Figure 3.3. An image of an electrode holder with a gold coated glass. The connections on the plastic
chip is made of copper which is connected gold via silver conductive paint.
Holders for the electrodes were also designed (see illustriation in figure 3.3). 1cm2
gap was machine-cut for a gold-coated glass to exactly fit into. Copper connection
lines lead to the gold surface, and the connection between gold and copper is done
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using the silver conductive paint (RS Components, Uk). The wires for external
connection are soldered on to the copper lines.
3.2 PDMS fabrication
The silicon masters, containing the structures used in this work were fabricated and
provided by Philips Innovation Services, Eindhoven, Netherlands. The “Sylgard 184
Silicone Elastomer Kit” was purchased from Dow Corning, Glasgow, UK, which
contains a PDMS prepolymer and a curing agent. The manufacturer recommended
mixing ratio of the agent and polymer is 1:10. Increasing the ratio of curing agent
makes the resulting PDMS harder. Thorough mixing of two agents introduces air
bubbles, which are removed by placing the mixture in a vacuum desiccator for
several minutes. Once the mixture is bubble free, it can be casted over a silicon
master. The detailed description of the PDMS fabrication process is given below:
1) Heat the Silicone wafer (fixed to a glass petri dish, figure 3.4a) containing the
desired geometries to 120 oC for 30 minutes to remove any water from the
surface which can prevent adhesion. Switch off the hot plate and leave the
system to settle for 10 minutes
2) Apply hexamethyldisiloxane (HMDS) into the closed petri dish with the
master (figure 3.4b). HMDS will evaporate and (as the petri dish cools down)
precipitate on all surfaces of the dish, including the master. This leaves the
wafer slightly hydrophobic due to the methyl-terminated surface [134]. As a
result HMDS prevents atmospheric moisture from condensing on the wafer
improving the adhesion.
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3) The de-gassed mixture (figure 3.4c) is then poured over the cooled silicon
master (figure 3.4d). The petri dish is again placed into a vacuum desiccator
in order to remove any bubbles introduced while pouring the PDMS. Due to
the viscoelastic properties of the mixture, PDMS fills the entire structure.
4) The petri dish with PDMS and master is finally placed inside a 65 oC pre-
heated oven and cured for 8 hours to ensure the full cross-linking of the
monomer. Any monomer left in the PDMS can be toxic for the biological
species under investigation [135]. After cooling, the structures are carefully
peeled off the master.
In general the masters contain a number of non-connected structures, which can be
individually used. A final step before performing experiments involves placing the
pattern of interest on a microscope slide so that the channels are facing upwards. The
microscope slide is placed into a UV/ozone atmosphere for 30 minutes (figure 3.4e).
This is done to increase the strength of the bonds between the PDMS and the glass.
Finally PDMS structures were placed on either glass or electrode surface
(immediately after the exposure) forming a seal through the formation of covalent
bonds at the interface (figure 3.4f).
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Figure 3.4. A schematic diagram of the PDMS fabrication procedure (see text). The arrows in (a)
illustrate the heat, coming from the hot plate, in (c) the application of vacuum on mixed polymer and
curing agent, and the exposure to UV light in (e).
(a) (b)
(c) (d)
(e) (f)
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Chapter IV: Amplitude
Modulated Dielectrophoresis
The study on amplitude modulated (AM) DEP consists of video recording of the
experimental procedure, image post-processing using the Matlab software and the
mathematical description of work and data analysis.
Also presented are a number of concepts like cyclic steady state and signal
modulation that were adapted from signal processing do describe object motion,
driven by the dielectrophoretic force.
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4.1 Introduction
A schematic diagram, showing the cyclic movement of spherical particles caused by
AM DEP towards, and away from a horizontal planar electrode array, is displayed in
figure 4.1(a). Each cycle consists of a particle collection phase followed by a release
phase. The distribution of particles over space and time is described by the object
concentration, c(y, t) and the total number of objects, N, within the system remains
constant throughout the experiment, i.e. no particles enter or escape. The
corresponding time-dependent particle concentration near the electrode array at= is shown in figure 4.1(b).
Before switching on the DEP force at the start of the collection phase of the cycle t <
tl, figure 4.1(a)(i), the particles are uniformly distributed with initial concentration, cli
(the subscripts ‘l’ and ‘i’ denote ‘collection’ phase of cycle and ‘initial’ state). When
applying the potential to the electrodes, the action of the pDEP force causes
downward particle movement, particularly near the electrode array where the DEP
force is strong, figure 4.1(a)(ii).
As the concentration further increases near the array, DEP accumulation near the
lower boundary results in a depletion layer that steadily rises towards the cap
at = . The cap is located at height ℎ = − above the array, as shown.
Eventually the DEP particle flux becomes balanced by thermally driven diffusion,
figure 4.1(a)(iii), and approaches the steady state, = with concentration, .
Switching off the ac potential initiates the release phase since there is no longer any
pDEP force to trap the particles, and they diffuse into the bulk medium, figure
4.1(a)(iv) eventually reaching initial state at = .
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Figure 4.1. Particle cyclic collection under the action of pDEP force and release after the DEP force is
switched off (a) cartoon showing particle distribution (side view) (b) concentration at the array as a
function of time showing particle collection (onto the array) and release.
On–off switching can be repeated, as reported for pDEP of DNA [136]. In the
scheme where on–off switch periods are sufficiently long for the system to reach
steady and initial state in each of the phases, the difference between the steady state
and initial concentration is = − . The alternative case when the on–off
switch periods are much shorter than the time required to reach steady and initial
states is considered in the following sections.
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4.2 System model
A schematic of the AM RF DEP system is shown in figure 4.2 The signal generator
supplying voltage to the DEP electrode system is assumed to be adjusted so that
100% modulation occurs. The electrical potential at the output is given by,
Φ( ) = [1 + ( )] × cos( ), (4.1)
where the and are the co-sinusoidal amplitude and angular frequency,
respectively. To distinguish with modulation parameters, the subscript ‘c’ denotes
carrier that is analogous to message signalling in electronic communication systems
[137].
The modulation signal is a square-wave zero-mean cyclic process with period T ,
frequency fm = 1/T with subscript ‘m’ denoting modulation, and duty ratio, η, that
distinguishes separate positive and negative phases. The modulating signal of the th
cycle is written as
( ) = ( ) = +1, < < +−1, + < < ( + 1) , (4.2)
The small time average spatial-temporal force distribution has been further
developed using Laplace’s equation to evaluate spatial variation of electric field
(peak value) and unit step function [138].
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Figure 4.2. Schematic of ‘on–off’ amplitude modulation (AM) model. The left box shows an AM
generator that produces a co-sinusoidal signal with a square-wave envelope. The AM signal is fed to
the DEP planar array. The action of DEP process effectively removes the RF carrier, as shown in the
right box, thus filtering the signal to a baseband square wave. The output shows diffusion-limited
particle transport, quantified near the array, and is represented as a series of ultra-low pass filters
(LPFs).
〈 ( , )〉 = 2 { ( )}∇| ( )| ( ), (4.3)
where the bracket term for DEP force resemble time averaged force, K(x) is the
normalised electric field, given by ( )/Φ( ) and ( ) is a switch function
that is unity (‘on’) at a specified time interval and zero (‘off’) elsewhere. After
including the effect of thermally driven Brownian motion, the space-time evolution
of concentration, assuming non-interacting particles, is written in differential form as
the modified diffusion equation:
( , ) = −1∇ ∙ ( , ) ( ) ( ) + ∇ ∙ ∇ ( , ). (4.4)
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4.3 Concepts and Parameters
Particle motion to the electrode edges depends on the strength of the pDEP. After a
certain time tss, the number of particles at the edges will be saturated. This number is
dependent on the attracting force. When AM DEP is applied, however, the final
number of particles, collected on the electrode edges nmax also depends on the
collection-release state (transient or cyclic steady behaviour, figure 4.3) and the
frequency of modulation signal. The electrode edges, previously referred to, in
reality are small areas of interest around the electrodes. And the motion, away from
that area caused by Brownian motion is not instantaneous. Hence the minimum
number of particles nmin in AM DEP is also dependent on the collection-release state
and the frequency of modulation signal as well as the stochastic force.
The cyclic DEP collection and release of particles within a designated volume leads
to an important parameter: the difference between the maximum and minimum value
of the particle number, for the jth cycle. This particle number fluctuation, or
amplitude, is defined,
Δ = − , (4.5)
where subscripted terms ‘max’ and ‘min’ denote maximum and minimum particle
number. As illustrated in figure 4.3, an important distinction is made between
transition and periodic or cyclic steady behaviour . In the case of the transition
state, the number of particles n at the beginning of jth cycle is less than at the
beginning of j+1, [ ] < [( + 1) ]. For this number remains constant. An
alternative to ‘ ’ is a term ‘cyclostationary’, used in information theory, where
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system statistics remain unchanged at periodic time points [139, 140]. This periodic
equilibrium state implies that the initial condition (IC) and, as a result for constant
pDEP force, the amplitude remains constant.
The transition from a well-defined DEP amplitude response at ultra-low fm compared
with the response being negligible at higher modulation frequencies naturally
suggests a DEP ‘modulation bandwidth’. It can be defined as the range of
modulation frequencies, fm, such that at ,
Δ ( ) ≤ Δ ( ), (4.6)
where ε is an arbitrary cut-off typically, ≈ 0.1, and subscripts ‘mB’ and ‘mUL’
denote modulation bandwidth and ultra-low modulation that approaches dc (when
fm→ 0). The transition state may be of interest when analysing the initial collection
rate as in [141], however, this work mainly focuses on the amplitude during the
cyclic steady behaviour. This amplitude depends on the magnitude of DEP force,
modulation frequency and duty cycle η. Clearly for extreme cases when η = 0 and η
= 1, Δ = 0.
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Figure 4.3 A schematic diagram of a normalised particle number versus time for η=0.6(60% duty
cycle)
So far the amplitude was presented as the difference in the particle number. And
although image analysis tools like ImageJ offer flexible automated system for
particle identification and estimation, using particle number for quantitative
experimental analysis remains impractical. The fluorescence intensity produced by
these particles is used and a normalised amplitude AN is derived instead (section 4.4).
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4.4 Normalised Amplitude AN
As previously discussed in section 4.3, it is useful to describe the difference in ‘on’
and ‘off’ state in terms of the fluorescence intensity. The normalised amplitude AN
was derived for this purpose.
The amplitude “A” of the intensity variation for a number of cycles Nc over a video
sequence can be defined as the difference between the maximum and minimum
intensities over a certain jth cycle:
= 1 [ ( ) − ( )], (4.7)
represents the spatially averaged fluorescence intensity. For a number of
fluorescent particles, ignoring the background effect, it can be written as
∝ ∆ ∆ , (4.8)
is the incident light, is the number of particles, that at the cyclic steady state
consists of a nearly constant minimum and maximum number; and is the optical
fluorescence constant  that is dependent on the size and optical properties of the
spheres. ∆ ∆ mean that is spatially averaged in x and z direction.
Equation 4.7 provides an estimate for the intensity amplitude A as shown in figure
4.4(b). But it is unsatisfactory to use this equation to compare between different
experiments, because even though the nominal concentration remains the same, the
number of particles close to the electrode array may vary. Also different particle
sizes affect A due to the differences in . Consequently, to compare different
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experiments, a normalised value which takes into account an average intensity of the
sequence of frames was derived by Bakewell et al. [138] and the resulting value of
the normalised amplitude which considers the effect of duty cycle is give in equation
4.9.
= ∑ ( ) − ( )1 ∑ ( ) (4.9)
The resulting equation enables the comparison between experiments for particles
with different diameters. In the equation is the total number of frames. Provided
that the variations in the aliquot concentration are not too large, the normalised
amplitude is a good estimate of the cyclic temporal variation in particle numbers at
cyclic steady behaviour.
4.5 Experimental materials and methods
The fluorescently labelled 0.5 and 1 µm diameter carboxylate modified polystyrene
fluorescent spheres FluoSpheres® (F8813 and F8823, Invitrogen, UK) with yellow–
green emission λ = 515 nm were diluted 2/1000, 4/1000 and 8/1000 stock. Reverse
osmosis water (Millipore, UK) was used to dilute the latex spheres and the final
conductivity was measured to be ~1 mS/m (Hanna, HI 8733, UK). 4 µl samples were
micro-pipetted (Gilson, UK) on planar castellated microelectrode structure and
covered with a coverslip. The electrode arrays were planar, platinum on glass, and
made using standard microlithographic methods. The electrodes were mounted on
Veroboard (RS components, UK). The height of the flow cell was approximately 160
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µm. Imaging of the spheres for quantification used a standard epi-fluorescence
upright microscope GX L3001 (Brunel Microscopes, Chippenham, UK) with ×500
magnification (×50 objective) unless otherwise stated. An example of a particle
collection onto the castellated planar electrodes is shown in figure 4.4(a).
Each AM DEP cyclic collection and release experiment was preceded by constant
(non-modulated) DEP force, applied for two minutes to ensure sufficient spheres
were concentrated near the array. An AM signal was generated using a Tektronix
signal generator (FG504, Oregon, USA) configured such that the resulting signal is
100% amplitude modulated. Videos were recorded at 30 frames per second (fps) on
Windows Media Video platform (WMV, Microsoft, USA) using a USB 2.0, 640 ×
480 pixel resolution digital camera (Brunel Microscopes, UK) controlled with
Scopephoto v3.0 software (Scopetek, Hangzhou, China).
Figure 4.4 Fluorescence spectroscopy (a) sub-frame sized image of fluorescent 1.0 µm spheres
collecting onto the edges of 20 μm feature size castellated electrodes with particle capture region of 4
pixel width lying well within dashed rectangles shown (the vertical y axis faces out of the page), (b)
example of cyclic steady behaviour of the fluorescence intensity at fc = 500 kHz, fm = 0.2 Hz, Ac = 6V, at 30 frames/cycle; the fluorescent intensity was normalised with respect to area around the
electrodes (sum of all pixel intensities divided by the total number of pixels).
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A total of three videos per experiment were recorded. Consistency between analysed
data was obtained using two procedures. First, the first video of the new experiment
was recorded using the same signal properties as the last video of the previous
experiment. Second, the fluorescence variation was normalised using the equation
4.9. In order to analyse the intensity variation of particles, the recorded videos were
converted into an .avi file format using Prism Video File Converter v1.61 (NCH
Software, USA), and processed using Matlab 7.0. The procedure can be described in
the following steps:
(i) A Matlab created program opens a video at a suitable frame e.g. when
particles are collected onto electrode edges. This enables the
identification and selection of the exact location of the collection regions.
An example is shown in figure 4.4(a), where the analysed ‘region’ of 4
pixels lies within the area of the dashed rectangles.  The same ‘region’ is
used for a user defined and hand-picked number of electrode edges.
(ii) For every frame of the video each subplot is spatially averaged in x and z
direction (figure 4.4(a)) using the trapezium rule to obtain and save the
fluorescence value in a text file.
(iii) The program moves to the next frame and repeats the procedure.
(iv) A profile of the fluorescence intensity variation as a function of the
analysed frame number is produced and displayed for further amplitude
analysis.
(v) The amplitude is given by the difference between the maximum intensity
value during the collection phase and minimum value during the release
phase of cyclic steady behaviour. Noisy fluorescence intensity signal
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appears to have a lot of localised minima and maxima, as shown in figure
4.4(b), which has to be filtered by selecting a threshold for amplitude
value and periodicity according to modulation signal
4.6 Number of particles and fluorescent intensity relationship
The fluorescence intensity for both 0.5 µm and 1 µm particles showed a linear
relationship as shown in figure 4.5. The number of particles was estimated by eye
from the recorded videos.
Figure 4.5. Plot of the total measured fluorescence intensity versus a number of 0.5 µm and 1 µm
particles within the area of interest
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The intention was to make a direct comparison between the number of particles and
resulting fluorescence intensity. The total fluorescent intensity around a number of
electrodes, rather than spatially averaged value was used. Sufficient area, around the
electrodes was selected to ensure that the entire particle is contained within when
measuring the intensity.
The experiment was done using 3 V peak-to-peak applied 500 kHz signal. Particles
were monitored on a frame-by-frame basis and measurements were only performed
when particles collected at the edges of the electrode (rather than approaching as this
may alter the intensity reading due to the particle being in a plane that is out of
focus). The relationship remains linear for a relatively small number of particles
collected on the edges. As more particles are being attracted by pDEP force,
fluorescent spheres start ‘clumping’ and individual particles become
indistinguishable. Changes in the number of particles at this point no longer results
in proportional change in the amount of detected light. These findings are consistent
with previously reported data [141].
The difference in the amount of fluorescence intensity of 0.5 µm and 1 µm particles,
shown in figure 4.5 is explained by the fact that different diameter sizes also
exhibited different spot sizes (number of occupied pixels). This difference for low
concentration of particles (individual particle at the electrodes can be identified) is
shown to be approximately of factor of 2, so in order to perform the comparison, the
dilution of 2/1000 and 4/1000 for 1 µm and 0.5 µm particles respectively was used
for all further investigations.
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4.7 Effect of varying the switching frequency
In the following section a 500 kHz, 10 V peak-to-peak sinusoidal signal was 100%
modulated by a square wave of various frequencies as illustrated in table 4.1:
The setup described has Dielectrophoretic force dominating over other AC
electrokinetic forces like AC electroosmosis and AC electrothermal flow [35].
Table 4.1. Modulation frequencies used for AM-DEP experiments.
Experiment number Modulation frequency, Hz
1 0.025
2 0.05
3 0.15
4 0.25
5 0.5
6 1
7 2
8 3
9 4
10 10
11 25
A surface plot of the fluorescence as a function of the modulation frequency and
time ( , ) up to 40 s is shown in figure 4.6 for 0.5 μm diameter spheres. The
modulation frequency is deliberately represented in stepped format in order to
clearly illustrate the dependence of the fluorescence on the ‘on/off’ modulation. In
figure 4.6 the fluorescence amplitude Δ ( , ), being the difference between the
maxima and minima, at = = 0.025 Hz is greater than at = 0.05 Hz. This
trend continues for all frequencies listed in table 4.1. The plots illustrate a clear
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reduction in DEP induced amplitude as the modulation frequency is increased until it
is practically indistinguishable from non-modulated DEP force.
Figure 4.6. AM DEP fluorescence for 0.5μm diameter spheres as a function of time t and modulation
frequency . Fluorescence amplitude (differences between maxima and minima), indicated by
hashed double arrows, decreases as is incremented.
Normalised amplitude for both 0.5 µm and 1 µm particles has been derived
according to equation 4.9 and results are shown in figure 4.7.
The normalised amplitude near the 10% cut-off for the 0.5 μm diameter spheres is
shown to be slightly larger than for the 1.0 μm diameter spheres. This result is
consistent with smaller spheres exhibiting a faster diffusion time. Typically,
whenever the normalised amplitude is less than 10% of the maximum at the lowest
modulation frequency fm = 0.025 Hz, very little microscopic movement of particles,
in and out of the capture region, was observed.
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Figure 4.7. Normalised amplitude at cyclic steady behaviour versus DEP ‘on/off’ modulation
frequency, , comparing measured fluorescence data for 0.5 and 1.0 µm diameter particles. The
smaller particles exhibit a slightly greater bandwidth of the order of 1 Hz. The fit was done using the
exponential fit in curve fitting tool in Matlab software.
One of the factors affecting the bandwidth is the scaling and dimensions of the
fluorescence microscope system. An increase in physical dimension of the analysed
area was achieved by using a smaller, ×20 objective. This has resulted in an increase
of physical dimensions of a pixel size and hence a slight decrease of the bandwidth.
For a ×50 objective the size of a pixel is 0.16 µm. Using the Stokes-Einstein's
relation, the average distance travelled by diffusion for a particle can be calculated:
〈 〉 = ×3 , (4.10)
where is the Boltzmann constant, is temperature, is the time travelled, is
dynamic viscosity and is the radius. For 1 µm particle the motion bandwidths was
at around 1 Hz resulting in an average distance travelled by diffusion 〈 〉 ≈ 0.6 µm,
which is in a good agreement with 4 pixels used for the analysis.
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4.8 Effect of varying the duty cycle
The effect of varying the duty-cycle ratio on css amplitude was investigated using 0.5
μm diameter spheres for three different modulation frequencies: fm = 0.25, 0.5 and 1
Hz. All three plots of the normalised amplitude as a function of the duty-cycle ratio
shown in figure 4.8 exhibit the convex shape.
Figure 4.8. Normalised amplitude at cyclic steady behaviour versus duty-cycle ratio, η for three DEP
‘on/off’ modulation frequencies, , 0.25, 0.5 and 1.0 Hz. The solid line labelled as ‘Model’ shows a
data comparison with an exponential series model. The 'Model' plot is obtained by solving the
equation 4.4 for amplitude modulated system as shown in [138].
As can be seen from graph, the maximum amplitude for different duty cycles vary.
Clearly as the modulating frequency increases, the maximum amplitude value
progresses towards the higher duty cycle ratio.
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4.9 Conclusion
In this chapter the concept of amplitude modulated dielectrophoretic force is
explained first. This force is further used to develop an inexpensive, easy to setup
system for particle manipulation. This system, however, is restricted to limited
concentrations of particles that can be used. The detection system also has a number
of limitations:
 Spot size of the particles,
 Camera pixel size,
 Video recording rate (fps),
 Microscope objective magnification.
In principle, similar experiments can be performed at smaller scales (e.g. a higher
magnification lens with a faster video recording camera), which would result in a
higher bandwidth. Rather than switching the electric field ‘on’ and ‘off’ in a
controlled fashion, hopping between frequencies could be performed instead. For a
frequency jump between 500 kHz and 50 kHz using the experimental setup as
described in 4.4, particles started moving from the electrode edges (attracted by
dominating DEP force) to an area inside the electrodes (at this point AC
electroosmotic fluid flow would dominate) and back, according to the carrier signal
frequency.
It has been previously noted that the particle collection rate is proportional to the
dielectrophoretic force and thus depends on the properties of the particle and
medium. This chapter presents a novel tool for a more controlled collection rate
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estimation thus enables accurate parameter estimation which is essential to
understanding the frequency response of the force. Latter enables developing the
necessary experimental conditions for particle separation, concentration or detection.
As an advancement to the developed framework in this chapter, it has been recently
shown that the developed tool can be also used for hopping between a number of
frequencies and measuring the collection rate to determine the dielectric properties
of particles [142].
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Chapter V: The Behaviour of the
Bacteria in Channels with
External Forces
The experimental conditions that mimic the geometrically constrained natural habitat
of the bacteria are developed using the PDMS microchannels. The effects of the
various electrokinetic techniques under these conditions are investigated in the media
that supports the growth of bacterial species.
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5.1 Introduction
In this chapter, a systematic study of the manipulation of bacteria using various
electrokinetic methods will be presented. Unlike the fluorescent nanospheres used
for the experiments in the previous chapter, bacteria are living organisms with a
complex structure, reproduction cycle, internal motility mechanisms and sensors. All
these factors contribute to how the bacteria behave and are important for successful
manipulation of these organisms. Moreover, the natural habitat of bacteria is
geometrically diverse and spatially restricted, which has been mimicked by the use
of microfabricated structures during the experiments.
This chapter has the following structure: a general introduction to bacteria is given
first. This is followed by the materials and methods section that contains the design
of the channels, bacteria growth conditions and the experimental setup that was used
for further analysis.
The description of the numerical simulation is presented in 5.3. Pseudomonas
Fluorescens bacteria were used to experimentally investigate the effect of various
electrokinetic techniques. The results for both experimental investigation and
simulation of various electrokinetic techniques is shown in section 5.4
The concluding remarks are presented in section 5.5.
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5.2 The bacterial structure and growth
Bacteria are one of the oldest living organisms which have been evolving for around
4 billion years and are present in most habitats of the planet [143]. It is a single
autonomous prokaryotic (lacks cell nucleus) cell with various shapes, ranging from
spherical structure (cocci) to spirals and rods (bacilli). Typical dimensions are a few
micrometres in length and a general structure is presented in figure 3.1
Figure 5.1 Structure of a bacterial cell (figure drawn by Mariana Ruiz Villarreal and reprinted with
author’s permission)
The bacterial cell has three different regions: cell envelope, appendages and
cytoplasmic region. The envelope consists of a cell wall, capsule and a membrane.
Depending on the composition of a cell wall, bacteria are divided into gram-positive
and gram-negative bacteria according to their reaction to violet-iodine dye complex
[144]. Standard microbiology text books like [145, 146] provide more details on the
structure and function of each section of bacteria cell.
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Growth in microbiology is defined as the increase in the number of cells. Each cell
has a limited lifespan, and a species is maintained only as a result of continued
growth of its population. Bacterial cell growth relies on a number of reactions
necessary for doubling the amount of all cellular components and division to form
two daughter cells (most microorganisms grow by binary fission). In order to
accommodate these reactions, a bacterium needs nutrients, a source of energy,
appropriate temperature and pH level, water, presence or absence of oxygen and
inorganic ions. Provided the necessary conditions are met, the growth of colony in an
enclosed vessel goes through a following cycle:
 When a population is introduced into a fresh medium, growth does not start
instantaneously, but rather after a certain period of time. This time is called a
Lag Phase which occurs when either a damaged (but not killed) population
is introduced to the same media or when a microbial population is transferred
from a rich culture medium to a poorer one.
 Exponential Phase exhibits the division of a cell into two daughter cells,
each of which also divide and so on. The rate of the exponential growth
depends on environmental conditions as well as genetic characteristics of the
organism. During this phase cells are typically in their healthiest state.
 The increase in cell numbers only happens for a limited amount of time due
to depletion of essential nutrients and waste products that organisms
accumulate in the medium. The phase, when there is not net increase or
decrease in cell number is referred to as Stationary Phase. A sample, taken
from a colony at a stationary phase and placed into a new medium of similar
environment would also exhibit a lag phase before exponentially growing.
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 After the population reaches the stationary phase, the cells may remain alive
and continue to metabolize but they will eventually start dying mainly due to
the lack of the nutrients, entering the Death Phase.
One of the responses to environmental changes, like nutrient depletion, that bacteria
have developed, involves the formation of a resistive cell morphology called spore
(which are generally less active than a vegetative cell). More commonly however,
the bacteria move away from the hazardous regions towards the areas that are more
suitable for reproduction. These areas could for example be richer in nutrients or
warmer. A biological term for this active spontaneous motion is motility. It is
generally used for unicellular and simple multicellular organisms.
5.3 Bacteria in channels
5.3.1 Overview
As already mentioned, the behaviour of bacteria is extremely dependent upon the
environment it lives in. However, most of the studies are performed on colonies that
were cultivated on the surface of agar. This environment may be convenient,
however, it has little resemblance of the diverse microgeometries that the natural
habitat of the bacteria displays. On the other hand most environments in which
bacteria live are non-transparent making it impossible to observe how they adapt and
optimize their behaviour within the physical constraints. Using well established
semiconductor fabrication techniques combined with transparent, non-toxic and
oxygen permeable poly(dimethylsiloxane) – PDMS material [147], artificial
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structures that resemble natural spatial environments can be produced and bacteria
monitored in real time.
A number of experiments on the bacteria within the spatially restricted environment
have been performed. One of the experiments that analysed the behaviour of the
E.coli has shown that in a microfluidic channel these bacteria species preferentially
swim along the right hand side of the channel [148]. Other experiments have shown
that the bacterial motility is guided by surface topography suggesting that bacteria
senses the obstacles within the channel [149]. In another study the velocity of the
motile bacteria has been investigated in the channels of different geometries and
widths [150]. It was concluded that the surface topography affects the speed and the
channel width only slightly larger than bacteria is sufficient for them to swim
through. Recently, Kojima et al. [151] has fabricated a PDMS microchip to analyse
the chemotaxis (the phenomenon whereby the cells direct their motion according to
certain chemicals in the environment) of bacterial cells.
It has been suggested that the motility of bacteria over specially designed structures
can be used for bio-computation devices [152, 153]. The proposed example of such a
device is a microfabricated maze with a single entry and exit. The authors suggest
that the mathematical problems can be coded using fabrication techniques and these
problems can then be solved using biological agents such as bacteria.
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Figure 5.2. Scanning electron microscope image of the fabricated Venice waterways. The image was
produced by the Philips, Eindhoven, The Netherlands
Another possible application of bacteria motility in complex structures, currently
seen as a long term innovation can be found in biosimulation devices. These devices
are believed to help solve problems such as traffic in large urban areas or optimising
the flow of people in confined spaces. Venice waterways were chosen as the subject
for such a device which was fabricated from the PDMS, using the negative tone
silicon master (figure 5.2), produced by Philips Research, Eindhoven, The
Netherlands.
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Figure 5.3. Congestion heat map of the Venetian waterways. Areas coloured towards the red end of
the spectrum indicate the pixels were visited more frequently by bacteria
As shown in figure 5.3, the bacteria were able to enter every channel in the Venice
waterways. In order to explore the potential of this device to solve traffic problems,
it has to be integrated with a system that can prevent the motion of bacteria in
channel junctions [154].
5.3.2 Bacterial Growth Conditions
The nutrient agar medium which consists of 1% of Luria Bertani (LB) broth and
1.5% of agar mixed with distilled water was sterilised by autoclaving for 15 minutes
at a temperature of 150 oC. Once the solution had cooled down it was poured into a
petri dish and left to dry. Dry nutrient agar can now be used to host the bacteria. A
loopful of a single colony of bacteria is further taken from the agar and placed inside
5 ml of LB broth. The broth is prepared by mixing 0.5% yeast extract, 1% tryptone
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and 1% NaCl with deionised water. The pH was adjusted to 7.2 by adding NaOH.
The colony was left overnight at 30 oC shaking at 200 rpm. Finally 100 µl of the
overnight culture was mixed with 10 ml of LB and left to grow for the optical
density (OD) to reach ~0.6. At this optical density value the bacteria is
approximately in the middle region of its exponential growth phase as discussed in
5.2 [155, 156]. Another term for optical density is absorbance and its quantitative
measure can be expressed as a logarithmic ratio:
= − , (5.1)
where and are the light intensities after passing (transmitted) and before passing
(incident) through the material. Experimentally the absorbance was measured by
placing a cuvette filled with the solution containing necessary specimen (e.g.
bacteria) into a spectrophotometer.
5.2.3 Experimental procedure
The preparations for the experiment were made in the following manner:
1. PDMS maze was fabricated as discussed in 3.2,
2. A small section containing only one channel was cut out of the maze,
3. This section was placed on a microscope slide and put in UV/ozone with the
cannel facing upwards to establish the stronger binding of PDMS to the
electrodes,
4. After 30 minutes the treated PDMS was placed on the electrodes surface with
the channel facing towards the electrodes,
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5. A Bovine Serum Albumin (BSA) solution was pipetted onto the electrodes,
fully submerging the PDMS block. BSA is a surface-active agent that
prevents cell adhesion to the glass,
6. The system was placed in vacuum for 10 minutes to extract any air trapped in
the channel. This also allows the BSA to fully coat the PDMS channel,
7. After the vacuum treatment, excess solution was removed and the area
around the PDMS and inside the channel was dried with filter paper.
8. Steps 5 and 6 were repeated with LB solution instead of BSA. Excess broth
was again removed from around the PDMS leaving the inside of the channel
filled,
9. The solution, containing the bacteria was pipetted on one of the sides of the
channel,
10. The introduction of the bacteria into the channel was either natural (motile
bacteria would swim into the channel) or induced: dragging the liquid with
filter paper or liquid drying at the opposite side of the channel would also
drag the bacteria.
The schematic diagram of the experimental setup is shown in figure 5.4. The
channels selected for the study were ~140 µm wide and ~3 mm long. For a channel
this wide, the effect of the BSA on the surface roughness and the electroosmotic
velocity [157] can be ignored.
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Figure 5.4. A schematic diagram of experimental setup to investigate the DEP, ACEO and ACET
effect on bacteria inside the channel
The behaviour of bacteria inside the channel was observed using an upright
fluorescent microscope with x20 objective lens. The cells of the bacteria used for the
experiments in this chapter contained a plasmid encoding green fluorescent protein
(gfp) which allowed for easy detection via fluorescence microscopy.
5.4 Details of the numerical simulation
Comsol Multiphysics (version 4.3) software was used to perform numerical
simulation of the ACET flow in channels. Conceptually the modelling consists of
three parts each with its own set of equations described in the following section: the
electric field distribution, the temperature rise and the resulting force that causes the
fluid flow. These equations are already built into the physical models of the software
modules. Namely the physical models used for the computation were: Electric
Current (AC/DC Module), Heat Transfer in Fluids (Heat Transfer Module) and
Electrodes
Glass Surface
PDMS
Channel
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Creeping Flow (Fluid Flow Module). The flow chart of the simulation procedure is
shown in figure 5.5.
Figure 5.5. Flow chart diagram describing the setp by step procedure for the numerical simulation of
ACET flow. The simulation was achieved using Comsol Multiphysics v.4.3
Both two and three dimensional geometries that represent the polynomial and finger
electrode setups were used for the investigation. The common feature of all the
geometries was the sandwich structure of glass, electrode, fluid and PDMS layers.
Joule heating, produced by the electric field is used as a source of heat which
diffuses in the solution, glass and PDMS. Due to the high thermal conductivity and
the thin layer (200 nm) the effect of gold on the temperature change can be ignored.
The outermost layer of the PDMS and the glass were subjected to convective cooling
with the heat transfer coefficient of 5W/mK (heat transfer coefficient value for air).
This means that the heat produced by the electrodes was balanced by the air in the
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room. ACET induces a volume force to the fluid bulk and obeys a no-slip boundary
condition [120]. In order to simulate the fluid flow, a volume force described in
equation 2.24 had to be broken down to x and y components and added to the
creeping flow.
For a 100 kHz, 5 V applied signal the simulated fluid flow was in µm/s region
(figure ) which is in a good agreement with previously reported data [130].
Table 5.1. List of parameters used for the numerical simulation of AC Electrothermal Flow.
Parameter Value
Permittivity of Air 8.85 × 10 F/m
Relative Permittivity of fluid 80
Frequency of the Signal 2 × 5 MHz
Electrical Conductivity of fluid 16.4 mS/m
Thermal Conductivity of PDMS 0.15W/(mK)
Thermal Conductivity of Glass 0.96W/(mK)
Heat Transfer Coefficient 5W/(mK)
5.4.1 Equations used in the simulation
The set of equations along with the boundary conditions that allow us determine the
electromagnetic field distribution in the system are referred to as the Maxwell's
equations. In differential form these equations are:
∇ × = ̅+ , (5.2)
∇ × = − , (5.3)
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∇. = , (5.4)
∇. = 0, (5.5)
where ̅ is the current density, and are the respectively the electric and magnetic
field intensities, and are the electric and magnetic flux densities and is the
charge density. The software solves the system of equations using the quasi-static
approximation which is later shown to be valid for the system used. This
simplifications has the effect such that = 0 and = 0. And so the electric field
can be expressed in terms of electric potential = −∇ . Combining this electric
field expression with = gives:
−∇( ∇ ) = , (5.6)
The continuity equation used for simulation is expressed by:
∇ ̅ = ∇. ( + ), (5.7)
where is the conductivity and is the external current density.
Quasi static approximation neglects the fact that the changes in electromagnetic
fields do not vary in phase with the source. Hence it enables calculating the
electromagnetic fields by considering stationary currents at every instant. For this
approximation to be valid, the currents and electromagnetic fields must vary slowly.
To accommodate that, the structure must be small compared to a wavelength. For a
frequency of 20 MHz, the highest frequency used in any experiment, the wavelength= = ×× = 15 m, which is much greater than the typical dimensions of a
microfluidic system. Another assumption in quasi static approximation enables
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ignoring the coupling between the magnetic and electric fields. This is the case
when the skin depth is much greater than the geometry used. The skin depth is given
by
= 1 , (5.8)
where and are the permeability of free space and relative permeability
respectively, is the resistivity and is the frequency of an applied signal. At 20
MHz the values were determined:
Table 5.2 The skin depth and the simulation used geometry dimension comparrison.
Material Skin Depth Dimensions used
Gold 6.7 µm 0.2 µm
Glass 10 − 10 m 1 mm
Fluid 0.1 m 10-20 µm
PDMS 4.3 × 10 m < 1 mm
This proves that the quasi static approximation is valid for the simulation.
The current, flowing through the fluid generates the heat (known as the Joule
heating). In order to estimate the effect this heating has on the system the energy
balance equation that links the electric and thermal fields is used:
̅ ∙ ∇ + = ∇ + , (5.9)
where is the mass density, is the heat capacity, ̅ is the fluid velocity and is
thermal conductivity. The term ̅ ∙ ∇ of equation 5.9 illustrates the heat
79 | P a g e
convection by fluid motion which is assumed to be minimal. For this assumption to
be valid, the relationship has to apply:
≪ 1. (5.10)
For a water of a density of 1000 kg/m3, heat capacity of 4.2 × 10 J/kgK and= 0.6 W/mK with characteristic length = 20 μm the assumption is valid for
fluid flows slower than 7 mm/s. The observed and simulated flows were in µm/s
range thus the assumption applies.
The other term on the left hand side of equation 5.9 stands for the temperature
diffusion process. The diffusion time estimates can be deducted from the Fourier
equation as [114]
= . (5.11)
The diffusion time of the used system is at the order of milliseconds. That means that
the thermal equilibrium is established milliseconds after the application of signal.
Since the frequency of an applied signal was much higher than ~1 kHz, differential
temperature change was neglected. Equation 5.9 then simplifies to a heat diffusion
equation (2.15 in section 2.4.1, chapter II).
The resulting fluid motion produced by the electric field acting on the conductivity
and permittivity gradients is calculated by using the Navier-Stokes equation for an
incompressible Newtonian fluid. The equation is based on a continuum hypothesis
which assumes that the number of molecules is large (i.e. statistical average is valid).
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The applicability of the continuum theory can be checked by introducing the
Knudsen number:
= , (5.12)
where and are respectively the mean free molecular path and the characteristic
length of a system. The continuum theory applies for system with Knudsen number
less than 0.01 [158]. For a water molecule at room temperature and pressure≈ 10 and so the continuum theory applies for geometries of 10 µm (smallest
dimension used in these studies) and larger.
In addition it is important to determine the type of flow in the system i.e. establish
the Reynolds number. Latter is defined as the ratio between inertial and viscous
forces and consequently quantifies the relative importance of these two types of
forces for given flow conditions. Reynolds number can be calculated using the
following equation:
= , (5.13)
where is the density, is the average velocity through a system with a relevant
length scale and is the viscosity.
The flow is laminar (viscous forces dominate over the inertial ones) if the Reynolds
number is less than 2300. For a system, designed in the simulation the Reynolds
number was determined to be few orders of magnitude smaller than 1, so the flow
was assumed to be laminar which simplifies the Navier-Stokes equation to Stokes
equation. Mathematically the Stokes flow is given by
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∇ ̅ + = ∇ , (5.14)
where is the body force produced by the electric field acting on the conductivity
and permittivity gradients (equation 2.23 in the theory chapter) and P is the pressure.
Another important aspect of a numerical simulation that solves partial differential
equations is the boundary conditions. In the simulation, produced in this chapter
three sets of boundary conditions were set to accommodate the electrical, diffusion
and fluid flow problems.
For electrical part of the simulation, all vertical boundaries were set to electrical
insulation. This condition sets the electrical current, normal to the boundary to zero.
The electrodes were set to ground and a desired potential.
In another part of the simulation where the heat diffusion through the system was
calculated, the top and bottom boundaries were assigned with the convective cooling
so the heat produced by the applied signal is balanced out by the air in the room.
Finally the no-slip boundary condition was set between the fluid, contained within
the channel and the glass and PDMS surface. The left boundary of the channel was
selected to be an inlet and right boundary - outlet with a zero fluid velocity. The
physical meaning of an inlet and outlet is the flow produced by external sources such
as pumps connected to the system.
In order to validate that the electrical insulating boundary condition does not affect
the electric fields (in the middle of the device) used for studies, the dimensions of the
system were doubled. Similarly for diffusion, the width of the PDMS and glass were
increased to see if latter had resulted in any changes on the observed temperature
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rise. However, changing the dimensions of the system did not alter the results in the
area of interest.
5.5 Results of the electric field effect on the bacteria
5.5.1 Effect of constant electric field on the bacteria
An investigation was carried out to see the effect of electric field, produced by a DC
voltage, on the negatively charged bacterium. A simple experimental design
consisting of a PDMS channel and four ~400 µm radius needles (with tips cut out) as
electrodes was used. A small amount of PDMS was poured into a petri dish and left
to semi-cure at room temperature for ~15 minutes.
Figure 5.6. A schematic diagram of a device, used for the investigation of bacteria in constant electric
field. The cylinders on the diagram represent the needles that were placed into semi-cured PDMS to
position the channel and electrodes in the same plane.
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This resulted in PDMS becoming hard enough to hold needles on the surface and in
the same plane. Five needles were placed forming capital ‘H’ letter-like structure
with the needle in the middle extending further to the left and right (figure 5.6).
More PDMS was poured over the structure, submerging it. The setup was left to cure
for 8 hours at 65 oC in the oven. After curing, the needle in the middle was carefully
removed, forming a channel between the 4 electrodes. The electrical connections
were made at the rear ends (away from the channel) of the needles.
The experimental investigation has shown that bacteria, moving through such a
system are repelled from the region, where the electric field is the strongest. Rather
than stop, bacteria would move to the upper or lower channel wall, away from the
plane where electrodes are and away from the focal plane of the microscope.
Although this experiment proves that the electric field can change the direction of
motion of the bacteria, large scales of the setup are impractical for microfluidic
application. Smaller channels and electrodes need to be used instead. However
scaling down a system with DC Voltage applied poses a threat of bubble formation.
An investigation of the feasibility of the DC applied signal has been carried out by
means of numerical simulation.
The simulation was performed using the geometry, similar to the one, shown in
figure 5.4. Instead of finger electrodes, this time four rectangular blocks (10 μm ×5 μm × 0.2 μm) were placed 10 µm away from each other (see figure 5.7). The
applied voltage was determined using the value for the electric field to stop the
motility of Pseudomonas Fluorescens reported in literature [159].
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Figure 5.7. X-Y Plane view of the experimental setup for DC electric field manipulation of the
bacteria.
According to a Comsol created simulation with the setup described above, for a
channel that is 10 µm high and wide, as little as 0.01 Volts has to be applied in order
to reach the electric field necessary to stop the motility of the bacteria throughout the
entire surface area of the channel (between the positive and negative electrodes).
Increasing the voltage by 2 orders of magnitude only resulted in ~1 oC temperature
increase. Parameter values (apart from signal frequency as DC field was applied)
used for the simulation are given in the table 5.1. Electric current and Heat Transfer
in Fluids modules were used for the purpose of the simulation.
5.5.2 DEP effect on the bacteria
Manipulation of various bacterial species using dielectrophoresis has been
extensively studied in the past [96, 160-169]. These studies mainly concentrate on
PDMS
Channel
PDMS
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separation of dead and alive bacteria or sorting different biological species. As
shown in chapter 2, DEP force depends on the conductivity and permittivity of
particle and medium through the Claussius-Mossotti relation. Hence it is important
to know these properties in order to calculate the resulting force in a non-uniform
electric field. Successful bacteria characterisation has previously been reported using
dielectrophoresis [101-103], cross-flow filtration [170] or by repeatedly washing
bacteria and measuring the difference in conductivities of the supernatant and the
suspension [104].
The techniques described above, however, generally consist of centrifugation and
washing of the bacteria, which exposes the micro-organisms to osmotic shock and
may result in transport of water and other solutes through the membrane [171]
affecting the conductivity measurements. Moreover the majority of reported
experiments, where bacteria were manipulated with positive dielectrophoretic force,
were performed either in distilled water of low conductivity or deionised water with
adjusted salt concentration.
For a practical application it is important to manipulate bacteria in their natural
environment rather than the one, convenient for DEP experiments. So the
investigation of the effect of a non-uniform electric field on Pseudomonas
Fluorescens bacteria was carried out in Luria Broth (LB) – a nutritionally rich
medium that supports the growth of the bacterial species. The conductivity of this
medium was measured to be ~16.8 mS/m and the investigation was carried out over
the range of frequencies between 10 kHz and 20 MHz with a set of voltages from 2
to 20 Volts (peak-to-peak). The dominant effects acting on bacteria were Brownian
motion (at low voltage) and AC Electrothermal fluid flow.
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Negative DEP was inconstantly observed at ~7 MHz and 6 Volts peak-to-peak input
signal. According to [114], at similar frequencies the induced flow experiences a
change in dominant force from Coulomb (at low frequencies) to dielectric (at high
frequencies) which results in smallest value of fluid velocity. When the field was
switched off, no clear indication of motility of the trapped bacteria was observed.
Figure 5.8. Trapping of the non-motile bacteria by positive DEP in capillary and ACET produced
fluid flow in a channel over the polynomial electrodes. The applied signal was 500 kHz and 8 Voltas
peak-to-peak. Once switching the electric field off, the bacteria gets dragged by fluid flow away from
the electrodes.
Bacteria were later grown in LB medium with altered salt concentration (reduced the
amount of NaCl in a mixture) and resulting conductivity of 7 mS/m. When analysed
under the microscope the bacteria in this colony grouped together forming ‘clumps’.
Positive DEP of motile bacteria could still not be observed over a large frequency
and voltage range. Similar clumps are also formed in original LB broth after some
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time. This is a result of the amount of nutrients in the solution becoming insufficient.
It is interesting to note, that when experiments were done on clumps that contained
non-motile bacteria, positive dielectrophoretic trapping was achieved over the
polynomial electrodes as shown in figure 5.8.
5.5.3 ACEO effect on the bacteria
The first set of experiments was similar to the DEP experiments as described in
chapter 4. An aliquot of 7 µl of Pseudomonas Fluorescens bacteria with optical
density of 0.68 was pipetted on to microfabricated electrodes of different geometries
(finger and polynomial). A coverslip was placed over the solution forming a
chamber. An AC signal with different frequencies and amplitudes was then applied
to investigate the dominant electrokinetic effect on bacteria. In the mS/m
conductivity region, both ACET and ACEO produce a similar circular motion
around the electrodes [130, 172].
Observing the motion of bacteria in the low voltage region (2 to 5 volts peak-to-
peak) with a range of frequencies from 2 kHz (frequency low enough to
accommodate ACEO) to 1 MHz (where no ACEO is present) significant changes in
the behaviour were not detected. As discussed in [35] from experimental
observations, the streamlines of the fluid were above the electrodes rather than
approximately midway between electrodes (figure 5.9) suggesting ACET was the
dominating electrokinetic effect rather than ACEO.
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Figure 5.9. Fluid streamlines obtained by superimposing successive frames of a video of particle
motion driven by AC electrothermal flow (a) and AC electroosmosis (b). The images (a) and (b) were
reprinted from [35] and [172] respectively.
The direction of the streamlines at low frequencies for both ACEO and ACET are
similar. This limits the information that can be extracted from the experimental
observations. It is however known that at high frequencies ACEO is not present. The
(a)
Electrode Electrode
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magnitude of the ACET also does not change for a frequency range between below
kHz region (where ACET is present) and few MHz (where ACET no longer takes
place). For a second experiment a confined PDMS channel with fixed height of ~8
µm and finger electrodes with 20 µm laser ablated gaps between 40 µm gold strips
were used (see figure 5.4 for the illustration of the setup). No capillary force was
present so that the direct comparison between the fluid velocities at different
frequencies could be established.
The experimental investigation has been carried out using 50 kHz (using lower
frequencies caused bubble formation in the solution) and 1 MHz frequencies. The
direction of the fluid motion remained the same for both frequencies and no
significant changes in velocity at 50 kHz and 1 MHz have been observed. It was
concluded that for the frequencies that can be used in the experimental setup
described, no ACEO is present. This is consistent with the previously published
findings [117].
5.5.4 ACET effect on the bacteria
The effect of ACET flow produced by polynomial and finger electrodes on the
bacteria moving inside the channel has also been investigated. According to a
numerical simulation the flow, produced by the electric field, exhibits a circular
profile as shown in figures 5.10, 5.11 and 5.13b.
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Figure 5.10. A two-dimensional simulation of the AC electrothermal flow above the finger electrodes
inside the PDMS channel. The arrows represent the streamlines of the induced fluid flow.
For a two-dimensional cross-section of the finger electrodes, the flow is symmetric
and acting in the opposite directions around the middle of the gap between the
charged electrode and the grounded one. This motion is more complicated in actual
three-dimensional structure (figures 5.11 and 5.13b).
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Figure 5.11. The simulated streamlines around the finger electrodes observed from the top (x-y
projection) in the middle of the PDMS channel (5 µm away from the electrode surface in z direction).
The experimentally observed tracks of the motion of the bacteria in channel over the
set of finger electrodes are shown in figure 5.12. Upon switching the electric field,
the motion would either slow down or completely reverse the direction, depending
on the magnitude of the capillary force and the voltage applied.
As shown in figures 5.10 and 5.11, the circular flow produced by the electric field
around the charged electrode and the grounded one are the same in magnitude but act
in opposite directions. The overall observed effect (combination of capillary force
and ACET force), however, is that when the field is switched on, the bacteria move
with similar velocities throughout the entire channel, i.e. no clear distinction between
the velocity near the positive electrode and the ground is distinguished.
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Figure 5.12. The motion of the bacteria inside the PDMS channel above the finger electrodes. The red
and green arrows indicate the direction of the motion before the electric field was switched on and
after the field was switched off respectively. The yellow arrows display the tracks of the bacteria
motion when the 15 V peak-to-peak 5 MHz signal was applied. These yellow arrows were
deliberately drawn a small distance away from the actual motion path for illustration purposes as the
tracks of the motion with and without electric field overlap.
Similar experiments were carried out with the polynomial electrodes. At low
voltages (below 8 V peak-to-peak) the bacteria, which were moving through the
channel due to capillary force, would exhibit clear circular motion around the
electrodes as shown in the figure 5.13a. This motion matches with the simulated
motion around the polynomial electrodes (figure 5.13b).
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Figure 5.13. Tracks of the bacteria motion inside the PDMS channel induced by the capillary force
and the 8 V peak-to-peak 5 MHz applied signal (a). Also shown is the x-y projection of the simulated
streamlines of ACET flow in a polynomial electrode setup (b).
Capillary induced fluid flow
(a)
(b)
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Although the desired effect of preventing the bacteria motion in a certain direction
has been achieved using the finger electrodes and the PDMS channel, the dominating
mechanism that hinders the motion is believed to be caused by drying of the fluid
which is not useful for a practical microfluidic device. According to recent studies on
pumping using ACET, unidirectional, non-circular flow can be achieved using
microgrooved channels [122, 173]. However, fabrication of such electrodes is
beyond the scope of this work. An alternative method that uses PDMS channel
topography is investigated in 5.5.5 instead.
5.5.5 Proposed design for a channel geometry
A simulation-aided design of the channel that would result in a more controlled
motion produced by Joule heating in an electric field has been developed and is
shown in figure 5.14. The development of such a channel would require a silicon
master with channels of different heights.
The frequency response of such device is consistent with the data, typical to ACET
flow [130]: up to MHz region the velocity stays constant at has the highest
magnitude. Increasing the frequency up to ~12 MHz reduces the magnitude of the
flow. At even higher frequencies the direction of the flow reverses and the
magnitude increases until at ~30 MHz it reaches a saturation. Increasing the voltage
and decreasing the size of the channel increases the velocity of the fluid flow.
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Figure 5.14. Simulation of the fluid flow in a modified PDMS channel with 5 Volts RMS applied
signal. Details of other parameters used for simulation are given in table 3.1. Maximum velocity (dark
most red colour above left electrode) was 9.28 × 10 m/s. Scales in x and y direction represent
physical dimensions in µm.
Other parameters that effect the resulting fluid flow are to do with the geometry of
the topographic PDMS channel and it's position with respect to electrode edges. As
illustrated in figure 5.10, typical motion, produced in the channel contains symmetric
circular motion above the electrode edges. By inserting the PDMS "block" above the
electrodes the undesired back flow (streamlines from left to right) above the left
electrode can be eliminated and significantly minimised above the right electrode.
The efficiency of such device can be described by the resulting velocity and ability
to minimise the undesired flow.
Glass
PDMS
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Figure 5.15. A schematic diagram of the PDMS block geometry
In figure 5.14 the block of PDMS is located directly above the gap, between the
electrodes. Displacing the block to the right produces the circular motion above the
left electrode as well as increasing the velocity of the undesired flow above the right
electrode significantly reducing the efficiency of the device. When the block is
displaced to the left, the magnitude of the desired flow was increased. It was also
noted that the circular flow above the left electrode was minimised. Such
displacement also had a negative effect as the "back flow" above the right electrode
was also increased.
The efficiency of the device was also noted to be dependent on the physical
dimensions of the block (AB and BC, figure 5.15). According to a Comsol
simulation, as BC increases, the length of AB also has be increased to avoid the
undesired back flow above the left electrode. Lowering the block towards the
A
B C
D
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electrodes, however, has a negative effect - increase in the back flow above the right
electrode. When BC=AD, the flow becomes symmetrical (line of symmetry is in the
middle of the gap between the electrodes) as shown in figure 5.10. In order to
optimise the flow, BC should be reduced which allows a reduction in AB as well.
Note that as BC tends to zero, the smallest value of AB that allows unidirectional
flow tends to a half of the channel width.
In addition, the region with high electric field is produced at the edge of the PDMS
just above the left electrode. This can be further utilised for trapping as discussed in
insulator-based dielectrophoretic devices [96].
5.6 Conclusion
A systematic study of the most commonly used electrical techniques to manipulate
objects on micro scale has been performed on Pseudomonas Fluorescens bacterium.
These techniques utilise both electric field produced by a DC input signal and an
oscillating non-uniform electric field in standard dielectrophoretic setup. Upon the
application of a constant electric field, negatively charged bacteria were repelled
from the electrodes with a negative charge. A scaled down system for channels with100 μm surface area and gold electrodes has been analysed. According to
numerical simulation, for electrodes that are 10 µm apart, 0.01 Volts is sufficient to
produce electric field that is strong enough to stop bacteria motility.
An alternative to using a DC signal is to use AC which is known to produce less
Joule heating and also to provide more control of the particle manipulation in the
solution.  Commonly used AC electrokinetic techniques are dielectrophoresis, AC
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electroosmosis and AC electrothermal flow. All three were experimentally
investigated to see the effect on bacterial species.
When bacteria were subjected to a non-uniform electric field, the effect of the
dielectrophoretic force could hardly be detected. Bacteria are living organisms with a
sophisticated structure as discussed in 5.1. When placed in a medium with a salt
concentration different to its natural habitat, the cell wall experiences osmotic
pressure. As a result the bacteria adapts to the new environment. It is believed that
these factors result in a small difference in the conductivities of living bacteria and
its surrounding medium which is necessary for dielectrophoretic manipulation.
However, when non-motile bacteria were observed, positive DEP trapping could be
achieved.
Using the setup for DEP experiments it is possible to produce a fluid flow either due
to the double layer around the electrodes – ACEO, or due to the temperature induced
conductivity and permittivity gradients – ACET. These forces operate in media of
different conductivities. For LB broth as used in experiments, clear ACEO effect
could not be identified. Instead, ACET induced fluid flow was visible over the whole
range of voltages and frequencies.
Using a numerical simulation, the design of a modified channel to optimise the
ACET effect has been proposed. It can be adapted for a more complex system such
as the Venice waterways and act either as a pump to push the bacteria in a controlled
manner or act as a traffic system to prevent motion in specific directions. DC
systems can also be used in such structures to act as a traffic system, preventing the
motion of bacteria.
The observed effect of DC, ACEO and ACET match the data presented in literature.
The exact dielectrophoretic response of the bacteria in LB broth would require a
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more sophisticated model however it was clear that pDEP could not be observed for
Pseudomonas Fluorescence bacteria. The significance of these findings is that
electric fields combined with PDMS fabrication could be used to advance the studies
on bacterial behaviour in spatially confined environment that represents its natural
habitat.
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Chapter VI: The Effect of
Electric Field on the Behaviour
of Molecular Motors
An experimental setup that supports the application of high electric fields without
damaging the proteins on the surface is developed. This setup is used to analyse the
effect of the electric field on the motility of the protein molecular motors. The
experimental data is used to develop a numerical simulation that enables calculating
parameters such as the forces that protein exert during the motility and quantify the
motor distribution on the surface.
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6.1 Introduction
Molecular motors are biological molecular machines that produce mechanical work
through conversion of chemical, electrical or optical energy [174]. This is a very
diverse and large class of nano to micro-sized machines that can be divided into
chemical, DNA-based and protein-based molecular motors. Protein motors can be
further sub-divided into ATP-based rotary motors ( − ATP synthase family and
bacterial flagellum) and linear protein motors (kinesin, myosin and dynein
superfamily). Non-biological (synthetic) molecular motors have also been recently
manufactured.
In this chapter linear protein molecular motors are investigated with particular
interest in actin-myosin II system. An introduction and the insight of their behaviour
through the energy conversion cycle are presented first. The fundamental difference
between various types of motors is also explained through the concepts of the
processivity and the duty cycle in 6.2. This section also contains a list of applications
molecular motors have.
One of the applications that was recently introduced includes integrating the highly
efficient molecular motors into lab-on-a-chip devices. This application requires the
understanding of motor distribution on the surface (list of currently used detection
techniques is given in 6.3) and precise control over the directionality of the filament
motion. The comprehensive review on the filament guiding techniques is presented
in section 6.4.
It is also important to qualitatively determine motor distribution on the surface (i.e.
determine the number of active and ATP insensitive motors) for a practical
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microfluidic device. Using an elaborate experimental setup that allows the
application of an electric field without hindering the motility with harmful products
(section 6.5) the filament behaviour was observed. Upon application of the electric
fields higher than 4 kV/m negatively charged filaments started orientating and move
towards the cathode. Another effect of the external field was an increase of the
sliding velocity on all tested surfaces. The simulation that takes into account all the
forces that significantly contribute to the filament motion was developed.
By combining the experimentally obtained data and the simulation it was possible to
determine the number of motors on different surfaces as well as the forces that
myosin molecules exert on the filament. The detailed description of the model is
presented in section 6.6.
Another numerical simulation was done to mimic the motor distribution on the
surface for a known motor density. This enables determining the motors that are
close enough to the filament to interact with it. The results of the numerical
simulations are shown in 6.7 and the conclusion on the results obtained in this
chapter and the implication of this work is given in 6.8
6.2 The molecular motors
Protein molecular motors (also called biomolecular motors) are naturally evolved
machines that are present within many living organisms. They consist of amino acid
(stimulus responsive) polymers that undergo dramatic conformational changes as
they bind and hydrolyse ATP. These changes result in mechanical movement,
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essential to many biological functions like cell division, transport of vesicles and
muscle contraction [175]. Recent advances in molecular imaging, single molecule
manipulation techniques (such as optical trapping) and development of motility
assay prompted experimental investigations on molecular motors mechanisms [176-
186]. Extensive theoretical analysis on their behaviour according to established
physical, chemical and biological principles have also been presented [187-194]. In
particular, biomolecular motors have been of tremendous interest to biologists,
biophysicists and physiologists due to their central role in biology. “Tens of
thousands of publications describe biomolecular motors from the perspective of the
natural sciences and biomedicine” [195].
In general, protein molecular motors consist of a filament that slides above the motor
in a stepwise fashion. For a directed motion of microtubule above a kinesin motor,
for example, about a thousand amino acids are arranged in a specific sequence,
forming a structure that allows ATP hydrolysis, conformation and affinity changes.
The energy efficiency of this system can be higher than 50%, exceeding the
efficiency of a diesel car engine [195]. High energy efficiency and small scales gave
rise to a new avenue of research that investigates motors in an engineering and
device-oriented context by means of the in vitro motility assay [71, 175, 196-200].
The motility assay has been conducted using two approaches:  gliding motility assay,
(filaments are moving over the stationary motors figure 6.1a) and bead geometry (the
motors are introduced to a stationary filament figure 6.1b and c).
6.2.1 Types of motility assays
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Bead geometry: in this case a filament (i.e. actin filament or a microtubule) is
trapped (by absorption) to the surface while the motors are immobilised on the
spherical particle - “bead” (figure 6.1b). Using optical tweezers, the bead is
transported close to the filament, so that the motor and filament could interact. By
calibrating the system, the displacement of the bead can reveal fundamental
parameters of the system, i.e. the unitary step size and force exerted by the motor
[180-182]. Alternatively, the filament can be trapped by optical tweezers and moved
to a bead (or motility supporting surface) with the motors on it (figure 4.1c). This
setup allows calculating same parameters as before, as well as the unbinding force
that is required to “free” the filament from the motor that is in rigour state [201, 202]
(bond between the actin filament and ATP insensitive motor). This geometry is
mainly used to gain more insight on how motility occurs as well as to quantify the
parameters of the system.
Gliding motility assay: The gliding geometry (figure 6.1a) or “inverted geometry”
consists of a motility supporting surface coated glass cover slip (could be other
surfaces like silicon oxide), motor proteins immobilised on this surface and filaments
that move along the motors. For such system the filaments would move randomly
across the entire motor covered area with a velocity that depends on the density of
motors, temperature, the amount of ATP, ADP and phosphate in the solution [203-
205]. The effect of surface hydrophobicity has also been reported to affect the
gliding velocity [199, 206].
105 | P a g e
Figure 6.1. A schematic diagram of gliding motility assay (a) and bead geometry (b) and (c). Helical
structure in (a) and (c) represents an actin filament interacting with myosin motors. Cylindrical
structure in (b) is a microtubule, absorbed to the surface, while kinesin coated microsphere is moved
to close proximity with microtubule for a motor and the filament to interact. Laser trap of kinesin
coated microsphere (b) was reprinted from [195]. The original black and white illustrations of in vitro
actin-myosin motility (a) and laser trapped actin filament (c) were adapted from [207] and [180]. The
colours were added in [208].
6.2.2 Operating principle of molecular motors
As mentioned earlier, molecular motors produce mechanical motion by means of
energy conversion. For linear molecular motors, which are of primary interest in
these studies, the source of energy that is further converted to motion is ATP. The
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full cycle of ATP binding, hydrolysis and the release of ADP and phosphate is
demonstrated in figure 6.2. This biochemical cycle is coupled with the cycle of
conformational changes as well as binding affinities to the filament. The coupling
between these three cycles occurs by means of mechanical communication between
elements in the protein structure [209] and results in the motion of the filament.
Figure 6.2. A schematic diagram of a full ATPase cycle of the interaction between the actin filament
and the myosin motor. This interaction involves changes in conformation, nucleotide-binding state
and actin affinity. The figure was reprinted from [210].
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The motility of actin-myosin II system, which is used for further experimental and
simulation work, can be explained by analysing the interaction of the filament and
the motor according to the state of a motor. When ATP or other products of
hydrolysis (i.e. ADP and inorganic phosphate) are bound to the myosin, a motor has
a weak affinity for actin. This is referred to as weak binding state (post-rigour and
pre-power stroke states figure 6.2). When an inorganic phosphate is released, the
affinity of a motor increases by several orders of magnitude [211, 212]. This results
in a strong bond between the motor and the filament (crossbridge), which is
maintained event after ADP is released. When the ATP molecule later binds to the
motor, myosin dissociates from the actin filament, returning to weak binding state.
The cycle is then repeated. Myosin muscle motors in vivo operate in huge arrays. For
example, a muscle fibre can have around a billion myosin molecules. Even within a
sarcomere (a basic unit of a muscle) there are thousands of myosin-containing thick
filaments, each having ~600 crossbridges, acting in parallel [192].
6.2.3 Processivity of molecular motors
In contrast to muscle myosin motors, the conventional kinesin molecules operate in
small numbers: using electron micrographs it has been shown that only a few
crossbridges between kinesin and microtubules are required for continuous motion
[213]. The difference in the numbers of crossbridges for different motors can be
explained by analysing their speeds and processivity, which in a context of linear
molecular motors mean continuous interaction of a filament with the same motor.
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Using in vitro motility assay it has been shown that a single molecule of kinesin can
continuously move along the surface of a microtubule for over a hundred of  8 nm
steps without detaching [176, 214]. Other evidence that kinesin is a processive motor
is that “gliding microtubules swivel about a single point on the surface (at which the
motors is presumed to be located)” [192]. In addition kinesin hydrolyses on average
125 molecules of ATP, following the initial binding to the microtubule [215],
consistent with the motor taking 125 steps before detaching. The speed of this type
of motors is independent of motor density and the length of the filament [214].
As opposed to kinesin, myosin II is a non-processive motor. It has been shown that
the minimum concentration of ~600 HMM molecules/µm2 is required to move actin
filaments, longer than 1.1 µm [216]. “Below this threshold, the filaments do not
associate with the surface for long enough to detect the motility” [192]. In other
words, because the interaction between the filament and the motor is very brief, there
has to be a sufficient number of motors on the surface for filaments to move without
detaching from the surface due to Brownian motion.
For completeness’ sake a third type of linear molecular motor – dynein should be
mentioned. It is also important to clarify that within the kinesin, myosin and dynein
superfamilies there are both processive and non-processive types of motors. All
references to kinesin are made considering the processive type of these motors.
109 | P a g e
6.2.4 Duty cycle of molecular motors
The functional differences between different motors (i.e. processivity and speed)
can be understood through the concept of duty ratio. In the context of linear
molecular motors, the duty ratio r refers to the fraction of time that each motor
spends attached to the filament with respect to full ATPase cycle .
= + = . (6.1)
The conformational changes that result in the motion of the filament take places
during . The minimum number of heads, required for continuous movement
depends on the duty ratio according to the equation 6.2
≅ 1. (6.2)
This number guarantees that there will be at least one head bound to the filament
[217-219]. For example, a single kinesin molecule with 2 heads is able to maintain a
continuous attachment to a microtubule. This means that the duty ratio of each head
has to be at least 0.5. For myosin II this value can be as low as 0.04 [218]. Low duty
ratio and relatively large working distance (or stroke distance, see figure 6.3 for
illustration) result in much faster motion of non-processive motors provided there is
enough motor molecules immobilised on the surface to support continuous motility.
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Figure 6.3. A Schematic diagram of the interaction between the myosin head and the actin filament.
As a result, the filament moves a distance equal to the stroke distance of a lever arm δ. The motor
moves towards the binding site (1), attaches to the filament forming a crossbridge (2). Upon
hydrolysis of ATP molecule, lever arm experiences conformational change that results in the motion
(2) and (3). The motor then detaches from the filament (4). The figure was reprinted from [209].
It might be expected that this difference is attribute to differences in ATPase rates,
but experiments on ATP “consumption” rates have revealed that this is not the case.
For instance, skeletal muscle myosin can move ~10 times faster than conventional
kinesin while having only half the ATPase rate [192]. Lowering the amount of ATP
in the solution would, however, result in velocity decrease for both processive and
non-processive motors.
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6.2.5 Applications of molecular motors
One of the functionalities of molecular motors in vivo is the transportation of specific
organelles and vesicles at large distances at a controlled rate at well-defined points in
time. This poses a challenge of using in vitro motility for similar purposes. In order
to mimic the biological transport mechanism, the functionality of existing motility
assay has to be expanded.  It is necessary to gain control over the directionality of
the motility, be able to load and unload the filament with specific cargoes and
activate the motors in a controlled fashion. The system where all these tasks are
achieved is termed “molecular shuttle” [220, 221]. These shuttles could serve as an
alternative to scanning force probes [222] or template assisted self-assembly of
objects on nano-scale [223].
Some other applications of the gliding motility assay include the transport of
streptavidin-coated beads [221] and virus particles [224], the sorting of
macromolecular assemblies [225] and the measuring of the force in pico-Newton
range by assembling a forcemeter using kinesin and microtubules [226].
Alternatively molecular motors could be used as micropumps [227], in
biocomputation devices [152] and as means to probe and image the surface [228,
229].
6.3 Detecting the protein motors on the surface
Proteins are known to adsorb to a vast number of surfaces, both hydrophilic and
hydrophobic [230, 231]. Various medical and biotechnological applications require
specific protein-surface interaction such as localised absorption, adsorption in
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functionalised conformations or even a complete prevention of protein adsorption to
the surface. Even though the development of surface coatings and surface modifiers
has provided us with a significant control over specific and non-specific adsorption
[232-235] and systematic studies to understand surface-motor interaction have been
performed [200, 206, 236-238], improvements are still necessary for practical
biomedical [239] and biotechnological applications [240].
Another challenge is to be able to characterise the surface. That is to perform
quantitative and qualitative analysis of the protein adsorption on the surface. For this
purpose, a large number of techniques have been developed over the years. Some
examples of these techniques are: Radiolabeling, Spectrometry, Ellipsometry, X-ray
Photoelectron Spectroscopy (XPS), Surface Plasmon Resonance (SPR), Infrared
Spectroscopy (IRS). Some of the single molecule detection techniques include AFM,
STM and SEM.
Quartz crystal microbalance (QCM) is also a technique that can be used to detect
protein adsorption to the surface [154, 241-244]. The operating principle of QCM is
that piezoelectric material (such as quartz crystal) oscillates with the applied
potential. The frequency of oscillation is measured as a function of mass and as the
motor molecules adsorb to the surface, the frequency of oscillation for the same
applied potential decreases. This frequency decrease can be expressed by equation
6.3 [245]
∆ = − 2 ∆ , (6.3)
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where is the fundamental oscillation frequency, and are the shear modulus
of the quartz and density of the quartz respectively, A is the electrode area and ∆ is
the change in mass. Using equation 6.3 the mass of the absorbed proteins and
subsequently the total number of motors on the surface can be calculated. However,
not all of these motors participate in ATP hydrolysis. Some molecules that are
adsorbed on the surface are “inactive”.  This may due to the structural damage of the
protein which results in its inability to bind to ATP molecule. These inactive motors
can still bind to the filament through a rigour bond which hinders the motility [201,
202].
The number of motors bound to a polymer-coated coverslip and participate in ATP
hydrolysis can also be estimated. This value is obtained by comparing NH4-EDTA
ATPase activities in flow cell with the values of control sample (of known amount of
motors) in the solution. In the solution, the ATPase activities are determined
calorimetrically based on the rate of inorganic phosphate release [246]. As a result a
ratio between active and inactive motors on the surface can be obtained.
6.4 Guiding the molecular motors
Most of the applications, discussed earlier require the control over the motion of the
filaments. A number of different techniques with different levels of success have
been applied for this purpose. One of the ways to guide the motility is by using the
surface topography. By “building” a wall on either side of the channel (figure 6.4a) it
has been noted that filament guiding can be achieved [247, 248]. It has also been
noted that the walls have to be of sufficient height, otherwise actin filaments and
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microtubules would “climb” the wall [249] and either float into the bulk or start
interacting with the motors adsorbed on the top of the wall. One of the ways to
overcome this issue is to create 3-D confinement as illustrated in figure 6.4(b).
In addition, in order to induce the unidirectional motion, spatially restricted channels
were formed in different geometrical shapes – rectifiers, providing up to 70%
success rate [250]. The drawback, however, is that these elaborate systems with
rectifiers occupy large areas thus compromising the miniaturisation.
An alternative to physical confinement that restricts the filament motion is
eliminating or disabling motors on certain areas within the surface [247] (guiding
using surface chemistry, figure 6.4c and d). Consider a filament as a flexible rod
(although not entirely true, however the important aspect is that the Brownian
motion is significant). While supported by motors, only the loose tip at the filament
“head” region is affected by Brownian fluctuations. As the motors keep “pushing”
the filament, the length of the loose end increases and so does the angle of swinging
until the head reaches a motor molecule. Using surface chemistry techniques, it is
possible to create a pattern with tracks that support motility and motor-free areas
outside these tracks. For this setup, at the boundary between the two areas, the
filament will either be forced to come back on track or float away from the surface
unable to reach the motor molecule. Narrow tracks of a few nanometers have been
generated to produce bidirectional motion. In addition, a combination of physical
confinement and surface treatment can also be used [251, 252].
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Figure 6.4. Illustration of some of the guiding techniques that are used to manipulate the directionality
of the filament motility. (a) and (b) represent the physical confinement using the walls that restrict the
channel. (c) and (d) illustrates the chemical modification of the surface. (e) and (f) show the rectifier
geometry and DEP manipulation respectively. (a-d) were reprinted from [195], (e) from [253] and (f)
was adapted from [254].
Alternatively, the alignment and guiding can be performed by forcing the tip of the
filament to move in the desired direction (figure 6.4e and f). It can for example be
achieved by external fluid flow [249]. Similarly, by functionalising the filaments
with ferritic particles, magnetic fields can be used to guide the motility. Actin
filaments are negatively charged, which allows the directing of the motility by means
116 | P a g e
of external electric field where electrophoretic force bends the loose tip of the
filament in the direction of the cathode.
A dielectrophoretic system has also been reported to successfully orientate the actin
filament [254]. In this case microfabricated electrodes were coated with a polymer
surface that supports protein adsorption and motility. Upon application of the DEP
force, the filaments would align and move in a bidirectional fashion.
6.5 In Vitromotility in the electric field
6.5.1 Materials and methods
In order to prepare the surfaces for actin-myosin motility glass cover slips were
baked at 85 oC for 3 hours, then washed in ethanol and dried under a nitrogen flow.
Nitrocellulose (NC) was deposited on the coverslip using 1% NC (w/v) dissolved in
amyl acetate. The cover slip with the solution was then spin coated at 3600 RPM for
2 minutes. Similar procedure was done for 3 other surfaces: Poly(methyl
methacrylate) (PMMA, average Mw=120000) 2% (w/v) in PGMEA; Poly(tertbutyl
methacrylate) (PTBMA, average Mw=170000) 2% (w/v) in PGMEA and Poly(butyl
methacrylate) (PBMA, average Mw=180000; Polysciences Europe) 1% (w/v) in
toluene.
Alternatively, for the surface functionalisation with trimethylchlorosilane (TMCS),
the glass coverslips were submerged for 5 minutes in dry acetone, methanol and
chloraform. Later the coverslips were soaked in 5 % TMCS dissolved in chloroform
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for 5 minutes. After silanisation cover slips were washed in dry chloroform, dried
under a nitrogen flow and baked at 85oC for 1 hour.
The list of buffers and solutions, as well as the chemicals they consist of, that were
used in the motility experiment is given below:
 LISS (buffer): 1 mM MgCl2, 10 mM MOPS, 0.1 mM K2EGTA, pH 7.4.
 L65 (buffer): LISS containing 50 mM KCl and 10 mM DTT.
 Assay solution: 1 mM MgATP, 10 mM DTT, 25 mM KCl and LISS with
anti-bleach mixture containing 3 mg/ml-1 glucose, 20 units/ml glucose
oxidase, 870 units/ml catalase and ATP regenerating system containing 2.5
mM creatine phosphate and 56 units/ml creatine kinase.
 Blocking solution: 1 mg ml-1 bovine serum albumin (BSA) in LISS buffer.
 Labelled actin: 10 µl of rhodamine phallodin labelled actin filaments
(rhodamine phalloidin was purchased from Invitrogen and actin was labelled
according to manufacturer’s protocol), 990 µl of L65.
 Blocking actin: 14 µl of unlabelled actin filaments, 986 µl of L65.
The protocol for actin myosin motility experiments is as follows:
1) 60 µl of heavy meromyosin (HMM; 120 µg/ml in L65) was applied to a flow
cell containing the functionalised cover slip and incubated for 2 minutes.
2) The un-reacted binding sites on the cover slip were then blocked by applying
60 µl of blocking solution to the flow cell with the incubation period of 30
seconds.
3) The blocking solution in the flow cell was replaced with 60 µl of blocking
actin (to block non-functioning HMM heads). After 1 minute of incubation,
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excess blocking actin was removed by flushing the flow cell with 60 µl of
L65.
4) 60 µl of labelled actin was further applied for 30 seconds. Excess labelled
actin was later removed by flushing the flow cell with 60 µl of L65.
5) 60 µl of assay solution was applied. This solution contains ATP molecules
necessary for motility to take place.
6) Finally The electrode chambers were also filled with assay solution and the
electrodes applied to the sample.
For each surface filament guiding was imaged at field strengths in a range between 0
kV/m and 8 kV/m with an epifluorescence microscope (Zeiss Axio Imager.M1)
fitted with an Andor iXon+ EMCCD camera at room temperature (23-35 oC).
The analysis of the videos was performed using the open source image processing
program imageJ and the filament movement tracked using the plugin MtrackJ. Only
those filaments that were fully motile, i.e. filaments that did not stop, or start
moving, part way through the video, for the entire 50 frames of a video were tracked.
6.5.2 Experimental Procedure
The electric field was applied to the motility assay in a cell as shown in Figure 6.5
The actin filament motility  occurs on a functionalized glass cover slip (Sigma-
Aldrich), which is attached to a microscope slide via thin spacers, thus creating a
classical flow cell [255]. Tall plastic cones, modified from pipette tips to hold copper
electrodes at the top, were placed and sealed, at the open edges of the flow cell. The
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chambers that house the electrodes keep the possible electrolysis species created
during the experiment that are harmful to the acto-myosin system, e.g. hydrogen,
oxygen and radicals, contained and separated from the actual motility chamber.
Figure 6.5. An illustration of the experimental setup used for the electrical guiding of the motility
Considering the relatively large distance between the electrodes (5 cm), this design
results in the creation of essentially parallel electric field lines in the middle section
of the cover slip where the observations were made. As a result all the filaments and
motors experience a similar electrophoretic force, both in amplitude and direction.
6.5.3 Forces acting on the filament
The motility of the filaments is governed by a combination of all the forces that act
on it. One essential feature of the non-processive motors, such as myosin II, is that a
certain population of the motors that interact with the actin filament are pushing it in
the direction of actual movement (active force). While the others, possibly due to the
orientation of the motor molecule, oppose this movement thus effectively creating a
resistive force. Another source of resistive force is the ATP-insensitive motors that
attach to the filament with rigour bonds. The drag force of the fluid is also present
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but it has been determined to be insignificant [256-258] and thus is not taken into
consideration when developing the motility model.
The significance of a resistive force can be checked by applying the external electric
force on the actin filament. The velocity due to electric field is given by [71, 198].
= ≈ μ , (6.4)
where is a dimensionless shape dependent factor, is dynamic viscosity, is the
filament length, q is the total charge of actin filament and μ is the electrophoretic
mobility.
Figure 6.6. A schematic diagram of the forces, acting on the filament during the motility in the
electric field
If there was no resistive force that acts on the filament, it can be inferred from
equation 6.4 that the electric field at which the filament would move at a constant
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sliding velocity of 15 µm/s is ~6 kV/m. This implies that when motility limiting
factors are solely consisting of hydrodynamic drag and weak binding of molecular
motors (assuming that a strong-binding cross bridge detaches immediately after their
power-stroke) then at electric fields ~6 kV/m the observed velocity (with sufficient
ATP present) should be ≥ 11 µm/s ( of conventional motility assay). This
value, however, is much larger than the one observed experimentally (table 6.1).
6.5.4 Effect of the electric field on motility
Electrical motility experiments have revealed that the application of an electric field
translates in an increase of the velocity of the movement and its guidance towards
the positive electrode (table 6.1). Some filaments were observed to move against the
direction of the field towards the negative electrode, but the majority of these
eventually made U-turns towards the positive electrode.
Experimentally obtained angular distribution of the filament motion was also
analysed. The direction of the parallel electric field lines were considered as 0
degrees. This direction coincides with the direction of the x axis of the M-track
plugin of the ImageJ software used. By comparing the x and y coordinates of
consecutive frames, the angles are determined.
The average angle is shown in table 6.1. The physical representation of is the
angle between the average direction of the motion of the filament and the direction
of the electric field that acts on it.
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Note that the data, presented in table 6.1 represents the data that was used for the
simulation. The graphs of the velocity profile of the actin filament at different
electric fields on all surfaces are presented in the appendix.
Table 6.1. Experimental velocity data of actin filament motility over myosin coated surface at various
electric fields. Data on average angle between the electric field and the direction of filament motion is
included.
E=0, μ / E=2kV/m, μ / ; E=4kV/m, μ / ; E=6kV/m, μ / ; E=8kV/m, μ / ;
NC 4.13 4.22; 62 5.09, 44 6.33; 26 7.82; 6
TMCS 4.51 4.74; 45 5.71; 23 8.23; 14 10.81; 11
PMMA 8.03 8.15; 53 8.65; 29 10.41; 17 11.13; 10
PBMA 3.75 3.83; 58 4.52; 37 5.54; 13 7.14; 12
PtBMA 7.21 7.56; 57 7.97; 43 9.05; 17 10.09; 15
A significant velocity increase was detected at electric fields above 5 kV/m. The
ratio of motile to non-motile filaments (table 6.2) also shows transition at similar
value of the electric field. At small electric fields (up to 6 kV/m) there is a marginal
increase in the ratio between motile and non-motile filaments. However, between 6
and 8 kV/m the ratio dramatically increases. This indicates that when the electric
field is approximately 6 kV/m the force exerted upon the filaments becomes large
enough to overcome the forces due to a population of resistive myosin heads.
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Table 6.2. The percentage of motile filaments on various surfaces at different electric fields.
E=0, % E=4 kV/m, % E=6 kV/m, % E=8 kV/m, %
NC 27.9 30.6 34.3 66.9
TMCS 31.07 38.7 44.44 80.48
PMMA 39.5 42.08 46.28 60.26
PBMA 22.1 25 27.14 41.98
PtBMA 31 31.9 33.8 51.6
The measured temperature of the cover slip during the sweeping on-off of the
electric field does not vary importantly, as the temperature remains within ±0.2 ºC
and so the increase in velocity is solely attributed to electrophoretic force.
6.6 Model description
The commonly presented relationship that describes the velocity of an actin filament
as a function of a number of motors it interacts with is shown in equation 6.5= × × [1 − (1 − ) ], (6.5)
where is the velocity during the power stroke, f is the probability that the
interacting head undergoes a power stroke and the term in square brackets represent
the probability that the filament is propelled by at least one out of active heads
[259, 260]. (< 1) is an abstract coefficient, defined as the force transmission
efficiency that presumably takes into account the resistive forces described before.
However this model is insufficient to qualitatively explain the difference in
velocities obtained for different surfaces (table 6.1).
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Consider a single myosin molecule immobilised on the surface such that both lever
arms can interact with the filament, the full ATPase cycle for each arm takes 50 ms
[261, 262] and the arms do not act simultaneously. From the model design point of
view these arms (active arms) have 2 states: bound state and detached state.
During the detached state the lever arm has no effect on the filament motion (this is
not entirely true, however, the contributions of weak bonds were ignored as they
were reported to be a few orders of magnitude lower than strong bonds [263, 264]).
Upon binding to the filament the lever arm undergoes a conformational change
which results in the filament motion. When designing a model it was assumed that
the bond lasts for 2 ms (4% [218, 261, 265] of 50 ms ATPase cycle) [198, 261] and
if at least 1 lever arm is at this state, the filament is moving with maximum velocity
as the contribution of hydrodynamic drag as already discussed is insignificant. The
value of 11 µm/s [266] has been used as the maximum velocity, which is in a good
agreement with other reported data [175, 217, 267].
Numerically, the velocity during the 50 ms cycle with 1 myosin molecule interacting
with the filament, would be 11 µm/s for 4 ms (each myosin molecule has 2 lever
arms) and 0 for the remaining 46 ms when the arms are detached.
Figure 6.7. A schematic diagram of the interaction between 3 myosin molecules M1, M2 and M3
(each having 2 arms) with the filament. The time slots [1-50] are the ATPase cycle and the coloured
blocks represent the randomly assigned time when the filament and the lever arm interacts.
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During the actual motility tens of myosin molecules can interact with the filament to
accommodate the continuous motion. The graphical visualisation of the motility
produced by 3 motors is shown in the figure 6.7.
The filament in such system would move at a maximum velocity for 10 ms and
remain stationary for other 40 ms of the cycle. The resulting velocity can be
calculated as 0.2 × = 2.2 μm/s. As shown in figure 6.7 between 1 and 4 ms
the action of lever arms overlaps. This overlapping becomes more significant when
the larger number of motors is used.
Numerical implication of this overlapping is the requirement of a very large amount
of simulations for the result to converge. It was decided to simulate every 0.1 of a
millisecond which allowed a much faster convergence. The simulations were
designed in a way that the 50 ms cycle is represented by 500 time units of the
simulation with 20 time units reserved for the power stroke of the lever arm. The
velocity has been also scaled accordingly. 20 cycles were used for 1 second of the
simulation, where the time for power stroke of each arm was randomly assigned
within 1-480 time instances of each cycle. The average number of motors that act in
each of 20 cycles remained the same but the time instances when the interaction
between the lever arm and the filament occurred would change.
When an external field is applied, the negatively charged filaments experience a
force due to the electric field. The actin-myosin bond during the power stroke is very
strong and it is assumed that the electric field has no effect during the stroke period.
When all lever arms are detached, however, the motion is given by the electrical
mobility of the filament taking into account a contribution of non-hydrodinamic
friction due to the proximity of actin to the surface [198].
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The value of maximum velocity takes into account the work done by the motor to
push the filament against the viscous load. The value, determined for electrical
mobility also takes into account resistive forces imposed by friction. So when
designing a model it was further assumed that the motility is only hindered by the
presence of the resistive motors on the surface (consistent with [198]). Similar to
active motors, the time frame when the resistive motors act on the filaments are
randomly assigned. The resulting system consists of active and resistive motors as
well as the external field which constantly acts on the filament.
Table 6.3. An Illustration of simulated motility mechanism. At time instances 20 and 160 the filament
moves due to conformational change of the lever arm. At 40 and 140 the filament is dragged by the
electric field. In this example the force due to electric field is the same as the active force (unity). It
acts only once to help overcome the resistive force produced by a single rigour bond, which is 5 times
larger. At time instance 120, two active arms (2*) act simultaneously to overcome resistive force
Time Fact Fres E Motile
21-40 1 0 0 
41-60 0 0 1 
61-80 1 5 1 
81-100 1 3 0 
101-120 0 2 0 
121-140 2* 2 0 
141-160 0 0 1 
161-180 1 0 0 
The Matlab designed simulation analyses the resulting effect on the actin filament at
each time instance (0.1 ms). Before the resistive force is encountered, the motion is
given either by the conformational change or by the electric field. Once the time
instance when randomly assigned resistive force is reached, the filament stops
moving. The active forces of the lever arms from the following time frames are then
added to overcome the resistive force. The motion is re-established at the frame
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when the resulting active forces are stronger than the resistive force. The summary is
shown in table 6.3. The velocities are then added up for the entire second of the
simulated motility and averaged over the number of time instances used.
The values of active and resistive forces in table 6.3 are shown for illustration
purpose of how the motility is simulated. Using optical tweezers experiments, these
values have been previously determined in literature. Clearly for a different number
of active and resistive motors the resulting simulated velocity will vary. So by
performing a simulation over a large range of active and resistive motors it is
possible to quantitatively determine when the simulated velocity matches the
experimentally determined ones.
Summing the resulting velocities at each instance and dividing it by the number of
periods used for simulation gives an estimation of the average velocity value. The
force generated by the external electric field has two effects. Firstly, it assists the
force generated by the active motors for the filament to overcome the resistive
motors. Secondly, it pushes the filament when it is only constrained by a weak
binding of active myosin.
Table 6.4. List of the parameters used for the simulation
Parameter Value
per lever arm 1.7 pN [180, 268]
per motor molecule 9.2 pN [201]
50 ms [261]τ 2 ms [261]
Electrophoretic mobility 2.5 × 10 m /V × s [198]
Maximum sliding velocity 11 µm/s [266]
Linear charge density 4 /nm [269]
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From the maximum velocity the stroke distance of =11 nm per 1 ms can be
deduced according to the detachment kinetics described in [261].
The model, written in Matlab, which simulates the movement of actin filaments on a
myosin-covered surface under an externally applied force per cycle, is based on the
following constitutive relationships:
′ = ⎩⎪⎨
⎪⎧ × cos ( ) , = 0, = 0, = 0, ≠ 00, > + (6.6)
and
× = ′ , (6.7)
where v’ is the velocity at each time instance within the cycle, vr is the resulting
velocity, cos( ) is the angular component between the direction of filament motion
and electric field, n is the number of periods used for simulation, d is the size of the
stroke, performed by a lever arm, and = × is the electric force that helps to
overcome inactive motors, Fact and Fresist are the forces generated by the active
motors and the resistive motors respectively.
When designing the model it was assumed that the direction of the motion is
constant and is given by the average angle. This simplification ignores any Brownian
fluctuations on the tip of the actin filament during the motility.
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6.7 Simulated results
Considering the fact that the time instances when active and resistive forces take
place are randomly assigned, the resulting velocity vr for each simulation is different.
Therefore, in order to compare it with the experimental values, an average of a large
number of simulations, vAv was used for all computational measurements. For the
situation, when no resistive force is present, the velocity plot of the actin filament in
electric field is shown in figure 6.8
Figure 6.8. Simulated average velocity vs. number of motor heads interacting with the filament per
single 50 ms cycle. The lines represent the fitted exponentials over an average of 500 simulations.
The difference between simulations is explained by the fact that more than a single
head can bind to the filament at the same time instance. As the number of
simulations increases the data set converges as illustrated in figure 6.8.
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Assuming that the average number of motors acting on the filament on the same
surface stays constant for all electric fields and the resistive force is attributed to
rigour bonds (table 6.4) it is possible to calculate the ratio of active and inactive
motors on the surface. This is done by comparing the simulated and experimentally
obtained velocities (table 6.1). The simulation would take into account a range of
active and inactive motors and corresponding electric fields. An example of a
velocity plot for a range of motors is shown in figure 6.9.
Figure 6.9. A simulated velocity surface plot for a range of active and rigour bound motors per single
50 ms cycle at 8 kV/m. The two projection on X and Y axis represent the motor pairs that
accommodate the experimental velocity on PtBMA surface (table 4.1) at 0 and 8 kV/m within the 0.4
µm/s range.
Similar velocity matrixes are produced for all fields and surfaces. The projection on
x and y axis represents the motor pairs that accommodate experimental velocities
under the same conditions (i.e. the same field and the surface) within 0.4 µm/s range.
The intersection area of all the projections at each field for a given surface represents
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the active and inactive motor pairs that produce velocities, similar to the ones
determined experimentally.
The simulation takes into account a whole number of active and rigour bonds. When
matching these results at various electric fields with corresponding experimental
values, a very small number of motor pairs are allowed. The summary of the motor
pairs for all the surfaces is illustrated in figure 6.10. As expected, the lower increase
in the velocity due to the external electric field is explained by a larger number of
interacting motors.
Figure 6.10. Simulated ratio of active and rigour motors per single 50 ms cycle that provides with
velocities, similar to the ones obtained experimentally.
The simulated results on PMMA and PtBMA surfaces indicate the highest ratio of
active motors. This is consistent with the fact that the experimentally obtained
velocities when the electric field was not applied for these surfaces were highest. For
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TMCS the least number of interacting motor molecules were determined and as a
result the effect of an external force on the filament velocity on this surface was the
most significant. Measurements on both NC and PBMA surfaces showed low sliding
velocity with and without the external field. According to the simulation, this is
explained by a large number of motors with a high ratio of inactive motors
interacting with the filament during the motility.
So far by inputting various motility parameters and active and resistive forces of the
motor molecules (table 6.4) it has been possible to estimate the number of motors
that interact with the filaments on different surfaces. However, using the QCM
technique, described in section 6.2 it is possible to determine the total mass and as a
result the total number of the motors on the surface. Moreover, by measuring the rate
of the inorganic phosphate release it is also possible to determine the value of active
motors and hence the ratio of the total and active number of the HMM on the
surface. If the number of motors that interact with the filament is known, it is
possible to reverse the simulation to determine the forces, exerted by the myosin
molecules on the filament (figure 6.11).
Figure 6.11. A schematic diagram of reversing the simulation of actin myosin motility.
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Using the QCM experiments, a total number of motor molecules per 1 µm2 on the
nitrocellulose surface was determined to be 1990, 1800 of which were active. These
values are in a good agreement with previously reported measurements on the NC
surface [260]. This results in a ratio of ~10% of inactive motors which is consistent
with the simulation (figure 4.9). According to the band model described by Uyeda et
al., [259] the number of motors that interact with the filament is given by
= × , (6.8)
where is the width of the band (length of lever arm extension to reach the
filament), is the motor density on the surface and is the length of the filament
which for the NC was determined to be ~1 µm. For the density of 1990 motors per 1
µm2 calculated for this surface, there are 52 arms acting on the filament, assuming
only 1 arm can bind to the filament and that a myosin molecule can interact with a
filament that is within 26 nm distance [259, 260, 270].
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Figure 6.12. Simulated active and rigour forces of the motility on the NC surface that match the
experimental values.
The resulting average forces that produce the velocities that are similar to the
experimental values are shown in figure 6.12. Again the matching was done within
0.4 µm/s region. The active forces, according to the simulation are in a good
agreement with the experimental measurements performed using laser traps (table
6.5). The resistive force is slightly higher than the force produced solely by rigour
bonds. This is believed to be caused by the orientation of the motors on the surface
that “pushes” the filament in the direction, opposite to the original motion.
Table 6.5 A comparison of forces determined using via laser traps and the simulation aided with
electrical motility experiments.
Average Active Force per Myosin
Molecule
Average Resistive Force
3.6 pN (Determined with simulation) 10.6 pN (Determined with simulation)
3.4 pN 9.2 pN per Inactive Myosin
4.6 pN 14.8 pN per Inactive arm at high load
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Alternatively the number of motors that interact with the filament for a known total
number of motors on the surface can be calculated using a numerical simulation.
Using sparse matrix in Matlab, the motors are randomly distributed on the simulated
surface. By space partitioning data structure using k-dimensional space (k-d tree) the
nearest neighbour search is performed to locate the motors that are within 26 nm
distance away from the filament (figure 6.13).
Figure 6.13. Simulated actin filament motility on the myosin (red dots) coated surface. The circles
around the filaments represent the motors that are within the 26 nm proximity. For illustration
purpose only selective motors that can interact with the filament are shown.
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The average number of motors, interacting with the 1 µm filament using the
simulation described was 63 myosin molecules for a density of 1990 motors per 1
µm2. This number is in a good agreement with 52 motors determined using the band
model.
6.8 Conclusion
A novel technique has been presented to determine the number of active and inactive
motors on the surface as well as the forces, generated by lever arms when interacting
with the actin filament. This technique consists of an experimental procedure to
determine the velocity and directionality of the filaments while subjected to external
forces (i.e. electric field acting on negatively charged filament) and the numerical
simulation that determines the necessary conditions for the observed motility. The
simulation determined ratio of active and inactive motors for NC surface was in a
good agreement with QCM and ATPase performed experiments. Both active and
resistive forces also matched previously reported results.
Currently the measurements of the force of molecular motor require modification of
the actin filaments, allowing for direct measurement of the force via fluorescence, or
using optical tweezers. These modifications have the potential to alter the motility
system under investigation and the methods, particularly those using optical
tweezers, are inherently slow and require specialised equipment. The procedure
described in this chapter is cheap, easy to setup and only requires a signal generator.
Moreover it has the potential of miniaturisation which can be beneficial for lab-on-a-
chip applications.
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The numerical simulation that was used to interpret the experimental data is based on
the assumption that the resistive force to the filament motion consists of the inactive
(ATP insensitive) motors and active motors push the filament in the direction of
motion. The actual orientation of motors on the surface, however is random. Thus
the resistive force may be also caused by the motor, positioned in a way that the
lever arm is pushing the filament in the direction, opposite to motion. The active
force, presented in literature is often given as a statistical average. The variation of
active force within the same experiment may also be explained by the random motor
orientation on the surface. Another effect that needs investigating in order to develop
a more realistic simulation of actin-myosin motility is the effect that the electric field
has on the orientation of motors.
The experimentally determined filament sliding velocities on various surfaces were
different. Using the numerical simulation, this difference was explained by the
variation in the number of active and resistive motors on the surface. A number of
factors is believed to have an quantitative and qualitative effect on the motor
absorption to the surface. The qualitative effect is given by the number of arms that
can interact with the filament after absorption to the surface. For a myosin II
molecule, two, one or even no lever arms can interact with the filament depending on
how the motor is positioned on the surface [271, 272]. The factors that affect the
adsorption may be the hydrophobic/hydrophilic properties of the surface or different
surface charges.
Moreover it is believed that the topography of surfaces used in the experiments may
be different. As a result the filament travels extra distance to reach a motor that is
located above or below its position affecting the velocity.
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The novel approach of combining the numerical simulation with the experimental
results using the electrical motility could be of great benefit when developing a cargo
transport system within lab-on-a-chip device with molecular motors. Conventional
methods in this case could not be used to determine parameters such as the number
of motors or produced forces due to small scales of the device.
139 | P a g e
Chapter VII: Conclusion
Overview of main research findings and contributions are presented in this chapter
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In this thesis various electrokinetic techniques were tested on objects with different
mechanisms that describe its motion to further explore one of the main challenges
that designing a practical microfluidic device has: designing a system that is capable
of precise object manipulation and is small enough to be integrated into a practical
device. The objects used in this work were the fluorescent spheres, bacteria and
protein motors.
The motion of latex spheres described by the Brownian motion in the solution was
investigated first. Using the castellated electrode geometry, the particles would
migrate towards and away from the electrode edges as the dielectrophoretic force
was switched on and off in a controlled manner. As a result, a number of concepts:
amplitude modulated dielectrophoresis, oscillation bandwidth, normalised amplitude,
cyclic steady state have been developed to characterise this motion. The image
analysis tool has also been developed to quantitatively characterise the particle
motion around the electrode edges.
The analysis has shown that particles of different size would respond differently to
an amplitude modulated dielectrophoretic force. The experiments where the duty
cycle was changed have demonstrated that as the modulating frequency increases,
the maximum amplitude value progresses towards the higher duty cycle ratio. The
developed AM-DEP system has already been successfully used in literature [142,
273] as a foundation to determining the parameters of objects, which is crucial when
designing a simulation of the dielectrophoretic system.
The Pseudomonas Fluorescence bacteria, which has a more complicated motility
mechanism was investigated next. It uses the flagella motor and its ability to rotate
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and switch directions in response to environmental signals. It also has a sophisticated
internal structure with ionic pump to introduce the nutrients and minimise the
osmotic pressure on the cell wall.
The investigation of various electrokinetic techniques on the bacteria in the
environment that supports the bacteria growth has been carried out. It was assumed
that the difference in medium and bacteria conductivity and permittivity is
insufficient to accommodate the dielectrophoretic force as the effect of DEP could
not be observed over a range of frequencies and voltages. Non-motile (presumably
dead) bacteria could, however, be trapped by pDEP force. This could be explained
by the ion leakage after the death phase of the bacteria.
The effect of ACEO was also not observed for the frequency range that could be
used with the setup. The frequency, at which the ACEO effect was previously
reported, resulted in rapid bubble formation.
The negatively charged bacteria were successfully manipulated by the constant
electric field with the needles and PDMS channel design and the fluid flow produced
by the electrothermal flow. The developed setups however would either compromise
the detection using fluorescent microscope (in the case of DC fields) or would result
in fluid drying (ACET).
Using the computer aided simulation the experimental setup that produces the
unidirectional fluid flow (ACET) was developed using the topographical PDMS
channel design. Another simulation has shown that DC voltage of 0.01 V is
sufficient to prevent the bacteria motion in a microfluidic channel. Both of these
systems could be integrated into a practical microfluidic device.
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The motility of protein motors used in the final study consists of the filament protein
that slides over the motor cover surface and the motor protein that binds to the
filament and pushes it, according to the resulting effect of the motor orientation and
the Brownian motion.
The experimental setup was developed to investigate the effect of a constant electric
field on the motility of the molecular motors. Five different surfaces were used for
the experiment. The application of higher external electric field resulted in different
velocity increase on different surfaces.
According to a developed simulation, the difference in the velocity increase is
explained by the variation in the amount of active and resistive motors. It can be
concluded that the highest velocity increase on the TMCS surface is explained by the
fact that it has the least amount of motors interacting with the filament during the
motility.
Using another simulation the fundamental parameters of the motility have been
calculated: the determined values for active and resistive force were 3.6 pN and 10.6
pN respectively, which is in a good agreement with previously reported data.
Finally, using the simulation in Matlab, the number of motors that can interact with
the filament for a given motor distribution on the surface was calculated. For a motor
density of 1990 motors per 1 µm2, 63 myosin molecules could interact with the 1 µm
filament. This value is in a good agreement with the 52 motors, determined in the
literature.
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Appendix
The graphs of the velocity against the electric field on 5 surfaces are presented:
Electric field strength, V/m
PBMA
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Electric field strength, V/m
Electric field strength, V/m
PtBMA
PMMA
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Electric field strength, V/m
Electric field strength, V/m
NC
TMCS
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