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CONNECTING COMMUTING NORMAL MATRICES
FREDY VIDES
Abstract. In this document we study the local path connectivity of sets
of m-tuples of commuting normal matrices with some additional geometric
constraints in their joint spectra. In particular, given ε > 0 and any fixed but
arbitrary m-tuple X ∈Mn(C)m in the set of m-tuples of pairwise commuting
normal matrix contractions, we prove the existence of paths between arbitrary
m-tuples in the intersection of the previously mentioned sets of m-tuples in
Mn(C)m and the δ-ball Bð(X, δ) centered at X for some δ > 0, with respect
to some suitable metric ð in Mn(C)m induced by the operator norm. Two of
the key features of these matrix paths is that δ can be chosen independent of
n, and that the paths stay in the intersection of Bð(X, ε), and the set pairwise
commuting normal matrix contractions with some special geometric structure
on their joint spectra.
We apply these results to study the local connectivity properties of matrix
∗-representations of some universal commutative C∗-algebras. Some connec-
tions with the local connectivity properties of completely positive linear maps
on matrix algebras are studied as well.
1. Introduction
In this document we study the local path connectivity of sets of m-tuples of
commuting normal matrices, whose joint spectra may consist of points in some
arbitrary element of the family of compact differentiable manifolds contained in
Rm. In particular, given ε > 0 and any fixed but arbitrary m-tuple X ∈ Mn(C)m
in the set of m-tuples of pairwise commuting normal matrix contractions (where
matrix contraction means a matrix X ∈ Mn(C) such that ‖X‖ ≤ 1), we prove the
existence of paths between arbitrary m-tuples in the intersection of the previously
mentioned sets of m-tuples in Mn(C)m and the δ-ball Bð(X, δ) centered at X, with
respect to some suitable metric ð in Mn(C)m induced by the operator norm (that
will be defined further below). Two of the key features of these matrix paths is
that δ can be chosen independent of n, and that the paths stay in the intersection
of Bð(X, ε), and the set pairwise commuting normal matrix contractions with some
special geometric structure on their joint spectra.
As mentioned in the previous paragraph, we start by studying local path connec-
tivity properties of some particular varieties, these varieties consist of m-tuples of
pairwise commuting normal matrix contractions with some geometric constraints
on their joint spectra. Given r > 0 and a m-tuple of n× n matrices X ∈Mn(C)m,
let us write Bð(X, r) to denote the set {Y ∈ (Mn)m|ð(X,Y) ≤ r}. We call
Bð(X, r) a r-ball centered at X or a r-neighborhood of X. Given ε > 0, we will
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2 FREDY VIDES
prove that there is δ > 0 such that for any m-tuple X := (X1, . . . , Xm) ∈Mn(C)m
in some subset Zm of the set of commuting m-tuples of normal contractions, and
any X˜ := (X˜1, . . . , X˜m) ∈ Bð(X, δ) ∩ Zm, we can find a m-tuple of matrix paths
γ = (γ1, . . . , γm) ∈ C([0, 1], Bð(X, ε)) ∩ Zm, such that γ(0) = X, γ(1) = X˜, and
where γ(t) ∈ Zm for each 0 ≤ t ≤ 1. As mentioned before, δ does not depend on n.
The problems which motivated the research reported in this document have a
topological nature. We started this study in [16], where we found some connections
between the map Ψ := Ad[W ] described by Lemma 2.2 in §2 and the local home-
omorphims that play a key role in the Kirby Torus Trick (introduced by R. Kirby
in [12]) by moving sets of points in homeomorphic copies T m of Tm just a lit-
tle bit, this analogy together with L.3.5 provides a connection with topologically
controlled linear algebra (in the sense of [10]), which can be roughly described
as the study of the relations between matrix sets and differentiable manifolds, more
specifically, the study of the connections between approximation of functions on dif-
ferential manifolds and approximation techniques for families of matrices which sat-
isfy some special constraints, like commutativity, hermiticity and spectral behavior
among others. The search for the previously mentioned analogies and connections
was motivated by a question raised by M. H. Freedman regarding to the role played
by the Kirby Torus Trick in linear algebra and matrix approximation theory. In
section §3 we obtain uniform versions of the previously mentioned analogies based
on Lemma 3.6.
The results presented in section §3 can be used to compute, and to study the
approximate and exact simultaneous block diagonalization of matrixm-tuples in the
sense of [17, 18], problems of this type appear in biomathematics, image processing
and applied spectral graph theory. Another important source of motivation and
inspiration for this paper came from physics, more specifically from problems related
to the classification of quantum phases in the sense of [22].
Building on some of the ideas developed by M. A. Rieffel in [19, 20], by O.
Bratteli, G. A. Elliott, D. E. Evans and A. Kishimoto in [5], by H. Lin in [14], by
D. Hadwin in [11], by K. Davidson in [8] and by P. Friis and M. Ro¨rdam in [9], we
proved Lemma 3.5, Lemma 3.1 and Lemma 3.2, these results together with Lemma
2.2 provide us with the matrix approximation technology that we use to prove the
main results. The main results, consisting of Theorem 3.2, Corollary 3.1, Theorem
3.3 are presented in §3. Some applications of the results in §3 to the study of the
local connectivity properties of matrix representations of universal commutative
C∗-algebras are presented in §4 and some future directions are outlined in §5.
2. Preliminaries and Notation
We will write Mm,n to denote the set Mm,n(C) of m × n complex matrices, if
m = n we will write Mn, we write M
m
n to denote the set of m-tuples of n × n
complex matrices. The symbols 1n and 0m,n will be used to denote the identity
matrix and the zero matrix in Mn and Mm,n respectively, if m = n we will write
0n. Given a matrix A ∈Mn, we write A∗ to denote the conjugate transpose A¯> of
A. A matrix X ∈ Mn is said to be normal if XX∗ = X∗X, a matrix H ∈ Mn is
said to be hermitian if H∗ = H and a matrix U ∈Mn such that U∗U = UU∗ = 1n
is called unitary. We will write i to denote the number
√−1.
Let (X, d) be a metric space. We say that X˜δ ⊂ X is a δ-dense subset of X
if for all x ∈ X there exists x˜ ∈ X˜δ such that d(x, x˜) ≤ δ. Given two compact
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subsets X,Y of the complex plane, we will write dH(X,Y ) to denote the Haus-
dorff distance between X and Y that is defined by the expression dH(X,Y ) :=
max{supx∈X infy∈Y |x − y|, supy∈Y infx∈X |y − x|}. Given N ∈ Z+, we will write
XN to denote the finite set {xk = −1 + 2k/(N − 1)|0 ≤ k ≤ N − 1} ⊆ [−1, 1].
Given d,m ∈ Z+ with d ≤ m, a compact manifold Zd ⊆ Rm, and a coordinate
chart ϕ : Rd → Zd ⊆ Rm, (x1, . . . , xd) 7→ (ϕ1(x1, . . . , xd), . . . , ϕm(x1, . . . , xd)),
we will write ϕ−1j to denote the jth component the map ϕ
−1 : Rm ⊇ Zd →
Rd, (z1, . . . , zm) 7→ (ϕ−11 (z1, . . . , zm), . . . , ϕ−1d (z1, . . . , zm)), 1 ≤ j ≤ d.
From here on ‖ · ‖ denotes the operator norm defined for any A ∈Mn by ‖A‖ :=
sup‖x‖2=1 ‖Ax‖2, where ‖ · ‖2 denotes the Euclidean norm in Cn. Let us denote by
ð the metric in Mmn defined by ð : Mmn ×Mmn → R+0 , (S,T) 7→ maxj ‖Sj − Tj‖.
We will write Dm and Tm to denote the m-dimensional closed unit disk and the
m-dimensional torus respectively. We will write B(x0, r) to denote the closed ball
{x ∈ C | |x− x0| ≤ r}.
In this document by a matrix contraction we mean a matrix X in Mn such that
‖X‖ ≤ 1. A matrix P ∈ Mn such that P ∗ = P = P 2 is called a projector or
projection. Given two projectors P and Q, if PQ = QP = 0n we say that P and
Q are orthogonal. By an orthogonal partition of unity in Mn, we mean a finite set
of pairwise orthogonal projectors {Pj} in Mn such that
∑
j Pj = 1n. We will omit
the explicit reference to Mn when it is clear from the context.
Given any two matrices X,Y ∈Mn we will write [X,Y ] and Ad[X](Y ) to denote
the operations [X,Y ] := XY − Y X and Ad[X](Y ) := XYX∗.
Let GLn denote the set of invertible elements in Mn. Given a matrix A ∈ Mn,
we write σ(X) to denote the set {λ ∈ C |A− λ1n /∈ GLn} of eigenvalues of A, the
set σ(A) is called the spectrum of A. Given a compact set X ⊂ C and a subset
S ⊆ Mn, let us denote by S(X) the set S(X) := {X ∈ S|σ(S) ⊆ X}, for instance,
the expression N (n)(D2) is used to denote the set normal contractions in Mn.
As a consequence of [3, T.VI.3.3] and [3, C.VI.3.4] we have that.
Proposition 2.1. If A and B are n× n normal matrices, then
dH(σ(A), σ(B)) ≤ ‖A−B‖.
Definition 2.1. Given ε ≥ 0 and a matrix X ∈Mn, we write σε(X) to denote the
ε-Pseudospectrum of X which is the set defined by the following relations.
σε(X) := {λ˜ ∈ C | λ˜ ∈ σ(X + E), for some E ∈Mn with ‖E‖ ≤ ε}
= {λ˜ ∈ C | ‖Xv − λ˜v‖ ≤ ε, for some v ∈ Cn with ‖v‖ = 1}
Definition 2.2 (Semialgebraic Matrix Varieties). Given J ∈ Z+, a system of J
polynomials p1, . . . , pJ ∈ Π〈N〉 = C〈x1, . . . , xN 〉 in N noncommutative variables and
J real numbers εj ≥ 0, 1 ≤ j ≤ J , a matrix representation of the noncommutative
semialgebraic set Zn(p1, . . . , pJ) described by
Zn(p1, . . . , pJ) := {X1, . . . , XN ∈Mn|‖pj(X1, . . . , XN )‖ ≤ εj , 1 ≤ j ≤ J},
will be called a n-semialgebraic matrix variety (n-SMV), if each εj = 0, we will
refer to the set as a matrix variety and we may replace the normed polynomial
relations by polynomial relations.
Example 2.1. As a first example, we will have that the matrix set
Zn :=
{
(X1, . . . , XN ) ∈MNn
∣∣∣∣ XjXk −XkXj = 0n,X∗jXj = XjX∗j = 1n, 1 ≤ j, k ≤ N
}
4 FREDY VIDES
is a matrix variety. If for some δ > 0, we set now
Zn,δ :=
(X1, . . . , XN ) ∈MNn
∣∣∣∣∣∣
‖XjXk −XkXj‖ ≤ δ,
‖X∗jXj −XjX∗j ‖ = 0,
‖Xj‖ ≤ 1
1 ≤ j, k ≤ N

the set Zn,δ is a matrix semialgebraic variety.
Example 2.2. Other example of a matrix semialgebraic variety, that has been
useful to understand the geometric nature of the problems solved in this document,
is described by the matrix set Isoδ(x, y), defined for some given δ ≥ 0 and any two
normal contractions x and y in Mn, by the expression
Isoδ(x, y) :=
(z, w) ∈ N (n)(D2)× U(n)
∣∣∣∣∣∣
‖xw − wz‖ = 0
‖[z, y]‖ = 0
‖z − y‖ ≤ δ
 .
Given a m-tuple X ∈ Mmn we will write either X[j] or Xj to denote its jth
component in Mn, with 1 ≤ j ≤ m. In a similar way given a path γ ∈ C([0, 1],Mmn )
we will write γj to denote its jth component in C([0, 1],Mn), and we will write γj(t)
to denote the jth component of γ(t) for some 0 ≤ t ≤ 1, with 1 ≤ j ≤ m.
Given a map Φ : Mn → Mn, we will write Φˆ to denote its extension to Mmn
defined by Φˆ : Mmn →Mmn , (X1, . . . , Xm) 7→ (Φ(X1), . . . ,Φ(Xm)).
Definition 2.3 (Morphisms of Matrix Varieties). Given a matrix variety Zm ⊆
Mmn , a morphism of Z
m is any map Ψ : Zm → Zm. Given a map Ψ : Mn → Mn,
if the extended map Ψˆ : Mmn → Mmn is a morphism of Zm, we say that Ψˆ
is a morphism induced by Ψ. A morphism Φ : Zm → Zm is said to be an
inner morphism of Zm if it can be represented in the form Φ(X1, . . . , Xm) =
(Ad[W1](X1), . . . ,Ad[Wm](Xm)) for some fixed but arbitrary W1, . . . ,Wm ∈ Mn
and any (X1, . . . , Xm) ∈ Zm.
Remark 2.1. In particular, given a matrix varietiy Zm ⊆ Mmn , and given any
inner morphism Φ : Zm → Zm of the form Φ = Âd[W ] for some W ∈ U(n), it
can be seen that if the components Xj of (X1, . . . , Xm) ∈ Zm are normal matri-
ces, unitaries, commuting matrices, hermitian matrices, projectors, or contractions,
then the same will be true for the components Ad[W ](Xj) of Φ(X1, . . . , Xm) ∈ Zm.
Moreover, σ(Xj) = σ(Ad[W ](Xj)) for each 1 ≤ j ≤ m.
Definition 2.4 (~ operation). Given two matrix paths α, β ∈ C([0, 1],Mmn ) we
write α~ β to denote the concatenation of α and β, which is the matrix path defined
in terms of α and β by the expression,
α~ β(s) :=
{
α(2s), 0 ≤ s ≤ 12 ,
β(2s− 1), 12 ≤ s ≤ 1.
From here on, for any two m-tuples of matrices X,Y ∈ Mmn , we will write
X Y to indicate that there is a matrix path γ ∈ C([0, 1],Mmn ) such that γ(0) = X
and γ(1) = Y.
Given ε, δ > 0, and any two m-tuples of pairwise commuting normal matrix
contractions X := (X1, . . . , Xm) and X˜ := (X˜1, . . . , X˜m) in some (semialgebraic)
matrix variety Zm ⊆ Mmn such that ð(X, X˜) ≤ δ, we will write X  ε X˜ relative
to Bð(X, ε) ∩ Zm, to indicate that there is a piecewise differentiable path γ ∈
C([0, 1], Bð(X, ε) ∩ Zm) such that γ(0) = X and γ(1) = X˜.
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Given a matrix A ∈ Mn, we will write D(A) to denote the diagonal matrix
defined by the following operation.
D(A) := diag[a11, a22, . . . , ann](2.1)
=

a11 0 · · · 0
0 a22 · · ·
...
...
. . .
. . . 0
0 · · · 0 ann
(2.2)
It can be seen that D(D(A)) = D(A) for any A ∈Mn, the map D will be called
the full pinching.
Remark 2.2. By pinching inequalities (in the sense of [4]) we will have that
‖D(A)−D(B)‖ = ‖D(A−B)‖ ≤ ‖A−B‖ for any two matrices A,B ∈Mn.
It is often convenient to have N -tuples (or 2N -tuples) of matrices with real spec-
tra. For this purpose we use the following construction. IfX = (X1, . . . , XN ) is aN -
tuple of n by n matrices then we can always decompose Xj in the form Xj = X1j +
iX2j where theXkj all have real spectra. We write pi(X) := (X11, . . . , X1N , X21, . . . ,
X2N ) and call pi(X) a partition of X. If the Xkj all commute we say that pi(X) is
a commuting partition, and if the Xkj are simultaneously triangularizable pi(X) is a
triangularizable partition. If the Xkj are all semisimple (diagonalizable) then pi(X)
is called a semisimple partition. From here on, for any m-tuple of pairwise com-
muting normal matrices X = (X1, . . . , Xm), we will assume that the components
of pi(X) = (X11, . . . , X1m, X21, . . . , X2m) are determined by the relations
(2.3)
{
X1j = (Xj +X
∗
j )/2,
X2j = (Xj −X∗j )/(2i),
for each 1 ≤ j ≤ m. In addition, given any operator X in a unital separable C∗-
algebra A, we will write Re(X) and Im(X) to denote the self-adjoint operators in
A defined by the equations Re(X) = (X +X∗)/2 and Im(X) = (X −X∗)/(2i).
Given a 2m-tuple X = (X11, . . . , X1m, X21, . . . , X2m) in M
2m
n , the m-tuple ob-
tained by the operation υ(X) := (X11 +iX21, . . . , X1m+iX2m) ∈Mmn will be called
juncture of X.
We say that N normal matrices X1, . . . , XN ∈Mn are simultaneously diagonal-
izable if there is a unitary matrix Q ∈ Mn such that Q∗XjQ is diagonal for each
j = 1, . . . , N . In this case, for 1 ≤ k ≤ n, let Λ(k)(Xj) := (Q∗XjQ)kk the (k, k)
element of Q∗XjQ, and set Λ(k)(X1, . . . , XN ) := (Λ(k)(X1), . . . ,Λ(k)(XN )) in CN .
The set
Λ(X1, . . . , XN ) := {Λ(k)(X1, . . . , XN )}1≤k≤N
is called the joint spectrum of X1, . . . , XN . Given a set S ⊆ Mn of m-tuples
of pairwise commuting normal matrices, we will write Λ(S) to denote the set
{Λ(X) | X ∈ S}, the set Λ(S) will be called the joint spectra of S. We will
write Λ(Xj) to denote the diagonal matrix representation of the j-component of
Λ(X1, . . . , XN ), in other words we will have that
Λ(Xj) = diag
[
Λ(1)(Xj), . . . ,Λ
(n)(Xj)
]
.
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Given a m-tuple X = (X1, . . . , Xm) ∈ Mmn of commuting normal matrices,
any orthogonal projection P ∈ Mn such that XjP = PXj = Λ(r)(Xj)P for each
1 ≤ j ≤ m and some 1 ≤ r ≤ n, will be called a joint spectral projector of X.
Definition 2.5 (C∗-algebras generated by m-tuples). Given a m-tuple of normal
matrix contractions X = (X1, . . . , Xm) ∈ Mmn we write C∗(X) to denote the C∗-
algebra C∗(X1, . . . , Xm) ⊆Mn.
The following result ([13, Lemma 1]) was proved in [13].
Lemma 2.1. Let X be a compact sucset of the plane and let f ∈ C(X). For any
ε > 0, there is δ > 0, for any C∗-algebra A and normal elements x, y ∈ A with
σ(x), σ(y) ∈ X, if ‖x− y‖ < δ, then ‖f(x)− f(y)‖ < ε.
The following result ([16, Lemma 4.1]) was proved in [16].
Lemma 2.2. Given ε > 0 there is δ = 1Km ε > 0 such that, for any two N -tuples
of pairwise commuting normal matrices X = (X1, . . . , XN ) and Y := (Y1, . . . , YN )
such that ð(X,Y) ≤ δ, there is a unitary matrix W such that the ∗-homomorphism
Ψ = Ad[W ] satisfies the condition Ψ : C∗(X)→ C∗(Y)′ together with the constraint
max{ð(Ψˆ(X),Y),ð(Ψˆ(X),X)} ≤ ε.
Remark 2.3. The constant Km in the statement of L.2.2 depends only on m.
3. Spectral Approximation and Local Path Connectivity of Sets of
Commuting Normal Matrices
3.0.1. Matrix Representations of C(XN ). Let us consider the universal commuta-
tive C∗-algebra C(XN ) for some fixed but arbitrary N ∈ Z+. We will have that
C(XN ) has a universal picture that can be expressed in terms of generators and
relations as follows.
(3.1) C(XN ) := C∗1
〈
p1, . . . , pN
∣∣∣∣∣∣
pjpk = pkpj
p2j − pj = pj − p∗j = 0
p21 + . . .+ p
2
N − 1 = 0
, 1 ≤ j, k ≤ N
〉
,
From here on, given a universal C∗-algebra A and a C∗-subalgebra B ⊆ Mn, we
will write C∗Rep(A,B) to denote the set of ∗-representations of A in B.
3.0.2. Eventually uniform matrix representations. Let N ∈ Z+ be fix but arbitrary.
Given n ∈ Z+, let us consider the case n < N first. Without loss of generality we
can consider the ∗-homomorphism induced by the embedding ın,N : Mn ↪→ MN
determined by the map
ır,s : Mr →Ms
: X 7→
(
X 0n,N−n
0N−n,n 0N−n
)
(3.2)
for any two positive integers r ≤ s. We can use (3.2) to compute for any orthogonal
partition of unity Pn = {P1, . . . , Pn} ⊆ Mn, a set of orthogonal projections pn =
{p1, . . . , pn} = {ın,N (p1), . . . , ın,N (pn)} = {P1⊕0N−n, . . . , Pn⊕0N−n} ⊆MN . We
will have that the map κN,n : MN →Mn : X 7→ Ad[K](X), with K = (1n 0n,N−n),
induces a ∗-homomorphism ρ>N,n : C∗(pn) → C∗(Pn) such that ρ>N,n(pj) = Pj for
each 1 ≤ j ≤ n, by universality of (3.1) the map ρ>N,n induces a ∗-homomorphism
ρn : C(XN ) → C∗(Pn) ⊆ Mn, for each n < N . If n ≥ N , by universality of (3.1),
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we will have that for any orthogonal partition of unity Pn = {P1, . . . , PN} ⊆ Mn,
there is a ∗-homomorphism ρ≤N,n : C(XN )→ C∗(Pn) ⊆Mn such that ρ≤N,n(pj) = Pj
for each 1 ≤ j ≤ N . Let us set
(3.3) ρN,n :=
{
ρ>N,n, n < N
ρ≤N,n, n ≥ N
.
It can be seen that the map ρN,n is a ∗-homomorphism for each n,N ∈ Z+. We will
call each map ρN,n of the sequence {ρN,n}n∈Z+ an eventually uniform matrix
representation (EUMR) of C(XN ).
In order to provide some perspective on how our connectivity and approximation
results do not depend on the matrix size n, we will describe what we call the
approximate eventual uniformity of matrix representaions of C(X), where X
is a compact Hausdorff topological space.
Definition 3.1. Given a compact Hausdorff space X, we say that the commutative
C∗-algebra C(X) is approximately eventually uniform (AEU) if for any finite set of
normal contractions {z1, . . . , zm} ⊂ C(X), there is δ > 0 and an integer Nδ,m > 0
such that for any integer n > 1 and any ρn ∈ C∗Rep(C(X),Mn), there is a EUMR
ρNδ,m,n ∈ C∗Rep(C(XNδ,m), ρn(C(X))′) together with a ∗-homomorphism ρδ,n :
C(X)→ C∗(ρNδ,n(idXNδ )) such that ‖ρn(zj)− ρδ,n(zj)‖ ≤ δ for each 1 ≤ j ≤ m.
By considering natural embeddings of compact Hausdorff spaces into [−1, 1]m
for some m ∈ Z+, we have that one of the main problems that we need to solve in
this document, is an operator approximation problem that can be stated via the
following diagram.
(3.4) C(XNδ)

C(Im)
≈δ
vv  ((
C(Xn)

C∗(XˆNδ)
ı1
((
C∗(H1, . . . ,Hm)
ı2

C∗(Xˆn) _

C∗(XˆNδ , H1, . . . ,Hm)
66
Mn
To solve (3.4), given a ∗-representation pi : C(Im) → C∗(H1, . . . ,Hm) such that
pi(hj) = Hj for each 1 ≤ j ≤ m, one needs to find pin ∈ C∗Rep(C(XNδ), pi(C(Im))′)
and a ∗-representation piδ : C(Im)→ C∗(XˆNδ) such that:
(3.5)
{
(ı2 ◦ pi)(hj)(ı1 ◦ piδ)(hk) = (ı1 ◦ piδ)(hk)(ı2 ◦ pi)(hj)
‖(ı2 ◦ pi)(hj)− (ı1 ◦ piδ)(hj)‖ ≤ δ , 1 ≤ j, k ≤ m.
Here XˆNδ , Xˆn ∈ C∗(H1, . . . ,Hm)′ are defined by the equations XˆNδ = pin(idXNδ ) and
Xˆn = ρn(idXn) for some ∗-homomorphism ρn ∈ C∗Rep(C(Xn), C∗(H1, . . . ,Hm)′).
Let us define two semialgebraic matrix varieties that will play a key role in this
study.
Definition 3.2. The semialgebraic matrix variety Im(n) defined by
Im(n) :=
(X1, . . . , Xm) ∈Mmn
∣∣∣∣∣∣
[Xj , Xk] = 0n
Xj −X∗j = 0n
‖Xj‖ ≤ 1
, 1 ≤ j, k ≤ m

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will be called the matrix m-cube.
Definition 3.3. The semialgebraic matrix variety Dm(n) defined by
Dm(n) :=
(X1, . . . , Xm) ∈Mmn
∣∣∣∣∣∣
[Xj , Xk] = 0n
XjX
∗
j −X∗jXj = 0n
‖Xj‖ ≤ 1
, 1 ≤ j, k ≤ m

will be called the matrix m-disk.
Let us now extend the concept of semialgebraic matrix variety to what we will
call an induced compact differential matrix manifold or compact differential matrix
manifold.
Definition 3.4. Given a compact differentiable d-manifold Zd ⊆ Rm with m ≥ d,
the matrix variety Vm[Zd](n) defined by
Vm[Zd](n) :=
(X1, . . . , Xm) ∈Mmn
∣∣∣∣∣∣∣∣
[Xj , Xk] = 0n
Xj −X∗j = 0n
‖Xj‖ ≤ 1
Λ(X1, . . . , Xm) ⊆ Zd
, 1 ≤ j, k ≤ m

will be called the differentiable matrix manifold induced by Zd.
3.0.3. Borel functional calculus and matrix approximation. By applying Borel func-
tional calculus on commutative von Neumann algebras we have that given any real
number 0 < δ ≤ 1, any hermitian matrix X ∈ Mn such that σ(X) ⊂ [−1, 1], and
any partition−1+δ/2 = x1 < x2 < · · · < xm < xm+1 = 1+δ/2 of [−1−δ/2, 1+δ/2],
with xk+1 − xk = δ for each 1 ≤ k ≤ m + 1, the matrix X has a representation
X =
∑m+1
k=1 χ[xk,xk+1)(X)X, where χ[a,b)(X) denotes the characteristic function of
the interval [a, b), for some real numbers a, b such that a < b. We also have that
for each 1 ≤ k ≤ m, the matrix Pk = χ[xk,xk+1)(X) is an orthogonal projection
that commutes with X such that σ(PkX) ⊆ σ(X) ∩ [xk, xk+1). Moreover, the set
{P1. . . . , Pm} is an orthogonal partition of unity.
Definition 3.5 (Pseudospectral matrix approximant). Given δ > 0 and any matrix
X ∈Mn, we say that the matrix X˜ ∈Mn is a δ-Pseudospectral matrix approximant
(δ-PMA) of X if ‖X − X˜‖ ≤ δ and σ(X˜) is δ-dense in σ(X). If in addition each
X˜X = XX˜, we say that X˜ is a commuting δ-PMA (δ-CPMA).
Lemma 3.1. Given δ > 0 and any hermitian matrix X ∈ Mn such that ‖X‖ ≤
1, there is a hermitian δ-CPMA X˜δ of X. Moreover, there are Nδ numbers
x1, . . . , xNδ in [−1, 1] and an orthogonal partition of unity {P1, . . . , PNδ} such that
X˜δ =
∑
j xjPj.
Proof. Let us suppose that n ≥ |σ(X)| ≥ 2, as the proof is clear for scalar multiples
of 1n. Since σ(X) ⊆ [−1, 1], we can assume for simplicity that Mδ := 1 + (δ)−1 ∈
Z+. Then the finite set Rˆδ(X) := {xk := −1 + 2(k − 1)δ | 1 ≤ k ≤ Mδ} is δ-dense
in [−1, 1] with |Rˆδ(X)| = Mδ. Let us set Sδ(X) := {xˇk := −1 + (2k− 3)δ | 1 ≤ k ≤
Mδ+1} and Pk := χ(xˇk,xˇk+1](X) for each 1 ≤ k ≤Mδ. Then there is a set Rδ(X) :=
{xj} ⊆ Rˆδ(X) that is δ-dense in σ(X) with xj ∈ (xˇk(j), xˇk(j)+1] for each xj ∈ Rδ(X)
and some xˇk(j), xˇk(j)+1 ∈ Sδ(X), and the set Pδ(X) := {P1, . . . , PNδ} ⊆ Mn\{0n}
of Nδ = |Rδ(X)| projections is an orthogonal partition of unity such that [Pj , X] =
0n for each j. We will have that for each 1 ≤ k ≤ Nδ ≤Mδ there is xj(k) ∈ Rδ(X)
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such that ‖XPk − xj(k)Pk‖ ≤ δ. By the previous facts and Proposition 2.1 we
will have that if we set X˜δ :=
∑
k xj(k)Pk with xj(k) ∈ Rδ(X) for each k, then
[X, X˜δ] = 0n and dH(σ(X), σ(X˜δ)) ≤ ‖X − X˜δ‖ ≤ maxk ‖XPk − xj(k)Pk‖ ≤ δ.
If necessary we can renumber the elements of Rδ(X) according to the elements of
Pδ(X). This completes the proof. 
Figure 1. Graphical illustration of a representation grid (consist-
ing of ◦ points) for [0, 1] together with its support grid (consisting
of • points).
Figure 2. Graphical illustration of a representation grid (consist-
ing of ◦ points) for [0, 1]2 together with its support grid (consisting
of • points).
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Definition 3.6 (CPMA for m-tuples). Given δ > 0 and any m-tuple of pair-
wise commuting matrices X = (X1, . . . , Xm) ∈ Mmn , we say that the matrix X˜ =
(X˜1, . . . , X˜m) ∈ Mmn is a commuting δ-Pseudospectral matrix approximant (δ-
CPMA) of X if ‖Xj − X˜j‖ ≤ δ, σ(X˜j) is δ-dense in σ(Xj) and X˜kXj = XjX˜k
for each 1 ≤ j, k ≤ m. If in addition each component X˜j of X˜ is normal, hermitian
or unitary, we say that X˜ is a hermitian, normal or unitary δ-CPMA respectively.
Lemma 3.2. Given δ > 0, an integer m ≥ 1 and any m-tuple of pairwise commut-
ing hermitian matrix contractions X = (X1, . . . , Xm) ∈ Mmn , there is a hermitian
δ-CPMA X˜δ = (X˜δ,1, . . . , X˜δ,m) ∈ Mmn of X. Moreover, for each 1 ≤ k ≤ m,
there are Nδ (not necessarily distinct) numbers xk,1, . . . , xk,Nδ counted with mul-
tiplicity in [−1, 1] and an orthogonal partition of unity {P1, . . . , PNδ} such that
X˜δ,k =
∑
j xk,jPj.
Proof. Since the joint spectrum σ(X) of X is a subset of [−1, 1]m we can apply a
similar procedure to the one implemented in the proof of Lemma 3.1 to find for each
Xj a representation grid Rδ(Xj) together with a support grid Sδ(Xj), an associated
δ-projective decomposition Pδ(Xj) and an integer Nδ,j := |Pδ(Xj)| = |Rδ(Xj)|.
We will have that the set Pδ(X) := {P1, . . . , PNδ} = {P1,j1P2,j2 · · ·Pm,jm | Pk,jk ∈
Pδ(Xk), 1 ≤ jk ≤ Nδ,k, 1 ≤ k ≤ m} is an orthogonal partition of unity such that
PQ = QP for each P ∈ Pδ(X) and each Q ∈ Pδ(Xk), for any 1 ≤ k ≤ m. By
setting Nδ := |Pδ(X)|, we will have that Nδ ≥ Nδ,k for each k. We will also have
that Pδ(Xk) ⊆ span Pδ(X) for each k. For each Xk and each Pj ∈ Pδ(X) there
is xk,j ∈ Rδ(Xj) ∪ {0} such that ‖XkPj − xk,jPj‖ ≤ δ. Moreover, [Xj , Pk] = 0n
for each 1 ≤ j ≤ m and each 1 ≤ k ≤ Nδ. By a similar argument to the one
implemented in the proof of Lemma 3.1 it can be seen that the matrix X˜δ,k :=∑
j xk,jPj is a commuting hermitian δ-PMA of Xj for each j. This completes the
proof. 
Remark 3.1. Given a matrix m-tuple X ∈ Mmn , we will refer to the finite sets
Rδ(X) =
⋃
j Rδ(Xj)∪{0} and Sδ(X) =
⋃
j Sδ(Xj) described in the proof of Lemmas
3.1 and 3.2 as representation and support grids respectively. The finite set
Pδ(X) described in the previous lemma will be called a δ-projective decomposition
of X. Two graphical examples of representation and support grids are presented in
Fogires 1 and 2.
We can now obtain the following approximation result for C([−1, 1]m).
Lemma 3.3. Given m ∈ Z+, we have that for any δ > 0 the local approximation
problem in C([−1, 1]m) described by the diagram (3.4) is solvable.
Proof. Let m ∈ Z+. For any n ∈ Z+ and any ∗-homomorphism ρn in the set
C∗Rep(C([−1, 1]m),Mn), we can apply Lemma 3.2 to the m-tuple H = (pin(hj)) ∈
Im(n) to obtain a δ-CPMA H˜ = (H˜j) ∈ Im(n) such that C∗(H˜) ⊆ C∗(Pδ(H)).
Let us set Nδ = |Pδ(H)|, by universality of C(XNδ) we will have that there is
a ∗-representation ρn : C(XNδ) → C∗(Pδ(H)) ⊇ C∗(H˜), and by universality
of C([−1, 1]m) we will have that there is a ∗-representation piδ : C([−1, 1]m) →
C∗(H˜) ⊆ C∗(Pδ(H)). It can be seen that piδ satisfies the conditions (3.5). This
completes the proof. 
Theorem 3.1. Given any compact Hasudorff space X, we have that the universal
C∗-algebra C(X) is AEU.
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Proof. Given any m contractions z1, . . . , zm ∈ C(X), let us consider the 2m selfa-
joint contractions Re(z1), Im(z1), . . . , Re(zm), Im(zm). By universality of the C
∗-
algebra C([−1, 1]2m) we will have that any ∗-representation of the form
pˆin : C
∗(Re(z1), Im(z1), . . . , Re(zm), Im(zm))→Mn,
induces a ∗-representation of the form
(3.6) pin : C([−1, 1]2m)→ C∗(Re(z1), Im(z1), . . . , Re(zm), Im(zm))→Mn,
determined by the equations pin(h2j−1) = pˆin(Re(zj)) and pin(h2j) = pˆin(Im(zj)),
1 ≤ j ≤ m. We can apply Lemma 3.3 to pin replacing δ by δ/2 if necessary. This
completes the proof. 
Lemma 3.4. Given d,m ∈ Z+ with d ≤ m, a compact differentiable d-manifold
Zd ⊆ [−1, 1]m ⊆ Rm, a number δ > 0, and any m-tuple of pairwise commuting
hermitian matrix contractions Z = (Z1, . . . , Zm) ∈ Vm[Zd](n), there is a δ-CPMA
Z˜δ = (Z˜δ,1, . . . , Z˜δ,m) ∈ Vm[Zd](n) of Z. Moreover, there are H = (H1, . . . ,Hd)
and H˜δ = (Hδ,1, . . . , H˜δ,d) in Im(n) such that for each 1 ≤ k ≤ m and each 1 ≤
k′ ≤ d, there are Nδ (not necessarily distinct) numbers xk′,1, . . . , xk′,Nδ counted with
multiplicity in R, Nδ (not necessarily distinct) coordinate charts ϕk,1, . . . , ϕk,Nδ of
Zd counted with multiplicity, and an orthogonal partition of unity {P1, . . . , PNδ}
such that
(3.7)

Zk =
∑
j ϕk,j(PjH1, . . . , PjHd)Pj
Z˜δ,k =
∑
j ϕk,j(PjH˜δ,1, . . . , PjH˜δ,d)Pj
ϕk,j(PjH˜δ,1, . . . , PjH˜δ,d) = ϕk,j(x1,j , . . . , xd,j)Pj ,
for each 1 ≤ j ≤ Nδ and each 1 ≤ k ≤ m.
Proof. Let Zd be a compact differentiable d-manifold given as in the statement of
Lemma 3.4. Let us consider a m-tuple of pairwise commuting hermitian matrix
contractions Z = (Z1, . . . , Zm) ∈ Vm[Zd](n). Since Zd is a compact differentiable
d-manifold, for any δ > 0, there is a (finite) family of differentiable charts C(Zd) :=
{ϕk,l} of Zd together with a number νδ > 0 such that
(3.8) (ϕ1,l(x), . . . , ϕm,l(x)) ∈ B◦((ϕ1,l(x), . . . , ϕm,l(x)); δ) ∩ Zd,
for each x ∈ B◦(x, νδ) ∩ dom(ϕk,l) ⊂ Rd and for each k, l, where B◦(x, r) denotes
the open ball of radius r in the Euclidean metric in Rm. For each 1 ≤ k ≤ m, let
us consider the spectral resolutions
(3.9) Zk =
n∑
i=1
zk,iQi,
where each Qi ∈ Mn is a joint rank one spectral projector of Z, by Definition 3.4
and by (3.8) we will have that there is a hermitian matrix contraction
(3.10) Hk =
n∑
i=1
ϕ−1k,i(z1,i, . . . , zm,i)Qi
for each 1 ≤ k ≤ d, where each ϕj,i ∈ C(Zd) and where
(3.11) ϕj,i(ϕ
−1
1,i (z1,i, . . . , zm,i), . . . , ϕ
−1
d,i (z1,i, . . . , zm,i)) = zj,i
for each 1 ≤ i ≤ n and each 1 ≤ j ≤ m. By the previously described facts and
by (3.10) we will have that H := (H1, . . . ,Hd) can be chosen from Id(n), and that
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we can apply Lemma 3.2 to find a νδ-PMA H˜δ := (H˜δ,1, . . . , H˜δ,d) of H in Im(n),
where each H˜δ,k can be decomposed in the form H˜δ,k =
∑
j xk,jPj described in
Lemma 3.2 for some νδ-projective decomposition {Pj} = Pδ(H). Because of the
smooth structure of Zd and by (3.8), (3.9), (3.10) and (3.11) we will have that
for each 1 ≤ k ≤ m, there are Nδ (not necessarily distinct) differentiable charts
ϕk,1, . . . , ϕk,Nδ counted with multiplicity in C(Zd) such that for each 1 ≤ k ≤ m
the following relations hold.
(3.12)
{
Zk =
∑Nδ
j=1 ϕk,j(PjH1, . . . , PjHd)Pj ,
max1≤j≤Nδ ‖ϕk,j(PjH1, . . . , PjHd)Pj − ϕk,j(x1,j , . . . , xd,j)Pj‖ ≤ δ
If for each k we set
(3.13) Zk,δ :=
Nδ∑
j=1
ϕk,j(x1,j , . . . , xd,j)Pj =
Nδ∑
j=1
ϕk,j(PjH˜δ,1, . . . , PjH˜δ,d)Pj ,
then the m-tuple Z˜δ := (Z1,δ, . . . , Zm,δ) belongs to Vm[Zd](n) and the commutation
relations
(3.14) [Zk, Zl,δ] = 0n,
hold for each 1 ≤ k, l ≤ m. By (3.11), (3.12) and (3.13) we have that the relations
(3.7) hold for each 1 ≤ k ≤ m. By (3.8) and (3.13) we will have that the following
estimates hold for each 1 ≤ k ≤ m.
‖Zk − Zk,δ‖ = ‖(
Nδ∑
j=1
Pj)(Zk − Zk,δ))‖
= ‖
Nδ∑
j=1
(ϕk,j(PjH1, . . . , PjHd)Pj − ϕk,j(x1,j , . . . , xd,j)Pj)‖
= max
1≤j≤Nδ
‖ϕk,j(PjH1, . . . , PjHd)Pj − ϕk,j(x1,j , . . . , xd,j)Pj‖
≤ δ.(3.15)
By (3.13), (3.14) and (3.15) we will have that Z˜δ is a hermitian δ-CPMA of Z. This
completes the proof. 
Definition 3.7 (Uniform piecewise differentiable local connectivity in Mmn ). If for
any given ε > 0, there is δ > 0 such that for any two m-tuples X and Y in a
matrix variety Zm ⊂ Mmn such that ð(X,Y) ≤ δ (X and Y are (δε,ð)-close), we
have that X ε(δ) Y relative to Nð(X, ε)∩Zm. We will say that the matrix variety
Zm ⊆Mmn is uniformly locally piecewise differentiably connected (ULPDC).
Remark 3.2. It is important to remark that ε and δ must not depend on n.
Remark 3.3. It is important to notice that the components of two m-tuples X =
(X1, . . . , Xm) and Y = (Y1, . . . , Ym) in Im(n) need not to satisfy the commutation
relations [Xj , Yk] = 0n for each j, k in general.
3.0.4. Approximate Joint Isospectral Interpolating Paths. Let ε > 0 and let m ≥ 1
be an integer, in this section we will prove that there is δ > 0 such that for any
integer n ≥ 1, any m-tuple H = (H1, . . . ,Hm) ∈ Im(n) and any unitary matrix
W in Mn that satisfy the relations ‖WHj − HjW‖ < δ, 1 ≤ j ≤ m. There exist
a unitary W˜ and a δ-CPMA H˜ = (H˜1, . . . , H˜m) ∈ C∗(H1, . . . ,Hm)′ ∩ Im(n) such
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that W ∗H˜jW = W˜ ∗H˜jW˜ for each 1 ≤ j ≤ m. Moreover, there is a piecewise
differentiable unitary path {W (t)}t∈[0,1] ⊂ U(n) such that W (0) = 1n, W (1) = W˜
and ‖W (t)H˜j − H˜jW (t)‖ < ε for each 1 ≤ j ≤ n and each 0 ≤ t ≤ 1.
Remark 3.4. It can be seen that if we set Ψ = Âd[W ], Ψ˜ = Âd[W˜ ] and ψt =
̂Ad[W (t)], we will have that.
(3.16)

ψ0(H˜) = idIm(n)(H˜) = H˜,
ψ1(H˜) = Ψ(H˜) = Ψ˜(H˜),
ψt(H˜)[j]ψt(H˜)[k] = ψt(H˜)[k]ψt(H˜)[j], 1 ≤ j, k ≤ m, 0 ≤ t ≤ 1,
ψt(H˜) ∈ Bð(H˜, ε), 0 ≤ t ≤ 1,
Λ(ψt(H˜)) = Λ(H˜), 0 ≤ t ≤ 1,
Any path of inner ∗-automorphisms like {ψt}t∈[0,1], that satisifes (3.16) will be
called a ε-approximate joint isospectral interpolant with respect to (Ψ˜, H˜, Im(n)).
Lemma 3.5. Given r ∈ Z+ and ν > 0, there is δ := δˆ(ν, r) > 0 such that given
a unitary W and a normal contraction D in Mn with n ≥ 2, if D =
∑r
j=1 αjPj
for 2 ≤ r ∈ Z with α1, . . . , αr ∈ D2, and the set {Pj} is an orthogonal partition of
unity consisting of diagonal projectors, then there is a unitary matrix Z ∈Mn such
that [Z,D] = 0n and ‖1n −WZ‖ ≤ ν whenever ‖WDW ∗ −D‖ ≤ δ.
Proof. Let µ := ‖WDW ∗ − D‖ = ‖WD − DW‖. Then there are r continuous
functions `1, . . . , `r ∈ C(D2) such that Pk := `k(D). By Lemma 2.1 one can
find δ := δˆ(ν, r) > 0 such that, ‖WPkW ∗ − Pk‖ = ‖W`k(D)W ∗ − `k(D)‖ =
‖`k(WDW ∗) − `k(D)‖ ≤ ν/(
√
2r) < 1/(
√
2r) whenever µ ≤ δ. Since ν < 1, by
perturbation theory of amenable C∗-algebras (in the sense of [15, Lemma 2.5.1]) we
will have that there is a unitary Wj such that ‖1−Wj‖ ≤
√
2‖WPjW ∗−Pj‖ ≤ ν/r
andW ∗j PjWj = WPjW
∗, and this implies thatWjWPj = PjWjW for each j. Since
{Pj} is an orthogonal partition of unity, we will have that W˜ :=
∑
jWjWPj is a
unitary matrix which satisfies the commutation relation [W˜ ,D] = 0 together with
the normed inequalities.
‖W − W˜‖ = ‖W
∑
j
Pj −
∑
j
WjWPj‖
= ‖
∑
j
((1n −Wj)WPj)‖
≤
∑
j
‖1n −Wj‖
≤
∑
j
1
r
ν = r(
1
r
ν) = ν
Let us set Z := W˜ ∗ then ‖1n − WZ‖ = ‖W˜ − W‖ ≤ ν. This completes the
proof. 
Lemma 3.6. Given ν > 0 and any m ∈ Z+, there is δ > 0 such that for any
two m-tuples X,Y ∈ Im(n) that satisfy the constraint ð(X,Y) < δ, there exist two
inner morphisms Ψ and Ψ˜ of Im(n), together with a hermitian δ-CPMA X˜ ∈ Im(n)
of X such that Ψ˜(X˜) = Ψ(X˜), Ψ˜(X˜) is a hermitian δ-CPMA of Ψ(X), Ψ(X) is a
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hermitian ν-CPMA of Y and ð(X˜, Ψ˜(X˜)) < ν. Moreover, there is a ν-approximate
joint isospectral interpolant {ψt}t∈[0,1] with respect to (Ψ˜, X˜, Im(n)).
Proof. Let us consider two m-tuples X and Y in Im(n), and let us set µ := ð(X,Y).
We can assume, by changing basis if necessary, that Y is a m-tuple of diagonal
matrices. By Lemma 2.2 we will have that there exists a C∗-homomorphism Φ :
Mn → Mn defined by the expression Φ = Ad[W ] for some W ∈ U(n), such that
Φˆ(X) is a m-tuple of diagonal contractions and
(3.17) ð(Φˆ(X),Y) ≤ Kmµ.
By applying Lemma 3.2 to the hermitian m-tuple
(3.18) Φˆ(X) = (Yˆ1, . . . , Yˆm),
we can obtain a hermitian µ-CPMA
(3.19) Y˜ = (Y˜1, . . . , Y˜m)
of Φˆ(X). We will have that the m-tuple X˜ = Φˆ−1(Y˜) satisfies the constraint
ð(X, X˜) ≤ µ.
As a consequence of Lemma 3.2 there exists a projective decomposition Pδ(Φˆ(X))
of the form
Pδ(Φˆ(X)) = {P1, . . . , PNδ}
=
P1,j1P2,j2 · · ·Pm,jm
∣∣∣∣∣∣
Pk,jk ∈ Pδ(Yˆk),
1 ≤ jk ≤ Nδ,k,
1 ≤ k ≤ m,
 ,(3.20)
where each Yˆk is the kth component of m-tuple (3.18). As a consequence of the
proof of Lemma 3.2, we have that for each 1 ≤ k ≤ m and each 1 ≤ jk ≤ Nδ, there
exists a continuous function pk,jk ∈ C([−1, 1]) such that
(3.21) Pk,jk = pk,jk(Y˜k),
where each Y˜k is determined by (3.19). By Lemma 2.1 we will have that given
0 < ν1 < 1, there is δ > 0 such that
‖Φ−1(Pk,jk)− Pk,jk‖ = ‖Φ−1(pk,jk(Y˜k))− pk,jk(Y˜k)‖
= ‖W ∗pk,jk(Y˜k)W − pk,jk(Y˜k)‖
= ‖pk,jk(W ∗Y˜kW )− pk,jk(Y˜k)‖
< ν1/(2
√
2mNδ) < 1/(2
√
2mNδ)(3.22)
whenever µ < δ. As a consequence of (3.22) we will have that for each projection
Pj = P1,j1 · · ·Pm,jm in Pδ(Φˆ(X)) determined by the relations (3.20), the following
estimate will hold.
‖W ∗PjW − Pj‖ = ‖Φ−1(Pj)− Pj‖
≤
m∑
k=1
‖Φ−1(Pk,jk)− Pk,jk‖
< mν1/(2m
√
2Nδ) = ν1/(2
√
2Nδ)(3.23)
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Since the inequalities (3.23) hold for each Pj in Pδ(Φˆ(X)), we can apply Lemma
3.5 with r = Nδ to compute a unitary W˜ ∈Mn that satisfies the constraint
(3.24) ‖1n − W˜ ∗W‖ = ‖W − W˜‖ ≤ ν1/2,
together with the commutation relations
(3.25) W˜Pj = PjW˜
for each Pj in Pδ(Φˆ(X)). Let us set Φ˜ = Ad[Z] with Z = W˜
∗W . By Lemma 3.2 we
have that each Y˜j determined by (3.19) belongs to spanPδ(Φˆ(X)), as a consequence
of (3.25) we will have that
(3.26) Φ˜(Φ−1(Y˜j)) = W˜ ∗Y˜jW˜ = Y˜j = Φ(Φ−1(Y˜j)),
by applying Lemma 2.2 again together with the commutation relations (3.25) we
will also have that
‖Φ˜(Φ−1(Y˜j))− Φ−1(Y˜j)‖ = ‖W˜ ∗Y˜jW˜ −W ∗Y˜jW‖
= ‖Y˜j −W ∗Y˜jW‖
≤ ‖Y˜j − Yˆj‖+ ‖Yˆj −W ∗YˆjW‖
+‖W ∗YˆjW −W ∗Y˜jW‖
≤ 2‖Y˜j − Yˆj‖+ ‖Φ(Xj)−Xj‖
< 2δ +Kmδ = (Km + 2)δ.(3.27)
Since ‖1n − Z‖ < ν1/2 < 1 by (3.24), we will have that there is a hermitian
matrix contraction H ∈ Mn such that Z = eipiH/2. If for each t ∈ [0, 1] we set
φt := Ad[e
ipitH/2], we will have that φt : Mn → Mn is a ∗-homomorphism for each
0 ≤ t ≤ 1 such that φ0 = idMn and φ1 = Φ˜. We will also have that for each
0 ≤ t ≤ 1 and each Y˜j in (3.19)
(3.28) ‖φt(Φ−1(Y˜j))− Φ−1(Y˜j)‖ ≤ 2‖1n − eipitH/2‖ ≤ 2‖1n − eipiH/2‖ < ν1.
Let us set ν := max{ν1, (Km+2)δ}, Ψ = Φˆ, Ψ˜ := ˆ˜Φ and ψt := φˆt for each t ∈ [0, 1].
By Remark 2.1 we have that the maps Ψ, Ψ˜ and all members of the family {ψt}t∈[0,1]
preserve commutativity, hermiticity and the spectrum of each component Zj of any
m-tuple Z ∈ Im(n), which implies that all of them belong to the set of morphisms
of Im(n). By the relations (3.26) we have that.
Ψ˜(X˜) = (Φ˜(Φ−1(Y˜1)), . . . , Φ˜(Φ−1(Y˜m)))
= (Φ(Φ−1(Y˜1)), . . . ,Φ(Φ−1(Y˜m)))
= Ψ(X˜).(3.29)
By the properties of (3.19), by relation (3.29) and by inequalities (3.17) and (3.27)
we also have that
(3.30)

ð(X, X˜) = ð(Ψ(X), Ψ˜(X˜)) = ð(Ψ(X),Ψ(X˜)) < δ,
ð(Y,Ψ(X)) = ð(Y, Φˆ(X)) < ν
ð(X˜, Ψ˜(X˜)) ≤ maxj ‖Φ˜(Φ−1(Y˜j))− Φ−1(Y˜j)‖ < ν,
and by combining (3.29) and (3.30) we will have that Ψ˜(X˜) = Ψ(X˜), Ψ˜(X˜) is a
hermitian δ-CPMA of Ψ(X), Ψ(X) is a hermitian ν-CPMA of Y and ð(X˜, Ψ˜(X˜)) <
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ν. By definition of the elements in the family {ψt}t∈[0,1] we will have that ψ0 =
îdMn = idIm(n), ψ1 = Âd[Z] = Ψ˜ and for each t ∈ [0, 1] by (3.28) we will have that
ð(ψt(X˜), X˜) ≤ max
j
‖φt(Φ−1(Y˜j))− Φ−1(Y˜j)‖ < ν.
This completes the proof. 
Theorem 3.2. The matrix variety Im(n) is uniformly locally piecewise differen-
tiably connected.
Proof. As a consequence of Lemma 3.6 we will have that given ν > 0, there is
δ > 0, such that for any two m-tuples X,Y ∈ Im(n) that satisfy the constraint
ð(X,Y) < δ, there exist a m-tuple X˜ ∈ Im(n), two inner morphisms Ψ and Ψ˜ of
Im(n), and a family {ψt}t∈[0,1] of morphisms of Im(n) such that Ψ˜(X˜) = Ψ(X˜),
Ψ˜(X˜) is a hermitian δ-CPMA of Ψ(X), Ψ(X) is a hermitian ν-CPMA of Y and
(3.31) ð(X˜, Ψ˜(X˜)) < ν.
Moreover, the family of morphisms {ψt}t∈[0,1] of Dm(n) satisfies the following con-
ditions.
(3.32)
{
ψ0 = idIm(n), ψ1 = Ψ˜,
ð(X˜, ψt(X˜)) < ν, 0 ≤ t ≤ 1
Given any two m-tuples in H = (H1, . . . ,Hm) and K = (K1, . . . ,Km) in Im(n), let
us write `HH,K to denote the path in C([0, 1],M
m
n ) defined by the expression
(3.33) `HH,K(t) = ((1− t)H1 + tK1, . . . , (1− t)Hm + tKm), 0 ≤ t ≤ 1.
It can be seen that (`Hj,H,K(t))
∗ = ((1− t)Hj + tKj)∗ = (1− t)Hj + tKj = `Hj,H,K(t)
for each 1 ≤ j ≤ m and each 0 ≤ t ≤ 1. It can also be seen that `HH,K(0) = H,
`HH,K(1) = K, ð(`HH,K(t), `HH,K(s)) ≤ ð(H,K) for any 0 ≤ s, t ≤ 1, and for each
1 ≤ j ≤ m we have that ‖(1 − t)Hj + tKj‖ ≤ (1 − t)‖Hj‖ + t‖Kj‖ ≤ 1, for each
0 ≤ t ≤ 1. By the previous facts we will have that if HiKj = KjHi for each
1 ≤ i, j ≤ m, then `HH,K(t) ∈ Im(n) for each 0 ≤ t ≤ 1. Let us write κ to denote
the path defined by the following expression
(3.34) κ(t) = ψt(X˜), 0 ≤ t ≤ 1.
By Lemma 3.6 and by (3.32) we will have that κ(0) = X˜, κ(1) = Ψ˜(X˜), κ(t) ∈ Im(n)
and ð(κ(t), X˜) = ð(κ(t), κ(0)) < ν for each t ∈ [0, 1].
Let us set ε := 2(ν+δ). By the arguments presented in the previous paragraphs,
we will have that the piecewise differentiable path γ ∈ C([0, 1],Mmn ) defined by the
expression
γ = ((`H
X,X˜
~ κ)~ `H
Ψ˜(X˜),Ψ(X)
)~ `HΨ(X),Y,
satisfies the conditions
(3.35)
 γ(0) = X, γ(1) = Y,γ(t) ∈ Im(n), 0 ≤ t ≤ 1,ð(γ(t),X) < ε, 0 ≤ t ≤ 1.
By (3.35) we have that X  ε(δ) Y relative to Nð(X, ε) ∩ Im(n). This completes
the proof. 
Corollary 3.1. The matrix variety Dm(n) is uniformly locally piecewise differen-
tiably connected.
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Proof. Given any two m-tuples Z and S in Dm(n), such that ð(Z,S) ≤ r for some
r > 0, there are two semisimple commuting hermitian partitions pi(Z) and pi(S) of Z
and S respectively, such that ð(pi(Z), pi(S)) ≤ r. By the previously described fact,
we can apply Theorem 3.2 to the corresponding semisimple commuting hermitian
partitions of any two (δε,ð)-close m-tuples Z,S in Dm(n), replacing δε by δε/2 if
necessary, to obtain a path γH ∈ C([0, 1], Im(n)) that solves the problem pi(Z) ε(δ)
pi(S) relative to Im(n)∩Bð(pi(Z), ε). The path γˆD obtained by taking the juncture
γˆD(t) = υ(γH(t)) for each t ∈ [0, 1], will solve the problem Z  ε(δ) S relative to
Dm(n) ∩Bð(Z, ε). This completes the proof. 
Theorem 3.3. Given a compact differentiable d-manifold Zd ⊆ [−1, 1]m ⊆ Rm,
the induced compact differentiable matrix manifold Vm[Zd](n) is uniformly locally
piecewise differentiably connected.
Proof. As a consequence of Lemma 3.4 and Remarks 2.1 and 3.4, by a similar
argument to the one implemented in the proof of Lemma 3.6 we will have that
given ν1 > 0, there is δ > 0, such that for any two m-tuples U,V ∈ Vm[Zd](n) that
satisfy the constraint ð(U,V) ≤ δ, there exist: a δ-CPMA U˜ ∈ Vm[Zd](n) of U,
two inner morphisms Ψ and Ψ˜ of Vm[Zd](n), and a family {ψt}t∈[0,1] of morphisms
of Vm[Zd](n) such that Ψ˜(U˜) = Ψ(U˜), Ψ˜(U˜) is a δ-CPMA of Ψ(U), Ψ(U) is a
normal ν1-CPMA of V and
(3.36) ð(U˜, Ψ˜(U˜)) < ν1.
Moreover, the family of morphisms {ψt}t∈[0,1] of Dm(n) satisfies the following con-
ditions.
(3.37)

ψ0 = idVm[Zd](n), ψ1 = Ψ˜,
ð(U˜, ψt(U˜)) < ν1, 0 ≤ t ≤ 1
ψt(U˜)[k]ψt(U˜)[j] = ψt(U˜)[j]ψt(U˜)[k], 1 ≤ j, k ≤ m
Λ(ψt(U˜)) ⊆ Zd, 0 ≤ t ≤ 1
Given any two m-tuples in W = (W1, . . . ,Wm) and Z = (Z1, . . . , Zm) in Vm[Zd](n)
such that ZjWk = WkZj for each 1 ≤ j, k ≤ m, let us set r := ð(W,Z) and let
us write `VW,Z to denote the path in C([0, 1],M
m
n ) defined coordinate wise by the
expressions:
(3.38) `V,k,jW,Z (t) = ϕk,j((1− t)HW,1 + tHZ,1, . . . , (1− t)HW,d+ tHZ,d)Pj , 0 ≤ t ≤ 1,
with 1 ≤ k ≤ m. Here for each 1 ≤ j ≤ d, HW,j , HZ,j are the hermitian matrices de-
scribed by Lemma 3.4, which satisfy the relationsWk =
∑
j ϕk,j(HW,1, . . . ,HW,d)Pj ,
Zk =
∑
j ϕk,j(HZ,1, . . . ,HZ,d)Pj and ð(HW ,HZ) < ν(r), and ν is the function cor-
responding to the parametrization of the components of (3.38). It can be seen that
(3.39)
{
`VW,Z(0) = W, `
V
H,K(1) = Z
ð(`VW,Z(t), `VW,Z(s)) ≤ ν(ð(`HHW,HZ(t), `HHW,HZ(s))), 0 ≤ s, t ≤ 1,
with `HHW,HZ defined by (3.33), and for each 0 ≤ t ≤ 1 we have that the m-
tuple (`V,1W,Z(t), . . . , `
V,m
W,Z(t)), with `
V,k
W,Z(t) =
∑
j ϕk,j((1− t)HW,1 + tHZ,1, . . . , (1−
t)HW,d + tHZ,d)Pj , 1 ≤ k ≤ m, belongs to Vm[Zd](n). By the previous facts we
will have that `VW,Z(t) ∈ Vm[Zd](n) for each 0 ≤ t ≤ 1. Let us write κ to denote
the path defined by the following expression
(3.40) κ(t) = ψt(U˜), 0 ≤ t ≤ 1.
18 FREDY VIDES
By Lemma 3.6 and (3.37) we will have that κ(0) = U˜, κ(1) = Ψ˜(U˜), κ(t) ∈
Vm[Zd](n) and ð(κ(t), U˜) = ð(κ(t), κ(0)) < ν1 for each t ∈ [0, 1].
Let us set ε := 2(ν1 + max{maxx∈[0,δ] ν(x), δ}). By the arguments presented in
the previous paragraphs, we will have that the path γ ∈ C([0, 1],Mmn ) defined by
the expression
γ = ((`U,U˜ ~ κ)~ `Ψ˜(U˜),Ψ(U))~ `Ψ(U),V,
satisfies the conditions
(3.41)
 γ(0) = U, γ(1) = V,γ(t) ∈ Vm[Zd](n), 0 ≤ t ≤ 1,ð(γ(t),U) < ε, 0 ≤ t ≤ 1.
By (3.35) we have that U ε(δ) V relative to Nð(U, ε)∩Vm[Zd](n). This completes
the proof. 
3.1. Graphical analogies of continuous matrix deformations. Given a d-
mainfold Zd ⊆ [−1, 1]m, the effect of an approximate joint isospectral interpolant
ψ ∈ C([0, 1],Mmn ) on a section of an arbitrary compact matrix manifold Vm[Zd](n) ⊆
Im(n) in Mn can be interpreted as a matrix representation of a continuous deforma-
tion of Zd, like the one described in Figure 3 in the particular case when Zd = S2.
Figure 3. Graphical illustration of an approximate isospectral
deformation in V 3[S2](n).
Given a fixed but arbitrary 3-tuple X ∈ V 3[S2](n) ⊆ I3(n), we can think of the
first homeomorphic copy of S2 on the left in Figure 3 as the section of V 3[S2](n)
corresponding to the joint spectra Λ(Dˆ(V 3[S2](n) ∩C∗(X))) (the image of the full
pinching operator extended to 3-tuples in V 3[S2](n)) with respect to a basis in which
X is a m-tuple of diagonal matrices, while the second homeomorphic copy of S2 on
the right in Figure 3 can be interpreted as the section of V 3[S2](n) corresponding
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to the joint spectra Λ(Dˆ(V 3[S2](n)∩C∗(ψ1(X)))) on the same basis in which X is
a m-tuple of diagonal matrices.
Let us consider two m-tuples X and Y in a certain matrix variety Zm ⊆ Mmn .
We can think of each path Xj  ε(δ) X˜j relative to Nð(Xj , ε), as a noncommutative
analogy of the family of paths (pseudospectral-links) connecting the point sets
determined by the spectra σ(D(Xj)) and σ(X˜j) relative to the embedding of D2 ×
[0, 1] in [−1, 1]2 × [0, 1] (where the embedding is induced by the mapping D2 →
B(0, 1) ⊆ [−1, 1]2). In a similar way we can interpret the induced paths X ε(δ) X˜
as noncommutative analogies of the links connecting the joint spectra σ(X) and
σ(X˜) relative to [−1, 1]2n × [0, 1]. An illustration of these analogies are presented
in F.4, F.5 and F.6.
Figure 4. Graphical illustration of a the pseudospectral-links in
D2×[0, 1] corresponding to a matrix path that connects the spectra
of two normal contractions X and Y (with Y diagonal) in M10 with
σ(D(X)) ⊆ ∂B(0, 3/5) and σ(D(Y )) = σ(Y ) ⊆ T1.
Figure 5. Graphical illustration of a the pseudospectral-links in
D2 corresponding to a matrix path that connects the spectra of
two normal contractions X and Y (with Y diagonal) in M55 with
σ(D(X)) ⊆ ∂B(0, 7/10) and σ(D(Y )) = σ(Y ) ⊆ T1.
The paths described in F.5 and F.6 provide a graphical illustration of the ideas
behind the pseudospectral clustering technique implemented in the proofs of Theo-
rems 3.2 and 3.3.
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Figure 6. Graphical illustration of a the pseudospectral-paths
in S2 corresponding to a matrix path that connects the spec-
tra of two triples of pairwise commuting hermitian contractions
X = (X1, X2, X3) and Y = (Y2, Y2, Y3) in V3[S2](7).
4. Applications
4.1. Local Connectivity of some particular Compatc differentiable Matrix
Manifolds. Let us consider the semialgebraic matrix varieties Tm(n) and Sm−1(n)
defined as follows.
(4.1) Tm(n) =
{
U ∈ D2(n) | UkU∗k = 1n, 1 ≤ j, k ≤ m
}
(4.2) Sm−1(n) =
{
H ∈ Im(n)
∣∣∣∣∣
m∑
k=1
H2k = 1n
}
Lemma 4.1. The matrix semialgebraic variety Tm(n) is ULPDC.
Proof. Let m ∈ Z+. Since Tm(n) is defined by (4.1), we will have that if for any
U ∈ Tm(n) we set
(4.3) piH(U) = (Re(U1), Im(U1), . . . , Re(Um), Im(Um)),
then Λ(piH(U)) ⊆ Tm = Πmj=1S1 ⊆ Πmj=1[−1, 1]2 ⊆ R2m. By considering the map-
ping υH : M
2m
n → Mmn , (X1, X2, . . . , X2m−1, X2m) 7→ (X1 + iX2, . . . , X2m−1 +
iX2m), it can be seen that the mapping piH : M
m
n →M2mn determined by equation
(4.3) induces a one to one correspondence between Tm(n) and V 2m(Tm)(n). Be-
cause of this correspondence, we have that any U ∈ Tm(n) has a representation of
the form U = υH(piH(U)).
Given any two (ν, ð)-close tuples U,V ∈ Tm(n) for some given ν > 0, we
will have that the tuples piH(U), piH(V) ∈ V 2m[Tm](n) will be (ν, ð)-close. By
Theorem 3.3 we have that V 2m(Tm)(n) is ULPDC, this implies that given ε > 0,
there is δ > 0 such that if ν < δ, there is a piecewise differentiable path γ ∈
C([0, 1], V 2m[Tm](n)) that solves the connectivity problem piH(U)  ε/2 piH(V)
relative to V 2m[Tm](n) ∩Bð(piH(U), ε/2). By the previous facts we will have that
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the path γˆ defined by the equation γˆ(t) = υH(γ(t)) for each t ∈ [0, 1], solves the
connectivity problem U  ε V relative to Tm(n) ∩ Bð(U, ε). This completes the
proof. 
Lemma 4.2. The matrix semialgebraic variety Sm−1(n) is ULPDC.
Proof. Let m ∈ Z+. Since Sm−1(n) is defined by (4.2), we will have that for any
H ∈ Sm−1(n), Λ(H) ⊆ Sm−1 ⊆ Πmj=1[−1, 1] ⊆ Rm+1. It can be seen that the
identity mapping idMmn induces a one to one correspondence between S
m−1(n) and
V m(Sm−1)(n). Because of this correspondence, we have in fact that Sm−1(n) =
V m(Sm−1)(n). Since by Theorem 3.3 we have that V m(Sm−1)(n) is ULPDC, this
implies that Sm−1(n) = V m(Sm−1(n) is ULPDC. This completes the proof. 
4.2. Local Connectivity of Commutative C∗-Subalgebras of Matrix Alge-
bras. Let us consider the universal C∗-algebras C([−1, 1]m), C(Tm) and C(T1 ×
[−1, 1]) described in terms of generators and relations by the expressions.
C([−1, 1]m) := C∗1
〈
h1, . . . , hm
∣∣∣∣ [hj , hk] = 0−1 ≤ hj ≤ 1, , 1 ≤ j, k ≤ m
〉
,
(4.4)
C(Tm) := C∗1
〈
u1, . . . , um
∣∣∣∣ [uj , uk] = 0,uju∗j = u∗juj = 1, , 1 ≤ j, k ≤ m
〉
,
(4.5)
C(Sm−1) := C∗1
〈
h1, . . . , hm
∣∣∣∣ [hj , hk] = 0 = hj − h∗j , 1 ≤ j, k ≤ m∑m
j=1 h
2
j = 1
〉
.
(4.6)
4.2.1. ULPDC property for C∗-algebras. Given a universal C∗-algebra A that can
be described by the expression A := C∗1 〈x1, . . . , xm,R(x1, . . . , xm)〉, we say that
C∗Rep(A,M∞) (the set of all C∗-representations of A in M∞ :=
⋃
n∈Z+ Mn
‖·‖
)
is uniformly locally piecewise differentiably connected or (ULPDC) if for any two
m-tuples of normal contractions X := (X1, . . . , Xm) and Y := (Y1, . . . , Ym) in
Mmn such that there exist ∗-representations piX ∈ C∗Rep(A,C∗(X)) and piY ∈
C∗Rep(A,C∗(Y)) determined by the equations piX(xj) = Xj and piY (xj) = Yj , 1 ≤
j ≤ m, we have that there are piecewise differentiable contractive normal matrix
paths Xˆj that solve the problems Xj  ε(δ) Yj , for some function ε : R+0 → R+0 ,
with ð(X,Y) ≤ δ, and if in addition there is pit ∈ C∗Rep(A,C∗(Xˆ1(t), . . . , Xˆm(t))
for each 0 ≤ t ≤ 1.
Theorem 4.1. For any integer m ≥ 1 we have that C∗Rep(C[−1, 1]m,M∞) is
ULPDC.
Proof. Since we have that C([−1, 1]m) is described by 4.4. It can be seen that
for any ρn ∈ C∗Rep(C([−1, 1]m),Mn) the m-tuple (ρn(h1), . . . , ρn(hm)) belongs to
Im(n). By Theorem 3.2, for any given ε > 0, there is δ > 0 such that for any two
elements ρn, ρ
′
n ∈ C∗Rep(C([−1, 1]m),Mn) that satisfy the constraint
ð((ρn(h1), . . . , ρn(hm)), (ρ′n(h1), . . . , ρ′n(hm))) ≤ δ,
there is a piecewise differentiable path γ ∈ C([0, 1], Im(n)) that solves the problem
(ρn(h1), . . . , ρn(hm)) ε (ρ′n(h1), . . . , ρ′n(hm))
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relative to Im(n) ∩ Bð(ρn(h1), . . . , ρn(hm), ε). By universality of C([−1, 1]m) we
will have that there is a ∗-representation
pit : C([−1, 1]m)→ C∗(γ(t)[1], . . . , γ(t)[m]) ⊆Mn
for each 0 ≤ t ≤ 1. This completes the proof. 
Theorem 4.2. For any integer m ≥ 1 we have that C∗Rep(C(Tm),M∞) is
ULPDC.
Proof. Since we have that C(Tm) is described by 4.5. It can be seen that for any
ρn ∈ C∗Rep(C(Tm),Mn) the m-tuple (ρn(u1), . . . , ρn(um)) belongs to Tm(n). By
Lemma 4.1, for any given ε > 0, there is δ > 0 such that for any two elements
ρn, ρ
′
n ∈ C∗Rep(C(Tm),Mn) that satisfy the constraint
ð((ρn(u1), . . . , ρn(um)), (ρ′n(u1), . . . , ρ′n(um))) ≤ δ,
there is a piecewise differentiable path γ ∈ C([0, 1],Tm(n)) that solves the problem
(ρn(u1), . . . , ρn(um)) ε (ρ′n(u1), . . . , ρ′n(um)),
relative to Tm(n) ∩ Bð(ρn(u1), . . . , ρn(um), ε). By universality of C(Tm) we will
have that there is a ∗-representation
pit : C(Tm)→ C∗(γ(t)[1], . . . , γ(t)[m]) ⊆Mn
for each 0 ≤ t ≤ 1. This completes the proof. 
Theorem 4.3. For any integer m ≥ 1 we have that C∗Rep(C(Sm−1),M∞) is
ULPDC.
Proof. Since we have that C(Sm−1) is described by 4.6. It can be seen that for any
ρn ∈ C∗Rep(C(Sm−1),Mn) the m-tuple (ρn(h1), . . . , ρn(hm)) belongs to Sm−1(n).
By Lemma 4.2, for any given ε > 0, there is δ > 0 such that for any two elements
ρn, ρ
′
n ∈ C∗Rep(C(Sm−1),Mn) that satisfy the constraint
ð((ρn(h1), . . . , ρn(hm)), (ρ′n(h1), . . . , ρ′n(hm))) ≤ δ,
there is a piecewise differentiable path γ ∈ C([0, 1],Sm−1(n)) that solves the prob-
lem
(ρn(h1), . . . , ρn(hm)) ε (ρ′n(h1), . . . , ρ′n(hm)),
relative to Sm−1(n) ∩ Bð(ρn(h1), . . . , ρn(hm), ε). By universality of C(Sm−1) we
will have that there is a ∗-representation
pit : C(Sm−1)→ C∗(γ(t)[1], . . . , γ(t)[m]) ⊆Mn
for each 0 ≤ t ≤ 1. This completes the proof. 
4.2.2. Spherical Unitaries and Completely Positive Maps on Matrix Algebras. Given
m,n ∈ Z+, let us consider any unital completely positive (CP) map (in the sense
of [6] and [23]) ψS : M∞ → M∞ determined for each X ∈ Mn by some m-tuple
S = (S1, . . . , Sm) ∈Mmn by the expression
(4.7) ψS(X) =
m∑
k=1
SjXS
∗
j ,
We will call the map ψS, the CP map induced by S. If in addition we have that
S ∈ Dm(n), and if the elements of S satisfy the contraint ∑mj=1 SjS∗j = 1n, we
will call a map like ψS a m−spherical CP (m-SCP) map, since the m-tuple S is
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a matrix representation of the universal operators known as spherical unitaries in
the sense of [8] and [23]. The set of m-SCP maps acting on Mn will be denoted by
SCPm(Mn), similarly the set of m-SCP maps acting on M∞ will be denoted by
SCPm(M∞) . We will call any m-tuple like S a spherical unitary, and will denote
by SUm(n) the set of all spherical unitaries in Mmn described as follows.
(4.8) SUm(n) =
{
S ∈ Dm(n)
∣∣∣∣∣
m∑
k=1
SkS
∗
k = 1n
}
Lemma 4.3. The matrix semialgebraic variety SUm(n) is ULPDC.
Proof. Let m ∈ Z+ and let us consider the maps piH and υH implemented in the
proof of Lemma 4.1. Since SUm(n) is defined by (4.8), we will have that for any
S ∈ SUm(n) we have that Λ(piH(S)) ⊆ S2m−1 ⊆ Π2mj=1[−1, 1] ⊆ R2m. As in the
proof of Lemma 4.1 we will have that there is a one to one correspondence between
SUm(n) and V 2m(S2m−1)(n). Because of this correspondence, we have that any
S ∈ SUm(n) has a representation of the form S = υH(piH(S)).
Given any two (ν,ð)-close tuples S,T ∈ SUm(n) for some given ν > 0, we
will have that the tuples piH(S), piH(T) ∈ V 2m[S2m−1](n) will be (ν, ð)-close. By
Theorem 3.3 we have that V 2m(S2m−1)(n) is ULPDC, this implies that given
ε > 0, there is δ > 0 such that if ν < δ, there is a piecewise differentiable path γ ∈
C([0, 1], V 2m[S2m−1](n)) that solves the connectivity problem piH(S)  ε/2 piH(T)
relative to V 2m[S2m−1](n) ∩ Bð(piH(U), ε/2). By the previous facts we will have
that the path γˆ defined by the equation γˆ(t) = υH(γ(t)) for each t ∈ [0, 1], solves
the connectivity problem S  ε T relative to SUm(n) ∩ Bð(U, ε). This completes
the proof. 
Theorem 4.4. For any integer m ≥ 1 and any universal spherical unitary S =
(s1, . . . , sm) we have that C
∗Rep(C∗(S),M∞) is ULPDC.
Proof. Since we have that C∗(S) is described in terms of generators and relations
by the expression.
(4.9) C∗(S) := C∗1
〈
s1, . . . , sm
∣∣∣∣ [sj , sk] = 0 = sjs∗j − s∗jsj , 1 ≤ j, k ≤ m∑m
j=1 sjs
∗
j = 1
〉
.
It can be seen that for any ρn ∈ C∗Rep(C∗(S),Mn) them-tuple (ρn(s1), . . . , ρn(sm))
belongs to SUm(n). By Lemma 4.3, for any given ε > 0, there is δ > 0 such that
for any two elements ρn, ρ
′
n ∈ C∗Rep(C∗(S),Mn) that satisfy the constraint
ð((ρn(s1), . . . , ρn(sm)), (ρ′n(s1), . . . , ρ′n(sm))) ≤ δ,
there is a piecewise differentiable path γ ∈ C([0, 1],SUm(n)) that solves the problem
(ρn(s1), . . . , ρn(sm)) ε (ρ′n(s1), . . . , ρ′n(sm)),
relative to SUm(n) ∩ Bð(ρn(s1), . . . , ρn(sm), ε). By universality of C∗(S) we will
have that there is a ∗-representation
pit : C
∗(S)→ C∗(γ(t)[1], . . . , γ(t)[m]) ⊆Mn
for each 0 ≤ t ≤ 1. This completes the proof. 
Let us write CP(Mn) to denote the set of completely positive linear maps on
Mn, let us extend the ULPDC property to subsets of CP(Mn).
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Definition 4.1. We say that s subset S ⊆ CP(Mn) is ULPDC if given two maps
ψS, ψT ∈ S induced by two m-tuples S,T ∈ Mmn and given ε > 0, there is δ > 0
such that if ð(S,T) < δ, then there is a piecewise differentiable path {Ψt}t∈[0,1] ⊆ S
such that Ψ0 = ψS, Ψ1 = ψT, and ‖Ψt(X) − ΨS(X)‖ < ε for each t ∈ [0, 1] and
any contraction X ∈Mn.
The following lemma was motivated by some connections between the connec-
tivity properties of CP(M∞) and the classification of quantum phases in the sense
of [22].
Lemma 4.4. For any integer m ≥ 1 we have that SCPm(M∞) is ULPDC.
Proof. Let m ∈ Z+. It can be seen that for any S,T ∈ SUm(n) and any X ∈ Mn
such that ‖X‖ ≤ 1, the following estimate holds for the corresponding induced CP
maps.
‖ψS(X)− ψT(X)‖ =
∥∥∥∥∥∥
m∑
j=1
SjXS
∗
j −
m∑
j=1
TjXT
∗
j
∥∥∥∥∥∥
≤
m∑
j=1
‖SjXS∗j − TjXT ∗j ‖
≤
m∑
j=1
2‖Sj − Tj‖‖X‖
≤ 2mð(S,T).(4.10)
Since SUm(n) is ULPDC by Lemma 4.3, we have that given ε > 0, there is
δ > 0 such that for any two m-tuples S,T ∈ SUm(n) that satisfy the constraint
ð(S,T) < δ, there is a piecewise differentiable path γ ∈ C([0, 1],SUm(n)) that solves
the problem S ε/(2m) T relative to SUm(n)∩Bð(S, ε/(2m)). Let us set Ψt = ψγ(t)
for each t ∈ [0, 1]. It can be seen that Ψ0 = ψS, Ψ1 = ψT, Ψt ∈ SCPm(Mn) for
each t ∈ [0, 1], and by the estimate (4.10) we will have that for any X ∈ Mn such
that ‖X‖ ≤ 1,
‖Ψt(X)− ψS(X)‖ ≤ 2mð(γ(t),S) < 2m(ε/(2m)) = ε.
This completes the proof. 
5. Hints and Future Directions
The implications of the results in sections §3 and §4 in uniform local path con-
nectivity of other subsets of CP (M∞) will be further explored, some connections
to fixed pont approximations for particular types of elements in CP(M∞) will be
studied as well.
By considering matrix paths as continuous/differentiable analogies of numeri-
cal linear algebra algorithms in the sense of [7], we will work on the adaptation
and application of the results in sections §3 and §4 to the structure-preserving ap-
proximation/perturbation of families of structured matrices with some particular
spectral behavior in the sense of [1, 2, 18, 17, 21].
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