Abstract-For any integer 1 and for any prime power q, an explicit construction of an infinite family of completely regular (and completely transitive) q-ary codes with d = 3 and with covering radius is given. The intersection array is also computed. Under the same conditions, the explicit construction of an infinite family of q-ary uniformly packed codes (in the wide sense) with covering radius , which are not completely regular, is also given. In both constructions, the Kronecker product is the basic tool that has been used.
I. INTRODUCTION

L
ET be a finite field of the order and let . Let denote the Hamming weight of a vector and let denote the Hamming distance between two vectors . We say that two vectors and are neighbors if . A -ary linear -code is a -dimensional subspace of , where is the length, is the cardinality of , and is the minimum distance
The error correcting capability of a code with minimum distance is given by . Given any vector , its distance to the code is and the covering radius of the code is Let be a coset of , where means the component-wise addition in . The weight of is the minimum weight of the codewords of . For an arbitrary coset of of weight denote by its weight distribution, where denotes the number of words of of weight . Notice that for all . Definition 1: A -ary linear code with covering radius is called completely regular if the weight distribution of any coset of of weight is uniquely defined by the minimum weight of , i.e., by the number .
Definition 2:
Let be a -ary code of length and let be its covering radius. We say that is uniformly packed in the wide sense, i.e., in the sense of [1] , if there exist rational numbers such that for any (1) where is the number of codewords at distance from .
The case corresponds to uniformly packed codes, suggested in [10] , and the case and corresponds to uniformly packed codes in the narrow sense or sometimes called strongly uniformly packed codes, suggested in [19] ; see more special cases of such codes in [7] , [9] , [10] , [19] . It is well known (see, for example, [5] ) that any completely regular code is uniformly packed in the wide sense. In turn, uniformly packed codes with are completely regular [10] , [19] , including some extended such codes [1] , [2] , [19] . But till now, the only known examples of uniformly packed codes, which are not completely regular, were the known binary (primitive in narrow sense) Bose-Chaudhuri-Hockquenghem (BCH) codes of length ( odd) with minimum distance [6] and the -linear Goethals-like codes of length ( even) with minimum distance [12] (including extended codes for both families of codes). In both cases, the codes have covering radius , and for extended codes.
It has been conjectured for a long time that if is a completely regular code and , then [15] . For the special case of linear completely transitive codes [17] , the analogous conjecture was solved in [3] and [4] proving that for such nontrivial codes do not exist. Hence, the existing completely regular codes and completely transitive codes have small error correcting capability. With respect to the covering radius, Solé in [17] uses the direct sum of copies of fixed perfect binary -code of length to construct infinite families of binary completely regular codes of length with covering radius . Thus, using [17] , the covering radius of the resulting code is growing to infinity with the length of the code.
One of the main purposes in the current paper is to describe a method of constructing linear completely regular and completely transitive codes with arbitrary covering radius, which is constant when the length of the resulting code is growing to infinity. More exactly, for any prime power and for any natural 0018-9448/$26.00 © 2009 IEEE number we give, in Theorem 1, an explicit construction of an infinite family of linear -ary completely regular and completely transitive codes with lengths and with fixed covering radius , where is any integer (an earlier approach in this direction can be found in [16] ). The intersection array for these completely regular codes is computed in Theorem 2.
Under the same conditions (i.e., for any prime power and for any natural number ) we give an explicit construction of an infinite family of -ary linear uniformly packed codes (in the wide sense) with lengths and with covering radius , where and are any integers. None of these codes are completely regular.
II. PRELIMINARY RESULTS
For a given -ary code with covering radius define
We also use the following alternative standard definition of complete regularity [15] . [10] ).
Denote by the parity-check matrix of a perfect Hamming -code over , where . Let denote the elements of . Then the matrix can be expressed, up to equivalence, through the matrix as follows [18] : (2) where is the zero column and where . Note that, under such construction, the following lemma is straightforward.
Lemma 3:
The first columns of are all the possible binary vectors of length and of weight . In each column of the first, from the top, nonzero element is equal to .
We also need the following property of the matrix [18] . A matrix is called monomial if there is exactly one nonzero entry in each row and column. Let be a linear code of length over , a finite field of size a prime power . The automorphism group of consists of all monomial matrices over such that for all . If is a power of a prime number, then also contains all the field automorphisms of which preserve . Note that, for binary codes, the automorphism group coincides with the subgroup of the symmetric group consisting of all permutations of the coordinate positions which send into itself. The group induces an action on the set of cosets of in the following way: for all and for every vector we have . In [17] , the concept of completely transitive binary linear code was introduced and it can be generalized to the following definition, which also corresponds to the definition of cosetcompletely transitive code in [11] .
Definition 4:
Let be a linear code over with covering radius . Then is completely transitive if has orbits when acting on the cosets of .
Since two cosets in the same orbit should have the same weight distribution, it is clear that any completely transitive code is completely regular.
III. KRONECKER PRODUCT CONSTRUCTION
In this section, we describe a new construction which provides for any natural number and for any prime power an infinite family of -ary linear completely regular codes with covering radius . 
where and denotes the th row vector of this matrix .
Vectors , which have as a parity-check matrix, can also be presented in the same matrix notation that we will call matrix representation and we will denote by .
Let us go to a further view on the codewords of , the code over which has as a parity-check matrix. Consider vector and use the matrix representation in (3), hence , where means the transpose vector. Now compute the syndrome vector which, in a matrix representation, leads us to a matrix that we will equal to zero. We have (4) With this last property, it is easy to note that any matrix with codewords of as rows belong to the code and also any matrix with codewords of as columns belongs to the code . On the other hand, all the codewords in can always be seen as linear combinations of matrices of both types above.
Moreover, it is straightforward to state the following wellknown fact.
Lemma 5:
Codes defined by the parity-check matrices and are permutation equivalent.
From now on, we assume that matrix (respectively, ) is a parity-check matrix of a Hamming code with parameters (respectively, ), where (respectively, ) and (respectively, ). Any codeword , which has nonzero elements only in one row (or only in one column) will be called a line. Since and are parity-check matrices of Hamming codes (i.e., they have minimum distances ), there are lines of weight . Denote by a row line of weight (respectively, a column line ) such that the codeword of weight , whose nonzero th row (respectively, nonzero th column) has nonzero elements in columns (respectively, in rows ). Recall that this means the following equality for the corresponding columns , and of matrix (respectively, for the columns , and of matrix ) respectively,
Denote the set of row indices as (respectively, of column indices as ). Using Lemma 3, we will fix throughout this paper the following ordering for the columns of the matrices and : the first indices of (respectively, the first indices of ) correspond to the column vectors of (respectively, of ) of weight one.
Note that we will take the first, from the top, nonzero coordinate in any column of (respectively, of ) equal to .
By definition of a perfect code (with minimum distance ) any vector of weight is covered by a codeword of weight . In terms of lines, this means that for any row index , any , and any two distinct there is a unique row line . Similarly, for any and any two distinct , there is a unique column line . It is well known that the linear span of the vectors of weight three in a Hamming code is the whole code. Hence, the linear span of the row lines of weight three and the column lines of weight three gives all the codewords of .
Given a vector , let be its matrix representation. We will call the submatrix containing the first rows and columns of the matrix the main submatrix. It is easy to see that we can obtain a new vector in the same coset such that its matrix representation has zero elements everywhere, except into the main submatrix.
Definition 6: Given a vector , the matrix representation of the vector from the same coset , with zeroes everywhere, except into the main submatrix, is called the main submatrix representation of and is denoted by .
For an arbitrary matrix over denote by the new matrix over obtained from by adding zero columns and zero rows. Since the syndrome of is unique and has the same value for all the vectors from coset we have immediately the following lemma.
Lemma 6: Given a vector
, let be its main submatrix representation and let be its syndrome. We have that Note that for a given vector , the way to obtain a new vector in the same coset is adding codewords of to or, using more geometrical wording, "passing a line" across the row or column (if there are two or more nonzero positions in this row or column) of . Sometimes, we will use this geometrical language for the sake of brevity.
Take a vector such that all the elements in the matrix representation are zeroes, except one. Hence, there are two specific values such that and for all . Our next goal is to compute the main submatrix representation of the above vector . 
Proof: For a given vector of weight with value in its nonzero coordinate position , the equality comes directly from the equality (4).
Remark 1:
Clearly, not all the indices in (respectively, in ) are zeroes. Hence, we can denote by (respectively, ) the first nonzero index (recall, by the order we took, that the first, from the top, nonzero coordinate in any column of and is equal to ).
It is important to point out that given any matrix and any vector of weight the differs from , at the most by . Hence (7) Now, we have the following useful property for matrix .
Proposition 1:
Let be any vector and be its main submatrix representation. Then the distance of to the code is Proof: First, we can assume, without loss of generality, that a given vector at distance from has weight . Then, we can present as a sum of vectors of weight one, i.e., (8) which implies, by linearity of and using (4), that . Therefore (9) Then, from (7), using that and that , for (see Lemma 7), we conclude that On the other hand, from (8) and the equality , for , we deduce immediately that (10) The following theorem shows that the code constructed by the Kronecker product is a completely transitive code and, therefore, is a completely regular code. The next goal is to compute the intersection array for this completely regular code .
Theorem 2:
Let be the same -ary completely regular -code constructed in Theorem 1. Then, has the following intersection numbers for :
Proof: Let , where . We want to count the values of so, the neighbors of in , respectively. Take , where is an matrix and for all , where and . As stated in Proposition 1, taking the appropriate representative in , we can always think that has nonzero positions. Now, doing an arrangement in the order, and taking multiples if we need it, of the column vectors (respectively, row vectors ), we can see that has exactly nonzero entries, of value , at the first places of the main diagonal. Let be the set of these column vectors (respectively, let be the set of these column vectors ).
The case follows immediately (any location of contributes clearly only to the number ) Now consider the general case:
. First, assume that is a vector of weight one with nonzero position such that the vector is linearly independent from the vectors in (respectively, is linearly independent from the vectors in ). The only contribution is and so it is easy to find that 
If (see Remark 1) are such that or then the rank of the above matrix (13) would be greater than . Hence, we can assume and and use to simplify the other rows in (13). We can take , i.e., and . For all with , subtract the first row, multiplied by from the th row of the matrix (13) . Then the matrix (13) 
It is easy to see that the rank of the above matrix is plus the rank of the following matrix :
Now, our goal is to count in how many ways, for different choices of and , the rank of is zero. This happens when all the (for ); all the (for ), and the following equation is true: (17) Recall that the elements and are the expanding coefficients of the column of the matrix and, respectively, of the column of , i.e., and where are the vectors of weight one of length and , respectively, and where is the coordinate of the nonzero position of the vector of weight .
According to the order we took for the columns of and , the first nonzero elements among and are equal to . Hence, the number of all such different choices for is equal to . Now, for each one of such choices of elements , we can solve (17) , which has degrees of freedom and, hence, solutions. This gives that the number of solutions of (17) is equal to which is the number in the statement of the theorem. Then, the element is uniquely computed from and .
IV. KRONECKER PRODUCT CONSTRUCTION OF UNIFORMLY PACKED CODES
The following theorem describes the explicit construction of an infinite family of -ary linear uniformly packed codes (in the wide sense) with fixed covering radius , where is any prime power, and where is an arbitrary natural number.
The interesting fact here is that these codes are not completely regular. . Let (respectively, ) be a parity-check matrix of code (respectively, ). Then, the matrix , the Kronecker product of and , is a parity-check matrix of a -ary uniformly packed (in the wide sense)
-code with covering radius , where
Furthermore, code is not completely regular. Proof: Note that is an matrix Hence, the matrix has a very simple structure where denotes the zero matrix. Recall that (respectively, ) denotes the th column of (respectively, the th column of ). Any -ary vector of length can be presented as follows:
where is a -ary vector of length for any . Matrix contains as columns, up to multiplicative scalar, any nonzero vector over of length . Hence, with a linear combination of, at most, columns in we can have the given vector and thus . To see that is enough to choose as a vector with all nonzero mutually different component vectors , for . Such a choice is possible, since . We conclude that . Now we turn to the outer distance of (i.e., the number of different nonzero weights of codewords in ). Matrix is the parity-check matrix of a Hamming code so, after Lemma 4, we conclude that all the nonzero linear combinations of the rows in have the same weight . Now consider any linear combination over of rows of . It is easy to see, by the shape of that the number of different nonzero weights go from until so, the number of different nonzero values for the weight of the codewords in the code generated by the matrix is equal to . Hence, the outer distance of is equal to and so, . Now, using Lemma 2, we conclude that the code is uniformly packed in the wide sense, i.e., in the sense of [1] . To finish the proof, we have to show that is not completely regular. 2) The case can also be solved using Theorem 1. For , the repetition code is a Hamming code and both Theorems 1 and 2 apply. For , the obtained code is not completely transitive, but the computation of the intersection numbers follows with the same argumentation used there in Theorem 2.
