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Abstract
This paper extends theorems of Belegradek about poly-regular groups of finite rank to certain poly-regular groups of infinite
rank. A model-theoretic property aiding these investigations is the elimination of unbounded quantifiers, and the paper establishes
both a general model-theoretic test for this property and results about bounded quantifiers in the special context of ordered Abelian
groups.
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1. Introduction
An ordered Abelian group is n-regular just in case any open interval (x, y) in the group with at least n elements
contains an n-divisible element. An ordered Abelian group is regular just in case it is n-regular for all integers n > 1.
Every Archimedean group is regular, and Robinson and Zakon showed that every regular ordered Abelian group,
viewed as a structure for the language L = {≤,+,−, 0} of ordered Abelian groups, is elementarily equivalent to
an Archimedean ordered group ([12], Theorem 3.5). They also found that the L-theory of a regular group G is
determined by its Szmielew invariants – the cut that |G/pG| makes in N, for all primes p – and whether or not
G is discretely ordered. Behind these results were proofs of model completeness for theories of regular groups in
languages extending L by unary relation symbols for the relations “divisible by n” for each n > 1 (as well as a unary
relation symbol singling out the least positive element, when the group is discrete). In fact, the theory of a regular
group admits elimination of quantifiers if one expands L by binary relation symbols≡n for the relation of congruence
modulo n – for each n > 1 – as well as a constant symbol for the least positive element, when the group is discrete
([15], Proposition 2.3 and Theorem 2.6).
Belegradek has generalized the notion of regular group to that of poly-regular group [1]. An ordered Abelian group
G is poly-regular just in case it has a poly-regular system: a well-ordered continuous chain S of convex subgroups
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of G, starting with {0} and ending with G, in which quotients of successive groups are regular. Finite lexicographic
products G1
←−× · · ·←−×Gn of regular groups G1, . . . ,Gn are poly-regular but usually not regular.1 Another example
arises when θ > 0 is an ordinal and Gi is a regular group for i < θ :
⊕
i<θ Gi becomes a poly-regular group if
ordered so that when (gi )i<θ 6= (g′i )i<θ ,
(gi )i<θ < (g′i )i<θ iff g j < g′j for j the greatest i with gi 6= g′i .
With each poly-regular group G Belegradek associates a canonical poly-regular system R(G), whose order type
α + 1 yields the (poly-regular) rank α = α(G) of G (remember that a poly-regular system for G always has greatest
element G). So if the regular groups G1, . . . ,Gn are nontrivial and at most G1 is divisible, G1
←−× · · ·←−×Gn has rank
n; if for i < θ the regular group Gi is nontrivial, and divisible only when i is 0 or a limit ordinal,
⊕
i<θ Gi has rank
θ . After developing the general theory of poly-regular groups, Belegradek establishes model-theoretic properties of
poly-regular groups of finite rank. He shows, among other results, that an L-structure G elementarily equivalent to
a poly-regular group of rank n is poly-regular of rank n, and is elementarily equivalent to a group G1
←−× · · ·←−×Gn ,
where each Gi is a nontrivial Archimedean group, at most G1 is divisible, and Th(G) determines and is determined by
the invariants characterizing the Gi ’s as regular groups. Belegradek also characterizes the definable convex subgroups
of a poly-regular group G of finite rank: they are the groups inR(G), all of which are ∅-definable.
All these conclusions are reached without the help of a property like model completeness or elimination of
quantifiers. Even if one expands L by constant symbols and relation symbols ≡n for congruences, the theories of
most poly-regular groups of finite rank do not admit elimination of quantifiers ([16], p. 115).
The present paper will extend some of Belegradek’s model-theoretic results to certain poly-regular groups of
infinite rank. The compactness theorem introduces into the study of such groups problems that do not arise in the
finite-rank case: for example, the poly-regular group
⊕
i<ω Z is elementarily equivalent to ordered groups which are
not poly-regular but have something like a poly-regular system with order type a nonstandard model of (ω+ 1,≤, 0).
Balancing out the trouble of working with these nonstandard models is the presence of a model-theoretic property
akin to elimination of quantifiers. In L, call a quantifier bounded just in case it occurs in a context ∀|x | ≤ |t |ϕ =
∀x(|x | ≤ |t | → ϕ)
or in a context ∃|x | ≤ |t |ϕ =
∃x(|x | ≤ |t | ∧ ϕ),
where t is anL-term not containing x ; and call anL-formula bounded just in case all its quantifiers are bounded. AnL-
theory T of ordered Abelian groups is said to admit elimination of unbounded quantifiers just in case every L-formula
is equivalent modulo T to a bounded formula. Sections 5 and 6 will show that the L-theories of poly-regular groups
of finite rank, as well as the L-theories of certain poly-regular groups of infinite rank, admit elimination of unbounded
quantifiers. Because bounded formulas are to convex subgroups as quantifier-free formulas are to subgroups, theories
T admitting elimination of unbounded quantifiers have properties resembling model completeness and preservation
under unions of chains as long as the relevant inclusions are convex. One may exploit these properties to restrict the
logical form of axioms for T and in certain cases to relate nonstandard models of T to convex standard elementary
submodels.
The present study of this quantifier-elimination property rests on the fundamental work of Gurevich [7]. He devised
a two-sorted language, for ordered Abelian groups, allowing quantification over convex subgroups, and proved that
every formula in this language is equivalent, over ordered Abelian groups, to a formula without quantifiers over group
elements. Section 2 describes his two-sorted language as well as axioms yielding first-order versions of his quantifier-
elimination result. One of these versions is used to show that every nontrivial ordered Abelian group is convex in a
proper elementary extension, and this result is exploited in turn to establish a collection principle for ordered Abelian
groups.
Section 3 presents a model-theoretic test for elimination of unbounded quantifiers as well as a version of the
Chang–Łos´–Suszko theorem for convex chains of ordered Abelian groups (chains in which each group is convex in
its successor).
1 When G and H are ordered Abelian groups, H←−×G is their direct product, ordered so that G comes first: i.e., (h, g) ≤ (h′, g′) just in case
g < g′ or both g = g′ and h ≤ h′.
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Section 4 introduces a two-sorted language, simpler than that of Gurevich, appropriate for the description of poly-
regular groups. In this language one may formulate a theory Lex(Tv,F) of lexicographically ordered groups and show
that model-theoretic properties of the theory Tv of the value sort transfer to Lex(Tv,F).
Specific examples finally arise in Section 5, which discusses the theories of ordered Abelian groups
⊕
i<θ Gi , as
above, in which the elementary-equivalence invariants of the regular groups Gi are definable in a special way in the
ordered set (θ,≤, 0). Though most of Belegradek’s results on poly-regular groups of finite rank are special cases of
the results proved here, the present proofs are less direct in order to deal with infinite θ .
Section 6 extends many of Belegradek’s results to ordered Abelian groups
⊕
i<ω Gi , as above, in which the
elementary-equivalence invariants of the regular groups Gi are eventually periodic: i.e., periodic outside of finite
sets. Because “eventually periodic” means “definable in Presburger arithmetic” rather than “definable in (N,≤, 0)”,
the results of Section 5 do not capture all the examples studied here.
The Conclusion, finally, mentions open problems suggested by the results of Sections 5 and 6.
2. Some two-sorted theories of ordered Abelian groups
In ([7], p. 209) Gurevich presents a two-sorted language EXL, for ordered Abelian groups, featuring both an
(ordered) group sort and a (convex) subgroup sort. There is a symbol for identity in each sort, but cross-sort identities
are not allowed. The only other symbols purely of group sort – i.e., taking group-sort arguments and producing
either terms of group sort or atomic formulas – are the symbols of ELL = {<,+,−, 0} and unary relation symbols
D(p, s, k, ) and E(p, s, c, ), where p is prime and 1 ≤ k ≤ s and c are integers. The only other symbols purely
of subgroup sort are a constant symbol ∅, a unary function symbol +, a binary relation symbol ⊂, and unary relation
symbols E(. . . ) and p(s, k, . . . ) > r , where 1 ≤ k ≤ s and r ≥ 0 are integers and p is prime. EXL also contains
symbols of mixed sort: there are unary function symbols A( ) and F(p, s, ) (p prime, s ≥ 1) taking group-sort
terms as arguments and yielding terms of subgroup sort, and binary relation symbols ∈ . . . , = l mod . . . ,
< l mod . . . , and > l mod . . . ( for a term of group sort and . . . for a term of subgroup sort; l is an integer).
In what follows EXL# will be an extension of EXL by symbols purely of subgroup sort (constant symbols of subgroup
sort; function symbols taking arguments of subgroup sort and producing terms of subgroup sort; and relation symbols
whose arguments are of subgroup sort).
If G is an ordered Abelian group viewed as an ELL-structure, Gurevich expands G to an EXL-structure GEXL ([7],
pp. 209–210). The elements of the subgroup domain Gs of GEXL are the empty set and the convex subgroups of G.
∅ names the empty set, ⊂ corresponds to the relation of proper inclusion of sets, and B+ is the least element of Gs
strictly containing B ∈ Gs, if such an element exists, and is B otherwise (thus ∅+ names {0}). When b ∈ G − {0},
AGEXL(b) is the greatest convex subgroup of G that does not contain b; AGEXL(0) is the empty set. When b ∈ G− psG,
FGEXL(p, s, b) is the greatest convex subgroup H of G for which b + H is not ps-divisible in G/H ; when b ∈ psG,
FGEXL(p, s, b) is the empty set. ∈GEXL is the relation of set membership between elements of G and elements of Gs.
EGEXL is the class of convex subgroups H of G for which G/H is discretely ordered (so the empty set does not belong
to EGEXL ). When l 6= 0, = l mod . . . ( < l mod . . . , > l mod . . . ) corresponds to the relation between those
group elements b and convex subgroups H ∈ EGEXL with b + H = l + H (b + H < l + H , b + H > l + H ). When
l = 0, = l mod . . . ( < l mod . . . , > l mod . . . ) corresponds to the relation between those group elements b
and convex subgroups H with b ∈ H (b + H < 0 + H , b + H > 0 + H ). Given the interpretations of the symbols
so far, one may show that when H is a convex subgroup of G, p is prime, and s ≥ 1,
Γ1(p, s, H) = {x ∈ G : F(p, s, x) ⊂ H}
and
Γ2(p, s, H) = {x ∈ G : F(p, s, x) ⊆ H}
are subgroups of G with quotient
Γ (p, s, H) = Γ2(p, s, H)/Γ1(p, s, H)
in which every element is annihilated by ps ([7], p. 196). Γ (p, s, H) is therefore a direct sum of cyclic groups of
orders pk with 1 ≤ k ≤ s, and the number of summands of order pk in any such direct-sum decomposition is fixed
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by Γ (p, s, H) ([5], Section 11). In GEXL, p(s, k, . . . ) > r corresponds to the collection of convex subgroups H
for which Γ (p, s, H) has more than r direct summands of order pk . Finally, one may interpret D(p, s, k, ) and
E(p, s, c, ) in GEXL by demanding that they satisfy
∀x(D(p, s, k, x)↔ ∃y[x = ps y ∨ (F(p, s, x − pk y) ⊂ F(p, s, x) = F(p, s, y))])
and
∀x(E(p, s, c, x)↔ ∃y[y = 1mod F(p, s, x) ∧ F(p, s, x − cy) ⊂ F(p, s, x)]).
When x ∈ G is not ps-divisible, D(p, s, k, x) just in case the image x of x in Γ (p, s, F(p, s, x)) is pk-divisible ([7],
Corollary 1.13); when E(F(p, s, x)), E(p, s, c, x) just in case x is the image of the integer c from G/F(p, s, x) ([7],
Corollary 1.14).
In [7] Gurevich is interested only in structures GEXL obtained from ELL-structures G which are ordered Abelian
groups: so his metamathematical results really belong to monadic second-order logic, with second-order quantifiers
governing convex subgroups. To exploit Gurevich’s results in the context of first-order model theory it is convenient to
have a first-order version of his theorem eliminating group quantifiers from EXL-formulas ([7], Theorem 7.1); though
Gurevich himself presented such a result in his Doctor of Mathematics dissertation, it was never published ([7], p.
194). To obtain such a first-order result one need merely study his proof to isolate axioms, in the language EXL, that
are true in all the expanded ordered Abelian groups GEXL and permit his argument to proceed in first-order logic.
In what follows x, y, z, . . . are group-sort variables, t, u, v, . . . are group-sort terms, X, Y, Z , . . . are subgroup-
sort variables, T,U, V, . . . are subgroup-sort terms, T ⊆ U abbreviates T ⊂ U∨T = U , ST abbreviates {x : x ∈ T },
and G abbreviates {x : x = x} (both in a sense that should be clear below).
EXT1 is the first-order EXL-theory containing sentences with the following import (for the sake of legibility initial
universal quantifiers are often dropped):
(1) G is an ordered Abelian group
(2) ⊂ is a strict linear ordering with least element ∅
(3) x 6∈ ∅
(4) x ∈ ∅+ ↔ x = 0
(5) X 6= ∅ → SX is a convex subgroup of G
(6) X = Y ↔ ∀z(z ∈ X ↔ z ∈ Y )
(7) X ⊆ Y ↔ ∀z(z ∈ X → z ∈ Y )
(8) x 6∈ A(x) ∧ ∀Y (x 6∈ Y → Y ⊆ A(x))
(9) ∀y(x + ps y 6∈ F(p, s, x)) ∧ ∀Z [∀y(x + ps y 6∈ Z)→ Z ⊆ F(p, s, x)]
(10) X ⊆ X+ ∧ ∀W [X ⊂ W ∧ ∀V (X ⊂ V → W ⊆ V )→ X+ = W ] ∧ [∀W (X ⊂ W → ∃V (X ⊂ V ⊂ W ))→
X+ = X ]
(11) X ⊂ X+ ↔ ∃y(X = A(y))
(12) X = A(y) ∧ X 6= ∅ → SX+/SX is n-regular (for each n ≥ 2)
(13) E(X)↔ ∃y(X = A(y)) ∧ X 6= ∅ ∧ G/SX is discretely ordered
(14) p(s, k, X) > r ↔ ∃y1 . . . ∃yr+1(∧1≤i≤r+1,1≤a<pk (F(p, s, ayi ) = X ∧ F(p, s, pk yi ) ⊂ X) ∧∧
b∈[0,pk )r+1−{0} ∀z(F(p, s, z) ⊆ X → F(p, s,
∑r+1
i=1 bi yi − pkz) = X)) (for p prime, 1 ≤ k ≤ s, and r ≥ 0)
(15) y = 1mod X ↔ E(X) ∧ 0 < y ∧ y 6∈ X ∧ ∀z(0 < z ∧ z 6∈ X ∧ z ≤ y → y − z ∈ X)
(16) y = l mod X ↔ E(X) ∧ ∃w(w = 1mod X ∧ y − lw ∈ X) (when l ∈ Z− {0, 1})
(17) y = 0mod X ↔ y ∈ X
(18) y < l mod X ↔ E(X) ∧ ∃w(w = 1mod X ∧ y < lw ∧ y − lw 6∈ X) (when l ∈ Z− {0})
(19) y < 0mod X ↔ X 6= ∅ ∧ y < 0 ∧ y 6∈ X
(20) y > l mod X ↔ E(X) ∧ ∃w(w = 1mod X ∧ lw < y ∧ y − lw 6∈ X) (when l ∈ Z− {0})
(21) y > 0mod X ↔ X 6= ∅ ∧ 0 < y ∧ y 6∈ X
(22) D(p, s, k, x)↔ ∃y[x = ps y ∨ (F(p, s, x − pk y) ⊂ F(p, s, x) = F(p, s, y))] (for p prime and 1 ≤ k ≤ s)
(23) E(p, s, c, x)↔ ∃y[y = 1 mod F(p, s, x) ∧ F(p, s, x − cy) ⊂ F(p, s, x)] (for p prime, s ≥ 1 and c ∈ Z).
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When G is an ordered Abelian group, GEXL obeys all these axioms (for (14), see [7], Corollary 1.6). In general, a model
H of EXT1 consists of an ordered Abelian group H (by (1)) in which the subgroup sort is in bijective correspondence
with a subset S = {SB : B is in the subgroup domain} of P(H) consisting of the empty set, H , {0}, and certain
convex subgroups of H (by (2)–(7)); under this correspondence, ⊂ corresponds to the relation of proper inclusion of
sets. When x ∈ H , SA(x) is the greatest element in S to which x does not belong (by (8)), while SF(p,s,x) is the empty
set, if x is ps-divisible, and is otherwise the greatest convex subgroup K in S for which x + K is not ps-divisible in
H/K (by (9)). SX+ is the immediate successor in S of SX , if such an element exists, and is SX otherwise (by (10)),
and SX has an immediate successor in S just in case SX = SA(y) for some y ∈ H (by (11)). When SX is a convex
subgroup, SX+/SX is a regular group by (12); in GEXL, SX+/SX would be an Archimedean ordered group. The other
axioms, finally, make certain definable relations atomic.
Gurevich’s argument in Part 2 of [7] shows that
Theorem 2.1. Every EXL#-formula is equivalent modulo EXT1 to an EXL#-formula with the same free variables and
without quantified group-sort variables.
Only those convex subgroups guaranteed to exist by the axioms of EXT1 are needed to carry out Gurevich’s relative
quantifier elimination, and when in Lemmas 10.6 and 10.7 of [7] he exploits the properties of Archimedean groups
SX+/SX , the only property needed is their regularity.
Yet a variant of EXT1 proves useful in what follows. The intended models of this variant consist of an ordered
Abelian group G together with the subset G−s of Gs consisting of the empty set and the proper convex subgroups of
G. Thus
G = {0} ↔ G−s = {∅};
every element of G−s is contained in a set A(x) ∈ G−s ; the elements of G−s with immediate successors in G−s are
exactly the non-maximal elements A(x); and if X 6= ∅ is maximal in G−s , G/X is regular. It will prove convenient to
do without the function symbol + in axioms for structures (G,G−s ), but since the corresponding function is definable
just with the help of ⊂ and subgroup-sort variables, no real sacrifice is involved here. So, let E˜XL = EXL − {+},
E˜XL# be an extension of E˜XL by symbols purely of subgroup sort, and E˜XL#s be the set of symbols of E˜XL
# purely
of subgroup sort (i.e., the symbols other than those of ELL, the D(p, s, k, ), E(p, s, c, ), A( ), F(p, s, ),
∈ . . . , = l mod . . . , < l mod . . . , and > l mod . . . ). E˜XT1 is the E˜XL-theory
(EXT1 − {(4), (10), (11), (12)}) ∪ {(24), (25), (26), (27), (28)},
where (24)–(28) are sentences with the following import (as before, initial universal quantifiers are dropped):
(24) ∃X (X 6= ∅)→ ∃X (∅ ⊂ X ∧ ∀Y (Y 6= ∅ → X ⊆ Y ) ∧ ∀z(z ∈ X ↔ z = 0))
(25) ∀X (X = ∅)↔ ∀x(x = 0)
(26) ∃y(X ⊆ A(y))
(27) ∃Y (X ⊂ Y )→ [∃W (X ⊂ W ∧ ∀V (X ⊂ V → W ⊆ V ))↔ ∃y(X = A(y))]
(28) X = A(y) ∧ X 6= ∅ → [X ⊂ W ∧ ∀V (X ⊂ V → W ⊆ V )→ SW /SX is n-regular] ∧ [∀Z(Z ⊆ X)→ G/SX
is n-regular] (for each n ≥ 2).
One may again use the argument of ([7], Part 2) to show that
Theorem 2.2. Every E˜XL#-formula ϕ(x, B) is equivalent modulo E˜XT1 to an E˜XL
#-formula ψ(x, B) without
quantified group-sort variables. There is such a ψ(x, B) which is a propositional combination of atomic ELL-
formulas, formulas D(p, s, k, t), E(p, s, c, t), and t Rl mod A(t) (R ∈ {=, <,>} and l 6= 0), and formulas obtained
from E˜XL#s -formulas without group-sort terms through replacement of certain free variables of subgroup sort by terms
A(t) or F(p, s, t).
Proof. The only difference between the proof of the first claim and that of Theorem 2.1 is that one must replace
occurrences of the formula
X ⊂ X+
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by the formula
∃W (X ⊂ W ∧ ∀V (X ⊂ V → W ⊆ V )) ∨ ∀W (W ⊆ X)
in Corollary 1.10 (p. 198), Theorem 1.3 (p. 198), and line one of Case 1 (p. 216); the last display should also become
a conjunct of α3 on p. 217.
To establish the second claim, one need show merely that any formula t ∈ T or t Rl mod T (R ∈ {=, <,>}, l ∈ Z)
is equivalent modulo E˜XT1 to a propositional combination of ELL-formulas, inclusions T ⊂ U , identities T = U ,
and formulas E(T ) and t Rl mod A(t) with l 6= 0. Certainly
t ∈ T ↔ A(t) ⊂ T
follows from E˜XT1. As for the formulas t Rl mod T , one may easily show, with the help of E˜XT1, that when l 6= 0
t = l mod T ↔ E(T ) ∧ A(t) = T ∧ t = l mod A(t);
that when l+ > 0
t > l+mod T ↔ E(T ) ∧ T ⊆ A(t) ∧ (T ⊂ A(t)→ 0 < t) ∧ (T = A(t)→ t > l+mod A(t))
and
t < l+mod T ↔ E(T ) ∧ [A(t) ⊂ T ∨ (T = A(t) ∧ t < l+mod A(t)) ∨ (T ⊂ A(t) ∧ t ≤ 0)];
that when l− < 0
t < l−mod T ↔ E(T ) ∧ T ⊆ A(t) ∧ (T ⊂ A(t)→ t < 0) ∧ (T = A(t)→ t < l−mod A(t))
and
t > l−mod T ↔ E(T ) ∧ [A(t) ⊂ T ∨ (T = A(t) ∧ t > l−mod A(t)) ∨ (T ⊂ A(t) ∧ 0 ≤ t)];
and that
t = 0mod T ↔ A(t) ⊂ T,
t > 0mod T ↔ 0 < t ∧ T ⊆ A(t),
and
t < 0mod T ↔ t < 0 ∧ T ⊆ A(t). 
EXL# and EXL yield the same terms of group sort, and if t is a closed term of group sort, E˜XT1 implies that
t = 0
and that when p is prime, 1 ≤ k ≤ s, c ∈ Z, l ∈ Z− {0}, l+ > 0, and l− < 0,
0 = 0 ∧ 0 6< 0 ∧ (0 ∈ X ↔ X 6= ∅) ∧ A(0) = ∅ ∧ F(p, s, 0) = ∅ ∧ D(p, s, k, 0)
∧ ¬E(p, s, c, 0) ∧ 0 6= l mod X ∧ (0 = 0mod X ↔ X 6= ∅)
∧ 0 6< 0mod X ∧ 0 6> 0mod X ∧ 0 6< l−mod X
∧ (0 < l+mod X ↔ E(X)) ∧ 0 6> l+mod X
∧ (0 > l−mod X ↔ E(X)).
Thus
Corollary 2.3. (i) Every E˜XL#-sentence is equivalent modulo E˜XT1 to an E˜XL
#
s -sentence.
(ii) If T ⊇ E˜XT1 is an E˜XL#-theory complete for E˜XL#s -sentences, then T is complete.
Theorem 2.2 certainly permits the transfer of quantifier elimination from formulas in the subgroup sort to arbitrary
formulas; yet the focus in what follows will be on elimination of unbounded quantifiers. Bounded quantifiers ∀|x | ≤ |t |
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and ∃|x | ≤ |t | governing group-sort variables were defined in the Introduction. Bounded quantifiers governing
variables of subgroup sort are quantifiers occurring in contexts ∀X ⊆ Tϕ =
∀X (X ⊆ T → ϕ)
or in contexts ∃X ⊆ Tϕ =
∃X (X ⊆ T ∧ ϕ),
where T is a term of subgroup sort that does not contain the variable X . A formula of E˜XL# is bounded just in case its
quantifiers are all of the form Q|x | ≤ |t | or QX ⊆ T , with Q ∈ {∀, ∃}. Let E˜XL#− result from E˜XL# through removal
of all symbols D(p, s, k, ), E(p, s, c, ), = l mod . . . , < l mod . . . , and > l mod . . . .
Lemma 2.4. Modulo E˜XT1, all of the following formulas are equivalent to bounded E˜XL
#
−-formulas:
D(p, s, k, x), E(p, s, c, x), x = l mod X, x < l mod X, x > l mod X.
Proof. By (23)
E(p, s, 0, x)↔ 0 6= 0
in E˜XT1. When c ∈ Z− {0} one may show in E˜XT1 that
E(p, s, c, x)↔ ∃|y| ≤ |2x |(y = 1mod F(p, s, x) ∧ F(p, s, x − cy) ⊂ F(p, s, x)).
Towards this end one need show merely that
y = 1mod F(p, s, x) ∧ F(p, s, x − cy) ⊂ F(p, s, x)→ |y| ≤ |2x |.
Since y = 1mod F(p, s, x), E(F(p, s, x)) and y ∈ SF(p,s,x)+−SF(p,s,x).2 If F(p, s, x) ⊂ A(x), then F(p, s, x)+ ⊆
A(x), y ∈ SA(x), and |y| < |x | < |2x |. If F(p, s, x) = A(x), then x + SA(x) is a nonzero element of the Z-group
SA(x)+/SA(x), whose least positive element is y + SA(x): so y + SA(x) ≤ |x | + SA(x) and |y| < |2x |. Because
F(p, s, x) ⊆ A(x), |y| ≤ |2x | always.
An easy argument shows that in E˜XT1
y = 1mod X ↔ 0 < y ∧ X 6= ∅ ∧ y 6∈ X ∧ ∀|z| ≤ |y|(0 ≤ z ∧ y − z 6∈ X → z ∈ X).
So for nonzero integers l
y = l mod X ↔ ∃|z| ≤ |y|(z = 1mod X ∧ y − lz ∈ X)
holds in E˜XT1. If l+ is a positive integer, E˜XT1 implies that
y < l+mod X ↔ E(X) ∧ (0 < y ∧ y 6∈ X → ∃|z| ≤ |y|(z = 1mod X ∧ y < l+z ∧ l+z − y 6∈ X))
and that
y > l+mod X ↔ ∃|z| ≤ |y|(z = 1mod X ∧ l+z < y ∧ y − l+z 6∈ X).
If l− is a negative integer, E˜XT1 implies that
y < l−mod X ↔ ∃|z| ≤ |y|(z = 1mod X ∧ y < l−z ∧ y − l−z 6∈ X)
and that
y > l−mod X ↔ E(X) ∧ (y < 0 ∧ y 6∈ X → ∃|z| ≤ |y|(z = 1mod X ∧ l−z < y ∧ y − l−z 6∈ X)).
y = 0mod X , y > 0mod X , and y < 0 mod X are by axioms (17), (19), and (21) equivalent to quantifier-free
E˜XL#−-formulas.
2 X 7→ X+ is the definable function sending elements of the subgroup domain with immediate successors to those immediate successors and
fixing all other elements of the subgroup domain. If F(p, s, x) should happen to be maximal in the subgroup domain, replace SF(p,s,x)+ by G
here.
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One may show finally that modulo E˜XT1,
D(p, s, k, x)↔ ∃|y| ≤ |psx |[x = ps y ∨ (F(p, s, x − pk y) ⊂ F(p, s, x) = F(p, s, y))].
The more difficult direction holds if E˜XT1 implies
D(p, s, k, x) ∧ ∀y(x 6= ps y)→ ∃|y| ≤ |psx |[F(p, s, x − pk y) ⊂ F(p, s, x) = F(p, s, y)].
Given the hypotheses, one knows that the image x of x in Γ (p, s, F(p, s, x)) obeys
x = pkv + Γ1(p, s, F(p, s, x))
for some v ∈ Γ2(p, s, F(p, s, x)) ([7], Corollary 1.13); so F(p, s, v) 6⊂ F(p, s, x) and F(p, s, v) = F(p, s, x). If
F(p, s, x) ⊂ A(x), then F(p, s, v) ⊂ A(x) and there are v′, v′′ with v′′ ∈ A(x) and
v = psv′ + v′′;
so F(p, s, v′′) = F(p, s, v) = F(p, s, x),
x = pk(psv′ + v′′)+ Γ1(p, s, F(p, s, x)) = pkv′′ + Γ1(p, s, F(p, s, x)),
and F(p, s, x − pkv′′) ⊂ F(p, s, x) = F(p, s, v′′) with |v′′| < |x | < |psx |. If F(p, s, x) = A(x), then
F(p, s, v) ⊂ A(x)+3 and there are u′, u′′ with u′′ ∈ A(x)+ and
v = psu′ + u′′.
Thus F(p, s, v) = F(p, s, u′′). Because A(x) = F(p, s, x) 6= ∅, SA(x)+/SA(x) is regular; so since x + SA(x) is
a nonzero element of SA(x)+/SA(x), there is u′′′ ∈ [0, |psx |) with u′′′ + SA(x) congruent mod ps to u′′ + SA(x) in
SA(x)+/SA(x), and for some uiv ∈ SA(x)+
u′′′ − (u′′ + psuiv) = uv ∈ A(x) = F(p, s, x).
So F(p, s, uv) ⊂ F(p, s, x) and
x = pk(psu′ + u′′′ − psuiv − uv)+ Γ1(p, s, F(p, s, x))
= pku′′′ − pkuv + Γ1(p, s, F(p, s, x))
= pku′′′ + Γ1(p, s, F(p, s, x)).
F(p, s, u′′′) = F(p, s, u′′ + psuiv + uv) = F(p, s, u′′ + uv). Since F(p, s, u′′) = F(p, s, v) = F(p, s, x) and
F(p, s, uv) ⊂ F(p, s, x), Corollary 1.5 of [7] makes F(p, s, u′′ + uv) = F(p, s, u′′) and F(p, s, u′′′) = F(p, s, x).
Thus F(p, s, x − pku′′′) ⊂ F(p, s, x) = F(p, s, u′′′) and |u′′′| < |psx | when F(p, s, x) = A(x). Since
F(p, s, x) ⊆ A(x), the argument is complete.
Call a model of E˜XT1 nontrivial just in case the group domain is not {0}. Suppose ELL ∪ {⊂,∅} ⊆ R ⊆ E˜XL#.
When G is an R-structure, let G be its group domain and S(G) its subgroup domain. Given R-structures G ⊆ H
which are ordered Abelian groups in the group domain, call the extension G ⊆ H convex just in case G is a convex
subgroup of H and S(G) is downward-closed in S(H) (so if X ∈ S(H), Y ∈ S(G), and X ⊂ Y , then X ∈ S(G)). If
G ⊆ H is a convex extension of R-structures, an argument by induction on logical complexity shows that if ϕ(x, Y )
is a boundedR-formula, a comes from G, and B comes from S(G), then
G |= ϕ[a, B] just in caseH |= ϕ[a, B].
Theorem 2.5. Assume that E˜XL# − E˜XL consists of constant symbols and unary relation symbols. If the E˜XL#-
structure G is a nontrivial model of E˜XT1, then there is a proper elementary extensionH of G in which it is convex.
Proof. Suppose first that S(G) has a largest element B. Since G 6= {0}, B 6= ∅. In this case one may let H be the
E˜XL#-structure whose ELL-reduct is the lexicographic extension G←−×Q of G; whose E˜XL#s -reduct is G’s; in which
3 If F(p, s, x) is maximal in the subgroup sort, replace SA(x)+ by G in the following argument.
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A( ), F(p, s, ), and ∈ are interpreted so that for (g, q) ∈ G←−×Q
AH((g, q)) =
{
AG(g) if q = 0
B if q 6= 0
FH(p, s, (g, q)) = FG(p, s, g)
(g, q) ∈H X iff g ∈G X and q = 0
(g ∈ G is identified with (g, 0) ∈ G←−×Q); and in which the symbols = l mod . . . , < l mod . . . , > l mod . . . ,
D(p, s, k, ) and E(p, s, c, ) are interpreted so as to make axioms (15)–(23) true (these axioms have the form of
definitions for the relations corresponding to these symbols). Certainly G  E˜XL#− ⊆ H  E˜XL#−. If H satisfies
the axioms of E˜XT1 other than (15)–(23), then H |= E˜XT1, and so G ⊆ H because for each of the formulas listed
in Lemma 2.4 there is a bounded E˜XL#−-formula defining the same relation in G and also in H, and the extension
G  E˜XL#− ⊆ H  E˜XL#− is convex. If G ⊆ H, then since G  E˜XL#s = H  E˜XL#s , G 4 H by the second part of
Theorem 2.2.
Putting (15)–(23) aside, one need check only those axioms of E˜XT1 that involve A( ), F(p, s, ), or both sorts
at once. Note also that the definition of ∈H implies that
SGX = SHX
for all X in the common subgroup domain of G and H. So the only axioms that need to be checked are (5), (8), (9),
(13), (14), (27), and (28).
(5) holds because if X 6= ∅, SGX is a convex subgroup of G; so SHX is a convex subgroup of G, which is convex in
G←−×Q.
(8) need be checked only if x = (g, q) for some q 6= 0: but in this case
x = (g, q) 6∈ A(x),
A(x) = A((g, q)) = B, and Y ⊆ B for every Y .
If (g, q)+ ps(h, r) ∈ F(p, s, (g, q)) = F(p, s, g), then q + psr = 0 and g + psh ∈ F(p, s, g) in G, contrary to
E˜XT1. If (g, q)+ ps y 6∈ Z for all y ∈ G←−×Q, then for all w ∈ G
g + psw = (g, q)+ ps(w,−q/ps) 6∈ Z ,
Z ⊆ F(p, s, g) in G |= E˜XT1, and Z ⊆ F(p, s, g) = F(p, s, (g, q)). SoH satisfies (9).
If E(X) in H, then E(X) in G, and so there is y ∈ G with X = A(y), X 6= ∅, and G/SGX discretely ordered;
because G is convex in G←−×Q and SGX = SHX , G←−×Q/SHX is discretely ordered. Conversely, if X = A((g, q)), X 6= ∅,
and G←−×Q/SHX is discretely ordered, then since SHX = SGX is a proper convex subgroup of G, G/SGX is discretely
ordered, and since G |= E˜XT1, E(X) in G and inH. ThusH obeys (13).
If p(s, k, X) > r in H, then p(s, k, X) > r in G, and the right-hand side of (14) holds in G; let y1, . . . , yr+1 ∈ G
be corresponding witnesses. Since∧
1≤i≤r+1,1≤a<pk
F(p, s, ayi ) = X ∧ F(p, s, pk yi ) ⊂ X
in G, these quantifier-free conditions continue to hold in H. If b ∈ [0, pk)r+1 − {0} and F(p, s, (g, q)) ⊆ X in H,
then
F(p, s, g) ⊆ X
in G,
F
(
p, s,
r+1∑
i=1
bi yi − pkg
)
= X
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in G and inH, and
F
(
p, s,
r+1∑
i=1
bi yi − pk(g, q)
)
= X
inH. Conversely, if (g1, q1), . . . , (gr+1, qr+1) are witnesses inH to the right-hand side of (14), then since
F(p, s, a(gi , qi )) = F(p, s, agi )
whenever a is an integer,∧
1≤i≤r+1,1≤a<pk
F(p, s, agi ) = X ∧ F(p, s, pkgi ) ⊂ X.
If b ∈ [0, pk)r+1 − {0}, z ∈ G, and F(p, s, z) ⊆ X , then
F
(
p, s,
r+1∑
i=1
bi (gi , qi )− pkz
)
= X
and so
F
(
p, s,
r+1∑
i=1
bigi − pkz
)
= X.
Since G |= E˜XT1, p(s, k, X) > r in G and inH. So (14) hold inH.
If X ⊂ Y inH, then X ⊂ Y in G, and so
∃W (X ⊂ W ∧ ∀V (X ⊂ V → W ⊆ V ))↔ ∃y(X = A(y))
in G. Because G  E˜XL#s = H  E˜XL#s and A((g, q)) = A(g) when A((g, q)) ⊂ B, this biconditional is true also in
H, which therefore obeys (27).
If X = A((g, q)) 6= ∅ in H, then either q = 0 and X = A(g), or q 6= 0 and X = B = A(g′) for some g′ ∈ G.
Since G |= E˜XT1, the consequent of (28) is true in G. If X has an immediate successor W inH  E˜XL#s = G  E˜XL#s ,
then SHW /SHX = SGW /SGX is n-regular. If X is the greatest element of H  E˜XL#s = G  E˜XL#s , then G/SHX = G/SGX
is n-regular, and so G←−×Q/SGX ∼= G←−×Q/SHX also is n-regular. Thus H obeys (28), and the argument is complete if
S(G) has a greatest element.
Assume now that S(G) has no greatest element. As in ([8], p. 709), let α be a cardinal for which there is a strictly
increasing sequence {Bi }i<α cofinal in S(G). Adjoin corresponding unary relation symbols {Bi }i<α to E˜XL#s to obtain
E˜XL∗s , and expand G to an E˜XL∗s -structure G∗ by letting each Bi correspond to {Bi }. If K < G∗ is α+-saturated, then
S(K ) contains elements greater than every Bi . Since E˜XL#s contains no function symbols,
S(G) ∪ {B ∈ S(K ) : Bi ⊆ B for all i < α}
is the domain of a substructureM of K  E˜XL#s , and by the argument in ([8], p. 709),M 4 K  E˜XL#s . {SKBi }i<α is a
strictly increasing chain of convex subgroups of K , and
SKBi ⊂ SKB ⊂ K
whenever B ∈ M − S(G). So
S =
⋃
i<α
SKBi
is a proper convex subgroup of K , and R = K/S is a nontrivial ordered Abelian group. One may now let H be the
E˜XL#-structure whose ELL-reduct is the lexicographic extension G←−× R of G; whose E˜XL#s -reduct isM; in which
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A( ), F(p, s, ), and ∈ are interpreted so that for d ∈ K and g ∈ G
AH((g, 0)) = AG(g)
AH((g, d + S)) = AK(d) if d 6∈ S
FH(p, s, (g, d + S)) =
{
FG(p, s, g) if d + S ∈ psR
FK(p, s, d) if d + S 6∈ psR
(g, d + S) ∈H X iff
{
X ∈ S(G) and d + S = 0 and g ∈G X,
or X ∈ M − S(G) and d ∈K X;
and in which the symbols = l mod . . . , < l mod . . . , > l mod . . . , D(p, s, k, ), and E(p, s, c, ) are
interpreted so as to make axioms (15)–(23) true. Note that the definitions of AH, the FH’s, and ∈H are unambiguous:
for suppose that d, e ∈ K and d + S = e + S. If d 6∈ S, then d 6∈K Bi and Bi ⊆ AK(d) for all i < α, and so
AK(d) ∈ M − S(G); similarly AK(e) ∈ M − S(G), and since d − e ∈ S, AK(d) = AK(e). If d + S 6∈ psR, then for
every i < α
d + ps y 6∈K Bi for all y ∈ K ,
and in K |= E˜XT1
Bi ⊆ FK(p, s, d);
so FK(p, s, d) ∈ M − S(G), FK(p, s, e) ∈ M − S(G) by the same argument, and FK(p, s, d) = FK(p, s, e)
because d − e ∈ S. Finally, since d − e ∈ S,
d ∈K X iff e ∈K X
whenever X ∈ M − S(G).
The argument that G is convex in H, a proper elementary extension of G, follows the earlier pattern. Identifying
g ∈ G with (g, 0) ∈ G←−× R, one sees that G  E˜XL#− ⊆ H  E˜XL#− and that the former is convex in the latter. As
before, H will be a model of E˜XT1 if H satisfies all axioms of E˜XT1 other than (15)–(23), and if H |= E˜XT1, then
G ⊆ H by Lemma 2.4. Because G  E˜XL#s 4M = H  E˜XL#s , the second part of Theorem 2.2 will make G 4 H if
G ⊆ H. The definition ofH implies that
SHX =
{
SGX if X ∈ S(G)
G←−× (SKX /S) if X ∈ M − S(G).
Because S(H) properly contains S(G) and not every SHX is an SGX , the list of axioms to be verified inH is longer than
before, and consists of (5)–(9), (13), (14), (27), and (28).
To check (5), assume X 6= ∅. If X ∈ S(G), then SHX = SGX is a convex subgroup of G, which is convex in H : so
SHX is a convex subgroup of H . If X ∈ M − S(G), then SHX = G←−× (SKX /S) and SKX is a convex subgroup of K that
contains S; so SKX /S is a convex subgroup of R = K/S and SHX is a convex subgroup of H . ThusH obeys (5).
(6) claims that
X = Y iff SHX = SHY .
Suppose X = Y . If X ∈ S(G), then Y ∈ S(G) and
SHX = SGX = SGY = SHY
since G |= (6). If X ∈ M − S(G), then Y ∈ M − S(G) and
SHX = G←−× (SKX /S) = G←−× (SKY /S) = SHY
since K |= (6). So one may go from left to right in (6). Conversely, suppose SHX = SHY . If X ∈ S(G), then SHX = SGX
is a proper convex subgroup of G; so SHY also is a proper convex subgroup of G, SHY = SGY , SGX = SGY , and X = Y
because G |= (6). If X ∈ M − S(G), then SHX = G←−× (SKX /S) is not a proper convex subgroup of G: so SHY is not a
proper convex subgroup of G, SHY = G←−× (SKY /S), and Y ∈ M−S(G). SKX /S = SKY /S, and since X, Y ∈ M−S(G),
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SKX and SKX are convex subgroups of G that contain S; so SKX = SKY and thus X = Y because K |= (6). So whether or
not X belongs to S(G), one may go from right to left in (6), which is true inH.
(7) claims that
X ⊆ Y iff SHX ⊆ SHY .
If X, Y ∈ S(G), this result holds because SHX = SGX , SHY = SGY , and G |= (7). If X, Y ∈ M − S(G), this
claim holds because SHX = G←−× (SKX /S), SHY = G←−× (SKY /S), and K |= (7). If X ∈ S(G) and Y ∈ M − S(G),
X ⊆ Y and SHX = SGX ⊆ G ⊆ G←−× (SKY /S) = SHY . If X ∈ M − S(G) and Y ∈ S(G), then X 6⊆ Y and
SHX = G←−× (SKX /S) ⊃ G ⊇ SGY = SHY . So in all cases the last display is true.
(g, 0) = g 6∈ AG(g) = AH((g, 0)), and if d ∈ K − S, d 6∈K Bi for all i < α, Bi ⊆ AK(d) for all i < α,
AK(d) ∈ M − S(G), and so
(g, d + S) 6∈H AK(d) = AH((g, d + S))
because d 6∈K AK(d). If g = (g, 0) 6∈ Y , then if Y ∈ M − S(G)
g ∈ G ⊆ G←−× (SKY /S) = SHY
and g ∈ Y ; so Y ∈ S(G) and
Y ⊆ AG(g) = AH((g, 0))
because G |= (8). If d ∈ K − S and (g, d + S) 6∈ Y , then d 6∈K Y and
Y ⊆ AK(d) = AH((g, d + S))
because K |= (8). So (8) is true inH.
(9) claims, first of all, that x + ps y 6∈ F(p, s, x). Suppose x = (g, d + S) and y = (h, e + S). If d + S ∈ psR,
then
FH(p, s, (g, d + S)) = FG(p, s, g) ∈ S(G);
so if d + S + ps(e + S) = 0, (g, d + S) + ps(h, e + S) 6∈ FH(p, s, (g, d + S)) because G |= (9), while if
d + S + ps(e + S) 6= 0, (g, d + S) + ps(h, e + S) 6∈ FH(p, s, (g, d + S)) because FH(p, s, (g, d + S)) ∈ S(G).
Suppose now that d + S 6∈ psR. Note that
FH(p, s, (g, d + S)) = FK(p, s, d) 6∈ S(G):
for if i < α, d+SKBi is not ps-divisible because SKBi ⊆ S, and so Bi ⊆ FK(p, s, d). Because FK(p, s, d) ∈ M−S(G)
and d + pse 6∈ FK(p, s, d), (g, d + S)+ ps(h, e + S) 6∈ FH(p, s, (g, d + S)) when d + S 6∈ psR.
The second part of (9) makes F(p, s, x) maximal among those elements of the subgroup sort, relative to which x
is not ps-divisible. Suppose that (g, d + S)+ ps y 6∈ Z for all y ∈ G←−× R. If d + S ∈ psR, then g + psw 6∈ Z for all
w ∈ G, and since G ⊆ K |= (9)
FH(p, s, (g, d + S)) = FG(p, s, g) = FK(p, s, g) ⊇ Z .
Suppose now that d + S 6∈ psR, so that FH(p, s, (g, d + S)) = FK(p, s, d). As noted above, FK(p, s, d) ∈
M − S(G). If Z ∈ S(G), Z ⊆ FK(p, s, d): so, assume Z ∈ M − S(G). Because (g, d + S) + ps y 6∈H Z for all
y ∈ G←−× R, d + psv 6∈K Z for all v ∈ K , and so Z ⊆ FK(p, s, d) because K |= (9). Thus Z ⊆ FH(p, s, (g, d + S))
when (g, d + S)+ ps y 6∈ Z for all y ∈ G←−× R, and (9) is true inH.
To go from left to right in (13), assume that E(X). If X ∈ S(G), the previous argument for (13) shows that the
right-hand side of (13) holds inH. Suppose now that X ∈ M−S(G), so that E(X) inK |= (13). There is d ∈ K with
AK(d) = X , X 6= ∅, and K/SKX discretely ordered. Because X ∈ M−S(G), d ∈ K−S and AH((0, d+S)) = AK(d),
and
(G←−× R)/SHX = (G←−× (K/S))/(G←−× (SKX /S)) ∼= K/SKX
is discretely ordered. ThusH obeys the left-to-right direction of (13).
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To go from right to left in (13), assume that X = AH((g, d + S)), X 6= ∅, and (G←−× R)/SHX is discretely ordered.
If d + S = 0, then X = AG(g) ∈ S(G), SHX = SGX is a proper convex subgroup of G, and
(G←−× R)/SHX ∼= (G/SGX )←−× R
is discretely ordered: so G/SGX is discretely ordered, E(X) in G |= (13), and E(X) in H. If d + S 6= 0, then
X = AK(d) ∈ M − S(G) and SHX = G←−× (SKX /S); so since
(G←−× R)/SHX = (G←−× (K/S))/(G←−× (SKX /S)) ∼= K/SKX
is discretely ordered, E(X) in K |= (13) and E(X) in H. Thus the right-to-left direction of (13) is true in H, which
satisfies (13).
To go from left to right in (14), assume p(s, k, X) > r . If X ∈ S(G), then p(s, k, X) > r in G |= (14), and there
are witnesses y1, . . . , yr+1 ∈ G to the truth in G of the right-hand side of (14). Since∧
1≤i≤r+1,1≤a<pk
F(p, s, ayi ) = X ∧ F(p, s, pk yi ) ⊂ X
in G and the y’s, ay’s, and pk y’s all belong to G, these quantifier-free conditions continue to hold in H. If
b ∈ [0, pk)r+1 − {0} and FH(p, s, (g, d + S)) ⊆ X , then if d + S ∈ psR
FG(p, s, g) ⊆ X,
FH(p, s,
∑r+1
i=1 bi yi − pkg) = X , and
FH
(
p, s,
r+1∑
i=1
bi yi − pk(g, d + S)
)
= FG
(
p, s,
r+1∑
i=1
bi yi − pkg
)
= X,
while if d + S 6∈ psR
FK(p, s, d) ⊆ X,
though as noted above FK(p, s, d) ∈ M − S(G). So if X ∈ S(G), the right-hand side of (14) is true in H. If
X ∈ M − S(G), then p(s, k, X) > r in K |= (14), and there are witnesses d1, . . . , dr+1 ∈ K to the truth in K of the
right-hand side of (14). Since∧
1≤i≤r+1,1≤a<pk
FK(p, s, adi ) = X ∧ FK(p, s, pkdi ) ⊂ X
and X ∈ M − S(G), none of the adi ’s belongs to S or is ps-divisible modulo S, and∧
1≤i≤r+1,1≤a<pk
FH(p, s, a(0, di + S)) = X ∧ FH(p, s, pk(0, di + S)) ⊂ X
(note that if pk(di + S) is ps-divisible in R, then FH(p, s, pk(0, di + S)) = FG(p, s, 0) = ∅ ⊂ X , an element of
M − S(G)). Suppose now that b ∈ [0, pk)r+1 − {0} and FH(p, s, (g, d + S)) ⊆ X . If d + S ∈ psR then
FG(p, s, g) ⊆ X,
FK(p, s, g) ⊆ X since G ⊆ K, and
FK
(
p, s,
r+1∑
i=1
bidi − pkg
)
= X;
since X ∈ M − S(G),∑r+1i=1 bidi + S =∑r+1i=1 bidi − pkg + S 6∈ psR and so
FH
(
p, s,
r+1∑
i=1
bi (0, di + S)− pk(g, d + S)
)
= X.
If d + S 6∈ psR then
FK(p, s, d) ⊆ X,
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FK(p, s,
∑r+1
i=1 bidi − pkd) = X ∈ M − S(G) by the choice of d1, . . . , dr+1, and so
∑r+1
i=1 bidi − pkd + S 6∈ psR
and
FH
(
p, s,
r+1∑
i=1
bi (0, di + S)− pk(g, d + S)
)
= X.
Thus the left-to-right direction of (14) is true inH.
To go from right to left in (14), let (g1, d1 + S), . . . , (gr+1, dr+1 + S) be witnesses in G←−× R to the truth of the
right-hand side of (14). If X ∈ S(G), and one fixes Y ⊃ X in S(G), then by (9) there is for each (gi , di + S) a
yi ∈ G←−× R with
(gi , di + S)+ ps yi ∈H Y ;
so
(gi , di + S)+ ps yi ∈ SHY = SGY ,
and one may replace the witnesses (g1, d1 + S), . . . , (gr+1, dr+1 + S) by witnesses h1, . . . , hr+1 from SGY ⊆ G. By
hypothesis, if b ∈ [0, pk)r+1 − {0} and FG(p, s, g) ⊆ X , then FH(p, s, g) ⊆ X and
FG
(
p, s,
r+1∑
i=1
bihi − pkg
)
= FH
(
p, s,
r+1∑
i=1
bihi − pkg
)
= X :
so the right-hand side of (14) is true in G |= (14), E(X) in G, and E(X) in H. Assume now that X ∈ M − S(G). By
hypothesis each
FH(p, s, (gi , di + S)) = X ∈ M − S(G):
so no di + S is ps-divisible in R, and
FK(p, s, di ) = FH(p, s, (gi , di + S)) = X ∈ M − S(G).
Similarly one may show that∧
1≤i≤r+1,1≤a<pk
FK(p, s, adi ) = X ∧ FK(p, s, pkdi ) ⊂ X.
Suppose b ∈ [0, pk)r+1 − {0}, d ∈ K , and FK(p, s, d) ⊆ X . If d + S 6∈ psR then
FH(p, s, (0, d + S)) = FK(p, s, d) ⊆ X,
FH(p, s,
∑r+1
i=1 bi (gi , di + S)− pk(0, d + S)) = X ∈ M − S(G) by hypothesis,
∑r+1
i=1 bidi − pkd + S 6∈ psR, and
FK
(
p, s,
r+1∑
i=1
bidi − pkd
)
= FH
(
p, s,
r+1∑
i=1
bi (gi , di + S)− pk(0, d + S)
)
= X.
Suppose now that d + S is ps-divisible in R: so d − pse ∈ S for some e ∈ K , there is i < α with d − pse ∈K Bi , and
FK(p, s, d) ⊂ Bi ⊂ X . Because FH(p, s, (0, 0)) = ∅ ⊂ X ,
FH
(
p, s,
r+1∑
i=1
bi (gi , di + S)
)
= X ∈ M − S(G)
by hypothesis, and
∑r+1
i=1 bi (di + S) cannot be ps-divisible in R: so
FK
(
p, s,
r+1∑
i=1
bidi
)
= FH
(
p, s,
r+1∑
i=1
bi (gi , di + S)
)
= X
and
FK
(
p, s,
r+1∑
i=1
bidi − pkd
)
= FK
(
p, s,
r+1∑
i=1
bidi
)
= X.
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Thus d1, . . . , dr+1 are witnesses in K to the right-hand side of (14), and since K |= (14), E(X) in K and inH. So the
right-to-left direction of (14) is true inH, which obeys (14).
To check (27), suppose X ⊂ Y in H. If X ∈ S(G), then since S(G) has no largest element one may assume that
Y ∈ S(G); and because (27) is true in G, so is
∃W (X ⊂ W ∧ ∀V (X ⊂ V → W ⊆ V ))↔ ∃y(X = A(y)).
Because G  E˜XL#s 4 H  E˜XL#s , the left-hand side holds in G just in case it holds inH; and the right-hand side obeys
the same claim because X ∈ S(G). SoH obeys the conclusion of (27) if X ∈ S(G). If X 6∈ S(G), then the displayed
formula is true in K. Because H  E˜XL#s 4 K  E˜XL#s , the left-hand side holds in K just in case it holds in H; and
since X ∈ M − S(G),
X = AK(d)⇒ X = AH((0, d + S))
and
X = AH((g, d + S))⇒ X = AK(d).
So even when X 6∈ S(G), the conclusion of (27) is true inH, which satisfies (27).
To check (28), suppose X = AH((g, d + S)) 6= ∅. Because S(H) does not have a largest element – G∗ 4 K and
H  E˜XL#s 4 K  E˜XL#s – one may show that H obeys (28) by showing that if X has an immediate successor W in
S(H), then SHW /SHX is n-regular. If X ∈ S(G), then d + S = 0, X = AG(g), W is the immediate successor of X in
S(G), and
SHW /SHX = SGW /SGX
is n-regular. If X 6∈ S(G), then d + S 6= 0, X = AK(d), W is the immediate successor of X in S(K ), and SKW /SKX is
n-regular; so
SHW /SHX = (G←−× (SKW /S))/(G←−× (SKX /S)) ∼= SKW /SKX
also is n-regular. ThusH obeys (28) and the proof is complete. 
If G ⊆ H is a convex extension of models of E˜XT1 and G = H , then G = H: for if X ∈ S(H), (26) provides
y ∈ H = G with X ⊆ AH(y) = AG(y), and since S(G) is downward-closed in S(H), X ∈ S(G). So if G ⊂ H
is a proper convex extension, G is a proper convex subgroup of H . Because any ELL-structure which is an ordered
Abelian group expands to an E˜XL-structure satisfying E˜XT1, Theorem 2.5 implies
Corollary 2.6. Any nontrivial ordered Abelian group G, viewed as an L- or ELL-structure, has a proper elementary
extension in which G is convex.
Theorem 2.5 also implies a useful logical principle:
Theorem 2.7. The L- or ELL-theory of ordered Abelian groups implies the schema
∀|y| ≤ |z|∃wϕ(x, y, z, w)→ ∃v∀|y| ≤ |z|∃|w| ≤ |v|ϕ(x, y, z, w).
Proof. Let A be an L- or ELL-structure which is an ordered Abelian group. If A = {0}, the schema certainly is true
in A; so assume A 6= {0}, and let B < A be a proper extension in which A is convex. Given a and c from A, one
wants to show that
A |= ∀|y| ≤ |c|∃wϕ(a, y, c, w)→ ∃v∀|y| ≤ |c|∃|w| ≤ |v|ϕ(a, y, c, w):
so, assume A |= ∀|y| ≤ |c|∃wϕ(a, y, c, w), and fix d ∈ B − A. Because A 4 B, the desired conclusion holds if
B |= ∃v∀|y| ≤ |c|∃|w| ≤ |v|ϕ(a, y, c, w).
If |e| ≤ |c| in B, then since A is convex in B, e ∈ A, and by hypothesis there is f ∈ A with
A |= ϕ(a, e, c, f ).
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Since A 4 B,
B |= ϕ(a, e, c, f );
and since f ∈ A, d ∈ B − A, and A is convex in B, | f | ≤ |d|. Thus
B |= ∀|y| ≤ |c|∃|w| ≤ |d|ϕ(a, y, c, w)
and
B |= ∃v∀|y| ≤ |c|∃|w| ≤ |v|ϕ(a, y, c, w). 
The same argument shows that when E˜XL#−EXL consists of constant symbols and unary relation symbols, E˜XT1
implies analogous schemas in E˜XL#, of which the schema above,
∀|y| ≤ |z|∃Wϕ→ ∃V∀|y| ≤ |z|∃W ⊆ Vϕ,
∀Y ⊆ Z∃wϕ→ ∃v∀Y ⊆ Z∃|w| ≤ |v|ϕ,
and
∀Y ⊆ Z∃Wϕ→ ∃V∀Y ⊆ Z∃W ⊆ Vϕ
are examples.
3. Some model-theoretic tests
This section collects some model-theoretic tests related to formulas with bounded quantifiers. Let M be a first-
order language with at least one constant symbol and u G v be a quantifier-freeM-formula whose variables are among
u and v. A quantifier governing the variable x is said to be bounded just in case it occurs in a context ∀x G tϕ =
∀x(x G t → ϕ)
or in a context ∃x G tϕ =
∃x(x G t ∧ ϕ),
where t is an M-term not containing x . An extension A ⊆ B of M-structures is called convex just in case A is
downward-closed with respect to GB: that is, if a ∈ A, b ∈ B, and b GB a, then b ∈ A. If A ⊆ B are arbitrary
M-structures, there is a least (with respect to inclusion) M-structure A, with A ⊆ A ⊆ B, such that A is convex
in B. This convex hull A of A is the intersection of allM-structures C with A ⊆ C ⊆ B and C convex in B, and an
element b of B belongs to A just in case there areM-terms t1(x1, . . . , xk), t2(x1, . . . , xk+1), . . . , tl+1(x1, . . . , xk+l),
a1, . . . , ak ∈ A, and ak+1, . . . , ak+l ∈ B with
ak+1 GB tB1 [a1, . . . , ak], ak+2 GB tB2 [a1, . . . , ak+1], . . . , ak+l GB tBl [a1, . . . , ak+l−1],
and b = tBl+1[a]. In what follows a bounded formula is a formula, all of whose quantifiers are bounded; and an
existential-bounded formula consists of a string of existential quantifiers followed by a bounded formula. An argument
by induction on logical complexity shows that if ϕ(x) is a bounded formula, A is convex in B, and a comes from A,
then
A |= ϕ[a] iff B |= ϕ[a].
Theorem 3.1. 4 If T is anM-theory, the following conditions are equivalent:
(i) T admits elimination of unbounded quantifiers: i.e., everyM-formula is equivalent, modulo T , to a bounded
M-formula.
(ii) For all A,B |= T and C ⊆ A,B convex in both A and B, any existential-boundedMC -sentence true in AC is
true in BC .
4 The counterexample proposed in ([13], p. 416) to a result like Theorem 3.1 seems mistaken. If in that context a downward-closed substructure
counts as a convex substructure, the given theory is not convex-substructure complete, since if C is the substructure with domain (−∞, c],
∃x, yR(x, y) fails in C but may hold in just one of A, B.
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Proof. The following discussion will concentrate on deriving (i) from (ii). For each bounded M-formula
ϕ(x1, . . . , xk) in k free variables let Rϕ be a new k-place relation symbol. Let M+ be the expansion of M by all
the new relation symbols Rϕ and T+ be the expansion of T by axioms
∀x1 . . . ∀xk(Rϕ(x1, . . . , xk)↔ ϕ(x)),
where ϕ(x1, . . . , xk) and Rϕ are as above. (i) holds if everyM+-formula is equivalent, modulo T+, to a quantifier-free
M+-formula, and this condition holds just in case
(ii)′ For all A+,B+ |= T+ and C+ ⊆ A+,B+, every existentialM+ — sentence true in A+C is true in B+C
([8], Theorem 8.4.1). So, assume that A+,B+ |= T+ and C+ ⊆ A+,B+. Modulo T+, every boundedM+-formula
is equivalent to a quantifier-freeM+-formula: so since C+ ⊆ A+,B+ |= T+, A+C and B+C satisfy the same bounded
M+C -sentences.
Suppose first that A and B are infinite. By taking elementary extensions one may assume that A+C and B+C are
special of the same uncountable cardinality λ > |C |. Fix e ∈ C ; let a (b) be a cautious enumeration of A (B), as in
([8], p. 508); and let C A (C B) be the convex hull of C in A (B). By recursion on i < λ one may obtain sequences a′
and b
′
, of length λ, that for all i < λ obey
(I) A+C,{a′j : j<i} and B
+
C,{b′j : j<i} obey the same bounded sentences;
(II) If i = 2 j then a′i is a j , if a j ∈ C A, and e otherwise;
(III) If i = 2 j + 1 then b′i is b j , if b j ∈ C B , and e otherwise;
(IV) a′i belongs to the |i |th model in the specializing chain forA+C , and b′i belongs to the |i |th model in the specializing
chain for B+C .
Suppose, for example, that 2 j < λ, a′  2 j and b′  2 j obey (I)–(IV) for all i < 2 j , and a j ∈ C A. There are
MC -terms t1, t2(x1), . . . , tl+1(x1, . . . , xl) and d1, . . . , dl ∈ A with
d1 GA tAC1 , d2 GA tAC2 [d1], . . . , dl GA tACl [d1, . . . , dl−1],
and a j = tACl+1[d]. If θ(x) is any boundedM+C,{a′k :k<2 j}-formula satisfied by a j in A
+
C,{a′k :k<2 j}, then
A+C,{a′k :k<2 j} |= ∃x1 G t1∃x2 G t2(x1) . . . ∃xl G tl(x1, . . . , xl−1)θ(tl+1(x))
and by (I)
B+C,{b′k :k<2 j} |= ∃x1 G t1∃x2 G t2(x1) . . . ∃xl G tl(x1, . . . , xl−1)θ(tl+1(x));
if e1, . . . , el serve as witnesses in B for x1, . . . , xl , then t
BC
l+1[e] ∈ C B satisfies θ(x) in B+C,{b′k :k<2 j}. Because B
+
C is
special, there is b′2 j in the |2 j |th model of the specializing chain for B+C that satisfies
∃x1 G t1∃x2 G t2(x1) . . . ∃xl G tl(x1, . . . , xl−1)(x = tl+1(x1, . . . , xl) ∧ θ(x))
whenever θ(x) is a boundedM+C,{a′k :k<2 j} =M
+
C,{b′k :k<2 j}- formula satisfied by a j inA
+
C,{a′k :k<2 j}. Since b
′
2 j satisfies
∃x1 G t1∃x2 G t2(x1) . . . ∃xl G tl(x1, . . . , xl−1)(x = tl+1(x1, . . . , xl)),
b′2 j ∈ C B ; and since the negation of a bounded formula is a bounded formula, A+C,{a′k :k≤2 j} and B
+
C,{b′k :k≤2 j} satisfy
the same bounded sentences. By a similar argument one defines a′  2 j + 2 and b′  2 j + 2 when b j ∈ C B .
Given a′ and b′ obeying (I)–(IV) for all i < λ, one concludes that {(a′i , b′i ) : i < λ} is the graph of an isomorphism
between theM+C -structures with domains C A ⊆ A and C B ⊆ B. Using this isomorphism to identify these structures
as CC ⊆ A+C ,B+C , one finds that CC is convex in both A+C and B+C . So by (ii), AC and BC satisfy the same existential-
boundedMC -sentences, and A+C and B+C satisfy the same existentialM+C -sentences, as (ii)′ demands.
Suppose now that at least one of A, B is finite: say A is finite with |A| ≤ |B| (if |B| ≤ |A|, exchange A with B
in the following argument; elements of C satisfy the same boundedM+-formulas in both). By taking an elementary
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extension if necessary one may assume that B+C is ℵ0-saturated. Define C A and C B as above, and let (a1, . . . , an−1)
be a one-to-one enumeration of C A. Arguing as before, one may find b1, . . . , bn−1 ∈ C B so that A+C,{ai :i<n} and
B+C,{bi :i<n} satisfy the same bounded sentences. If C B = {bi : i < n}, then {(ai , bi ) : i < n} will be the graph of
an isomorphism between the M+C -structures with domains C A ⊆ A and C B ⊆ B, and one may reach the desired
conclusion as before. So, suppose b ∈ C B . There areMC -terms t1, t2(x1), . . . , tl+1(x1, . . . , xl) and e1, . . . , el ∈ B
with
e1 GB tBC1 , e2 GB tBC2 [e1], . . . , el GB tBCl [e1, . . . , el−1],
and b = tBCl+1[e]. Because C A = {ai : i < n},
∀x1 G t1∀x2 G t2(x1) . . .∀xl G tl(x1, . . . , xl−1)
∨
j<n
tl+1(x1, . . . , xl) = a j
is a bounded sentence true in A+C,{ai :i<n}; so this sentence is true in B
+
C,{bi :i<n}, and b = t
BC
l+1[e] must be one of the
bi ’s. Thus C B = {bi : i < n} and the argument is complete. 
The same argument should work more generally, though the case distinctions between finite and infinite domains
might cause difficulty in many-sorted structures with domains linked in complicated ways. The next section will show
that (ii) is sufficient for elimination of unbounded quantifiers in certain two-sorted theories of ordered Abelian groups,
where in each sort i there is a quantifier-free formula u Gi v, with variables u and v of sort i , fixing the notion of
bounded quantifier.
When {Ai }i∈N is a chain of L-structures which are ordered Abelian groups, call the chain convex just in case each
Ai is a convex subgroup of Ai+1. In this context one may state a strong version of the Chang–Łos´–Suszko theorem:
Theorem 3.2. Let T be an L-theory extending the L-theory To of ordered Abelian groups. The following conditions
are equivalent:
(i) T may be axiomatized by To together with a set of sentences of the form ∀x1∃x2β(x1, x2), where β is bounded.
(ii) T is preserved under unions of convex chains: i.e. if {Ai }i∈N is a convex chain of models of T , then ∪i∈NAi is
a model of T .
Proof. (i) implies (ii) because each A j will be a convex subgroup of ∪i∈NAi and bounded formulas behave like
atomic formulas under convex extensions of models.
To go from (ii) to (i), note that one need show merely that T is equivalent modulo To to a set of sentences ∀x1γ (x1),
where γ (x1) is essentially existential ([3], p. 31): i.e., built from atomic and negated atomic formulas with the help
of conjunction, disjunction, bounded quantifiers, and existential quantifiers. For when one applies prenexing rules to
such a γ (x1), one obtains a logically equivalent prenex formula whose quantifier prefix consists of bounded quantifiers
and existential quantifiers; and by Theorem 2.7 one may assume that any existential quantifiers come at the start of
the prefix (here is where one uses the axioms of To). Since every finite subset of an ordered Abelian group is bounded
in absolute value by some element of the group, To implies the schema
∃y1 . . . ∃ykϕ→ ∃z∃|y1| ≤ |z| . . . ∃|yk | ≤ |z|ϕ
and so allows one to convert each sentence ∀x1γ (x1) to a sentence ∀x1∃x2β(x1, x2).
Because L is countable, Corollary 4.8 and the last sentence of Section 4 from ([10], p. 463) show that T is
equivalent, modulo To, to a set of sentences ∀x1γ (x1) just in case the following condition holds: if A is a countable
ordered Abelian group obeying
(∗) For every a ∈ A there is Ba ⊆ A, convex in A, with a ∈ Ba and Ba |= T,
then A |= T . But if A is a countable ordered Abelian group obeying (∗), then the convex subgroups of A are linearly
ordered by inclusion, and one may assume that A is the union of a convex chain {Bi }i∈N of models of T . By (ii),
therefore, A |= T . 
The following remark will provide examples of theories T obeying Theorem 3.2(ii).
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Lemma 3.3. Let T be anL-theory extending To. If T admits elimination of unbounded quantifiers, then T is preserved
under unions of convex chains.
Proof. If T admits elimination of unbounded quantifiers, then a convex chain {Ai }i∈N of models of T is an elementary
chain. 
4. A two-sorted language for poly-regular groups
The poly-regular groups of the Introduction are conveniently described in a two-sorted language simpler than
E˜XL. The structures inspiring this language are the valued linear spaces of [6], in which elements of a vector space
are assigned values in a linearly ordered set, much as elements of a valued field are assigned values in the ordered
group of reals. Starting with the language L of ordered Abelian groups and a language Lv ⊇ {≤, 0} in which one may
discuss linearly ordered sets with least element, let
L2v = Lq Lv q {‖·‖} q {‖·‖m : m > 1 a prime power}
be a two-sorted language in which the symbols of L are assigned to the group sort, the symbols of Lv to the value
sort, and ‖·‖ and each ‖·‖m are unary function symbols from group sort to value sort. In what follows x, y, z, . . . will
be variables of group sort and α, β, γ, . . . will be variables of value sort.
Suppose that Tv is an Lv-theory including the usual Lv-sentences stating that≤ is a reflexive linear order with least
element 0. Let F be a family of Lv-formulas Z(α) and Ip,n(α) (for p prime and n ≥ 0) with at most the variable α
free. Lex(Tv,F) consists of L2v-sentences with the following import (initial universal quantifiers may be dropped for
legibility):
(1) L-axioms for ordered Abelian groups
(2) Lv-axioms for Tv
(3) x = 0↔ ‖x‖ = 0
(4) |x | ≤ |y| → ‖x‖ ≤ ‖y‖
(5) ‖x ± y‖ ≤ max(‖x‖, ‖y‖)
(6) ‖nx‖ = ‖x‖ (for each n ≥ 2)
(7) ∃x(α = ‖x‖)
(8) Qα is n-regular (for each n ≥ 2; Qα = Uα/Lα , where Uα = {x : ‖x‖ ≤ α} and Lα = {0} ∪ {x : ‖x‖ < α} are,
by the previous axioms, convex subgroups with Lα ⊆ Uα).
(9) Z(α)↔ Qα is discretely ordered ∧ α 6= 0
(10) Ip,n(α)↔ |Qα/pQα| ≥ pn (for all primes p and n ≥ 0)
(11) x 6≡m 0→ x + L‖x‖m 6≡m 0+ L‖x‖m in the quotient by L‖x‖m and x +U‖x‖m ≡m 0+U‖x‖m in the quotient by
U‖x‖m (for each prime power m > 1; u ≡m v abbreviates ∃w(u = v + mw))
(12) x ≡m 0→ ‖x‖m = 0.
Here are some examples of models of theories Lex(Tv,F).
Suppose G is a poly-regular group with poly-regular system S. Let Lv = {≤, Z , 0} ∪ {Ip,n : p prime, n ∈ N},
where Z and the Ip,n’s are new unary relation symbols. One may build an L2v-structure G corresponding to (G,S)
as follows. The group domain is G and the value domain V consists of {0} together with the elements of S with
immediate predecessors. L is interpreted over the group domain as in ordered Abelian groups. For x in the group
domain, ‖x‖ is the least (with respect to ⊆) element of S to which x belongs, and ‖x‖m is the least B ∈ V for
which x + B is m-divisible in G/B (remember that S ends with G, is well-ordered by ⊂, and is closed under unions).
Interpret the symbols of Lv as follows: 0G = {0}; ≤G=⊆; ZG is
{B ∈ V : B 6= {0} and B/(∪C∈V,C⊂BC)(= QB) is discretely ordered};
and
IGp,n = {B ∈ V : |QB/pQB | ≥ pn}.
If one lets Tv be the set of Lv-sentences true in G and F be the family of formulas Z(α) and Ip,n(α), then G is a model
of Lex(Tv,F).
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Here is another example. Let (I,≤, 0) be a linearly ordered set with least element 0 and Ai be a nontrivial ordered
Abelian group for all i ∈ I − {0}. If f belongs to the Abelian group Πi>0Ai , the support of f is
supp( f ) = {i > 0 : f (i) 6= 0}.
The Hahn product
←−
Π i>0Ai is, as a group, the subgroup of Πi>0Ai whose nonzero elements f are those for which
supp( f ) is well-ordered by > (i.e., every nonempty subset of supp( f ) has a greatest element).
←−
Π i>0Ai becomes an
ordered group if one declares that f < g just in case f 6= g and f (δ) < g(δ) in Aδ , where δ is the greatest element of
supp( f − g). If Lv is defined as in the first example, one may convert the ordered group←−Π i>0Ai into an L2v-structure
A as follows. The group domain of A is←−Π i>0Ai and the value domain of A is I . L is interpreted over the group
domain as usual, and for f ∈ ←−Π i>0Ai
‖ f ‖ =
{
the greatest element of supp( f ) if f 6= 0
0 if f = 0
and
‖ f ‖m =
{
the greatest δ ∈ supp( f ) with f (δ) 6≡m 0, if such an element exists
0 otherwise
for all prime powers m > 1. Interpret the symbols of Lv as follows: 0A = 0 ∈ I ; ≤A=≤;
ZA = {i > 0 : Ai is discretely ordered};
and
IAp,n =
{{i > 0 : |Ai/pAi | ≥ pn} if n > 0
I if n = 0.
If every Ai is a regular group, and one lets Tv be the set of Lv-sentences true in (I,≤, 0, ZA, IAp,n)p prime,n≥0 and F
be as in the first example, thenA is a model of Lex(Tv,F). Note that the substructureA′ ofA whose group domain is⊕
i>0 Ai is still a model of Lex(Tv,F) and that if (I, <, 0) is a well-ordering, then A = A′ is a poly-regular group,
with poly-regular system
S =
{ ⊕
0< j<i
A j : i > 0
}
.
If when (I, <, 0) is a well-ordering one starts with the ordered group
⊕
i>0 Ai and its poly-regular system S and
builds G as in the first example, one finds that G ∼= A.
Consider, finally, the Hahn product
←−
Π 0<i∈NAi , where A2i+1 = Z and A2i+2 = Q for all i ∈ N. Let
Lv = {≤,+, S, 0}
be the language of Presburger arithmetic, interpreted in the usual way in the standard model (N,≤,+, successor, 0).
Let Tv be a set of Lv-axioms for Presburger arithmetic; Z(α) be the Lv-formula
¬∃β(α = β + β);
and when p is prime, Ip,0(α) be the Lv-formula
α = α,
Ip,1(α) be the Lv-formula
¬∃β(α = β + β),
and for n ≥ 2 Ip,n(α) be the Lv-formula
α 6= α.
If F is the family of these formulas Z(α) and Ip,n(α), one may build a model for Lex(Tv,F) by letting the group
domain be
←−
Π 0<i∈NAi , the value domain be N, the interpretation of L over the group domain be the usual one, the
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interpretation of Lv in the value domain be as above, and the interpretations of ‖·‖ and the ‖·‖m’s be as in the last
example. Theories like this example of Lex(Tv,F) will be important in what follows.
Certain model-theoretic properties transfer from Tv to Lex(Tv,F). For example,
Theorem 4.1. If Tv is a complete Lv-theory, then Lex(Tv,F) is a complete L2v-theory.
Proof. By axiom (7) ‖·‖ is surjective. So if Tv implies that ∀α (α = 0), Lex(Tv,F) is the complete L2v-theory of the
trivial ordered Abelian group, while if Tv does not imply ∀α (α = 0), then Tv implies that ¬∀α (α = 0), and models
of Lex(Tv,F) are nontrivial ordered Abelian groups and thus infinite. Assume, from now on, that Tv does not imply
∀α (α = 0), and let A, B be special models of Lex(Tv,F) of cardinality λ > |L2v|; the goal is to show that A ≡ B.
A  Lv ∼= B  Lv, since these ordered sets are models of the complete theory Tv and are either both finite or both
special of cardinality λ. Without loss of generality one may assume that A  Lv = B  Lv and that Lv contains no
function symbols (replace each n-place function symbol f ∈ Lv by an (n + 1)-place relation symbol to stand for the
graph of the function corresponding to f ).
Let E˜XL# = E˜XL q (Lv − {≤, 0}). One may build an E˜XL#-structure A˜, with ELL-reduct given by A  L,5 as
follows. The subgroup domain is I = Io ∪ Ic, where
Io = {[0, α) : α ∈ ‖A‖}
and
Ic = {[0, β] : β ∈ ‖A‖ and [0, β] ⊆ [0, γ ) for some γ ∈ ‖A‖}.
∅A˜ is the empty set, which is [0, 0) ∈ Io, and ⊂A˜ is the relation of proper inclusion. For x ∈ A and Y ∈ I let
x ∈A˜ Y iff ‖x‖ ∈ Y,
AA˜(x) = [0, ‖x‖) ∈ Io,
and
FA˜(p, s, x) = [0, ‖x‖ps ) ∈ Io.
When X ∈ I let
EA˜(X) iff ∃α(X = [0, α) and ZA(α))
and
pA˜(s, k, X) > r iff ∃α(X = [0, α) and k = s and IAp,r+1(α)).
Interpret the relation symbols D(p, s, k, ), E(p, s, c, ), = l mod . . . , < l mod . . . , and > l mod . . . so
that axioms (15)–(23) of Section 2 are true in A˜. Finally, let
cA˜ = [0, cA)
if c ∈ Lv − {≤, 0} is a constant symbol, and
RA˜ = {([0, α1), . . . , [0, αk)) ∈ Iko : (α1, . . . , αk) ∈ RA}
if R ∈ Lv − {≤, 0} is a relation symbol.
If one builds B˜ from B as above, then the E˜XL#-structures A˜ and B˜ are ordered Abelian groups with the same
E˜XL#s -reduct. If one can show that they are models of E˜XT1, then Theorem 2.2 will make A˜ ≡ B˜, and this conclusion
eventually will imply that A ≡ B.
In showing that A˜ |= E˜XT1, note that the elements of S( A˜) with immediate successors are the intervals [0, α) with
α not maximal in ‖A‖, and that S( A˜) has a maximal element X just in case ‖A‖ has a maximal element α, in which
case X = [0, α). Furthermore,
S[0,α) ∪ {0} = Lα and S[0,β] = Uβ
5 The ELL-reduct makes the strict ordering of the group atomic, while the L-reduct makes the weak ordering of the group atomic.
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when α ∈ ‖A‖ and β < γ belong to ‖A‖. So of the axioms of E˜XT1, the only ones which do not follow immediately
from corresponding axioms of Lex(Tv,F) and the definition of A˜ are (9), (14), and (28).
To check (9), suppose that p is prime, m = ps > 1, and x ∈ A. Since ‖x + ps y‖m = ‖x‖m 6∈ [0, ‖x‖m),
x + ps y 6∈ F(p, s, x). If x is ps-divisible, then ‖x‖m = 0 and F(p, s, x) = ∅; and if Z 6⊆ ∅ in A˜, then SZ
is a convex subgroup of A and x is ps-divisible modulo SZ . Suppose now that x is not p
s-divisible: then x is
not ps-divisible modulo L‖x‖m but is p
s-divisible modulo U‖x‖m . If Z ∈ S( A˜) − {∅} and x is not ps-divisible
modulo SZ , then U‖x‖m 6⊆ SZ and so SZ ⊂ U‖x‖m ; because SZ is a convex subgroup of A of the form Lα or Uα ,
SZ ⊆ L‖x‖m = S[0,‖x‖m ), and Z ⊆ F(p, s, x). Thus A˜ obeys (9).
To verify (14) in A˜, one may show that for X ∈ S( A˜), p(s, k, X) > r just in case X 6= ∅ and the group
{y ∈ A : F(p, s, y) ⊆ X}/{y ∈ A : F(p, s, y) ⊂ X},
when represented as a direct sum of cyclic groups whose orders are powers of p, has more than r summands of order
pk ([7], Definition 1.3, Corollary 1.6). If X is not a value of the function z 7→ F(p, s, z), then there cannot be α ∈ ‖A‖
and n > 0 with X = [0, α) and Ip,n(α) – so p(s, k, X) > r fails – and the group displayed above is trivial, and so
does not have more than r cyclic summands of order pk . So in verifying (14) one may assume that X = F(p, s, w)
for some w ∈ A, and thus
X = [0, ‖w‖ps ) = [0, α).
Because both sides of the equivalence to be verified imply that X 6= ∅, one may assume that X 6= ∅: so 0 < α in A,
SX = Lα ⊂ Uα,
and the quotient group displayed above equals
{y ∈ Uα : F(p, s, y) ⊆ X}/{y ∈ Uα : F(p, s, y) ⊂ X}
([7], Lemma 1.2). This group is
{y ∈ Uα : ‖y‖ps ≤ α}/{y ∈ Uα : ‖y‖ps < α} = Uα/(Lα + psUα) ∼= Qα/psQα.
Qα/pQα is a vector space over the field with p elements, and has a basis {zi + pQα}i<µ for some cardinal µ; if µ
is finite, it is the greatest k ∈ N with Ip,k(α), while if µ is infinite, α belongs to every Ip,k . Every element of the
torsion-free group Qα has a unique representation∑
i<µ
ai zi + pz,
where the ai ’s are natural numbers less than p, almost all the ai ’s are zero, and z ∈ Qα . So every element of Qα also
has a unique representation
s−1∑
j=0
p j
(∑
i<µ
a j i zi
)
+ psz =
∑
i<µ
(
s−1∑
j=0
a j i p j
)
zi + psz,
where the a j i ’s are natural numbers less than p, almost all are zero, and z ∈ Qα . Thus
Qα/psQα =
⊕
i<µ
〈zi + psQα〉,
where each subgroup 〈zi + psQα〉 has order ps . So when 1 ≤ k ≤ s, Qα/psQα has more than r cyclic summands of
order pk just in case k = s and µ > r , and A˜ obeys (14).
To check (28), assume that X = A(y) 6= ∅: then X = [0, ‖y‖), where 0 < ‖y‖. If X has an immediate successor
in S( A˜), this immediate successor is [0, ‖y‖], and
S[0,‖y‖]/S[0,‖y‖) = U‖y‖/L‖y‖
is n-regular. If X is maximal in S( A˜), then ‖y‖ is maximal in ‖A‖, A = U‖y‖ , and
A/S[0,‖y‖) = U‖y‖/L‖y‖
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again is n-regular. So A˜ obeys (28) and is a model of E˜XT1.
The same argument shows that B˜ |= E˜XT1, and as noted above one may conclude that A˜ ≡ B˜. This result implies
thatA ≡ B because one may use the same formulas to defineA in A˜ as to define B in B˜. To each L2v-formula ϕ(x, γ )
one may assign an E˜XL#-formula ϕ˜(x,G) so that
A |= ϕ[w, θ ] just in case A˜ |= ϕ˜[w, [0, θ)]
when w comes from A and θ from ‖A‖, and
B |= ϕ[w, θ ] just in case B˜ |= ϕ˜[w, [0, θ)]
when w comes from B and θ from ‖B‖. Given an assignment ϕ 7→ ϕ˜ obeying these conditions, one may apply it to
sentences ϕ to infer A ≡ B from A˜ ≡ B˜.
The assignment should be clear from the definition of A˜ and B˜. One starts with an assignment, of E˜XL#-terms t˜
to L2v-terms t , based on a fixed bijection γi 7→ Gi between variables of value sort and variables of subgroup sort:
variables of group sort, and the group-sort constant 0, are fixed; ˜ commutes with the group-sort function symbols +
and −; each γi goes to Gi ; the value-sort constant 0 goes to ∅ and other constants of Lv are fixed; ‖t ‖˜ is A(t˜); and
‖t‖ps˜ is F(p, s, t˜). When t1, t2 are L-terms, (t1 = t2)˜ is t1˜ = t2˜ and (t1 ≤ t2)˜ is t1˜ ≤ t2˜; when ρ, σ are terms of
value sort, (ρ = σ )˜ is ρ˜ = σ˜ and (ρ ≤ σ )˜ is ρ˜ ⊆ σ ;˜ and when R is a k-place relation symbol of Lv − {≤, 0} and
σ1, . . . , σk are terms of value sort, R(σ1, . . . , σk )˜ is R(σ1˜, . . . , σk˜).˜ commutes with connectives and with group-sort
quantifiers. And finally, (∀γiϕ)˜ is
∀Gi (∃y(Gi = A(y))→ ϕ˜)
and (∃γiϕ)˜ is
∃Gi (∃y(Gi = A(y)) ∧ ϕ˜).
An easy argument by induction shows that the assignment ϕ 7→ ϕ˜ connects A with A˜ and B with B˜ in the manner
described above, and Theorem 4.1 is established. 
To state another model-theoretic transfer result, call a value-sort quantifier bounded just in case it occurs in a
context ∀α ≤ τϕ =
∀α(α ≤ τ → ϕ)
or in a context ∃α ≤ τϕ =
∃α(α ≤ τ ∧ ϕ),
where τ is a term of value sort that does not contain α.
Theorem 4.2. If Tv admits elimination of unbounded quantifiers for Lv-formulas, then Lex(Tv,F) admits elimination
of unbounded quantifiers for L2v-formulas.
Proof. When A ⊆ B are L2v-structures and ordered Abelian groups, call the extension convex just in case A  L is
a convex subgroup of B  L and A  Lv is a downward-closed substructure of B  Lv. Much as before, if A ⊆ B is
convex in this sense, ϕ(x, α) is a bounded L2v-formula, c comes from A, and δ comes from ‖A‖, then
A |= ϕ[c, δ] just in case B |= ϕ[c, δ].
Assume that Tv admits elimination of unbounded quantifiers. The following paragraphs will show two things: first,
that Lex(Tv,F) obeys the two-sorted analogue of condition (ii) from Theorem 3.1; second, that meeting this condition,
in the present context, is sufficient for eliminating unbounded quantifiers.
To show that Lex(Tv,F) meets condition (ii) of Theorem 3.1, let A,B |= Lex(Tv,F) and C ⊆ A,B be convex in
both A and B; one wants to show that every existential-bounded sentence true in AC,D is true in BC,D , where C is
the group domain and D the value domain of C (D contains ‖C‖ but may be larger, since C may not be a model of
Lex(Tv,F)). The following argument will show that AC,D ≡ BC,D .
Because Tv admits elimination of unbounded quantifiers and C  Lv is convex in both A  Lv |= Tv and
B  Lv |= Tv, (A  Lv)D ≡ (B  Lv)D; let T ′v = Th((A  Lv)D) = Th((B  Lv)D).
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If (A  Lv)D and (B  Lv)D are finite, there is an isomorphism f : (A  Lv)D ∼= (B  Lv)D which one may use
to identify these structures. So AC,D and BC,D have the same (Lv)D-reduct. As in the proof of Theorem 4.1 one may
now assume that (Lv)D contains no function symbols. Let
E˜XL# = E˜XLq ((Lv)D − {≤, 0})
and build A˜ and B˜ as in the proof of Theorem 4.1. They are models of E˜XT1 with the same E˜XL#s -reduct, and so are
elementarily equivalent. Let
(Io)C = {[0, α) : α ∈ D}
and
(Ic)C = {[0, α] : α ∈ D and [0, α] ∈ Ic}.
C and IC = (Io)C ∪ (Ic)C form the domains of an E˜XL#−-structure C˜ ⊆ A˜  E˜XL#−, B˜  E˜XL#−. Since C˜ is
convex in both these structures (as in Section 2) and any atomic E˜XL#-formula whose relation symbol belongs to
E˜XL# − E˜XL#− is equivalent modulo E˜XT1 to a bounded E˜XL#−-formula (Lemma 2.4), the elements of C˜ obey the
same atomic relations in A˜ and in B˜, and one may view C˜ as an E˜XL#-substructure of both A˜ and B˜. Because
A˜  E˜XL#s = B˜  E˜XL#s , Theorem 2.2 implies that
A˜C,IC ≡ B˜C,IC .
This conclusion implies that AC,D ≡ BC,D: for if ϕ(x, γ ) is an L2v-formula, c comes from C , and θ comes from D,
then
A |= ϕ[c, θ ] if and only if A˜ |= ϕ˜[c, [0, θ)],
B |= ϕ[c, θ ] if and only if B˜ |= ϕ˜[c, [0, θ)],
and
A˜ |= ϕ˜[c, [0, θ)] if and only if B˜ |= ϕ˜[c, [0, θ)]
because A˜C,(Io)C ≡ B˜C,(Io)C . So the desired conclusion holds when (A  Lv)D and (B  Lv)D are both finite.
If (A  Lv)D and (B  Lv)D are infinite, the following argument will show how by taking elementary
extensions one may reduce to the previous case, in which AC,D and BC,D have the same (Lv)D-reduct. For some
λ > |A| + |B| + |LC,D| there is a special elementary extension (A∗C,D,B∗C,D, C∗C,D), of cardinality λ,6 of the
(six-sorted) structure (AC,D,BC,D, CC,D), and by arguing as in ([9], pp. 214–215)7 one may obtain isomorphisms
between C∗C,D and convex substructures of A∗C,D and B∗C,D . Identify C∗C,D with these convex substructures, so that
C∗C,D is convex in both A∗C,D and B∗C,D; and let the group domain of C∗ be C∗ and the value domain of C∗ be D∗.
(A∗  Lv)D and (B∗  Lv)D are models of the complete (Lv)D-theory T ′v and are special of cardinality λ: so there is
f : (A∗  Lv)D ∼= (B∗  Lv)D . C ⊆ C∗, which is convex in both A∗ and B∗; D ⊆ D∗, which is convex in both ‖A∗‖
and ‖B∗‖; and f is the identity on D. So one may show that AC,D ≡ BC,D by showing that A∗C∗,D∗ ≡ B∗C∗, f (D∗). To
establish this last claim, one may simplify the notation by dropping the asterisks and using f to identify (A∗  Lv)D
with (B∗  Lv)D . The argument already followed in the case of finite reducts now yields the desired conclusion.
To show that the result just established does imply that Lex(Tv,F) admits elimination of unbounded quantifiers,
one may show that if A,B |= Lex(Tv,F), C ⊆ A,B, and elements of C satisfy the same bounded formulas in A and
in B, then there are A′ < A, B′ < B, and C′ ⊇ C such that C′ ⊆ A′,B′ is convex in both A′ and B′. Lex(Tv,F) says
that ‖·‖ is surjective: so if E |= Lex(Tv,F) and ‖E‖ 6= {0}, then E is infinite. Let D be the value domain of C. By
taking elementary extensions if necessary one may assume that for some uncountable λ > |LC,D| each ofAC,D,BC,D
is either finite or special of cardinality λ. Let H(A) be C  Lv in A (as in Section 3) and H(B) be C  Lv in B. Since
(A  Lv)D and (B  Lv)D satisfy the same bounded Lv-sentences, H(A) is infinite if and only if H(B) is infinite. If
6 That is, the disjoint union of the domains has cardinality λ.
7 Where [9] uses recursively saturated models one may use special models instead.
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both are infinite, one may repeat the argument, in the proof of Theorem 3.1, for pairs of infinite structures to show that
the smallest convex substructure of A that contains C is isomorphic over C to the smallest convex substructure of B
that contains C: so assume that H(A) and H(B) are finite. Again because (A  Lv)D and (B  Lv)D satisfy the same
bounded sentences, (H(A))D is isomorphic to (H(B))D . If both are {0}, then D = {0}, C = {0}, and C is already
convex in both A and B: so, assume thatH(A) andH(B) are not {0}. Use an isomorphism f : (H(A))D ∼= (H(B))D
to identify these as a common convex (downward-closed) substructure HD of (A  Lv)D and (B  Lv)D . Since
{0} 6= H ⊆ ‖A‖ ∩ ‖B‖, both A and B are infinite. And since (A  Lv)D and (B  Lv)D satisfy the same bounded
sentences and HD is finite and linearly ordered, one may associate with each bounded (L2v)H -formula ϕ(x, α) a
bounded (L2v)D-formula ϕ̂(x, α) equivalent to ϕ(x, α) in AH and in BH . If C+ is the substructure of A and B with
group domain C and value domain H – remember that no functions of A or B map the value domain into the group
domain – one concludes that the elements of C+ satisfy the same bounded formulas inA and in B. If C A is the convex
hull of C in A and C B is the convex hull of C in B, then H contains ‖C A‖ ∪‖C B‖ and every ‖C A‖m ∪‖C B‖m . So in
A, C+ has domains C A and H , and in B, C+ has domains C B and H . If C = {0}, then C A = {0} = C B and C+ in A
is isomorphic to C+ in B. If C 6= {0}, then C A and C B are infinite, and by repeating the argument for pairs of infinite
structures in the proof of Theorem 3.1 one may obtain enumerations (a′i )i<λ of C A and (b′i )i<λ of C B which satisfy
the same bounded (L2v)C,H -formulas. Thus {(a′i , b′i ) : i < λ} ∪ {(h, h) : h ∈ H} is the graph of a C-isomorphism
between C+ in A and C+ in B, and the proof is complete. 
5. Some poly-regular groups of infinite rank
The first class of examples is most easily described by axioms in the language L2v, where Lv = {≤, 0}. Fix an
ordinal θ > 0 and let Tθ = Tv be the Lv-theory of (θ,≤, 0). There is an Lv-formula L1(α) that defines the set of
(positive) limit elements in any Lv-structure that is a well-ordering (see [2], pp. 12, 16). Fix a familyF of Lv-formulas
Z(α) and Ip,n(α) (p prime, n ∈ N) obeying
(?) There are primes p1 < · · · < pk such that in (θ,≤, 0)
∀α∀β(0 < α < β ∧ ¬L1(β)→ ∨kj=1 Ip j ,1(β)).
To understand the purpose of (?), note that if G is a poly-regular group with canonical poly-regular system
R(G) = {ρi (G) : i ≤ α(G)},
then for each i < α(G) the nontrivial regular group ρi+1(G)/ρi (G) is divisible only if i = 0 or i is a limit ordinal
([1], Theorem 2.4). So when viewed as an L2v-structure as in Section 4, G satisfies a version of (?) with ∨kj=1 Ip j ,1(β)
replaced by an infinite disjunction ∨p prime Ip,1(β). By using a finite disjunction instead, one guarantees that in
structures elementarily equivalent to G the quotients of successive groups in a (nonstandard) poly-regular system
are divisible only at level 0 or at (possibly nonstandard) limit levels; by demanding that the failure of divisibility be
expressed by an Lv-formula one allows exploitation of model-theoretic properties of Tθ in the study of models of
Lex(Tθ ,F).
Let Tθ,F be the set of L-consequences of Lex(Tθ ,F). Since Tθ is complete, Lex(Tθ ,F) and Tθ,F also are complete
(Theorem 4.1). By assuming (?) one may show that models of Lex(Tθ ,F) are interpretable in their group domains,
and by bounded formulas:
Lemma 5.1. If A(α, β, γ, δ) is an atomic Lv-formula and l,m > 1 are prime powers, then there is a bounded L-
formula B(w, x, y, z) for which
B(w, x, y, z)↔ A(‖w‖, ‖x‖, ‖y‖l , ‖z‖m)
modulo Lex(Tθ ,F).
Proof. Since Lex(Tθ ,F) |= ‖0‖ = 0 = ‖0‖m , one may assume that 0 does not occur in A(α, β, γ, δ). Because
equalities are equivalent modulo Tθ to conjunctions of weak inequalities, one need show merely that ‖w‖ ≤ ‖x‖,
‖x‖ ≤ ‖y‖l , ‖y‖l ≤ ‖x‖, and ‖y‖l ≤ ‖z‖m all are equivalent modulo Lex(Tθ ,F) to bounded L-formulas.
When C |= Lex(Tθ ,F) and x ∈ C , let Dx be the convex subgroup of C generated by x .
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Suppose ‖w‖ < ‖x‖ in C: then 0 ≤ |w| < |x | and
Dw ⊆ L‖x‖ ⊂ Dx ⊆ U‖x‖ .
So Dx/L‖x‖ is a nontrivial convex subgroup of U‖x‖/L‖x‖ = Q‖x‖ . If ‖x‖ is not 1 or a limit in ‖C‖—i.e. if
C 6|= 0 < ‖x‖ ∧ [∀α ≤ ‖x‖(0 < α→ α = ‖x‖) ∨ L1(‖x‖)]—
then (?) implies that Q‖x‖ fails to be p j -divisible for some j = 1, . . . , k; thus Dx/L‖x‖ , a nontrivial convex subgroup
of the regular group Q‖x‖ , fails to be p j -divisible, and Dx/Dw, a group of which Dx/L‖x‖ ∼= (Dx/Dw)/(L‖x‖/Dw)
is a homomorphic image, fails to be p j -divisible. If ‖x‖ is a limit in ‖C‖, and one picks z ∈ C for which ‖z‖ is the
immediate successor of ‖w‖ in ‖C‖, then if w 6= 0 the immediately preceding argument shows that Dz/Dw fails to
be p j -divisible for some j = 1, . . . , k, and Dx/Dw, of which Dz/Dw is a nontrivial convex subgroup, again fails to
be p j -divisible. Finally, if ‖x‖ = 1 then ‖w‖ = 0 and w = 0. So when ‖w‖ < ‖x‖, w = 0 6= x or 0 < |w| < |x |
and Dx/Dw fails to be p j -divisible for some j = 1, . . . , k.
Assume now that w = 0 6= x or 0 < |w| < |x | and Dx/Dw fails to be p j -divisible for some j = 1, . . . , k. If
w = 0 6= x , then ‖w‖ = 0 < ‖x‖. If the other possibility occurs, then ‖w‖ ≤ ‖x‖ and Dw ⊆ Dx because |w| ≤ |x |.
If ‖w‖ = ‖x‖, then
L‖x‖ = L‖w‖ ⊂ Dw ⊆ Dx ⊆ U‖x‖;
Dx/L‖x‖ is a nontrivial convex subgroup of the regular group Q‖x‖ = U‖x‖/L‖x‖ , and so regular; and because
Dw/L‖x‖ is a nontrivial convex subgroup of Dx/L‖x‖ ,
(Dx/L‖x‖)/(Dw/L‖x‖) ∼= Dx/Dw
is divisible. This contradiction implies that ‖w‖ 6= ‖x‖: so the given conditions imply that ‖w‖ < ‖x‖.
Thus ‖w‖ < ‖x‖ just in case w = 0 6= x or 0 < |w| < |x | and Dx/Dw fails to be p j -divisible for some
j = 1, . . . , k. When 0 < |w| < |x |, Dx/Dw fails to be p j -divisible just in case for some v ∈ Dx , v − z is not
p j -divisible whenever z ∈ Dw. Because Dx (Dw) consists of all elements bounded in absolute value by some |kx |
(|kw|), this failure of p j -divisibility may be expressed by the bounded L-formula
∃|v| ≤ |p j x |∀|z| ≤ |p jw|∀|u| ≤ |v − z|(v − z 6= p ju).
So ‖w‖ < ‖x‖ is equivalent to a bounded L-formula, and thus ‖w‖ ≤ ‖x‖ also is equivalent to a bounded L-formula.
‖x‖ ≤ ‖y‖l just in case x = 0 or x 6= 0 and y + L‖x‖ is not l-divisible in C/L‖x‖ . If x 6= 0 and y + L‖x‖ is not
l-divisible in C/L‖x‖ , then
∀|z| ≤ |y|(y − lz 6∈ L‖x‖)
and so
∀|z| ≤ |y|(‖x‖ ≤ ‖y − lz‖).
Conversely, if x 6= 0 and the last display holds, then y 6∈ L‖x‖ , and if y + L‖x‖ = l(z + L‖x‖) for some z ∈ C , then
since l ≥ 2 and y + L‖x‖ 6= 0
|z + L‖x‖ | < |y + L‖x‖ |
in the ordered group C/L‖x‖ , |z| < |y|, and one reaches a contradiction. Thus ‖x‖ ≤ ‖y‖l just in case
x = 0 ∨ ∀|z| ≤ |y|(‖x‖ ≤ ‖y − lz‖).
By the conclusion of the last paragraph this condition may be expressed by a bounded L-formula.
‖y‖l ≤ ‖x‖ just in case y +U‖x‖ is l-divisible in C/U‖x‖ , and so just in case
‖y‖ ≤ ‖x‖ ∨ ∃|z| ≤ |y|(y − lz ∈ U‖x‖).
Because this condition is equivalent to
∃|z| ≤ |y|(y − lz ∈ U‖x‖),
the previous results imply that ‖y‖l ≤ ‖x‖ may be expressed by a bounded L-formula.
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Because ‖y‖l ≤ ‖y‖ always, ‖z‖m < ‖y‖l just in case there is some w with |w| ≤ |y|, ‖z‖m = ‖w‖, and
‖w‖ < ‖y‖l . So by the previous results, ‖z‖m < ‖y‖l and ‖y‖l ≤ ‖z‖m may be expressed by bounded L-
formulas. 
Given axioms for Tθ – when θ < ωω, see ([2], pp. 44–45) for a finite set of axioms – one may write down axioms
for Tθ,F with the help of Lemma 5.1: use the definitions it provides to interpret L2v within L, and write down the
translations of the axioms for Lex(Tθ ,F) (together with the translations of the axioms for identity in the value sort).
Lemma 5.1 also allows one to transfer elimination of unbounded quantifiers from Tθ to Tθ,F :
Theorem 5.2. If Tθ admits elimination of unbounded quantifiers, then so does Tθ,F .
Proof. Invoking Theorem 3.1, one wants to show that if A,B |= Tθ,F and C ⊆ A,B is convex in both A and B,
then AC ≡ BC . By Lemma 5.1 there are bounded L-formulas E(x, y) and L(x, y) equivalent, modulo Lex(Tθ ,F),
to ‖x‖ = ‖y‖ and ‖x‖ ≤ ‖y‖, respectively. Since Tθ,F is complete, it implies that E(x, y) defines an equivalence
relation; for r ∈ A (B) let ‖r‖A (‖r‖B) be the E-class of r in A (B) and ‖A‖ (‖B‖) be the set of all EA-classes
(EB-classes). Again by the completeness of Tθ,F , E defines a congruence relation with respect to L , which induces
on ‖A‖ (‖B‖) a linear ordering≤A (≤B) making (‖A‖,≤A, ‖0‖A) (or (‖B‖,≤B, ‖0‖B)) a model of Tθ . Lemma 5.1
provides, for each prime powerm > 1, a boundedL-formula Em(x, y) equivalent modulo Lex(Tθ ,F) to ‖x‖m = ‖y‖.
By the completeness of Tθ,F it implies
∀x∃y∀z(Em(x, z)↔ E(y, z)):
so one may define a function ‖·‖Am : A→ ‖A‖ (‖·‖Bm : B → ‖B‖) by
‖r‖Am = ‖s‖ iff A |= Em[r, s]
(‖r‖Bm = ‖s‖ iff B |= Em[r, s]). Thus A (B) expands to an L2v-structure A2 (B2), which is a model of Lex(Tθ ,F) by
the completeness of Tθ,F .
Since C ⊆ A,B is convex in both A and B, ‖C‖A is convex (downward-closed) in ‖A‖ and ‖C‖B is convex in
‖B‖. Because L and the Em’s are bounded formulas, one may argue that if c, d ∈ C then
‖c‖A ≤ ‖d‖A iff A |= L[c, d]
iff C |= L[c, d]
iff B |= L[c, d]
iff ‖c‖B ≤ ‖d‖B
and
‖c‖Am = ‖d‖A iff A |= Em[c, d]
iff C |= Em[c, d]
iff B |= Em[c, d]
iff ‖c‖Bm = ‖d‖B.
So A2 and B2 induce isomorphic L2v-structures on C. If one identifies these isomorphic L2v-structures as C2, then A2
and B2 have a common convex substructure C2. Because Tθ admits elimination of unbounded quantifiers, Lex(Tθ ,F)
admits elimination of unbounded quantifiers (Theorem 4.2): so A2C ≡ B2C and AC ≡ BC as desired. 
By Theorem 3.2 and Lemma 3.3, therefore,
Corollary 5.3. If Tθ admits elimination of unbounded quantifiers, then Tθ,F may be axiomatized by the L-axioms for
ordered Abelian groups together with a set of L-sentences ∀x1∃x2β(x1, x2), where β(x1, x2) is bounded.
When does Tθ admit elimination of unbounded quantifiers? Following ([2], p. 51), say that ordinals θ, τ are
congruent modulo ωω just in case θ = τ < ωω or θ, τ ≥ ωω and there is δ with θ = ωωδ + τ or τ = ωωδ + θ .
Lemma 5.4. If θ > 0 is congruent modulo ωω to an ordinal ≤ ωω, then Tθ admits elimination of unbounded
quantifiers.
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Proof. By Corollary 44 of ([2], p. 51) (γ,≤, 0) ≡ (δ,≤, 0) just in case γ and δ are congruent modulo ωω: so one
need show merely that if 0 < θ ≤ ωω, then Tθ admits elimination of unbounded quantifiers. By Theorem 24 of ([2], p.
34) every {≤, 0}-formula ϕ is equivalent, modulo the {≤, 0}-theory of well-orderings, to a propositional combination
of sentences, bounded formulas, and formulas Mκ,λ(x,∞) (κ ∈ N, 0 < λ ∈ N) which are not bounded. In (θ,≤, 0)
Mκ,λ(x,∞) iff x + ωκλ ≤ θ
(see the definition of Mκ,λ(x, y) in ([2], p. 16), and the conventions regarding∞ in ([2], pp. 32–35)). So if θ = ωω,
Tθ |= ∀xMκ,λ(x,∞), and each Mκ,λ(x,∞) in ϕ may be replaced by the quantifier-free formula 0 = 0. Assume,
therefore, that θ < ωω. Each δ < θ may be defined in (θ,≤, 0) by a bounded formula Hδ(x) ([2], Theorem 36). Let
the Cantor normal form of θ be
θ = ωrnr + · · · + ωsns,
where nr , ns are positive integers and r ≥ s (if r = s, θ = ωrnr ).
If κ > r
Tθ |= ∀x¬Mκ,λ(x,∞)
and one may replace occurrences of Mκ,λ(x,∞) in ϕ by 0 6= 0.
Suppose κ = r . If λ > nr , then in (θ,≤, 0) ∀x¬Mκ,λ(x,∞) and
Mκ,λ(x,∞)↔ 0 6= 0.
λ ≥ 1, and in (θ,≤, 0)
Mκ,λ(x,∞) iff x + ωrλ ≤ ωrnr + · · · + ωsns .
So for λ ≤ nr
Mκ,λ(x,∞) iff x < ωr (nr − λ+ 1)
in (θ,≤, 0). If 1 = λ ≤ nr and r = s
Mκ,λ(x,∞)↔ 0 = 0;
if 1 = λ ≤ nr and r > s,
Mκ,λ(x,∞)↔ ∀y ≤ x¬Hωrnr (y);
if 1 < λ ≤ nr ,
Mκ,λ(x,∞)↔ ∀y ≤ x¬Hωr (nr−λ+1)(y).
So when κ = r , occurrences of Mκ,λ(x,∞) in ϕ may be replaced by bounded formulas.
Suppose now that κ < r , and let
θ ′ = ωrnr + · · · + ωκ+1nκ+1 ≤ θ.
If θ = θ ′, then when x < θ = θ ′, x + ωκλ < θ , and so
Mκ,λ(x,∞)↔ 0 = 0
in (θ,≤, 0). Assume now that θ ′ < θ . If λ > nκ , then for x < θ
x + ωκλ ≤ θ iff x < θ ′
and so
Mκ,λ(x,∞)↔ ∀y ≤ x¬Hθ ′(y).
Assume that λ ≤ nκ , and let
θ ′′ = θ ′ + ωκ(nκ − λ+ 1),
which is at most θ since λ ≥ 1. For x < θ ,
x + ωκλ ≤ θ iff x < θ ′′.
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If θ ′′ = θ ,
Mκ,λ(x,∞)↔ 0 = 0;
if θ ′′ < θ ,
Mκ,λ(x,∞)↔ ∀y ≤ x¬Hθ ′′(y).
So in all cases one may replace Mκ,λ(x,∞) in ϕ by a bounded formula. 
When θ > 0 is an ordinal, let ∆θ be the set of ordinals ∅-definable in (θ,≤, 0). There are unique ordinals γ < ωω
and β with θ = ωωβ + γ . When β = 0,
∆θ = γ = θ
(the set of ordinals < θ) by Theorem 36 of [2], and each δ < θ may be defined by one of the bounded Lv-formulas
Hδ(x) appearing in the proof of Lemma 5.4. When β > 0,
∆θ = ωω ∪ {ωωβ + δ : δ < γ }
by Corollary 46 of [2]. In this case the bounded formulas Hδ(x), for δ < ωω, still define the ordinals δ < ωω; but now
for each δ < γ there is an Lv-formula Hωω+δ(y) which defines ωωβ + δ in (θ,≤, 0).8 When θ > ωω, expand Lv to
L′v by introducing new constant symbols dδ for all δ < γ , and let T ′θ be the expansion of Tθ by axioms
Hωω+δ(dδ)
for all δ < γ . One may now state
Lemma 5.5. If θ > ωω is not congruent to ωω modulo ωω, then Tθ does not admit elimination of unbounded
quantifiers, but T ′θ does admit elimination of unbounded quantifiers.
Proof. Again by Corollary 44 of [2], one may assume that θ = ωω + γ , where 0 < γ < ωω.
If τ = ωω2+ γ , then τ is congruent modulo ωω to θ and (τ,≤, 0) ≡ (θ,≤, 0). Because
∆τ = ωω ∪ {ωω2+ δ : δ < γ } 6= ωω ∪ {ωω + δ : δ < γ } = ∆θ ,
the convex inclusion (θ,≤, 0) ⊆ (τ,≤, 0) of models of Tθ is not elementary. So Tθ does not admit elimination of
unbounded quantifiers.9
To show that T ′θ admits elimination of unbounded quantifiers, one repeats essentially the proof of Lemma 5.4. As
before, one needs to replace occurrences of Mκ,λ(x,∞) by bounded formulas in the richer language L′v. Because T ′θ
implies that
x < d0→ Mκ,λ(x,∞),
the problem reduces to replacing occurrences of d0 ≤ x ∧ Mκ,λ(x,∞) by bounded L′v-formulas. Express γ in the
Cantor normal form
γ = ωrnr + · · · + ωsns
as in the earlier proof, and define γ ′ and γ ′′ from γ as θ ′ and θ ′′ were defined from θ . The earlier argument continues
to work when Mκ,λ(x,∞) is replaced by d0 ≤ x ∧ Mκ,λ(x,∞) , x is restricted to [d0,∞), and formulas
∀y ≤ x¬Hωrnr (y),∀y ≤ x¬Hωr (nr−λ+1)(y),∀y ≤ x¬Hθ ′(y),∀y ≤ x¬Hθ ′′(y)
are replaced by
d0 ≤ x < dωrnr , d0 ≤ x < dωr (nr−λ+1), d0 ≤ x < dγ ′ , d0 ≤ x < dγ ′′ . 
8 Hωω+δ(y) does not depend on β because Tθ = Tθ ′ when θ and θ ′ are congruent modulo ωω (Corollary 44 of [2]).
9 Note that the L-theory of A = ←−Π i<θZ also will not admit elimination of unbounded quantifiers. If B = ←−Π i<τZ, then A ⊆ B if one regards
each f ∈ A as zero at any γ ∈ [θ, τ ). If one builds A2 and B2 from A and B as in the proof of Theorem 5.2, then A2 ≡ B2 and the embedding
of A in B extends to an embedding of A2 in B2. The induced embedding of A2  Lv in B2  Lv is the convex, non-elementary inclusion given
above, and since these structures are interpretable inA and B, the latter is not an elementary extension of the former.
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For each A |= Tθ,F let A2 |= Lex(Tθ ,F) be built from A as in the proof of Theorem 5.2. Corresponding
to each δ ∈ ∆θ is an Lv-formula Hδ′(y)10 which defines δ in (θ,≤, 0). If one sends each δ ∈ ∆θ to the
element of ‖A‖ defined by Hδ′(y), one embeds (∆θ ,≤, 0) into (‖A‖,≤A, ‖0‖A). By Corollary 46 of ([2], p. 51)
(∆θ ,≤, 0) 4 (θ,≤, 0); so since all elements of ∆θ are ∅-definable in (θ,≤, 0) and Tθ is complete, the embedding of
(∆θ ,≤, 0) in (‖A‖,≤A, ‖0‖A) is elementary. Use this embedding to view ∆θ as a subset of ‖A‖. With the help of
the definitions provided by Lemma 5.1 one may build L-formulas λ(x, y), ν(x, y), and ϕδ(x) (for δ ∈ ∆θ ) such that
if A |= Tθ,F , then ϕδ(x) defines {b ∈ A : ‖b‖ = δ} in A,
LA2‖a‖ = {b ∈ A : A |= λ[a, b]},
and
UA2‖a‖ = {b ∈ A : A |= ν[a, b]}.
So when δ ∈ ∆θ , ∃x(ϕδ(x) ∧ λ(x, y)) (=λδ(y)) defines LA2δ and ∃x(ϕδ(x) ∧ ν(x, y)) (=νδ(y)) defines UA
2
δ in A.
Theorem 5.6. When A |= Tθ,F , the only definable convex subgroups of A are A and the LA2‖a‖ ’s and UA
2
‖a‖ ’s, and the
only ∅-definable convex subgroups of A are A and the LA2δ ’s and UA
2
δ ’s for δ ∈ ∆θ .
Proof. For each δ ∈ ∆θ − {0} let Bδ be an Archimedean ordered group elementarily equivalent to the nontrivial
regular group QAδ . Following the procedure described in Section 4, one may build a model B2 of Lex(Tθ ,F) with
group domain
←−
Π 0<δ∈∆θ Bδ and value domain ∆θ . Because Lex(Tθ ,F) is complete (Theorem 4.1), B2 ≡ A2.
Suppose H ⊆ A is a definable convex subgroup different from A, the LA2‖a‖ ’s, and the UA
2
‖a‖ ’s. If
H = {b ∈ A : A |= ϕ[b, e1, . . . , en]},
where ϕ(y, x1, . . . , xn) is an L-formula and e1, . . . , en ∈ A, then
A2 |= ∃x1 . . . ∃xn({y : ϕ(y, x1, . . . , xn)} is a convex subgroup
∧ ∃y¬ϕ(y, x1, . . . , xn)
∧ ∀z({y : ϕ(y, x1, . . . , xn)} 6= L‖z‖ ,U‖z‖)).
Because A2 ≡ B2, the displayed sentence is true in B2, and there are f1, . . . , fn ∈ B so that if
K = {b ∈ B : B2 |= ϕ[b, f1, . . . , fn]},
then K is a convex subgroup of B different from B, the LB2‖b‖ ’s, and the UB
2
‖b‖ ’s. If K contains every UB
2
‖b‖ , then θ must
be a limit ordinal: for if θ = τ + 1, then τ ∈ ∆θ and B = UB2τ ⊆ K ⊆ B. But if K contains every UB2‖b‖ and θ is a
limit ordinal,
B =
⋃
b∈B
UB2‖b‖ ⊆ K ⊆ B
and K = B. So K cannot contain every UB2‖b‖ . Since UB
2
‖0‖ = {0} ⊂ K and (∆θ ,≤, 0) is a well-ordering, there is a
least χ ∈ ∆θ with UB2χ 6⊆ K , and K ⊂ UB2χ . 0 < χ , and
LB2χ =
⋃
pi<χ
UB2pi ⊆ K :
so since K 6= LB2χ ,
LB2χ ⊂ K ⊂ UB
2
χ .
Thus K/LB2χ is a nontrivial proper convex subgroup of UB
2
χ /L
B2
χ
∼= Bχ , an Archimedean group. This contradiction
implies that H is A, one of the LA2‖a‖ ’s, or one of the UA
2
‖a‖ ’s.
10 When δ < ωω , δ′ = δ; when δ ≥ ωω , ωω ≤ δ′ < ωω2 is congruent to δ modulo ωω .
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If one makes the stronger assumption that H is ∅-definable in A, let ϕ(y) be an L-formula defining H in A. ϕ(y)
will define in B = B2  L a convex subgroup K of B, and by the result of the last paragraph K is B, LB2δ for some
δ ∈ ∆θ , or UB2δ for some δ ∈ ∆θ . So in B
∀y(ϕ(y)↔ ψ(y)),
where ψ(y) is y = y, λδ(y) for some δ ∈ ∆θ , or νδ(y) for some δ ∈ ∆θ . Since B ≡ A, the last sentence displayed is
true in A, and so H is A, LA2δ for some δ ∈ ∆θ , or UA
2
δ for some δ ∈ ∆θ . 
The convex subgroups {UA2δ }δ∈∆θ of A |= Tθ,F have another special property expressed by
Theorem 5.7. If A |= Tθ,F then ∪δ∈∆θUA
2
δ 4 A.
When θ = ω, this theorem states that one obtains a convex elementary submodel of A |= Tθ,F by throwing away
the elements of nonstandard value.
Proof. When proving Theorem 5.7 one may assume that θ is a limit ordinal, since the groups otherwise are the same.
Let
V = {α ∈ ‖A‖ : α ≤A δ for some δ ∈ ∆θ }.
∪δ∈∆θUA
2
δ is the group domain of a substructure D2 of A2 with value domain V . Because (V,≤A ∩V 2, ‖0‖A)∆θ
is a convex (downward-closed) substructure of (‖A‖,≤A, ‖0‖A)∆θ , D2∆θ is a convex substructure of A2∆θ (as in
Section 4). If (V,≤A ∩V 2, ‖0‖A)∆θ 4 (‖A‖,≤A, ‖0‖A)∆θ , then D2∆θ and A2∆θ are both models of Lex(T ′θ ,F),
which by Lemma 5.5 and Theorem 4.2 admits elimination of unbounded quantifiers: so D2∆θ 4 A2∆θ and one reaches
the desired conclusion.
To show that (V,≤A ∩V 2, ‖0‖A)∆θ 4 (‖A‖,≤A, ‖0‖A)∆θ , one may apply the Tarski–Vaught test. So, assume
that ϕ(α, β1, . . . , βn) is an Lv-formula, γ1, . . . , γn ∈ V , and
(‖A‖,≤A, ‖0‖A) |= ∃αϕ[γ1, . . . , γn];
the goal is to find an element pi of V with
(‖A‖,≤A, ‖0‖A) |= ϕ[pi, γ1, . . . , γn].
There is δ ∈ ∆θ with γi ≤A δ for i = 1, . . . , n. Because θ is a limit ordinal every model of T ′θ has a proper elementary
end extension ([8], p. 709), and so one may argue as in Section 2 that
T ′θ |= ∀γ [∀β1 ≤γ . . .∀βn ≤ γ ∃α(ϕ(α, β) ∨ (∀ξ¬ϕ(ξ, β) ∧ α = 0))
→ ∃χ∀β1 ≤ γ . . .∀βn ≤ γ ∃α ≤ χ(ϕ(α, β) ∨ (∀ξ¬ϕ(ξ, β) ∧ α = 0))].
(∆θ ,≤, 0)∆θ |= T ′θ , δ ∈ ∆θ , and
(∆θ ,≤, 0)∆θ |= ∀β1 ≤ δ . . .∀βn ≤ δ∃α(ϕ(α, β) ∨ (∀ξ¬ϕ(ξ, β) ∧ α = 0)):
so there is χ ∈ ∆θ with
(∆θ ,≤, 0)∆θ |= ∀β1 ≤ δ . . .∀βn ≤ δ∃α ≤ χ(ϕ(α, β) ∨ (∀ξ¬ϕ(ξ, β) ∧ α = 0)).
Since (∆θ ,≤, 0) 4 (‖A‖,≤A, ‖0‖A)
(‖A‖,≤A, ‖0‖A)∆θ |= ∀β1 ≤ δ . . .∀βn ≤ δ∃α ≤ χ(ϕ(α, β) ∨ (∀ξ¬ϕ(ξ, β) ∧ α = 0)).
So since (‖A‖,≤A, ‖0‖A)∆θ |= ∃αϕ[γ1, . . . , γn] and each γi ≤ δ, there is pi ≤ χ in ‖A‖ with
(‖A‖,≤A, ‖0‖A)∆θ |= ϕ[pi, γ ].
Because χ ∈ ∆θ , pi ∈ V as desired. 
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6. Eventually periodic poly-regular groups
Versions of the results of the last section are true in groups
G =←−Π 0<i∈NAi ,
where each Ai is a nontrivial Archimedean ordered group and the sets
(1) {i > 0 : Ai is discretely ordered}
and
(2) {i > 0 : |Ai/pAi | ≥ pn}
are eventually periodic: i.e., periodic outside of finite sets. Another way to express this restriction is to say that G is
the group domain of a model G of Lex(Tv,F), where Lv = {≤,+, S, 0} is the language of Presburger arithmetic,
Tv consists of Lv-axioms for Presburger arithmetic, and the family F of formulas Z(α) and Ip,n(α) is chosen so that
in (N,≤,+, successor, 0) Z(α) defines (1) and Ip,n(α) defines (2) (together with 0, if n = 0). If TF is the set of
L-consequences of Lex(Tv,F), Theorem 4.1 again implies that TF is complete, and arguments related to those of the
last section show that TF admits elimination of unbounded quantifiers, restrict the logical complexity of axioms for
TF , determine the ∅-definable convex subgroups of models of TF , and show that the elements of finite value in any
A |= TF form a convex elementary substructure of A.
These results do not follow from those of Section 5 because eventually periodic sets need not be definable in
(N,≤, 0) and because this section assumes nothing like (?). It allowed the interpretation of Lex(Tθ ,F) inside Tθ,F ,
and the absence of (?) will complicate the proofs given here.
The most complex proof establishes
Theorem 6.1. TF admits elimination of unbounded quantifiers.
Proof. By Theorem 3.1 one need showmerely that ifA,B |= TF , C ⊆ A,B is convex in bothA and B, ϕ(x1, . . . , xm)
is an existential-bounded L-formula, and
A |= ϕ[c1, . . . , cm]
for certain c1, . . . , cm ∈ C , then B |= ϕ[c1, . . . , cm]. Since TF is complete, one may assume that C 6= {0} and that
0 < c1 < · · · < cm . If ιA : C → A and ιB : C → B are the inclusion maps, let (A˜, B˜, C˜, ι˜A, ι˜B) be an ℵ1-big
elementary extension of the three-sorted structure (A,B, C, ιA, ιB) ([8], pp. 479–480, Section 10.2). One may assume
that C˜ ⊆ A˜, B˜ via ι˜A, ι˜B . By ([8], Exercise 10.1.23) A˜ = A2  L and B˜ = B2  L for certain A2,B2 |= Lex(Tv,F).
A˜ and B˜ are ℵ1-saturated ([8], p. 481): so if D is the convex subgroup of C˜ generated by cm ,
{0} ⊂ D ⊂ A˜, B˜.
By taking an ℵ1-saturated elementary extension of the five-sorted structure (A2,B2,D, ι˜A  D, ι˜B  D) one may
assume, from the start, that A, B are the L-reducts of A2,B2 |= Lex(Tv,F); that (A2,C) and (B2,C) are ℵ1-
saturated; and that in each of these structures cm has maximal value among the elements of C , which is properly
contained inU‖cm‖ . One cannot assume thatA2 and B2 induce the same L2v-structure on C ⊆ A,B: so in what follows
superscripts may be applied to symbols in L2v − Lv to distinguish interpretations, in A2 and in B2, which may differ
in their application to elements of C .
If every Ak is divisible, then
←−
Π 0<k Ak is divisible, and its complete L-theory TF is the L-theory of nontrivial
divisible ordered Abelian groups, which admits elimination of quantifiers. If TF admits elimination of quantifiers,
then certainly B |= ϕ[c].
If exactly l > 0 Ak’s are not divisible – say Ak1 , . . . , Akl , with 1 ≤ k1 < · · · < kl – then if k1 = 1
(1)
←−
Π 0<k Ak ∼=
(←−
Π l−1m=1
←−
Π km≤k<km+1 Ak
)←−×←−Π kl≤k Ak
while if k1 > 1
(2)
←−
Π 0<k Ak ∼=
(←−
Π 0<k<k1 Ak
)←−× (←−Π l−1m=1←−Π km≤k<km+1 Ak)←−×←−Π kl≤k Ak .
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In case (1) the complete L-theory TF of this group is a theory Tl+1,G of the kind studied in Section 5; in case (2) TF
is a theory Tl+2,G . Since the theories Tl+1,G and Tl+2,G admit elimination of unbounded quantifiers (Theorem 5.2 and
Lemma 5.4), B |= ϕ[c] when at most finitely many Ak’s are not divisible.
From now on, assume that infinitely many Ak’s are not divisible, and let the corresponding indices be k1 < k2 <
. . . .
‖C‖A (‖C‖B) is a nonempty downward-closed subset of ‖A‖ (‖B‖). What happens next depends on the size of
NA = {α ∈ ‖C‖A : QAα is not divisible}.
If NA = ∅, then {0} ⊂ ‖C‖A ⊆ [0, k1); by letting n = ‖cm‖A one sees that n ∈ (0, k1) and that LAn ⊂ C ⊂ UAn .
Because (A,C) is ℵ1-saturated
A ∼= C←−×SA,
where SA ⊆ A is isomorphic via the usual quotient map pi : A → A/C to A/C (see, for example, Lemma 2.3 of
[14]). If P is the natural predecessor function on A’s Lv-reduct, one may expand SA to an L2v-structure (SA)2 with
(SA)2  Lv = A2  Lv by letting
‖e‖SA =

0 if e = 0
1 if 0 < ‖e‖A < k1
Pk1−2(‖e‖A) if k1 ≤ ‖e‖A
and for prime powers m > 1
‖e‖SAm =
{
0 if ‖e‖Am < k1
Pk1−2(‖e‖Am ) if k1 ≤ ‖e‖Am .
(SA)2 then is a model of Lex(Tv,F ′), where Z ′(α) is 2 ≤ α ∧ Z(α + (k1 − 2)), I ′p,0(α) is α = α, and for n ≥ 1
I ′p,n(α) is 2 ≤ α∧ Ip,n(α+ (k1− 2)). Because C is divisible, {0} ⊂ ‖C‖B ⊆ [0, k1) as well, and as above one obtains
SB ⊆ B, with B ∼= C←−×SB, which expands to a model (SB)2 of Lex(Tv,F ′). Since Lex(Tv,F ′) is complete,
(SA)2 ≡ (SB)2;
so SA ≡ SB, and
AC ≡ CC←−×SA ≡ CC←−×SB ≡ BC
by the Feferman–Vaught theorem (see [4], pp. 75–76).11 Thus B |= ϕ[c] if NA = ∅.
If NA is nonempty but finite, then NA = {k1, . . . , kl} for some l ≥ 1, and [0, kl ] ⊆ ‖C‖A ⊆ [0, kl+1). One may
proceed much as in the last paragraph to find SA ⊆ A with
A ∼= C←−×SA
and to expand SA to an L2v-structure (SA)2 whose Lv-reduct is that ofA2 and in which ‖e‖SA and ‖e‖SAm are defined
as above, but with kl+1 replacing k1. (SA)2 is a model of Lex(Tv,F ′′), where Z ′′(α) and the I ′′p,n(α)’s are as above,
but with kl+1 replacing k1. Since [0, kl ] ⊆ ‖C‖A ⊆ [0, kl+1), C is poly-regular of rank l (or l+ 1, if k1 > 1), C is not
divisible, andR(C) has l + 1 (l + 2) elements. Now define NB from B as NA was defined from A. If NB = ∅, C is
divisible; if NB has exactly l ′ > 0 elements, C is poly-regular of rank l ′ (or l ′ + 1, if k1 > 1); if NB is infinite, then
R(C) has infinitely many elements. Since C determines R(C) (as in [1], pp. 105–106), NB has exactly l elements,
which must be k1, . . . , kl . Building SB and (SB)2 from B, one may argue as in the last paragraph to reach the desired
conclusion.
Assume, from now on, that NA is infinite. By the earlier arguments applied to NB rather than NA, NB also is
infinite.
For each prime p,
Np = {k > 0 : Ip,1(k)}
11 Let the constant symbols of LC − L name 0 in SA and in SB .
P. Scowcroft / Annals of Pure and Applied Logic 149 (2007) 40–80 73
is the set of all positive integers k for which Ak is not p-divisible. If every Np is finite, then for each prime p there is
a positive integer bp with Np ⊆ [1, bp), and the complete theory Tv implies
∀α(bp ≤ α→ ¬Ip,1(α)).
So in A2 and also in B2, Qα is divisible when α is infinite. Because NA is infinite and LA‖cm‖ ⊂ C ⊂ UA‖cm‖ ,‖cm‖ ∈ ‖A‖ is infinite, and Qα is divisible whenever α ≥ ‖cm‖ in ‖A‖. So when one argues, as above, that
A ∼= C←−× (A/C),
A/C is a nontrivial divisible group. The same reasoning applies to
B ∼= C←−× (B/C)
and so one may conclude, as above, that AC ≡ BC and that B |= ϕ[c].
Assume now that some Np is infinite. Because Np is eventually periodic, there are positive integers ap and dp for
which the complete theory Tv implies
∀α(ap ≤ α→ ∃β(α ≤ β ≤ α + dp ∧ Ip,1(β) ∧ (Ip,1(α)↔ Ip,1(α + dp)))).
So whenever α ∈ ‖A‖ (‖B‖) is infinite, [α, α + dp] contains a β for which QAβ (QBβ ) is not p-divisible, and the
pattern of p-divisibility for Qβ is periodic with period dp. Any prime q for which Nq is infinite has a similar property,
while if Nq is finite, Qβ is q-divisible when β is infinite.
As in earlier cases one knows that
A ∼= C←−×SA and B ∼= C←−×SB,
where SA ⊆ A (SB ⊆ B) is isomorphic by the usual quotient map to A/C (B/C), and the goal is to show that
SA ≡ SB. Again the strategy will be to expand SA and SB to (L′v)2-structures (SA)2, (SB)2 which are models of
Lex(U,H) for some complete L′v-theory U ; Theorem 4.1 will imply that (SA)2 ≡ (SB)2, and so SA ≡ SB as well.
The following jargon will prove useful: if α ∈ ‖A‖ (‖B‖), the component of α is the set of all β ∈ ‖A‖ (‖B‖) for
which Sn(α) = β or Sn(β) = α for some n ∈ N. Thus N is the component of any finite element of ‖A‖ (‖B‖), while
the component of any infinite element of ‖A‖ (‖B‖) is a convex12 subset order-isomorphic to Z.
Let α0 = ‖cm‖A. Since NA is infinite, α0 is infinite. Because LAα0 ⊂ C ⊂ UAα0 and SA is isomorphic to A/C
by the usual quotient map, ‖·‖ maps SA onto {0} ∪ [α0,∞) ⊆ ‖A‖. Since the regular group QAα0 has the nontrivial
convex subgroup C/LAα0 , U
A
α0
/C is divisible. So since SA is a direct summand of A, any e ∈ SA not divisible by
the prime power m > 1 in SA has ‖e‖m ∈ (α0,∞) and QA‖e‖m not divisible, while if e ∈ SA is divisible by m in
SA then ‖e‖m = 0. For i ≥ 1 let αi be the least γ in α0’s component for which QAγ is not divisible and γ > αi−1;
the definition makes sense because Np is infinite. Let KA be the union of the components of elements greater than
every αi , and define σA : {0} ∪ [α0,∞) → {0} ∪ {αi : i ≥ 0} ∪ KA = DA as follows: σ(0) = 0; σ(γ ) = αi if
γ ∈ [αi , αi+1); σ(γ ) = γ if γ ∈ KA. DA inherits an ordering from ‖A‖. Define ‖·‖A, ‖·‖Am : SA→ DA, for m > 1
a prime power, by
‖·‖SA = σ ◦ ‖·‖ and ‖·‖SAm = σ ◦ ‖·‖m .
These functions obey axioms (3)–(7) and (11)–(12) from Section 4 (where in (7) α ∈ DA). If one uses ‖·‖SA to define
the convex subgroups USAγ and LS
A
γ for γ ∈ DA in the usual way, then for γ ∈ KA
QSAγ ∼= (UAγ /C)/(LAγ /C) ∼= UAγ /LAγ = QAγ .
For i ≥ 1
QSAαi ∼= (LAαi+1/C)/(LAαi /C) ∼= LAαi+1/LAαi = UAαi+1−1/LAαi ,
12 Convex in the familiar sense that if α ≤ β belong to a component and α ≤ γ ≤ β, then γ belongs to the component.
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and because A2 is ℵ1-saturated
UAαi+1−1/L
A
αi
∼= UAαi /LAαi
←−×UAαi+1/UAαi
←−× · · ·←−×UAαi+1−1/UAαi+1−2
= QAαi
←−× QAαi+1
←−× · · ·←−× QAαi+1−1;
so since QAαi is a nontrivial regular group and Q
A
γ is a divisible group when γ ∈ (αi , αi+1),
QSAαi ≡ QAαi .
When i = 0, similar computations show that
QSAα0 ∼= LAα1/C = UAα1−1/C ∼= UAα0/C
←−× QAα0+1
←−× · · ·←−× QAα1−1 ≡ UAα0/C
is nontrivial and divisible. If L′v = {≤, Z ′, 0} ∪ {I ′p,n : p prime, n ∈ N}, where Z ′ and the I ′p,n’s are new one-
place relation symbols, one may expand the L-structure SA to an (L′v)2-structure (SA)2, with value domain DA, by
interpreting 0 and ≤ as in ‖A‖, ‖·‖ by ‖·‖SA , each ‖·‖m by ‖·‖SAm , Z ′ by
{α ∈ DA : 0 < α and QSAα is discretely ordered},
and I ′p,n by
{α ∈ DA : |QSAα /pQS
A
α | ≥ pn}.
If UA is the L′v-theory of (SA)2  L′v andH is the family of formulas Z ′(α) and I ′p,n(α), (SA)2 |= Lex(UA,H).
One may similarly expand SB to an (L′v)2-structure (SB)2 |= Lex(UB,H). Here UB is the complete theory of an
L′v-structure, with domain
DB = {0} ∪ {βi : i ≥ 0} ∪ KB
ordered as in ‖B‖, with β0 = ‖cm‖B, βi+1 the least γ > βi in the component of β0 with QBγ not divisible, and KB the
union of the components of elements of ‖B‖ greater than every βi . Functions σB, ‖·‖SB , and ‖·‖SBm may be defined
as above, and with the help of these functions one may interpret the other symbols of L′v to obtain an L′v-structure
much as before.
By Theorem 4.1, SA ≡ SB if (SA)2  L′v ≡ (SB)2  L′v. Let A<∞ be the substructure of (SA)2  L′v with
domain {0} ∪ {αi : i ≥ 0} and A∞ be the substructure of (SA)2  L′v with domain {0} ∪ KA; define B<∞ and B∞
in similar fashion. If one can find an isomorphism f : A<∞ ∼= B<∞ and a nonempty family I of isomorphisms,
between substructures of A∞ and substructures of B∞, with the back-and-forth property, then { f ∪ h : h ∈ I} will
be a nonempty family of isomorphisms, between substructures of (SA)2  L′v and substructures of (SB)2  L′v, with
the back-and-forth property, and these two structures will be elementarily equivalent.
The function sending 0 to 0 and each αi to βi will be an isomorphism between A<∞ and B<∞ just in case
QSAαi ≡ QS
B
βi
for all i ∈ N.
i = 0 obeys the result because the corresponding groups are nontrivial and divisible. To handle the other cases one
must show that
QAαi ≡ QBβi for all i ≥ 1.
Towards this end, let α−1 > α−2 > · · · be the γ ’s, in α0’s component, for which QAγ is not divisible and γ ≤ α0; and
let β−1 > β−2 > · · · be the γ ’s, in β0’s component, for which QBγ is not divisible and γ ≤ β0. As a preliminary to
establishing the last display one may show that
QAα−i ≡ QBβ−i for all i ≥ 1.
Note first that LAα−1 is the greatest convex subgroup H of C for which C/H is regular but not divisible. For if
α−1 = α0, then LAα−1 = LAα0 ⊂ C ⊂ UAα0 = UAα−1 and C/LAα−1 is a nontrivial convex subgroup of the regular,
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non-divisible group QAα−1 , and so is regular and not divisible; but if J ⊂ C is a convex subgroup with LAα−1 ⊂ J , then
C/J ∼= (C/LAα−1)/(J/LAα−1)
is divisible because J/LAα−1 is a nontrivial convex subgroup of the regular group C/L
A
α−1 ([1], Theorem 1.4). Suppose,
on the other hand, that α−1 < α0. QAγ is divisible for all γ ∈ (α−1, α0], and so C/LAα0 , a convex subgroup of QAα0 ,
also is divisible. Since (A2,C) is ℵ1-saturated
C/LAα−1 ∼= UAα−1/LAα−1
←−×UAα−1+1/UAα−1
←−× · · ·←−×UAα0−1/UAα0−2
←−×C/UAα0−1
= QAα−1
←−× QAα−1+1
←−× · · ·←−× QAα0−1
←−×C/LAα0
≡ QAα−1
because QAα−1 is regular and not divisible. Yet if J ⊂ C is a convex subgroup with LAα−1 ⊂ J , the argument above
shows that C/J is divisible. So whatever the relation between α−1 and α0, LAα−1 is the greatest convex subgroup H of
C for which C/H is regular but not divisible.
Because the same argument applies to LBβ−1 ⊂ C ,
LAα−1 = LBβ−1
and
QAα−1 ≡ C/LAα−1 = C/LBβ−1 ≡ QBβ−1 .
By repeating this argument – with C , LAα−1 , L
B
β−1 replaced by L
A
α−1 = LBβ−1 , LAα−2 , LBβ−2 , and so on – one shows that
LAα−i = LBβ−i and QAα−i ≡ QBβ−i for all i ≥ 1.
Suppose now that QAα1 6≡ QBβ1 : that, for example, there is a prime l for which |QAα1/ lQAα1 | ≥ l3 but |QBβ1/ lQBβ1 | 6≥
l3.13 Among the γ ’s in the component of α0 (β0) with QAγ (QBγ ) not divisible, α−1 and α1 (β−1 and β1) are successive
elements. Pick primes q , r , and s such that QAα−1 ≡ QBβ−1 is not q-divisible, QAα1 is not r -divisible, and QBβ1 is not
s-divisible. Both (Iq,1(α) ∨ Ir,1(α) ∨ Is,1(α)) ∧ Il,3(α) and (Iq,1(α) ∨ Ir,1(α) ∨ Is,1(α)) ∧ ¬Il,3(α) have infinite
solutions in models of Tv, and both formulas define eventually periodic sets in all models of Tv. So there are positive
integers k and N , distinct integers i1, . . . , id in [0, N ), and a positive integer b < d for which the complete theory Tv
implies14
∀α(k ≤ α→[((Iq,1(α) ∨ Ir,1(α) ∨ Is,1(α))↔ ∨dj=1α ≡N i j )
∧ (((Iq,1(α) ∨ Ir,1(α) ∨ Is,1(α)) ∧ Il,3(α))↔ ∨bj=1α ≡N i j )
∧ (((Iq,1(α) ∨ Ir,1(α) ∨ Is,1(α)) ∧ ¬Il,3(α))↔ ∨dj=b+1α ≡N i j )]).
By the first clause, there are infinitely many i ≥ 1 for which QAα−i is not q-divisible, or not r -divisible, or not
s-divisible; let j (A, 1) > j (A, 2) > · · · > j (A, d) be the d greatest such −i’s (so j (A, 1) = −1). By the
maximality condition in the definition of the j (A, t)’s, α j (A,1), α j (A,2), . . . , α j (A,d) ∈ [α j (A,d), α j (A,d) + N ) must
be representatives, in some order, of the congruence classes mod N of i1, . . . , id . The second and third clauses imply
that the pattern established by α j (A,d) < · · · < α j (A,1) with respect to Il,3(α) must be repeated, in the same order,
throughout that part of α−1’s component that obeys Iq,1(α)∨ Ir,1(α)∨ Is,1(α). Since α1 is the next element in that set
after α−1,
Il,3(α1)↔ Il,3(α j (A,d))
and
|QAα j (A,d)/ lQAα j (A,d) | ≥ l3.
13 Nontrivial regular groups M and N are elementarily equivalent just in case they are both discretely ordered or both densely ordered, and also
|M/ lM | and |N/ lN | make the same cut in N for all primes l.
14 α ≡N β abbreviates ∃γ (α + Nγ = β ∨ α = β + Nγ ).
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One may similarly define j (B, 1) > j (B, 2) > · · · > j (B, d) – the d greatest −i’s for which QBβ−i is not q-divisible,
or not r -divisible, or not s-divisible – and conclude that
|QBβ j (B,d)/ lQBβ j (B,d) | 6≥ l3.
Yet since QAα−i ≡ QBβ−i for all i ≥ 1, each j (A, t) must be j (B, t), and so the last two displays are in contradiction.
Thus QAα1 ≡ QBβ1 . One may repeat the argument of the last paragraph – with α2, α1 replacing α1, α−1 and β2, β1
replacing β1, β−1 – to show that QAα2 ≡ QBβ2 . Continuing in this way one may show that QAαi ≡ QBβi for all i ≥ 1; soA<∞ ∼= B<∞.
One may find a back-and-forth system I between A∞ and B∞ by considering what amounts to a subtheory of
Presburger arithmetic. In the language L′′v = {≤, S, 0} ∪ {≡n i : n ≥ 2, 0 ≤ i < n} – where each ≡n i is a unary
relation symbol – let T ′′v consist of the universal closures of the following formulas:
(1) S(α) 6= 0
(2) S(α) = S(β)→ α = β
(3) α 6= 0→ ∃β(S(β) = α)
(4) α ≤ α
(5) α ≤ β ∧ β ≤ α→ α = β
(6) α ≤ β ∧ β ≤ γ → α ≤ γ
(7) α ≤ β ∨ β ≤ α
(8) 0 ≤ α
(9) α < S(α) (α < β abbreviates α ≤ β ∧ α 6= β)
(10) α < β → S(α) ≤ β
(11) α ≤ β → S(α) ≤ S(β)
(12) 0 ≡n 0 (for all n ≥ 2)
(13) α ≡n i → S(α) ≡n i + 1 (for all n ≥ 2 and 0 ≤ i < n − 1)
(14) α ≡n n − 1→ S(α) ≡n 0 (for all n ≥ 2)
(15) ∨0≤i<nα ≡n i (for all n ≥ 2)
(16) α ≡m i → α 6≡n j (for all m, n ≥ 2, 0 ≤ i < m and 0 ≤ j < n with i 6≡ j mod (m, n))
(17) α ≡m i ∧ α ≡n j → α ≡[m,n] k (when m, n ≥ 2, 0 ≤ i < m, 0 ≤ j < n, 0 ≤ k < [m, n], k ≡ i modm, and
k ≡ j mod n)
(18) α ≡mn i → α ≡m j (when m, n ≥ 2, 0 ≤ i < mn, 0 ≤ j < m, and i ≡ j modm).
T ′′v is true in (N,≤,≡ i mod n, successor, 0)n≥2,0≤i<n . For each L′′v-formula ϕ(α) let ϕ˜(α) be the Lv-formula
obtained from ϕ(α) by replacing each subformula τ ≡n i by a formula ∃β(i + nβ = τ) (where β is a variable
not in τ ). The relation defined by ϕ(α) in (N,≤,≡ i mod n, successor, 0)n≥2,0≤i<n is the relation defined by
ϕ˜(α) in the standard model of Presburger arithmetic. Since each eventually periodic subset of N is L′′v-definable
in (N,≤,≡ i mod n, successor, 0)n≥2,0≤i<n , there is for each formula ϕ(α) = Z(α) or Ip,n(α) an L′′v-formula
ϕ′′(α) = Z ′′(α) or I ′′p,n(α) such that ϕ(α) and ϕ˜′′(α) define the same subset of N, and so are equivalent modulo
the complete theory Tv. If F ′′ is the family of formulas Z ′′(α) and I ′′p,n(α), then A2 and B2 yield models A′′ and B′′
of Lex(T ′′v ,F ′′) when the relation symbols ≡n i correspond to the sets defined in A2 and in B2 by ∃β(i + nβ = α).
BecauseA2 and B2 are ℵ1-saturated,A′′ and B′′ are ℵ1-saturated and have ℵ1-saturated L′′v-reductsA′′v and B′′v , which
are models of T ′′v . Assume, for the moment,
Lemma 6.2. T ′′v admits elimination of quantifiers and is complete.
Then A′′v ≡ B′′v . Because the only non-universal axiom of T ′′v demands that nonzero elements be successors, any
substructure of a model of T ′′v that obeys this principle is a model of T ′′v . So the substructure A−v of A′′v with domain
N ∪ KA is a model of T ′′v and the substructure B−v of B′′v with domain N ∪ KB is a model of T ′′v . Let ΣA (ΣB) be the
collection of all substructures of A−v ( B−v ) with domains that are the union of N with finitely many components of
elements of KA (KB). If A−v and B−v are ℵ1-saturated, they will be ℵ1-homogeneous, and the set J of isomorphisms
between structures in ΣA and structures in ΣB will be a nonempty collection of isomorphisms, between substructures
of A−v and substructures of B−v , with the back-and-forth property. By the definition of A∞ and B∞ one concludes
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that I = {g  {0} ∪ KA : g ∈ J } is a nonempty collection of isomorphisms, between substructures of A∞ and
substructures of B∞, with the back-and-forth property, and the proof of Theorem 6.1 is complete.
To show that A−v , for example, is ℵ1-saturated, let P ⊆ KA be at most countable15 and Γ (α) be a set of (L′′v)P -
formulas that is finitely satisfiable in (A−v )P . By Lemma 6.2 A−v 4 A′′v , which is ℵ1-saturated: so some β ∈ ‖A‖
realizes Γ (α) in (A′′v)P . If β ∈ N ∪ KA, the desired result holds since A−v 4 A′′v: so, assume β ∈ ‖A‖ − (N ∪ KA).
Let ∆(α) be the set of congruences α ≡n i satisfied by β in A′′v . Because T ′′v includes the axioms (15) and (16),
any element of ‖A‖ that satisfies all the elements of ∆(α) satisfies exactly the same congruences as β does. Since
β ∈ ‖A‖ − (N ∪ KA), β is infinite and smaller than any element of any component of an element of P . If γ ∈ ‖A‖
satisfies
∆(α) ∪ {αi ≤ α : i ≥ 1} ∪ {Sk(α) < pi : k ≥ 1 and pi ∈ P}
in (A′′v)P∪{αi :i≥1}, then γ will belong to KA and will satisfy the same quantifier-free (L′′v)P -formulas as β does; so
since T ′′v admits elimination of quantifiers, γ ∈ KA will satisfy Γ (α) and the argument will be complete. To show
that the displayed set is satisfiable in (A′′v)P∪{αi :i≥1}, one need show merely that if δ1(α). . . . , δl(α) ∈ ∆(α), i, k ≥ 1,
and pi ∈ P , then
l∧
j=1
δ j (α) ∧ αi ≤ α ∧ Sk(α) ≤ pi
has a solution in (A′′v)P∪{αi :i≥1}. The formula ∧lj=1δ j (α) – call it δ(α) – has an infinite solution inA′′v , which satisfies
the complete, model-complete theory T ′′v true in (N,≤,≡ i mod n, successor, 0)n≥2,0≤i<n ⊆ A′′v . So T ′′v implies
∀θ∃χ(θ ≤ χ ∧ δ(χ)),
which must be true in the substructure A∗v of A′′v whose domain is the union of N with the component of αi . Thus
some γ ≥ αi in this component satisfies δ(α) in A∗v and in A′′v < A∗v; because γ belongs to the component of αi ,
Sk(α) ≤ pi .
Thus a proof of Lemma 6.2 will complete the proof of Theorem 6.1. The quantifier-elimination result implies the
completeness result because every atomic L′′v-sentence is decided by T ′′v , as one may prove without difficulty. So the
focus here will be on quantifier elimination. One need show merely that if ϕ(α, β) is a conjunction of literals, then
∃αϕ(α, β) is equivalent modulo T ′′v to a quantifier-freeL′′v-formula. One may assume that every conjunct of ϕ contains
α. Using the axioms (15) and (16), the distributive law for conjunction over disjunction, and the commutative law for
existential quantification and disjunction, one may assume that no congruence in ϕ is negated. Because T ′′v implies
that ≤ is a linear order, one may assume that the conjuncts of ϕ which are not congruences are identities or strict
inequalities. If τ is any L′′v-term, T ′′v implies the universal closures of τ = τ , of τ < Sk(τ ) when k > 0, of Sk(τ ) 6< τ
when k ≥ 0, and of Sk(τ ) 6= Sl(τ ) when k 6= l. So one may remove all conjuncts τ = τ and τ < Sk(τ ) (when k > 0)
from ϕ unless no conjuncts remain, in which case ϕ and ∃αϕ are equivalent modulo T ′′v to 0 = 0. If the new ϕ has
any conjuncts Sk(τ ) < τ or Sk(τ ) = Sl(τ ) (when k 6= l), ∃αϕ is equivalent modulo T ′′v to 0 6= 0. So one may assume
that ϕ contains no conjuncts τ = τ , τ < Sk(τ ) (when k > 0), Sk(τ ) < τ (when k ≥ 0), or Sk(τ ) = Sl(τ ) (when
k 6= l). Because α occurs in all conjuncts, those that are not congruences have the form τν, where  is = or < and
α occurs on exactly one side. With the help of (2), (5), (11), and (13)–(16) one may assume that there is a fixed k ≥ 0
such that each conjunct of ϕ is either a formula Sk(α) ≡n i , a formula Sk(α)ν, or a formula νSk(α), where  is
= or < and ν is a term not containing α. T ′′v implies, for each k ∈ N, the universal closure of
k ≤ α ↔ ∃γ (Sk(γ ) = α):
one goes from right to left with the help of (8) and (11), while one proves the conditional from left to right by external
induction on k with the help of (2), (3), (5)–(7), (9), and (11). So by conjoining k = Sk(α) and k < Sk(α) to two
copies of ϕ, taking the disjunction of the results, replacing all occurrences of Sk(α) in this formula by α, and noting
that existential quantification commutes with disjunction, one may focus on the case where k = 0. If one of ϕ’s
conjuncts is an identity, it is α = ν or ν = α, where ν is a term not containing α, and ∃αϕ is equivalent modulo T ′′v
15 Every element of N is named by a closed L′′v-term.
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to the quantifier-free formula ϕ(ν, β). Assume, therefore, that none of ϕ’s conjuncts is an identity. Again because T ′′v
implies that ≤ is a linear order, one may assume that ϕ has at most one conjunct of the form ν < α and at most one
conjunct of the form α < ν, where ν is a term not containing α. If ϕ has conjuncts
α ≡m i and α ≡n j
with i 6≡ j mod (m, n), (16) makes ∃αϕ equivalent modulo T ′′v to 0 6= 0. If ϕ has conjuncts, as above, with
i ≡ j mod (m, n), then (17) and (18) allow one to replace them in ϕ by a single formula α ≡[m,n] k. Repeating
this argument finitely many times, one may at last assume that at most one conjunct of ϕ is a congruence. So one may
finish the argument by handling the following seven possibilities for ϕ, in which ν and τ are terms not containing α:
ν < α, α < τ,ν < α ∧ α < τ, α ≡n i, ν < α ∧ α ≡n i, α < τ ∧ α ≡n i,
ν < α ∧ α < τ ∧ α ≡n i.
∃α(ν < α) is by (9) equivalent to 0 = 0.
∃α(α < τ) is by (3), (5), (8), and (9) equivalent to τ 6= 0.
∃α(ν < α ∧ α < τ) is by (5), (6), and (9)–(11) equivalent to S(ν) < τ .
∃α(α ≡n i) is by (12)–(14) equivalent to 0 = 0.
∃α(ν < α ∧ α ≡n i) is by (5), (6), (9), and (13)–(15) equivalent to 0 = 0.
Before considering the remaining cases, note that for any i ∈ N T ′′v implies the universal closure of
α ≤ i ↔
∨
j≤i
α = j :
the right-to-left direction is easily established after one shows that T ′′v decides all atomic sentences; the conditionals
from left to right one establishes, by external induction on i , with the help of (4), (5), (7), (8), and (10).
∃α(α < τ ∧α ≡n i) is equivalent modulo T ′′v to i < τ : if i < τ , then since one may show that i ≡n i with the help
of (12) and (13), ∃α(α < τ ∧ α ≡n i) follows; but if α < τ ∧ α ≡n i , then by the result of the last paragraph one may
show that if τ ≤ i , then α = j for some j < i , though j 6≡n i by (12), (13), and (16).
Similar reasoning based on (5), (6), (9), (10), and (13)–(16) shows that ∃α(ν < α ∧ α < τ ∧ α ≡n i) is equivalent
modulo T ′′v to∨
0≤ j<n,1≤k≤n
j+k≡i mod n
(ν ≡n j ∧ Sk(ν) < τ).
With this case the proofs of Lemma 6.2 and of Theorem 6.1 are complete. 
Given Theorem 6.1, one may again invoke Theorem 3.2 and Lemma 3.3 to conclude that
Corollary 6.3. TF may be axiomatized by the L-axioms for ordered Abelian groups together with a set of L-sentences
∀x1∃x2β(x1, x2), where β(x1, x2) is bounded.
Belegradek has shown ([1], Corollary 3.5) that if G is a poly-regular group of finite rank, then all the groups in G’s
canonical poly-regular system R(G) are ∅-definable in G; and the proof works also for poly-regular groups of rank
ω. Since the group G |= TF with which this section begins is poly-regular of rank at most ω, all groups in R(G) are
∅-definable in G, and are convex subgroups of G. If the groups inR(G) are
G0 = {0} ⊂ G1 ⊂ · · · ⊂ Gk = G,
where k is the rank of G, let ψi (x) be an L-formula defining Gi in G for 0 ≤ i ≤ k.
Theorem 6.4. If H |= TF and K is an ∅-definable convex subgroup of H, then K is defined by some ψi (x) in H.
Proof. If k is finite, the conclusion follows from Belegradek’s Theorem 3.14 ([1], p. 110): so assume k = ω. Let
ψi (H) be the subset of H defined by ψi (x); since TF is complete, the ψi (H)’s form a strictly increasing chain,
starting with ψ0(H) = {0} and ending with ψω(H) = H , of convex subgroups of H . If K differs from all the
ψi (H)’s, then the proof of Belegradek’s Theorem 3.14 shows that if i is finite, K 6⊆ ψi (H). Thus⋃
i<ω
ψi (H) ⊆ K .
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If the L-formula ψ(x) defines K in H , then since TF is complete it implies
∀x(ψi (x)→ ψ(x))
for all i < ω. So if ψ(x) defines ψ(G) in G,
G = Gω =
⋃
i<ω
Gi =
⋃
i<ω
ψi (G) ⊆ ψ(G),
and since TF is complete it implies ∀xψ(x). Thus K = ψ(H) = H = ψω(H), and one reaches a contradiction
giving the result desired. 
The Conclusion has more to say about definable convex subgroups of models of TF .
Using the notation of Theorem 6.4 and its proof, one may state
Theorem 6.5. If G has rank ω and H |= TF , then ∪i<ωψi (H) 4 H.
Proof. There is a strictly increasing sequence {ki }i∈N of natural numbers, starting with k0 = 0, such that
G |= ∀x(ψi (x)↔ ‖x‖ ≤ ki )
for each i ∈ N. Since G is a model of the complete L2v-theory Lex(Tv,F), it implies all the sentences displayed.
If K < H is ℵ1-big, it expands to an L2v-structureK which is a model of Lex(Tv,F) (see [8], pp. 479–480, Section
10.2, and Exercise 10.1.23). The remarks of the last paragraph imply that M = ∪i<ωψi (K ) consists of the elements
of K with finite value in K, and is a convex subgroup of K . The substructure M of K induced by M has value
domain the standard model of Presburger arithmetic, which is a convex elementary submodel of K  Lv: soM 4 K
because Lex(Tv,F) admits elimination of unbounded quantifiers. One may use the Tarski–Vaught test to show that
∪i<ωψi (H) 4 H : so under the assumption that
H |= ∃xϕ[b1, . . . , bk]
for some L-formula ϕ(x, y1, . . . , yk) and elements b1, . . . , bk of ∪i<ωψi (H), one wants to find c ∈ ∪i<ωψi (H) with
H |= ϕ[c, b].
Since H 4 K , K |= ∃xϕ[b], and so K |= ∃xϕ[b] and M |= ∃xϕ[b] since K = K  L, M 4 K, and
b1, . . . , bk ∈ ∪i<ωψi (H) ⊆ ∪i<ωψi (K ) = M . If d ∈ M obeysM |= ϕ[d, b], then there is i < ω with d ∈ ψi (K ).
SinceM 4 K,
K |= (ϕ(x, y) ∧ ψi (x))[d, b],
and so K |= ∃x(ϕ(x, y) ∧ ψi (x))[b]. Reversing the steps taken above, one concludes that there is c ∈ ψi (H) with
H |= ϕ[c, b], and the argument is complete. 
7. Conclusion
Many questions about poly-regular groups of infinite rank remain open, and examples illustrating these questions
are closely related to the groups analyzed here.
One might, for example, hope to obtain results about Tθ,F under assumptions less restrictive than those made in
Section 5. Since Section 6 succeeds without anything like (?), and the {≤, 0}-theory of a positive ordinal is in certain
ways simpler than Presburger arithmetic, one might hope to obtain versions of the theorems in Section 5 without (?).
Yet the complexity of limit-point behavior in models of Tθ presents a challenge which Presburger arithmetic does not,
and progress on the results of Section 5 in the absence of (?) may depend on formulating inductive arguments which
will allow one to handle Tθ if one can handle Tγ whenever γ < θ .
Another question raised by the results of Section 5 concerns Tθ,F when θ > ωω is not congruent modulo ωω to an
ordinal ≤ ωω. Though such theories need not admit elimination of unbounded quantifiers, one might wonder whether
they provide L-formulas with some other normal form. While Lemma 5.5 presents a definitional expansion T ′θ of Tθ
which does admit elimination of unbounded quantifiers, and Theorem 4.2 implies that Lex(T ′θ ,F) admits elimination
of unbounded quantifiers, I do not know how far beyond Theorem 5.7 one may go in exploiting these facts.
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Section 6 has little to say about definable convex subgroups of models of TF . Though one may argue as in Section 5
that any definable convex subgroup of a model of Lex(Tv,F)may be defined by a formula ‖y‖ < ‖x‖ or by a formula
‖y‖ ≤ ‖x‖ (where x is viewed as a parameter), the absence of an assumption like (?) leaves open the problem of
translating such formulas into L. I do not know whether one may make progress here without an assumption like (?).
One might try to extend the results of Section 6 also by considering poly-regular groups whose value reducts
satisfy theories more powerful than Presburger arithmetic. Point has shown that for certain special sets R of natural
numbers, (N,+, R) allows the definition of relations not definable in (N,+), and yet has a decidable theory and
admits quantifier elimination with respect to a language based on relatively simple relations and functions definable
in (N,+, R) (see [11]). While these results immediately yield useful information concerning two-sorted theories of
ordered Abelian groups, the translation of these conclusions into corresponding ones about L-theories may depend on
the detailed analysis of Point’s quantifier elimination. Section 6 relied on what one might view as a proper subtheory
of Presburger arithmetic, which threw away various binary functions and relations without changing the class of ∅-
definable subsets of N. Whether the theories studied by Point admit such subtheories, or whether one really needs
them to reach conclusions like those of Section 6, are questions needing further study.
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