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Abstract
We study the phase space distributions of gluons inside a nucleon/nucleus in the small-x regime
including the gluon saturation effect. This can be done by using the relation between the gluon
Wigner distribution and the dipole S-matrix at small-x, the latter satisfies the Balitsky-Kovchegov
(BK) equation. By efficiently solving the BK equation with impact parameter dependence, we
compute the Wigner, Husimi and generalized TMD (GTMD) distributions in the saturation regime.
We also investigate the elliptic angular dependence of these distributions which has been recently
shown to be measurable in DIS experiments.
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I. INTRODUCTION
In this paper we explore the phase space distribution of partons inside a high energy nu-
cleon/nucleus. By ‘phase space’ we mean the five-dimensional space spanned by the longitu-
dinal momentum fraction x, the transverse momentum k, and the impact parameter b. The
corresponding distribution function, the Wigner distributionW (x,k, b) [1, 2, 3, 4, 5, 6, 7, 8],1
carries complete information about the single-parton properties of the nucleon, and is often
referred to as ‘Mother distribution’ since it reduces to the transverse momentum dependent
distribution (TMD) and the Fourier transform of the generalized parton distribution (GPD)
upon integration over b and k, respectively.
In addition to the Wigner distribution, two associated phase space distributions have been
proposed. One is the generalized TMD (GTMD) F (x,k,∆) [9, 10] (∆ is the momentum
transfer) which is the Fourier transform of the Wigner distribution with respect to b. Being
fully expressed by momentum variables, the GTMDs are more directly connected to the
GPDs, and thus to phenomenology. This makes their classification [9, 10] and quantum
evolution easier to analyze [11]. The other is the Husimi distribution H(x,k, b) obtained
from the Wigner distribution via Gaussian smearing in both k and b [12]. Unlike the Wigner
distribution, the Husimi distribution is positive and can be interpreted as a probability
distribution in phase space. Moreover, we shall see that the Wigner and GTMD distributions
are subject to uncertainties associated with nonperturbative (confinement) effects, whereas
the Husimi distribution does not have this problem.
So far, the studies of these distributions have been mostly confined to formal theoretical
issues and simple model calculations, with little reference to phenomenology. The only
exception is a particular GTMD called F14 [9] which is related to the canonical orbital
angular momentum of quarks and gluons in the nucleon [3, 13], and one therefore has
a strong motivation to study it in high energy processes [14, 15, 16]. In general, however,
experimentally measuring the phase space distribution of a quantum system is a very difficult
task. While some successful examples are known in the field of quantum optics (see, e.g.,
[17]), systematic methods in QCD are unfortunately not available.
This situation recently took an interesting turn when the authors of [18] showed that
1 To be precise, the original proposal in [1, 2] was to study the six-dimensional distribution, adding an extra
spatial dimension to take account of the skewness dependence in GPDs. The ‘reduced’ five-dimensional
form is due to [3].
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the gluon Wigner distribution for small values of x is experimentally accessible in diffractive
dijet production in DIS (see also [19]). This is based on the observation that, at small-x
where the gluon saturation becomes important, the Wigner distribution is approximately
related to the so-called dipole S-matrix—the forward amplitude of a qq¯ pair scattering off a
high energy target. It has been further argued that the exclusive measurement of the dijet
momenta can reveal the characteristic angular correlation between k and b. At small-x, this
correlation can be written in the form
W (x, b,k) = W0(x, b, k) + 2 cos 2(φk − φb)W1(x, b, k) + · · · . (1)
The angular dependent term W1 is dubbed ‘the elliptic Wigner distribution’ in [18].
Motivated by these developments, in this paper we compute the gluon Wigner, Husimi
and GTMD distributions at small-x including the gluon saturation effect. This is achieved by
numerically solving the Balitsky-Kovchegov (BK) equation [20, 21] for the dipole S-matrix
keeping the dependence on impact parameter b. A notable feature of our computation, as
compared to previous works on the BK equation with impact parameter [22, 23, 24, 25],
is that we assume the hidden SO(3) symmetry of the BK equation postulated by Gubser
[26]. This greatly simplifies the numerics. Using this solution, we compute the angular inde-
pendent and dependent parts of the Wigner distribution, W0 and W1, separately. We then
perform additional Gaussian smearings and Fourier transformations to obtain the Husimi
and GTMD distributions.
II. IMPACT PARAMETER DEPENDENT DIPOLE S-MATRIX
A. Hidden symmetry of the BK equation
Let us first recall the approximate formula of the gluon Wigner distribution at small-x
derived in [18]
xW (x,k, b) = −2Nc
αS
∫
d2r
(2pi)2
eik·r
(
1
4
∇2b + k2
)
TY (r, b) , (2)
where Y ≡ ln 1/x is the rapidity. The dipole amplitude TY (r, b) = 1 − SY (r, b) is related
to the dipole S-matrix
SY (r, b) =
1
Nc
〈
TrU
(
b+
r
2
)
U †
(
b− r
2
)〉
Y
, (3)
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which is the product of two Wilson lines U representing the forward S-matrix of a quark at
x = b + r/2 and an antiquark at y = b − r/2 in the eikonal approximation. The target
averaging 〈...〉Y is done according to the Color Glass Condensate formalism [27]. To leading
logarithmic accuracy and in the large Nc limit, the rapidity evolution of SY is governed by
the BK equation
∂Y SY (x,y) =
α¯s
2pi
∫
d2z
(x− y)2
(x− z)2(z − y)2{SY (x, z)SY (z,y)− SY (x,y)} , (4)
where α¯s ≡ Ncαspi . We shall assume fixed coupling and set α¯s = 0.2 throughout this paper.
(We use (b, r) and (x,y) interchangeably for the arguments of SY .)
For our purpose, it is essential to solve (4) keeping the dependence on b = (x + y)/2.
This is numerically expensive, as it involves discretization in b, r and the relative angle
φb − φr ≡ φbr, but it has been done in the literature with varying degrees of sophistication
[22, 23, 24, 25]. In order to simplify this part of the calculation, following Gubser [26], we
assume that the solution is invariant under certain SO(3) subgroup of the conformal (Mo¨bius)
group, the latter being the maximal symmetry of the BK equation in the transverse plane.
(See, also, a similar idea in [28].) Under this assumption, the solution depends on x and y
only through the ‘chordal distance’
d2(x,y) ≡ R
2(x− y)2
(R2 + x2)(R2 + y2)
=
R2r2(
R2 + b2 + r
2
4
)2 − b2r2
2
− b2r2
2
cos 2φbr
, (5)
that is, SY (x,y) = SY (d
2(x,y)). R is an arbitrary parameter with the dimension of length.
In Appendix A, we show that d2 satisfies the condition 0 ≤ d2 ≤ 1.
Obviously, this greatly simplifies the numerical calculation, but we have to first argue
whether such an assumption makes sense. As a matter of fact, conformal symmetry is rarely
exploited in the context of the BK equation (see, however, [29]) because it is broken by
realistic initial conditions. Nevertheless, we conjecture that the SO(3) symmetry, even if
it is broken initially, is dynamically restored by the equation. This is based on a curious
symmetry found in the numerical results of [22]. There the authors noticed that, after a few
units of rapidity evolution, the small-r and large-r regions of S(r, b) become symmetric (cf.
Fig. 1 below) even though the initial condition is very asymmetric. They then commented:
“It is interesting is that the amplitude (TY (r, b)) has a maximum for the dipole size which
is twice its impact parameter r = 2b.” The symmetry between the limits r → 0 and r →∞
is indicative of conformal symmetry [30]. As for the location of the maximum r = 2b, notice
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that, for fixed values of b and φbr, (5) is exactly invariant under
r → r
2
m
r
, rm = 2
√
b2 +R2 , (6)
and rm ≈ 2b when b  R. Therefore, we interpret the findings in [22] as a numerical
evidence of dynamical SO(3) symmetry restoration. Of course, in reality the confinement
effect enters when r & rm, so the large-r part of the solution is not physically meaningful.
Still, the small-r branch of the solution correctly captures the essentials of saturation physics.
We thus take the following strategy: Since the symmetry is eventually restored, we assume
it from the beginning. Specifically, we solve (4) with the initial condition
SY=0(r, b) = e
−d2(r,b) . (7)
(Note that SY=0 ≈ e−r2/R2 when r, b R.) We then include confining effects later by hand,
when computing the Wigner distribution (2) via Fourier transformation in r.
B. Solving the BK equation with SO(3) symmetry
Here we outline how we actually solve (4). An alternative approach is presented in
Appendix B. Let us set y = 0 after which the equation becomes
∂Y S(x, 0) = α¯s
∫
d2z
2pi
x2
(x− z)2z2 (S(x, z)S(z, 0)− S(x, 0)) . (8)
Since d2 = x2/(R2 + x2), we can write
SY (x, 0) = SY
(
x2
R2 + x2
)
≡ gY (x) = gY
(√
R2d2(x, 0)
1− d2(x, 0)
)
. (9)
If we know the function gY (x), we immediately get
SY (x,y) = SY (d
2(x,y)) = gY
(√
R2d2(x,y)
1− d2(x,y)
)
. (10)
Noting that
SY (x, z) = SY
(
R2(x− z)2
(R2 + x2)(R2 + z2)
)
= gY
(√
R4(x− z)2
R4 + x2z2 + 2R2x · z
)
, (11)
we can recast (8) into an equation for gY (x)
∂Y gY (x) = α¯s
∫
d2z
2pi
x2
(x− z)2z2
{
gY
(√
R4(x− z)2
R4 + x2z2 + 2R2x · z
)
gY (z)− gY (x)
}
. (12)
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FIG. 1. Left: Dipole S-matrix SY (d
2) as a function of d2 up to Y = 10. Right: TY = 1− SY as a
function of ln r at b = 1 and cos(φb − φr) = 0.
Since the left hand side is independent of the angle of x, we can set φx = 0 and arrive at
∂Y g(x) = α¯s
∫ 2pi
0
dφ
2pi
∫ ∞
0
dz
z
x2
(x2 + z2 − 2xz cosφ)
×
{
gY
(√
R4(x2 + z2 − 2xz cosφ)
R4 + x2z2 + 2R2xz cosφ
)
gY (z)− gY (x)
}
. (13)
We solved (13) numerically with R = 1 and the initial condition
gY=0(x) = e
−d2(x,0) = exp
(
− x
2
R2 + x2
)
, (14)
and obtained SY (d
2) from (10). The result is shown in the left panel of Fig. 1 at different
values of Y up to Y = 10. In the right panel, we show TY = 1 − SY as a function of
ln r at fixed b = 1 and cosφbr = 0. As expected, the peak position is always at r = rm =
2
√
b2 +R2 = 2
√
2 (see (6)), irrespective of the value of Y . On the other hand, the saturation
momentum Qs(Y, b, φbr), defined by the condition TY (r = 1/Qs < rm) = const., grows with
Y . The r > rm part of the solution is unphysical and should not affect physical observables.
III. WIGNER DISTRIBUTION
Now that we have a solution TY (r, b) of the BK equation, it should be straightforward
to perform the Fourier transform in (2) to obtain the Wigner distribution. However, this
does not produce a physical result due to the following reason. It is known that the small-r
behavior of TY takes the ‘geometric scaling’ form
TY (r, b) ∝ (rQs)2γ . (r → 0) (15)
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The exponent is γ = 1 initially, but with increasing Y it becomes weakly r-dependent
and interpolates between the ‘saturation anomalous dimension’ γ ≈ 0.63 around r . 1/Qs
[31, 32] and the asymptotic value γ = 1 as r → 0. (We found γ ≈ 0.79 at Y = 5 and
γ ≈ 0.73 at Y = 10 around r ∼ 10−4.) Due to the SO(3) symmetry, the small-r and large-r
behaviors are related so that TY (r) ∼ 1/r2γ in the large-r region. The r-integral in (2) then
becomes, after integrating over the azimuthal angle,∫ ∞
dr
rJ0(kr)
r2γ
. (16)
This is a convergent integral (for γ > 0.25), but it converges slowly due to the oscillation
of the Bessel function. It is pointless to try to perform this integral accurately because the
perturbative tail at large distances (r  rm) is unphysical and should not affect physical
observables.2 Note that this problem is not an artifact of our assumption of SO(3) symme-
try. The same problem should appear for the solution in [22], and including higher-order
corrections, such as the running coupling effect [25], will not help solve the problem. Rather,
it is an artifact of the BK equation itself whose kernel features the perturbative Coulomb
interaction at large distances. What is expected to occur in real QCD is that TY approaches
the black disc limit TY (r  R) → 1 due to confinement, and the large-r region of the
integral (2) gives a vanishing contribution δ(2)(k)k2 = 0. However, it is difficult to properly
implement the effect of confinement directly in the BK equation (see an attempt in [23]).
An elegant way to avoid this problem is to calculate instead the Husimi distribution in
which the r-integral is effectively cut off by the built-in Gaussian factor. This will be done
in the next section. As for the Wigner distribution, here we show the result obtained in an
ad hoc way, by inserting a Gaussian damping factor by hand. Namely, we compute, instead
of (2),
xW ′(x,k, b) = −2Nc
αS
∫
d2r
(2pi)2
eik·re−r
2
(
1
4
∇2b + k2
)
TY (r, b) . (17)
We choose  = 1/4 so that the region r & 2 is suppressed. (Remember that rm ≈ 2R = 2
for small b.)
Let us evaluate the angular independent and dependent parts of W ′ separately. As is
2 Nevertheless, we performed the integral (2) as it is. The result is that there are two peaks in the k-
direction, one at k ∼ Qs, which is physical, and the other at k ∼ 1/(r2mQs) which is totally an artifact of
conformal symmetry.
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FIG. 2. The angular-independent part of the Wigner distribution xW0 in the (k, b) plane. Left:
Y = 5; Right: Y = 10.
clear from (5), the Fourier expansion of W ′ contains only even harmonics
xW ′(x,k, b) = xW0(x, k, b) + 2
∞∑
n=1
xWn(x, k, b) cos(2nφbk) . (18)
We only consider the leading term W0, and the ‘elliptic’ term Wn=1 which is expected to
give the dominant angular dependence [18]. They can be isolated as
xW0(x, k, b) = − Nc
2αSpi2
(
1
4
∂2
∂b2
+
1
4b
∂
∂b
+ k2
)∫ ∞
0
re−r
2
J0(kr)dr
×
∫ 2pi
0
dφbrTY (r, b, cos 2φbr) , (19)
and
xW1(x, k, b) =
Nc
2αSpi2
(
1
4
∂2
∂b2
+
1
4b
∂
∂b
− 1
b2
+ k2
)∫ ∞
0
re−r
2
J2(kr)dr
×
∫ 2pi
0
dφbr cos(2φbr)TY (r, b, cos 2φbr) . (20)
The results for W0 and W1 are shown in Fig. 2 and Fig. 3, respectively. In Fig. 4, we plot
W0 and W1 as a function of k at fixed b = 1. The peak position of W0 can be identified
with the saturation momentum k = Qs(Y, b) which is an increasing function of Y and a
decreasing function of b.3 The peak of the elliptic part is about 3 ∼ 5% of that of W0 in
magnitude, and interestingly, it moves much more slowly with Y . This can be understood
as follows. The SO(3) symmetry implies that in the geometric scaling region SY takes the
form [26]
SY (r, b) ∼ f(Q2s(Y )d2(b, r)) . (21)
3 We note that the peak position (normalization of Qs) depends on the Gaussian parameter .
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FIG. 3. The elliptic Wigner distribution xW1 in the (k, b) plane. Left: Y = 5; Right: Y = 10.
In the small-r region such that r  R and b . R, one has
d2 ≈ r
2
R2
(
1 +
b2r2
2R4
cos 2φbr
)
. (22)
Because of the extra factor of r2, the angular dependent part cannot show geometric scaling.
A naive estimate would be kpeak ∼ 1/r ∼
√
Qs(Y ), which is indeed a slower increase with Y ,
but a larger window in Y is needed to really test this behavior. Finally, W0 becomes negative
just behind the peak. This is acceptable because the Wigner distribution is not necessarily
a positive function. However, it remains to see whether other more realistic regularization
schemes lead to similar conclusions.
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IV. HUSIMI DISTRIBUTION
The QCD Husimi distribution is obtained from the Wigner distribution via Gaussian
smearing in both k and b [12]
xH(x,k, b) :=
1
pi2
∫
d2b′d2k′e−
1
l2
(b−b′)2−l2(k−k′)2xW (x,k′, b′) . (23)
Note that the widths of the two Gaussian factors are inversely related so that they obey
the minimum uncertainty relation δkδb = 1
2
. In nonrelativistic quantum mechanics, this
condition ensures that the Husimi distribution is positive semi-definite H ≥ 0. From (2),
we obtain
xH(x,k, b) = − 2Nc
l4αSpi
∫
d2b′
d2r
(2pi)2
e−
1
l2
(b−b′)2− r2
4l2
+ik·r
×
{
1
l2
(b− b′)2 + l2
(
k +
ir
2l2
)2}
TY (r, b
′) , (24)
where we integrated by parts in b′. Thanks to the Gaussian factors, the integrals converge
rapidly. Performing integrations over the azimuthal angles, we arrive at
xH0(x, k, b) = − 2Nc
l4αSpi
∫
b′db′
rdr
2pi
e−
1
l2
(b2+b′2)− r2
4l2
×
[{(
1
l2
(b2 + b′2) + l2k2 − r
2
4l2
)
I0
(
2bb′
l2
)
− 2bb
′
l2
I1
(
2bb′
l2
)}
J0(kr)
−krI0
(
2bb′
l2
)
J1(kr)
] ∫ 2pi
0
dφb′rTY (r, b
′, cos 2φb′r) , (25)
xH1(x, k, b) =
2Nc
l4αSpi
∫
b′db′
rdr
2pi
e−
1
l2
(b2+b′2)− r2
4l2
×
[{(
1
l2
(b2 + b′2) + l2k2 − r
2
4l2
)
I2
(
2bb′
l2
)
− 2bb
′
l2
I1
(
2bb′
l2
)}
J2(kr)
+krI2
(
2bb′
l2
)
J1(kr)
] ∫ 2pi
0
dφb′r cos 2φb′rTY (r, b
′, cos 2φb′r) . (26)
The parameter ` is arbitrary, but here we set ` = R = 1 so that the Gaussian factor in the
r-integral becomes identical to that in (17), 1
4`2
=  = 1
4
. The result is shown in Fig. 6 for
Y = 8 and Y = 10. Up to Y ∼ 6, there is a single peak at the origin of the phase space.
The would-be peak at k = Qs is covered up. The latter starts to show up around Y ∼ 7,
and becomes a distinct peak for Y & 8. From that on, it moves towards the larger k-region
as in the Wigner case. The elliptic part is very small and the peak position does not change
appreciably with increasing Y .
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We see that the Husimi distribution is everywhere positive (up to numerical errors), so
it can be legitimately interpreted as a probability distribution in phase space. Actually, the
positivity of the QCD Husimi distribution as defined in (23) has not been proven. However,
as explicitly demonstrated here and also in Ref. [12], in practice one does obtain a positive
distribution even though the corresponding Wigner distribution is not necessarily positive.
In quantum mechanics, the positivity of the Husimi distribution is related to the coherent
state which provides the classical-like description of a quantum state. The foundation of the
Color Glass Condensate is also the coherent state (i.e., classical gauge fields) [27]. Thus the
use of the Husimi distribution may be more natural in the small-x saturation regime than
in the large-x regime.
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FIG. 5. The Husimi distribution at Y = 8 (left) and Y = 10 (right).
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V. GENERALIZED TMD (GTMD) DISTRIBUTION
Finally, we consider the gluon GTMD which is defined as the Fourier transform of the
Wigner distribution with respect to b
xF (x,k,∆) ≡
∫
d2b
(2pi)2
eib·∆xW (x,k, b)
=
2Nc
αs
(
∆2
4
− k2
)∫
d2r
(2pi)2
∫
d2b
(2pi)2
eik·reib·∆TY (r, b) . (27)
As before, we can expand F in Fourier harmonics
xF (x,k,∆) = xF0(x, k,∆) + 2 cos(2φk∆)xF1(x, k,∆) + · · · . (28)
The first two terms can be computed as
xF ′0(k,∆) =
Nc
2pi2αs
(
∆2
4
− k2
)∫ ∞
0
rJ0(kr)e
−r2dr
∫ ∞
0
bJ0(b∆)db
∫
dφbr
2pi
TY (r, b) , (29)
xF ′1(k,∆) = −
Nc
2pi2αs
(
∆2
4
− k2
)∫ ∞
0
rJ2(kr)e
−r2dr
∫ ∞
0
bJ2(b∆)db
×
∫
dφbr
2pi
cos(2φbr)TY (r, b) , (30)
where again we inserted a Gaussian factor e−r
2
due to the same reason as in the Wigner
case. We could have inserted a similar Gaussian factor for the b-integral as well, but we
decided not to because the convergence of the b-integral is better than that of the r-integral.
(Note that TY (r, b) ∼ (r2/b4)γ as b → ∞, cf. (15).) The results are shown in Fig. 7 and
Fig 8. We see that there is a peak in xF0 when ∆ is small and its height increases rapidly
with Y . From this, we can define the saturation momentum k = Qs(Y,∆). Note that xF0
falls steeply with ∆ and becomes very small already when ∆ = 1. In contrast, the elliptic
part is peaked at a finite value ∆ ∼ 1. The Y -evolution of the peak is shown in Fig. 9 and
Fig. 10. We see that Qs is an increasing function of ∆. This is consistent with the result
in [24] and is natural given that Qs(Y, b) is a decreasing function of b. On the other hand,
again the peak position of the elliptic part moves very slowly with Y .
VI. CONCLUSION
In this paper we have studied the Wigner, Husimi and GTMD distributions at small-
x including the gluon saturation effect. To calculate these distributions, we proposed an
12
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FIG. 7. The angular independent part of the GTMD in the (k,∆) plane at Y = 5 (left) and
Y = 10 (right).
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FIG. 8. The elliptic GTMD in the (k,∆) plane at Y = 5 (left) and Y = 10 (right).
efficient way to solve the BK equation with impact parameter. This is to exploit the SO(3)
symmetry of the equation following [26]. We argued that this symmetry is dynamically
restored by the equation even if the initial condition is not symmetric.
We have seen that the Wigner distribution is sensitive to how we implement confinement
effects in the BK equation, a subject poorly understood. We introduced an ad hoc Gaussian
factor, but then what has been computed is something between the Wigner distribution and
the Husimi distributions. For the latter, the Gaussian factors are a part of the definition
and come from a well-motivated physical argument. As expected, the obtained Husimi
distribution is positive everywhere, hence it can be interpreted as a probability distribution
of gluons in the Color Glass Condensate.
All the three distributions exhibit a peak in the k-direction and the peak location k =
Qs(Y, b) or k = Qs(Y,∆) is identified with the saturation momentum. It makes perfect
sense that the phase space distributions in the saturated regime are characterized by the
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FIG. 10. The Y -evolution of the peak of F0 at ∆ = 2 (left) and ∆ = 3 (right).
saturation momentum. As suggested recently [18] (see also [19]), the k-dependence of these
distributions can be probed in diffractive dijet production in DIS where k is correlated with
the relative dijet momentum PT =
1
2
(k2−k1). Clearly one has to look at the region PT ∼ Qs
in order to maximize the signal.
We have also extracted the elliptic part which is also measurable in DIS [18]. The peak
moves at a slower speed than in the angular independent part. This is because there is no
geometric scaling in the elliptic part. We also observed that the angular dependence is at
most a few percent effect. Hopefully, the future Electron-Ion Collider (EIC) experiment [33]
is capable of detecting such a small effect.
For phenomenological purposes, it is necessary to take into account higher order correc-
tions to the BK equation with impact parameter dependence. This was partly done in [25],
but more recently generalizations of the BK equation which include the double-logarithmic
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resummation have been derived [34, 35]. One cannot assume the SO(3) invariance anymore
once these corrections have been included, although we suspect some remnant of the sym-
metry could survive. Another direction is to include the finite-Nc corrections by solving the
Balitsky-JIMWLK equation [20, 36, 37] and its collinearly improved version which resums
double-logarithmic corrections [38]. However, solving the JIMWLK equation including the
b-dependence appears to be a challenging task.
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Appendix A: Proof of d2 ≤ 1
In this Appendix we prove that d2(x,y) ≤ 1, or equivalently,
d2(x,y) ≤ 1 ⇐⇒ R2(x− y)2 ≤ (R2 + x2)(R2 + y2)
⇐⇒ 0 ≤ R4 + x2y2 + 2R2(x · y) . (A1)
Using the Cauchy-Schwartz inequality
(x · y)2 ≤ (x)2(y)2 , (A2)
we find
R4 + x2y2 + 2R2(x · y) ≥ R4 + (x · y)2 + 2R2(x · y)
= (R2 + (x · y))2 ≥ 0 . (Q.E.D.) (A3)
Appendix B: Alternative approach to solve the BK equation
Instead of setting y = 0 as in the main text, here let us set y = −x so that
d2(x,−x) = 4R
2x2
(R2 + x2)2
. (B1)
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This function maps a finite interval 0 ≤ |x| ≤ R into 0 ≤ d2 ≤ 1 monotonically, so it suffices
to determine SY (x,−x) in the range 0 ≤ |x| ≤ R. Let us therefore split the right hand side
of the BK equation as
∂Y SY (x,−x) = α¯s
(∫
|z|<R
+
∫
|z|>R
)
d2z
2pi
4x2
(x− z)2(z + x)2 (SY (x, z)SY (z,−x)− SY (x,−x)) .
(B2)
Consider the region |z| ≤ R first. For a pair of vectors x, z, we can find an associated vector
xI(x, z) such that
d2(x, z) =
R2(x− z)2
(R2 + x2)(R2 + z2)
=
4R2x2I
(R2 + x2I)
2
= d2(xI ,−xI) . (B3)
This can be solved as
x2I = R
2
{
−1 + 2
d2(x, z)
± 2
d2(x, z)
√
1− d2(x, z)
}
, (B4)
where the minus sign should be taken to ensure that |xI | ≤ R. Next, the region |z| ≥ R
can be mapped to the region |z′| ≤ R using conformal symmetry. In the complex notation
ω = x1 + ix2, the equation is invariant under ω → −R2/ω. By choosing x = (x, 0), we can
rewrite the |z| ≥ R part of (B2) as
α¯s
∫
|z′|<R
d2z′
2pi
4x′2
(x′ − z′)2(z′ + x′)2 (SY (x
′, z′)SY (z′,−x′)− SY (x′,−x′)) , (B5)
where x′ = (−R2
x
, 0). Writing SY (x,−x) ≡ hY (x), the equation takes the form
∂Y hY (x) = α¯s
∫
|z|<R
d2z
2pi
{
4x2
(x− z)2(z + x)2 (hY (xI(x, z))hY (xI(z,−x))− hY (x))
+
4x′2
(x′ − z′)2(z′ + x′)2 (hY (xI(x
′, z′))hY (xI(z′,−x′))− hY (x))
}
, (B6)
where in the last term we used
xI(x
′,−x′) = R
4
x′2
= x2 . (B7)
(B6) is slightly more complicated than (12), but it has the advantage that the function
hY (x) is defined in the finite interval 0 ≤ x ≤ R. The S-matrix is then given by
SY (x,y) = hY (xI(x,y)) . (B8)
16
We have checked that the solution obtained in this way is consistent with the one obtained
from (12).
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