Language independent 'bag-of-words' representations are surprisingly effective for text classification. In t h i s communication our a i m is t o elucidate the synergy between language independent features a n d simple language model features. We consider term tag features estimated by a so-called part-of-speech tagger.
INTRODUCTION
The World Wide Web is a huge, unstructured, and fast, growing database, but web users are often left in frustration by the low precision and recall of today's search tools [6] . It is widely believed that machine learning techniques will play an important role in creating more efficient searches. Ambitious plans have been launched for supporting intelligent use of the web, i.e., a "semantic web" [4] . IBM's WebFountain [5] and the Stanford University semantic web platform TAP [13] are examples of machine learning methods coming into play, making human web navigation easier. Here we consider web content mining in the form of internet document classificationan information retrieval (IR) aspect of web-mining [MI. Internet documents contain text, hyper-links, nieta-data, images, and other multimedia content which can be used for classification [lS, 171. [15] . In 131 and [2] enhanced classification ability was reported by the use of POS-tagged terms to avoid the confusion from polysemy. In [l] a POS-tagger was used to extract more than 3.0. lo6 compound terms in a database. A classifier based on the extended term list showed improved classification rates.
METHODS
The documents are arranged in a term document matrix X, where Xi,j is the number of times term i occur in document j . The dimensionality of X is reduced by filtering and stemming. Stemming refers to a process in which words with different endings are merged, e.g., 'trained' and 'training' are merged into the common stem 'train'. About 500 common non-discriminative stop-words, i.e. (a; i, and, an, as; at), are removed by filtering. In addition high and low frequency words are also removed from the term list. The termdocument matrix can be nornialized in various ways. In [lo] experiments with different term weighting schemes are carried out. The term frequency / inverse document frequency (TFIDF) weighting is consistently good among term weighting methods purposed, and is the method generally used. After TFIDF normalization the resulting elements in X becomes
where OF, is the document frequency of term i and Xtf is the log normalized term frequency.
The length of the documents is often a good prior for predicting the content within a little corpora. While document length might be a solid variable within the corpora, it is likely that this is not generally a valid parameter.
The lengt.h of the documents is usually normalized to prevent the influence the document length might have. The Frobenius norm is used to length normalize the term document matrix to one.
We use POS-tags in a design similar t o the bag-of-words representation.
A tag-document matrix Y is generated, where Ygj is the number of times tag g occur in document j . The POS-tagger analyzes all sentences in the documents and words part-of-speech function is determined, i. Here we
show the email corpus projected onto the 2nd and 4th priucipal directions. In this projectioii the 'spam' class is well separated while the two other classes in the set ('conferences' and 'jobs') show some overlap.
to t.he text mining problem, see e.g., [18] . We have extensive experience with probabilistic neural network classifiers and a well tested ANN toolbox is available [24] . The toolbox adapts the network weights and tunes complexity by adaptive regularization using the Bayesian ML-I1 framework, hence, requires minimal user intervention [25]. According to [23] , this baseline method is among the best for text classification. 
DATA

RESULTS
Preliminary experiments indicated that a reduced feature space of K = 48
projections and a neural network classifier with five hidden units were sufficient for the task. These parameters have been estimated, using crossvalidation re-sampling of the training data, see e.g. [26] (data not shown).
The complexity of the combined system is optimized by adaptive regularization ('weight decay') for each corpus separately by the neural network training procedure which is based on Bayesian ML-I1 inethods [24] .
In previous studies on the three corpora it has been shown that the email and multimedia data set are relatively well classified with term features alone, while the TVebKB data set is relatively hard to classify. In figure 1 we show a 2D projection of the eniail set indicating that the classes are indeed well separated.
We performed three types of experiments. Using the POS-tags alone, using the t,erms alone and using the combined feature set. We split the corpora in 20% for training and 80% for testing (the role of the split ratio is discussed below). The POS-t,ags features alone (i.e.: using only t,he relative frequencies of word category) are surprisingly potent: We found that 89.7% of the multimedia data-set is classified correctly using 90 POS-tag features. This should be compared to 96.6% classification accuracy obtained with the almost 3500 term features. For the email data, using the POS-tag and term features separately resuked in accuracies of 74.6% and 94.2% respectively. The W b K B data is somewhat harder to classify. Here the POS-tag and term features lead to accuracies of 57.2% and 7G.l% respectively.
The potential synergy of terms and POS-tags is illustrated in figure 2 . The figure shows the performance correlation between the classifiers trained on the individual feature sets. The bars labelled 'independent' indicate the rates of events where the two classifiers are both correct as well as events where one is correct and one is incorrect obtained from their basic performance and assuming independence of their decisions. In bars labelled 'real' we show the actually observed rates. Note that there is a high potential synergy, since the observed performances are close to those predicted by independence. 1%7e
Figure 2: Fraction of correct classified documents for the POS-tag and term representations. The bars labelled 'real' indicate observed rates of events where the two feature sets lead to correct decision and one correct/one incorrect respectively. This is compared with rates estimated from assumed independence of errors (bars labelled 'independent'). The figure indicates that the errors made by classifiers based on POS-tags and the term features sets are relatively independent, hence, that there is a potential synergy to be gained from binding the feature sets.
next turned to the combined feature set. In figure 3 we illustrate the role of the binding coefficient a, c.f., (4) . The classification test set error rat.es (an unbiased estimate of the generalization error defined as the probability of misclassification of a random test datum) were obtained by ten-fold crossvalidation. We observed significant synergy: The performance of the term features ( a = 1) is indeed improved by adding POS-tag feature information.
The effect is relatively high for the multimedia data-set (reducing the error by almost 30%), while the effect is smaller for the harder WebKB set (the error is reduced by about 8%). The synergistic advantage is likely to depend on the size of the database, to further investigate this we estimated 'learning curves' for the the combined system by changing the split ratio allowing for variable training set sizes. The results are provided in figure 4. In these tenfold cross-validation experiments we used the 'optimal' binding coefficients found in figure 3 . In these relatively limited data sets there is a positive, albeit diminishing, synergy to be obtained for all t.raining set sizes. The binding of natural language and conventional term features improves performance for all the training set sizes investigated.
pensive' to estimate we recommend that these feature be included in future text/contex classification applications.
Learning curves with and without binding.
