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We formulate explicitly the necessary and sufficient conditions for the local invertibility of a field
transformation involving derivative terms. Our approach is to apply the method of characteristics
of differential equations, by treating such a transformation as differential equations that give new
variables in terms of original ones. The obtained results generalise the well-known and widely used
inverse function theorem. Taking into account that field transformations are ubiquitous in modern
physics and mathematics, our criteria for invertibility will find many useful applications.
INTRODUCTION
Transformations of fields (or variables) are very com-
mon in physics and mathematics. From one hand it pro-
vides better ways to understand various physical phe-
nomena, and on the other hand — to advance calcula-
tions, in particular, to solve more easily differential equa-
tions. A change of gauge and/or a global redefinition
of fields is a popular example of a field transformation.
Some physical phenomena can be more easily understood
in a particular gauge or frame. The decomposition of a
complex field (more generally, multiple fields transform-
ing covariantly under a gauge or a global transforma-
tion) into radial and phase directions is also useful to
identify the Nambu-Goldstone mode [1, 2] after a sym-
metry breaking, and such a decomposition can be re-
garded as a field transformation. Another example is
a Bogoliubov transformation [3, 4], which enables us to
investigate effects of the change of vacua, in particular,
the Hawking radiation. A Fourier (including a Fourier
series expansion) and a Laplace transformation are also
regarded as field transformations and are often used in
physics and mathematics. A Galilean transformation, a
Lorentz transformation, and a general coordinate trans-
formation lead to the transformation of a tensor field. In
gravity, a conformal transformation is frequently used to
change frames from the Jordan one to the Einstein one
and vice versa, and also to identify the degrees of freedom
of a gravitational field [5, 6]. Recently, a more general
transformation called a disformal transformation [7] has
been extensively used to change the frame or to relate
different gravity theories [8]. Thus, field transformations
are ubiquitous in physics and mathematics.
Among them, “invertible” field transformations are
particularly important because they do not change the
number of dynamical degrees of freedom and yield equiv-
alent equations. For a field transformation without
derivative terms φ˜i(x
µ) = φ˜i[φj(x
µ)], the condition for
the (local) invertibility is given by the celebrated in-
verse function theorem, that is, det(∂φ˜i/∂φj) 6= 0. How-
ever, more general transformations such as a disformal
transformation and a gauge transformation may involve
derivatives of fields. For example, a disformal transfor-
mation [7] is given by g˜µν = A(φ,X)gµν+B(φ,X)∂µφ∂νφ
withX = gστ∂σφ∂τφ. However, to the best of our knowl-
edge, no criterion for the (local) invertibility of a field
transformation involving derivatives has been given yet.
The purpose of this Letter is to give an explicit formula-
tion of such a transformation1.
Our strategy to find the invertibility condition for a
transformation with derivatives is to use the method of
characteristics for differential equations [10–14]. We treat
field transformation with derivative terms as differential
equations that give new variables in terms of old vari-
ables. We then investigate properties of these differen-
tial equations, and find the necessary conditions for in-
vertibility. After that, we show that they are also suffi-
cient conditions. Throughout this work we primarily fo-
cus on the simplest non-trivial transformations involving
two fields and their first-order derivatives. However, our
method applies also to transformations with any (finite)
number of fields and their derivatives of any (finite) order,
which will be discussed in future publications. In the fol-
lowing, we will first explain our approach in some detail,
and then derive the necessary and sufficient conditions
for the (local) invertibility. We also give non-trivial ex-
amples of invertible transformations to demonstrate how
our criteria for invertibility apply and how powerful they
are. Finally, we will summarise and discuss our results.
1 Equivalence of the equation of motion for a given invertible trans-
formation with derivative terms is shown in Ref. [9], whereas
criteria for invertibility of the transformation are not discussed
therein.
2NECESSARY CONDITIONS
We consider a transformation from a theory of φi(x
µ)
to that of ψa(x
µ) and its derivatives2:
φi = φi (ψa, ∂µ, x
µ) . (1)
Note that φi and ψa are functions, that is, they can be
scalars and/or components of vectors and tensors.
Here we will sketch the derivation of the invertibil-
ity conditions for the transformation (1), assuming the
numbers of the fields φi and ψa are both n. For the
transformation to be invertible, the number of (indepen-
dent) fields φi(x
µ) and ψa(x
µ) should be the same, be-
cause, otherwise, the degrees of freedom before and after
the transformation would not coincide. Another (neces-
sary) condition we require is absence of the characteris-
tics3 when regarding Eq. (1) as evolution equations for
ψa in terms of φi. (See e.g. Ref. [10] for the basics of
characteristics.) By definition, a characteristic surface
(or simply put, a characteristic) is defined as a surface
at which the evolution equation becomes singular, in the
sense that the coefficient of the highest derivative term
vanishes. At such a surface, the solution ψa(φj) of the
differential equations (1) becomes non-unique, implying
non-invertibility. Notice that absence of characteristics
of Eq. (1) is a necessary but not a sufficient condition.
To analyse characteristics, we consider a (D − 1)-
dimensional hypersurface in D-dimensional spacetime,
and let ξµ be a vector in a non-tangential direction for the
surface. Then the structure of characteristics of Eq. (1)
is governed by a n× n matrix M defined as
Mia(ξ
µ) :=
∂φi
∂
(
∂µ1 · · ·∂µN(i,a)ψa
)ξµ · · · ξµN(i,a) , (2)
where N(i, a) is the order of the highest derivative term
of ψa in the ith component of Eq. (1). This matrix is
called the characteristic matrix. The discussion of char-
acteristics makes sense only for quasi-linear equations,
while Eq. (1) is nonlinear in ∂N(i,a)ψa in general. To
convert (1) into a quasi-linear differential equation of ψa,
we differentiate it with respect to xµ sufficient number
of times. As a result of the differentiation additional
characteristics are introduced, while they can be easily
separated from the inherent ones.
2 Let us comment here on a possible confusion related to a gauge
transformation. For example, performing the gauge transforma-
tion of a vector field A˜µ = Aµ+∂µα, where α is a gauge function,
one should think of α as a part of both sets of fields, i.e. {Aµ, α}
and {A˜µ, α}. In this case the number of fields does not change
and this transformation falls into the class we consider in this
Letter.
3 We will understand characteristics in a broader sense, including
also complex-valued solutions of the characteristic equation. See
the discussion below.
For simplicity, we assume that orders of derivatives
are N (ignoring the derivatives we applied above) for all
the components of (1), while generalisation is straight-
forward. We also define the number of derivatives of
Eq. (1) as Nn. To avoid characteristics associated with
the derivatives in (1), the determinant of the character-
istic matrix M must be identically zero:
detM(ξµ) ≡ 0, (3)
because, otherwise, this equation would have particular
solutions ξµ yielding characteristics. This condition im-
plies that the degree of degeneracy ofM is m > 0. Then,
taking linear combinations appropriately, (the differen-
tiated) Eq. (1) can be reduced to a system of (n − m)
equations with Nth (inherent) derivatives and m equa-
tions with (N−1)th (inherent) derivatives. Let us define
the characteristic matrix for the new system of equations
as M ′. If Nn−m 6= 0, the (inherent) characteristics are
present and the transformation is not invertible. There-
fore, for the transformation to be invertible, extra degen-
eracy should be present, that is, det
(
M ′(ξµ)
)
must be
identically zero also. We should repeat this procedure
until the total degree of the degeneracy becomes equal
to Nn. We define the characteristic matrix at this point
as Mˆ . Now, the order of det Mˆ with respect to ξµ is the
same as the number of the derivatives we applied, and all
inherent derivatives of Eq. (1) are removed. If Mˆ is de-
generated, Eq. (1) implicitly gives a relation among ψi’s,
and hence it is not invertible. Therefore, for any ξµ which
does not correspond to the direction of the derivatives we
applied to Eq.(1), det Mˆ(ξµ) 6= 0 is required — in fact,
it corresponds to the condition for the inverse function
theorem. This is the procedure to obtain the necessary
conditions for the invertibility of a transformation (1).
To see physical implications of an invertible transfor-
mation, let us apply the transformation (1) to the equa-
tions of motion for φi given by
Fj (φi, ∂µ, x
µ) = 0. (4)
Applying (1) yields equations of motion in terms of ψa.
Rather than solving them in terms of ψa, we instead can
regard Eqs. (1) and (4) as a system of differential equa-
tions for ψa with auxiliary fields φi. The structure of the
characteristics matrix for this system of equations is
( φi ψa
Eq. (4) M11 0
Eq. (1) M21 Mˆ
)
. (5)
Here, Mˆ is the characteristic matrix for (1) with the de-
generate part removed by the procedure explained above.
The determinant of (5) becomes detM11×det Mˆ . As we
noted above, det Mˆ 6= 0 must be satisfied for an invert-
ible transformation. Hence, the characteristic equation
(detM11 × det Mˆ = 0) reduces to detM11 = 0. The
3characteristics in this theory are given as surfaces satis-
fying this equation, and all of them coincide with those in
the theory of φi with Eq. (4). Hence we have confirmed
that an invertible transformation keeps characteristics in
the original theory invariant.
Let us here comment on the case where there are no
real characteristics while the order of Eq. (3) in ξµ is non-
zero. This occurs when Eq. (1) is a non-hyperbolic partial
differential equation and Eq. (3) has no real-valued so-
lutions. Even in this case, as long as detM is non-zero
Eq. (1) will have solutions specified by parameters corre-
sponding to integration constants, at least locally. This
implies that the fields ψa cannot be expressed uniquely
in terms of φi and the transformation is not invertible.
Thus, for the transformation to be invertible, it is nec-
essary that the coefficients of the highest-order deriva-
tives degenerate completely, that is, detM is identically
zero. This also applies to M ′ and other matrices in the
construction sketched above, when we required that the
determinant of a matrix was identically zero.
SIMPLEST CASE
Let us apply the strategy above to the simplest (but
non-trivial) case for a transformation from two fields φi
(i = 1, 2) to other two fields ψa (a = 1, 2) including the
first-order derivatives. The transformation (or say the
field redefinition) can be written as
φi = φi (ψa, ∂αψa) (i = 1, 2, a = 1, 2). (6)
We define two matrices
Aµia :=
∂φi
∂(∂µψa)
, Bia :=
∂φi
∂ψa
. (7)
If Aµia = 0, the transformation does not involve deriva-
tives. In this case we can apply the standard inverse func-
tion theorem and the invertibility follows if det(Bia) 6= 0.
Let us focus on the non-trivial case Aµia 6= 0 hence-
forth. The number of derivatives in this system is two,
and thus, degeneracy of two degrees is required. If the
transformation (6) is nonlinear for the first-order deriva-
tives, we apply an extra derivative to them. Then, the
obtained (second order) equations are quasi-linear. Their
characteristics consist of those of the original equation
(if present) and the extra characteristics originated from
derivatives we applied to convert Eq. (6) in quasi-linear
form. We can easily discriminate them from inherent
derivatives.
The degeneracy required for the invertibility reads,
0 ≡ det (Aαiaξα) (8)
for arbitrary ξµ, or equivalently
0 ≡ ǫi1i2ǫa1a2A
(α1
i1a1
A
α2)
i2a2
. (9)
The number of degeneracy from the above condition
should be one, otherwise Aµia = 0. Thanks to this degen-
eracy, we can find one combination of the (differentiated)
transformation (6) that is one order lower in derivatives
(details will be given in the forthcoming paper). For the
sake of the invertibility, this equation must be degenerate
by one order. Such a requirement results in
A
(α
2,abA¯
β)
bj ≡ 0, (10)
where
A¯αai := ǫijǫabA
α
jb, A
α
2,ab := A¯
α
ajBjb+A¯
β
aj
(
∂βA
α
jb
)
. (11)
Now we have degeneracies for two orders, which are
enough to establish the invertibility in our case. The
resultant equations, on the other hand, should not be
degenerate. This requirement results in{[
Aα2,abA
µ1
ib A
µ2
ic −A
µ1
2,ab
(
Aµ2ib A
α
ic + A¯
α
biA¯
µ2
ci
)] (
∂αA¯
µ3
cj
)
+
(
Aµ1kbA
µ2
kb A¯
β
ai∂βBic −A
µ1
2,abA
µ2
ib Bic
)
A¯µ3cj
}
ξµ1ξµ2ξµ3 6= 0
(12)
for arbitrary ξµ.
The conditions (9), (10) and (12) can be simplified
further. The condition (9) fixes the form of Aµij as
Aµia = a
µViUa, (13)
where Vi and Ua can be normalized as
ViVi = 1, UaUa = 1. (14)
Then, the conditions (10) and (12) can be written as
niBiama ≡ 0, (15)
niBiaUa 6= 0,
(
ViBia − a
β∂βUa
)
ma 6= 0, (16)
where ni := ǫijVj , ma := ǫabUb. In the above, a
µ, Vi,
Ua, Bia, ni and ma are functions of ψb, ∂αψb and x
µ. To
summarise, the necessary conditions for the invertibility
are found to be (13), (15) and (16). Equations (13) and
(15) are necessary to realize the degeneracies, and (16)
corresponds to det Mˆ 6= 0 explained in the previous sec-
tion.
SUFFICIENT CONDITIONS
In the previous section, we derived the necessary con-
ditions (13), (15), (16) for the transformation (6) to be
invertible. We can prove that these conditions become
also the sufficient conditions for the invertibility. How-
ever, since the proof is lengthy, in this Letter we show
the proof within the perturbative regime. We will show
the complete proof in the forthcoming paper.
4We start from the perturbative expansion of the trans-
formation (6);
δφi = A
µ
ia∂µδψa +Biaδψa. (17)
Here, Aµia and Bia are functions of ψb(x
µ), ∂αψb(x
µ) and
xµ. In the perturbative analysis of this section, we regard
them as fixed functions and assume only δψa are dynam-
ical variables. We will show the uniqueness of δψa, that
is, if δψ
(1)
a and δψ
(2)
a are the solution of the above equa-
tions for the same δφi, δψ
(1)
a is equal to δψ
(2)
a . For this
purpose it is sufficient to show that if Ψa := δψ
(1)
a −δψ
(2)
a
satisfies
Aµia∂µΨa +BiaΨa = 0, (18)
then Ψa is zero.
Using the condition (13), Eq. (18) is written as
aµViUa∂µΨa +BiaΨa = 0. (19)
Contracting ni with this equation, we have
(niBiaUa) (UbΨb) = 0, (20)
where we used the condition (15). Because of the condi-
tion (16), this equation results in
UbΨb = 0. (21)
On the other hand, applying Vi to Eq. (19) we have
(ViBia − a
µ∂µUa)ma (mbΨb) = 0, (22)
where we used the condition (21). Combined with (16),
this equation implies
mbΨb = 0. (23)
As a result, we have
Ψa = Ua (UbΨb) +ma (mbΨb) = 0. (24)
This means that, in the perturbative regime, (13), (15)
and (16) are the sufficient conditions for the invertibility.
EXAMPLE OF INVERTIBLE
TRANSFORMATION
It is not difficult to check that our conditions are satis-
fied for the simple case φ1 = ψ1 + f(∂µψ2), φ2 = ψ2,
a direct analogue of the disformal transformation in
gravity. This case is trivially invertible, and the con-
ditions (13)–(16) are indeed satisfied by nothing that
aµ = ∂f/∂
(
∂µψ2
)
, Vi = (1, 0) and Ua = (0, 1).
Below we give a non-trivially invertible example, that
is, whose invertibility cannot be established without the
use of the conditions formulated in this Letter. Let us
consider a transformation that is linear in ∂ψa whose
coefficients are functions of ψa, that is,
φi = a
µ(ψb)Vi(ψb)Ua(ψb)∂µψa + fi(ψb). (25)
Without loss of generality, we can set Ua = (1, 0)
4 , hence
φi = a
µ(ψa)Vi(ψa)∂µψ1 + fi(ψa), (26)
This transformation automatically satisfies the condi-
tion (13). The other conditions (15), (16) reduce to
ni
∂Vi
∂ψ2
aµ∂µψ1 + ni
∂fi
∂ψ2
≡ 0, (27)
ni
∂Vi
∂ψ1
aµ∂µψ1 + ni
∂fi
∂ψ1
6= 0, (28)
∂aµ
∂ψ2
∂µψ1 + Vi
∂fi
∂ψ2
6= 0. (29)
Since Eq. (27) must hold identically for any ψa and ∂µψa,
it follows that
ni
∂Vi
∂ψ2
≡ 0, ni
∂fi
∂ψ2
≡ 0. (30)
The first equation implies Vi = Vi(ψ1), and the second
one guarantees that a function g(ψ1) exists and satisfies
g(ψ1) := ni(ψ1)fi(ψa) = niφi, (31)
where the second equality follows from (26).
Using the above results, Eq. (28) becomes
∂
∂ψ1
[g(ψ1)− ni(ψ1)φi] 6= 0, (32)
where the partial derivative ∂/∂ψ1 is taken regarding ψi
and φa as independent variables. Equation (32) implies
the implicit function theorem can be applied to Eq. (31)
to express ψ1 in terms of φi;
ψ1 = ψ1(φi). (33)
Also from Eq. (29) we have
∂
∂ψ2
[aµ(ψa)∂µψ1 + Vi(ψ1)fi(ψa)] 6= 0. (34)
Transformation equation (26) gives
Vi(ψ1)φi = a
µ(ψa)∂µψ1 + Vi(ψ1)fi(ψa), (35)
Since ψ1 and ∂µψ1 can be regarded as a function of φi
and ∂µφi thanks to Eq. (33), (34) implies that the implicit
function theorem can be applied to Eq. (35) to find
ψ2 = ψ2
(
φi, ψ1(φi), ∂µψ1(φi)
)
. (36)
Equations (33) and (36) are the inverse transformation
of Eq. (26). To summarise, we have shown that our in-
vertibility conditions put strong constraints on the trans-
formation, and once they are imposed it indeed becomes
invertible. Note that there are transformations more gen-
eral than (25), and our invertibility conditions can be
applied to examine their invertibility.
4 In Eq. (25), Ua can be set to (1, 0) in general by a field re-
definition ψa = ψa(ψnewb ) and a rescaling of a
µ.
5SUMMARY AND DISCUSSIONS
In this Letter, we formulated explicitly the necessary
and sufficient conditions for the local invertibility of a
field transformation involving derivatives. Our result
generalises the well-known inverse function theorem. In
order to address this problem, we used the method of
characteristics for differential equations, regarding such
a transformation as differential equations that give new
variables in terms of original ones. For the invertibil-
ity of a transformation, we require that the coefficients
of the highest-order derivatives in such differential equa-
tions degenerate. With this condition the order of dif-
ferential equations can be reduced once a specific com-
bination of equations is taken. This procedure needs to
be repeated until all the derivatives are effectively elimi-
nated from the system of equations. It is necessary also
that the characteristic matrix after the above manipula-
tion is non-degenerate, resulting in the conditions that
guarantee the inverse function theorem to work. As the
simplest nontrivial case, we studied in detail the case with
two fields involving first derivatives (see Eq. (6)), and we
found the necessary conditions for the invertibility (13),
(15) and (16). We confirmed that they are also sufficient
conditions for the invertibility.
The study of the invertibility conditions presented in
this paper can be directly applied to the case of classical
mechanics, in which case the fields φi(x
µ) and ψa(x
µ)
should be replaced by qa(t) and q˜b(t) and the transfor-
mation qa = qa
(
q˜b, dq˜b/dt
)
should be considered instead
of (1). The details of this study will be discussed in the
forthcoming paper.
Along with the general analysis, we also presented a
concrete non-trivial example to show how our conditions
work for invertibility of a transformation, where the stan-
dard inverse function theorem does not apply. This ex-
ample, in particular, shows how powerful the conditions
formulated in this Letter are: without the use of them
one would not be able to find whether the non-trivial
transformation used in this example is invertible or not.
Our findings may have many interesting applications
in various fields. The use of invertible transformations
with derivative terms greatly broadens the “standard”
non-derivative transformations. In our future work we
will extend the presented analysis to include an arbitrary
number of fields as well as an arbitrary order of deriva-
tives in the transformation. They will include transfor-
mation of the metric a` la disformal transformation, which
has been recently a very popular approach in gravity the-
ories. In particular, we will study possible extensions of
disformal transformation.
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