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Chapter 1
Introduction: nonequilibrium
dynamics of isolated quantum
systems
Equilibrium systems can often be studied using simple effective models that ac-
curately describe low temperature experiments on complex real systems, such as
interacting electrons in solids. The nonequilibrium case, however, is till now much
less known, and one may wonder whether the theoretical study of the dynamics
of simplified models would still allow to faithfully describe real experiments as in
equilibrium [1]. In this regard, over the last years ultracold atomic gases [2] emerged
as a versatile tool for benchmarking nonequilibrium theories based on simple models
against the results of well-controlled experiments with tunable parameters [3].
In principle, there are many different ways in which a system can be brought
out of equilibrium and, in general, the outcome is expected to be affected by the
particular choice. In the following, we shall focus on isolated quantum systems taken
far from equilibrium by changing in time one or more of the system parameters, i.e.,
by performing a quench [4]. This change can be either sudden or slow, and leads to
a unitary dynamical evolution of the system. In this context, a series of intriguing
natural questions arises, concerning the behavior long after the quench. Does the
system display relaxation? If so, what is the nature of such a steady state? Can it
be thermal?
2 Introduction: nonequilibrium dynamics of isolated quantum systems
1.1 Studying nonequilibrium dynamics with cold atoms
Ultracold atomic gases are ideal systems for the experimental study of the nonequi-
librium quantum dynamics. Because of their almost-perfect isolation from the
external environment, which strongly suppresses dissipative and decoherence ef-
fects, they can be regarded as closed quantum systems. Furthermore, the wide
tunability of many parameters, such as interaction strength, density, temperature,
and dimensionality, allows the realization of various physical scenarios.
The weak coupling with the environment and the very low densities and tempera-
tures of these gases lead to very long coherence times (that can reach many seconds)
compared to the timescales of the dynamics, typically of the order of milliseconds.
Accordingly, the real-time observation of the quantum coherent dynamics is fully
accessible. In a remarkable experiment, Greiner et al. [5] succeeded in observing
the long-lived coherent collapse and revival dynamics of the matter wave field of a
Bose-Einstein condensate. During the time evolution, induced by a sudden change
of the lattice depth, the matter wave field periodically dephased and rephased, as
revealed in the interference patterns obtained after turning off all trapping poten-
tials. More recently, Lamporesi et al. [6] studied the condensate formation in an
elongated Bose gas of sodium atoms cooled below the BEC transition temperature.
The phase transition was crossed with different velocities, revealing the spontaneous
formation of solitons (Figure 1.1(a)), whose number followed the expectations of
the Kibble-Zurek mechanism [7–9]. These measurements provided also a promising
way for evaluating critical exponents of the BEC transition in trapped gases. The
coherence times in such experiments are so long that they can be regarded as
examples of dynamic quantum simulators [10] and can be used to obtain results
beyond those of numerical studies. For example, Trotzky at al. [11] observed the
dynamics of a charge-density wave in a strongly correlated one-dimensional Bose
gas. Local densities, currents and correlations showed a fast relaxation towards their
equilibrium values and, most notably, the time-range of the experiment went well
beyond that of numerical predictions obtained with time-dependent density-matrix
renormalization group (t-DMRG), as shown in Figure 1.1(b).
In order to probe the dynamics of ultracold gases, absorption or fluorescence
imaging is typically used. This detection process was recently employed to study a
two-dimensional strongly interacting bosonic Mott insulator on a microscopic level,
reaching single-atom and single-site resolution [12,13]. The high-resolution optical
imaging technique gave the opportunity to directly observe the atomic tunneling
dynamics [14], measure a string order parameter [15], detect the light-cone spreading
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Figure 1.1: (a) Time-of-flight pictures of atomic clouds after a quench across the
BEC transition. The clouds contain 0, 1, 2 and 3 solitons, from left to right. Figure
adapted from [6]. (b) Relaxation of the odd-site density after a quench. The
experimental dynamics (symbols) runs for longer times than t-DMRG simulations
(solid and dashed lines). Figure adapted from [11].
of correlations [16], study the dynamics of a mobile spin impurity [17] and of two-
magnon bound states [18]. While imaging techniques are suitable for measuring,
e.g., the density and momentum distribution, they can not be used for probing
the phase of the fields, which requires matter waves interference experiments. For
example, interference was used to study the relaxation dynamics of a coherently
split one-dimensional Bose gas and show that the system retained memory of its
initial state [19–22]. Measuring the full probability distribution of the integrated
interference contrast revealed that the system did not relax to thermal equilibrium,
but to a different thermal-like steady state characterized by an effective temperature
and identified as a long-lived prethermalized state (see Sec. 1.4).
One of the crucial feature of ultracold atomic gases for the study of nonequi-
librium dynamics is the possibility of varying the interaction strength in time via
Feshbach resonances [25, 26]. Recently, Hung et al. [23] performed a quench exper-
iment in a two-dimensional atomic superfluid: sound waves were synchronously
generated by suddenly changing the atomic interactions using a Feshbach resonance.
In the subsequent evolution, reported in Figure 1.2(a), the density fluctuations
changed drastically within the first few milliseconds, while the density profile
exhibited weak collective oscillations on long time scales, evolving toward a new
equilibrium corresponding to the final interaction strength. This suggests a fast
local equilibration and a much slower global thermalization. Another experiment
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Figure 1.2: (a) Evolution after an interaction quench in atomic superfluids. Upper
panel: single-shot images of the sample for the indicated hold times. Central
panel: averaged radial density profile 〈n(r)〉 based on ∼ 25 samples. Lower panel:
averaged density fluctuations 〈δn2(r)〉 based on ∼ 25 samples. Figure adapted
from [23]. (b) Defect generation after a quench in a spinor condensate. The images
show the transverse magnetization density for variable evolution times, revealing a
spatially inhomogeneous formation of ferromagnetic domains. The orientation φ
and amplitude A are depicted by the color and brightness according to the color
wheel shown. Figure adapted from [24].
by Meinert et al. [27] studied a one-dimensional atomic Bose-Hubbard chain in a
tilted potential, which effectively maps onto a one-dimensional Ising model [28, 29].
Varying the tilt of the lattice, it is possible to simulate the quantum phase transition
from the paramagnetic to the antiferromagnetic spin chain. The authors performed
a sudden quench to the vicinity of the transition point which resulted in coherent
oscillations for the orientation of effective Ising spins, detected via oscillations in
the number of doubly occupied lattice sites.
Atoms contain also well-controllable internal degrees of freedom. An intriguing
example are spinor gases. These gases, with a spin degree of freedom arising
from a nonzero hyperfine spin F , can simultaneously exhibit superfluidity and
magnetism. Sadler et al. [24] performed an experiment using a F = 1 condensate
of 87Rb, which undergoes a continuous quantum phase transition between a polar
and a ferromagnetic phase. The competing parameters controlling this phase
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transition are the spin-dependent mean-field interaction and a quadratic Zeeman
interaction that can be tuned by an external magnetic field. The spinor gas was
quenched across the transition by rapidly reducing the external magnetic field.
After the quench, phase-contrast imaging, showed in Figure 1.2(b), revealed the
spontaneous formation of ferromagnetic domains of variable size and the appearance
of topological defects, identified as polar-core spin-vortices.
By trapping the ultracold gases in strong confining potentials it is possible to
control the dimensionality of the system and experimentally study the dynamics
in reduced dimensions. In particular, the realization of such systems allows us to
investigate the relation between thermalization and integrability (see Sec. 1.3). A
groundbreaking experiment in this sense was performed by Kinoshita et al. [30].
Arrays of tightly confined one-dimensional ultracold gases of 87Rb were obtained
by a deep two-dimensional optical lattice. To create a nonequilibrium momentum
distribution, the array of tubes was placed in a superposition of states with opposite
momentum. The gas was then allowed to evolve for variable durations before the
momentum distribution was measured via absorption imaging (Figure 1.3). It was
found no evidence of redistribution of momentum, so that the dephased distribution
remains non-Gaussian even after thousands of collisions, signaling that the system
did not thermalize on experimental time scales. This was in clear contrast to the
case of a nonequilibrium momentum distribution created in a three-dimensional
gas, where the system immediately relaxed to a thermal distribution. The lack of
thermalization can be understood to be the consequence of the fact that this system
is a very close experimental realization of the Lieb-Liniger gas with point-like
interaction [31,32], which is an integrable model. This remarkable result motivated
the subsequent theoretical investigation on the interplay of integrability, quantum
dynamics and thermalization in isolated systems.
1.2 Thermalization in quantum nonintegrable systems
For classical systems, the theory of thermalization is definitely related to the concept
of ergodicity. A system is ergodic if the trajectories in phase space uniformly cover
the constant-energy manifold for almost any initial condition. In this case, the
time averages are equivalent to the phase space averages in the microcanonical
ensemble. Hence, the details of the initial configuration are irrelevant at long times
and the only parameters that matter are the integrals of motion, such as the total
energy and the number of particles. However, if a system with n canonical degrees
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Figure 1.3: Absorption images of an ensemble of one-dimensional Bose gases
evolving from an initial nonequilibrium momentum distribution. The non-Gaussian
nature of the dephased momentum distribution clearly indicates an absence of
thermalization. Figure adapted from [30].
of freedom has n independent constants of motion with vanishing Poisson brackets
with the Hamiltonian and with each other, the evolution is confined to a highly
restricted hypersurface of the energy manifold, so that microcanonical predictions
fail and the system does not thermalize.
The generalization of the concept of ergodicity to the quantum case is not
straightforward [33,34]. Indeed, let us consider a system described by a Hamiltonian
with eigenstates |ψα〉 and corresponding energies Eα. Denoting by D(E) the set of
eigenstates with energies within the microcanonical shell [E,E + δE], the quantum
microcanonical density matrix can be defined as
ρmc =
1
N (E)
∑
α∈D(E)
|ψα〉 〈ψα| , (1.1)
where N (E) = ∑α∈D(E) is the number of states in that shell. Given a generic
initial state |Ψ0〉, superposition of eigenstates with different energies in the shell,
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i.e.,
|Ψ0〉 =
∑
α∈D(E)
cα |ψα〉 , (1.2)
with cα = 〈ψα|Ψ0〉, we want to compute the long time average of the density matrix
of the system. Denoting as |Ψ(t)〉 the time evolution of |Ψ0〉 and assuming the
eigenstates not to be degenerate, we obtain
lim
T→∞
1
T
ˆ T
0
dt |Ψ(t)〉 〈Ψ(t)| =
∑
α
|cα|2 |ψα〉 〈ψα| ≡ ρdiag, (1.3)
where ρdiag is the density matrix describing the so-called diagonal ensemble. We
immediately notice that the most obvious definition of ergodicity, i.e., the require-
ment ρdiag = ρmc, implies that |cα|2 = 1/N (E) for any α, a condition almost never
satisfied.
The apparent absence of thermalization is in stark contradiction to our common
sense and expectations, which tell us that many quantum many-body systems
behave thermally, unless some special conditions are met (e.g., integrability, see
Sec. 1.3). The key for solving this paradox is the fact that the central role is
not played by the evolving state but, instead, by the expectation value of local
observables. A widely studied scenario, in this sense, is the eigenstate thermalization
hypothesis (ETH), conjectured by Deutsch and Srednicki [35, 36] in the context of
quantum chaotic systems [37]. The main idea is that thermalization is encoded
in the eigenstates, i.e., the expectation value of a few-body observable O on an
eigenstate |ψα〉 of the Hamiltonian of a large, interacting many-body system is equal
to the microcanonical average ofO at the corresponding energy Eα. The expectation
value 〈ψα|O|ψα〉 is a smooth function of its energy Eα, being essentially constant on
each microcanonical energy shell. This would lead to thermalization for every initial
condition sufficiently narrow in energy. Although an experimental observation still
lacks, the ETH has been numerically studied in many different systems, such as
hard-core bosons [38–43], spinless fermions [43, 44], spin chains [45–47], and the
Bose-Hubbard model [47].
As discussed in literature [48], even though the majority of the eigenstates leads
to the microcanonical average, the possible existence of rare states for which this
does not happen could prevent thermalization. As a consequence, two possible
interpretations of the ETH were proposed: the strong one states that in the
thermodynamic limit all states verify ETH [38]; the weak one states that initial
conditions are spread in configuration space in such a way that in the thermodynamic
limit rare states never give a contribution [48]. The weak version of the ETH does
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not imply thermalization since the overlap of these rare nonthermal states with the
initial condition could be large. Even if rare nonthermal states may be responsible
of the lacking of thermalization in some known cases [49–51], what is the correct
interpretations is not clear yet.
1.3 Integrable systems and the generalized Gibbs en-
semble
In classical systems, the concept of integrability is well-defined by the existence
of a full set of constants of motion which leads to nonergodic behavior and thus
prevents thermalization.
The generalization of the notion of integrability to the quantum case is still
a subject of debate. Among the different definitions applied in literature, there
are the existence of a complete set of local conserved linearly or algebraically
independent operators, the integrability by Bethe ansatz, or the occurrence of
nondiffractive scattering [52, 53]. Even though a clear definition of integrability
lacks, also for quantum systems described by a short-range interacting Hamiltonian
the existence of an extensive number of local conserved quantities is expected to
preclude thermalization.
Nonetheless, one may ask if expectation values of local observables relax to a
well-defined steady state and, if so, how to predict such expectation values. As
in the works by Jaynes on maximum entropy [54, 55], assuming that a relaxed
state exists, it can be described by the density matrix of the generalized Gibbs
ensemble (GGE) [56]
ρGGE =
1
Z
exp
(
−
∑
n
λn In
)
, (1.4)
where {In} is the full set of conserved quantities, Z = Tr [exp (−
∑
n λn In)] is the
generalized partition function, and {λn} are Lagrange multipliers fixed by requiring
that
〈Ψ0|In|Ψ0〉 = Tr (ρGGE In) , (1.5)
being |Ψ0〉 the initial state. The GGE is fundamentally different from thermal
ensembles because it retains memory about the initial state through the values of
the Lagrange multipliers.
Motivated by the aforementioned experiment on one-dimensional Bose gases [30],
Rigol et al. [56] investigated the dynamics of hard-core bosons (the lattice analogue
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of the Tonks-Girardeau gas [57]) through an ab initio numerical study. The authors
found that the system can undergo relaxation to an equilibrium state, whose
properties are well described by the GGE. Furthermore, they studied the time
evolution of the momentum distribution initially split into four peaks, a setting
very similar to that of the experiment. They showed that even after a very long
propagation time, the characteristic peaks remained well resolved and interpreted
this result as a consequence of the memory of the initial distribution stored in the
GGE that prevents the peaks from overlapping.
GGE’s predictions were mostly studied in models which can be mapped to
free bosonic or fermionic theories [58–65], where the conserved charges are given
by the mode occupation numbers. A paradigmatic example is the Luttinger
model [66,67], which exhibits bosonic quasiparticles. In Refs. [63,64], the evolution
of the correlations of this system after a sudden interaction switching was analytically
studied. In the infinite-time limit, equal-time correlations relaxed algebraically
towards a stationary state well described by GGE, which assigns a momentum-
dependent temperature to each eigenmode.
More recently, also genuinely interacting integrable systems such as the Lieb-
Liniger model [68–70], the Heisenberg XXZ spin chain [71–73], or field theories [74–
76] were examined. In particular, Kormos et al. [70] provided exact analytical
results for a quench in the Lieb-Liniger model from free bosons to hard-core bosons
(which map to free fermions). Although the quench is between two free theories,
the pre- and postquench mode operators are not linearly related. The authors
computed the time evolution of the dynamical density-density correlation function:
remarkably, its stationary value was still described by a GGE.
Some studies, however, question the validity of the GGE [77], and even indicate
the failure of its predictions, especially in the interacting case [78–84]. For example,
a quench in the spin-1/2 Heisenberg XXZ chain from a dimer product or Néel initial
state was studied in Refs. [82, 83]. The long-time limit of various local spin-spin
correlation functions was found to be significantly different from predictions based
on the GGE, which therefore can not give a complete description, even of local
observables.
1.4 Prethermalization
If we assume that an isolated quantum systems can thermalize, the next impor-
tant question is how thermalization occurs. Indeed, the relaxation can be highly
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nontrivial and require different stages related to different time scales: the system ap-
proaches an intermediate quasisteady state at short times, before decaying towards
the thermal equilibrium state on much longer time scales. This phenomenon, called
prethermalization, was predicted and experimentally studied in many different
systems [19,85–102].
The two-step mechanism was first suggested by Berges et al. [85] to describe
the collision products in heavy-ion collisions, and later discussed in the context of
low-energy physics. One of the first studies in this sense is that of Moeckel et al. [88],
who investigated a sudden interaction-quench in a fermionic Hubbard model at half
filling, starting in the ground state of the noninteracting system. The analysis, based
on the flow equation method at second order in perturbation theory in the interaction
strength, focused on the momentum distribution function and identified a short
time regime, where quasiparticles were formed and the Fermi energy discontinuity
in the momentum distribution reduced, followed by a quasisteady prethermalized
state resembling a zero-temperature Fermi liquid, which had eventually to give
up to a genuine thermal state if higher order corrections were kept into account.
Evidences of a prethermalization regime were also found by Eckestein et al. [91],
who numerically simulated through dynamical mean-field theory (DMFT) a sudden
interaction-quench in the infinite-dimensional half-filled fermionic Hubbard model.
In particular, at interaction values safely low to exclude any influence by the Mott
transition, the authors found that the momentum distribution jump at the Fermi
energy, after a plateau compatible with prethermalization of Ref. [88], started a
steady decrease at longer times. Unfortunately, the affordable simulation time
was too short to ascertain whether the jump indeed relaxed to zero as expected
by thermalization. Studying the same problem, Stark et al. [97] employed the
prethermalized state as initial condition to integrate a Boltzmann kinetic equation
for the momentum distribution function, on the assumption that Wick’s theorem
holds for quasiparticles at sufficiently low interaction strength. The solution
indeed flowed to a thermal distribution, which is unsurprising given those premises.
Therefore, even though the general expectation is that thermalization should take
place at sufficiently long times, there are not conclusive evidences in support. A
recent attempt in this sense was done by Bertini et al. [101]. The authors focused
on a one-dimensional spinless fermion model with weak interaction U and analyzed
the system using equation of motion techniques. Tuning properly the value of the
hopping amplitudes, they found a crossover between a prethermalized regime and
a thermal steady state for local observables. The observed drift in time of the
Introduction: nonequilibrium dynamics of isolated quantum systems11
single-particle Green’s function towards thermal values was compatible with an
exponential decay and characterized by a relaxation time proportional to U−2. On
short and intermediate time scales they benchmarked their method against t-DMRG
computations and found it to be very accurate for weak interactions.
In the specific case of a quench that weakly breaks integrability, the phenomenon
of prethermalization could establish a continuous connection between the relaxation
behavior of integrable and nearly integrable systems, as proposed in Refs. [93,99].
Indeed, nonthermal steady states attained by integrable systems and prethermalized
states in which nearly integrable systems are trapped are both due to the existence
of constants of motion, which are exact in the former case and approximate in
the latter. These approximately conserved charges can be constructed through
unitary perturbation theory [103,104] and are employed to define the correspond-
ing “deformed” GGE, which describes the prethermalization plateau. Thus, the
relaxation dynamics of integrable and nearly integrable systems is described by the
same statistical theory and nonthermal steady states of integrable theories can be
regarded as prethermalized states that never decay. This interpretation can also be
useful to explain why integrable models well describe the experimental systems,
which are always nearly integrable realizations. Indeed, what is experimentally
accessible is the prethermalization regime dominated by the integrable term of the
Hamiltonian.
In this regard, let us go back to the aforementioned experimental observation
of prethermalization [19–22]. The authors prepared and trapped a one-dimensional
Bose gas of 87Rb atoms in the quasicondensate regime. By rapidly transforming
the initial radial harmonic confinement into a double well, this initial single gas was
coherently split into two uncoupled gases with identical longitudinal phase profiles
up to quantum noise; on the contrary, two independently created quasicondensates
would have had different and uncorrelated phase profiles. The system was let
evolve in the double well for a varying duration te before all trapping potentials
were switched off and the gases allowed to expand. The resulting matter wave
interference pattern was imaged (Figure 1.4(a)), revealing information about the
fluctuating local relative phase field φ(z) between the two halves of the system.
In order to quantitatively capture the dynamics of the relative phase and thus of
the nonequilibrium system, they integrated the interference pattern longitudinally
over a variable length L and extracted from the resultant line profile the integrated
interference contrast C(L, te). The mean squared contrast 〈C2(L, te)〉 reported in
Figure 1.4(a) is a direct measure of the integrated two-point correlation function of
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Figure 1.4: (a) Time evolution of the mean squared contrast for interference patterns
integrated over the whole length of the system and some typical experimental
images. Figure adapted from [22]. (b) Experimental nonequilibrium distributions
of C2/ 〈C2〉 at different evolution times (histograms), shown together with the
respective best fitting equilibrium distributions at temperature Teff (red solid lines).
For comparison, the equilibrium distributions at the initial temperature T =
78± 10 nK are added (blue dashed lines). Figure adapted from [22].
the relative phase. It exhibits an initial rapid decay on a time scale of ∼ 10 ms, that
is much faster than the one expected for thermalization, which should be very slow
in one-dimensional Bose gases [30, 105]. After this rapid decay, a quasisteady state
appears, which slowly evolves on a much slower time scale. To reveal the nature
of such a quasisteady state, they measured the full probability distribution of the
contrast, which contains information about all higher-order even relative-phase
correlation functions. As shown in Figure 1.4(b), for long integration lengths
the distributions exponentially decay, reflecting the decay of coherence, while for
short integration lengths a peaked Gumbel-like distribution emerges, revealing that
some coherence from the initial state still remains in the system. In contrast, for
the thermal equilibrium case in the same temperature range of the system, the
distributions exponentially decay for all length scales. From this strong difference,
one can conclude that the quasisteady state is not the thermal equilibrium state
of the system. However, it still shows thermal properties: after the initial decay,
the authors found an excellent agreement between the experimental data and the
theoretical equilibrium distribution at an effective temperature Teff ∼ 14 nK (slowly
increasing in time), which is remarkably lower than the temperature of the unsplit
gas (T = 78± 10 nK).
The results of this experiment can be understood using the integrable Tomonaga-
Introduction: nonequilibrium dynamics of isolated quantum systems13
Luttinger theory [102,106], whose Hamiltominan reads
H = ~c
2
ˆ [
K
pi
(
∇φˆ(z)
)2
+
pi
K
nˆ2(z)
]
dz, (1.6)
where c is the sound velocity, K is the Luttinger parameter characterizing the
strength of the interaction, and the operators φˆ(z) and nˆ(z) represent the relative
phase and the relative density, respectively. The rapid evolution of the system in
the first milliseconds corresponds to the dephasing between the different k-modes
that diagonalize the Hamiltonian, due to their different k-dependent oscillation
frequencies. The model also predicts a steady state to which the integrable system
will relax and allows to assign an effective temperature to the system that is in
good agreement with the experimental result. Thus, the experiment revealed the
emergence of a prethermalized state, well described by the steady state of an
integrable Hamiltonian. Moreover, a recent experiment [107] studied in detail
higer-order correlation functions and obtained direct experimental signatures of the
emergence of a GGE in the prethermalized state. Hamiltonian (1.6), however, can
not describe the thermalization process, which would require to include interactions
of particles that go beyond two-body scattering, such as three-body collisions. The
experimental system is expected to reach full thermalization, but on time scales
much longer than the dephasing. This fact allows the clear observation of the
dynamics dominated by the integrable Hamiltonian.
Despite the fact that prethermalization was established to occur in several
different models and, most notably, observed in experiments, there are still many
open questions: even though this phenomenon seems to be characterized by the
presence of different time scales, it is not clear in general which are the scales that
control the various steps, neither under which conditions prethermalization takes
place.
1.5 Dynamical phase transitions
One of the intriguing questions concerning nonequilibrium quantum dynamics
is whether there exist universal phenomena generalizing the ones of equilibrium
systems. Among the intriguing features related to the emergence of prethermalized
states there is the opportunity to observe genuine dynamical critical effects such as
dynamical phase transitions, i.e., transitions in the steady state where the relaxation
behavior qualitatively changes.
This kind of transitions was first discussed by Eckstein et al. [91] who studied
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the evolution of the half-filled fermionic Hubbard model using DMFT. The authors
considered a sudden quench in the interaction strength U for a system initially
prepared in the noninteracting ground state and studied the double occupation
and the discontinuity of the momentum distribution at the Fermi energy. They
established the existence of a prethermalized quasistationary state on intermediate
time scales, both in the weak- and strong-coupling regime, and observed a sharp
crossover at Udync = 0.8 in units of the bandwidth, indicating a dynamical phase
transition. In particular, for U < Udync the double occupation relaxed to its thermal
value, while the Fermi surface discontinuity was trapped in a prethermalized plateau
before starting a slow decrease. For U > Udync , instead, both quantities exhibited
damped collapse-and-revival oscillations not centered around the respective thermal
values, revealing the presence of a prethermalization regime also at strong coupling.
These two regimes were separated by a small region around Udync = 0.8 characterized
by fast thermalization.
This picture was confirmed by means of a variational approach based on a
time-dependent Gutzwiller ansatz [108]. The authors distinguished two regimes
in the real-time dynamics, depending on the final interaction strength, separated
by a critical line at which mean-field dynamics exhibited exponential relaxation.
Moreover, the long-time average of the double occupancy and of the quasiparticle
residue had a singular behavior, vanishing as the inverse of a logarithm approaching
the dynamical critical point. However, the suppression of quantum fluctuations,
which is at the ground of this mean-field approach, prevented true relaxation.
In order to investigate the role of quantum fluctuations on the nonequilibrium
mean-field dynamics, Sandri et al. [109] developed a self-consistent treatment that
goes beyond the Gaussian theory. They found that a dynamical transition was still
present and that, as expected, approaching the critical region the dynamics of local
observables was driven towards stationarity.
Evidences of dynamical phase transitions were later found by means of DMFT [110,
111], in a variety of mean-field models [112–115], and in field theories [116–119].
A recent attempt to go beyond mean-field was done by Sciolla et al. [117]. The
authors studied the quantumO(N) model in the large-N limit, retaining fluctuations
at the leading order in the self-consistent 1/N expansion, and considered sudden
quenches starting in the broken-symmetry phase. The numerical analysis of the
subsequent evolution showed that the system always reached a steady state at long
times, which was nonthermal since at the leading order in 1/N there is still an
infinite number of conserved quantities preventing thermalization. They observed
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the presence of a dynamical transition induced by the quench and signaled by a
power-law vanishing asymptotic value of the order parameter, and the existence of
diverging time and length scales approaching such transition. Studying the same
model, Smacchia et al. [118] discussed a characterization of the dynamical phase
transition based on the full statistics of excitations generated in a double quench.
In particular, they suggested that the transition can be detected by studying
qualitatively how the fluctuations in the number of excitations grow in time.
However, many aspects are still unclear: whether and how dynamical phase
transitions are related to the existence of an underlying equilibrium phase tran-
sition [120,121], what their nature is, and how to distinguish them from thermal
critical phenomena are issues to be clarified.
1.6 Brief summary and plan of the Thesis
In the previous Sections we reviewed some of the issues concerning quantum
nonequilibrium phenomena addressed in the recent literature. From this overview
emerges that many problems are still open and controversial. In the following we
investigate a few of them.
Chapter 2: Absence of thermalization in a Fermi liquid
In this Chapter we report two results that question the common expectation of ther-
malization in a Landau-Fermi liquid after an interaction quench. We first consider
the perturbative expansion in the interaction strength of the long-wavelength struc-
ture factor S(q) and show that it does not satisfy the hypothesis that steady-state
averages correspond to thermal ones. In particular, S(q) has an analytical compo-
nent ∼ const.+ O(q2) for q → 0, compatible with thermalization, but it retains
also a nonanalytic term ∼ |q| characteristic of a Fermi liquid at zero-temperature.
In real space, this nonanalyticity turns in a power-law decay of the density-density
correlations, in contrast with the exponential decay associated to thermalization.
We next analyze the low-density case, where one can obtain results valid at any
order in interaction but at leading in the density, and find that in the steady state
the momentum distribution jump at the Fermi surface is strictly finite, though
smaller than at equilibrium.
This Chapter is based on
• A. Maraga, A. Silva, and M. Fabrizio, Phys. Rev. B 90, 155131 (2014).
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Chapter 3: Nonadiabatic stationary behavior in a driven Ising chain
In this Chapter we discuss the emergence of a nonadiabatic behavior in the dynamics
of the order parameter in a low-dimensional system subject to a linear ramp of
one of its parameters within a gapped phase, which should be the most favorable
situation for an adiabatic evolution. We study in details the dynamics of the
spontaneous magnetization mx(t) in a quantum Ising chain after a linear variation
in time of the transverse field within the ordered phase. In particular, focusing
on the value of the order parameter at the end of the ramp mx(τ), we show that
the smaller the switching rate of the transverse field is the closer mx(τ) gets to its
ground state value. Nonetheless, this apparently small correction to adiabaticity
eventually leads to the disruption of the order exponentially fast in the subsequent
time evolution, no matter how slowly the ramp is performed.
This Chapter is based on
• A. Maraga, P. Smacchia, M. Fabrizio, and A. Silva, Phys. Rev. B 90, 041111
(2014).
Chapter 4: Aging and coarsening in isolated quantum systems after a
quench
This Chapter analyzes the nonequilibrium dynamics of an isolated quantum system
after a sudden quench to the dynamical critical point, where the emergence of
scaling and universal exponents is expected, due to the absence of time and length
scales. We explore these features for a bosonic interacting scalar field theory
with O(N) symmetry in the large-N limit, where the model is exactly solvable
and the exponents and scaling forms of the relevant two-time correlation functions
can be analytically calculated. Moreover, we provide evidence of the emergence
of a dynamical scaling behavior also for quenches below the dynamical critical
point, associated with coarsening. We find that the latter case is characterized by
the same scaling functions as those describing the critical case, yet with different
exponents.
This Chapter is based on
• A. Maraga, A. Chiocchetta, A. Mitra, and A. Gambassi, arXiv:1506.04528
(2015). Accepted for publication in Phys. Rev. E.
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Chapter 5: Dynamical transitions and statistics of excitations
In this Chapter we study the dynamics of the O(N) model (introduced in the
previous Chapter) resulting from a different protocol: a linear ramp of one of its
parameters. We find that the presence of a dynamical phase transition, as well as
its critical properties, are robust against the change of the protocol. We show that
a characterization based on the critical dimensions and exponents would suggest
that the dynamical phase transition is analogous to the equilibrium thermal one.
However, its nonequilibrium nature becomes evident analyzing the statistics of
excitations produced in the ramp process. In particular, the critical properties are
encoded in the fluctuations in the number of excitations, which display qualitatively
different behaviors depending on the ramp being performed above, at, or below the
dynamical critical point. These behaviors bear no dependence on the duration of
the protocol.
This Chapter is based on a manuscript still in preparation.

Chapter 2
Absence of thermalization in a
Fermi liquid
Landau’s Fermi-liquid theory [122, 123], one of the milestones in the quantum
theory of many-body systems, explains why interacting fermions almost always
display thermodynamic and transport properties similar to those of noninteracting
particles, which is, e.g., the reason of success of the Drude-Sommerfeld description
of normal metals in terms of free electrons.
In the original paper [122], Landau developed semiphenomenologically his Fermi-
liquid theory by postulating that the low-lying eigenstates of interacting fermions are
in one-to-one correspondence to those of free fermions, namely that, if interaction is
slowly turned on, the noninteracting low-energy eigenstates adiabatically evolve into
the fully interacting ones. Since the former are Fock states labeled by occupation
numbers nkσ in momentum and spin space, the same labeling can be maintained
also for the fully interacting eigenstates, in which case nkσ refer to the so-called
quasiparticles.
Such an adiabatic assumption might at first sight seem unjustified because of the
absence of an energy gap in the spectrum. However, even though the single-particle
spectrum of a normal Fermi gas is gapless, the density of states of particle-hole pairs,
which are the only excitations generated in the process of switching interaction
on, is actually power-law vanishing at low energy and in more than one dimension.
This sort of pseudogapped behavior, though it does not rigorously prove the validity
of adiabatic continuation, at least makes the latter less unlikely.
The past few years have witnessed a growing interest in quantum nonequilibrium
phenomena. Among the issues under discussion, one of the most important is
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whether a macroscopic but isolated quantum system can serve as its own dissipative
bath. Imagine that such a system is initially supplied with an extensive excess
energy and then let evolve until it relaxes to a steady state. As discussed in Sec. 1.2,
should quantum ergodicity hold, the steady-state values of local observables would
coincide with thermal averages at an effective temperature T∗ such that the internal
energy coincides with the initial one, which is conserved during the unitary evolution.
The problem under discussion is when and how the above thermalization hypothesis
holds.
In the specific case of a Landau-Fermi liquid, it is reasonable to expect that
thermalization does take place because of the continuum of gapless excitations that
can efficiently dissipate and redistribute the excess energy. It is, however, evident
that thermalization after an interaction quench is not fully compatible with the
aforementioned Landau’s adiabatic assumption. In fact, if the interaction is turned
on in a finite time τ , however long, the final-state energy differs from the ground
state one by an extensive amount. Should thermalization indeed occur, such a finite
energy density would translate into a finite temperature T∗ 6= 0. A Landau-Fermi
liquid is however very peculiar: it can be regarded as a quantum critical state where
all equal-time correlation functions decay as a power-law in the distance at zero
temperature and exponentially at any finite T 6= 0. This would imply that, no
matter how large τ is, if thermalization holds the initial noninteracting Fermi sea
will never evolve into the interacting ground state.
Therefore thermalization in a Landau-Fermi liquid is not as trivial as one could
have envisaged, and indeed this issue is still open and controversial.
In this Chapter, we study an interaction quench in a three-dimensional Fermi gas.
We first show that, under some general assumptions on time-dependent perturbation
theory, the perturbative expansion of the long-wavelength structure factor S(q) is
not compatible with the hypothesis that steady-state averages correspond to thermal
ones. In particular, S(q) does develop an analytical component ∼ const.+O(q2)
at q→ 0, as implied by thermalization, but, in contrast, it maintains a nonanalytic
part ∼ |q| characteristic of a Fermi liquid at zero-temperature. In real space,
this nonanalyticity corresponds to persisting power-law decaying density-density
correlations, whereas thermalization would predict only an exponential decay. We
next consider the case of a dilute Fermi gas, where one can obtain nonperturbative
results in the interaction strength but at leading order in the density. We find
that in the steady state the momentum distribution jump at the Fermi surface
remains finite, though smaller than in equilibrium, up to second order in kF f0,
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where f0 is the scattering length of two particles in the vacuum. Both results
question the emergence of a finite length scale in the quench dynamics as expected
by thermalization.
2.1 Consequences of thermalization for a weak quench
Let us start our analysis by formulating a general criterion to test the occurrence
of thermalization. Hereafter, we shall deal with the specific example of a three-
dimensional Fermi-Hubbard model H(t) = H0 + U(t)U , with
H0 =
∑
k,σ
k c
†
kσckσ, (2.1)
U = 1
V
∑
k,p,q 6=0
c†k↑c
†
p+q↓cp↓ck+q↑, (2.2)
where V is the volume and we have removed from U the q = 0 Hartree term,
which refers to conserved quantities. We shall further assume a low electron
density n = N/V  1, where N is the number of particles, so that it is safe to
approximate the dispersion relation with a quadratic form, k ∝ |k|2, and we will
always take the thermodynamic limit before every other limit, V →∞ at constant
density n.
The interaction is turned on as
U(t) = U
(
1− e−εt) , (2.3)
with ε > 0 and an interaction strength U  TF , where TF is the Fermi temperature.
The expression (2.3) interpolates smoothly between the sudden quench, ε → ∞,
and the adiabatic switching, first send t→∞ and later ε→ 0.
Imagine that the system is prepared in the noninteracting Fermi sea |0〉, ground
state of H0 with energy E0, and let evolve with the full Hamiltonian H(t) = H0 +
U(t)U , which corresponds to a time-dependent state |Ψ(t)〉 that satisfies (~ = 1)
i
∂ |Ψ(t)〉
∂t
= H(t) |Ψ(t)〉 , (2.4)
with |Ψ(0)〉 = |0〉. The interaction switching protocol changes the total energy of
the system according to
E∗ − E0 =
ˆ ∞
0
dt 〈Ψ(t)| ∂H(t)
∂t
|Ψ(t)〉
' −V U
2
4
ˆ
d3q
(2pi)3
¨
0
dω dω′ ρq(ω) ρ−q(ω′)
ω + ω′
(ω + ω′)2 + ε2
, (2.5)
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where the last expression is the leading order correction and ρq(ω) is the nonin-
teracting density of states of particle-hole excitations at momentum transferred q.
We note that the energy decreases as always in second-order perturbation theory,
which depends from our neglect of the Hartree term.
On the other hand, let us consider the asymptotic t→∞ Hamiltonian H∗ =
H0 + U U , and the equilibrium internal energy at temperature T  TF (β = 1/T
taking kB = 1),
E(T ) = − ∂
∂β
ln
[
Tr
(
e−βH∗
)]
' E0 + V γV
2
T 2 − V U
2
4
ˆ
d3q
(2pi)3
¨
0
dω dω′
ρq(ω) ρ−q(ω′)
ω + ω′
, (2.6)
where γV is the specific heat coefficient at constant volume, and we expanded
at leading order in T ∼ U  TF . According to the thermalization hypothesis,
the steady state averages of the system should coincide with equilibrium thermal
averages at a temperature T∗ such that E(T∗) = E∗, which through Eqs. (2.5)
and (2.6) leads, at leading order in U , to the expression
T∗(U)2 ' U
2
2γV
ˆ
d3q
(2pi)3
¨
0
dω dω′ ρq(ω) ρ−q(ω′)
× ε
2
(ω + ω′) [(ω + ω′)2 + ε2]
+O
(
U3
)
≡ U2 g(ε)2 +O (U3) , (2.7)
where g(ε) ∼ ε for small ε and tends to a constant for ε→∞. It follows that T∗
starts linear in U [97] and vanishes in the adiabatic limit, T∗ ∼ ε → 0, as in
this case the system must evolve into the ground state of the fully interacting
Hamiltonian H∗.
2.1.1 An operating assumption
Let us then consider a generic observable O with time-dependent average O(t, U) =
〈Ψ(t)| O |Ψ(t)〉. We shall denote as
O(m)(t, U) =
∂mO(t, U)
∂Um
, (2.8)
its Taylor coefficients. Similarly,
Oeq(T,U) =
Tr
(
e−βH∗ O)
Tr (e−βH∗)
, (2.9)
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defines the thermal average of O with the asymptotic Hamiltonian H∗ at tempera-
ture T = β−1. If thermalization occurs, then
lim
t→∞ O(t, U) = Oeq (T∗(U), U) , (2.10)
which also implies that
lim
U→0
lim
t→∞ O
(m)(t, U) =
[
dmOeq (T∗(U), U)
dUm
]
U=0
, (2.11)
where the derivative on the right-hand side (r.h.s.) acts both explicitly and implicitly
through T∗(U) of Eq. (2.7). We observe that, while the r.h.s. of Eq. (2.11), which
we shall hereafter assume finite for the observable under investigation, can be
readily evaluated by equilibrium perturbation theory, the left-hand side (l.h.s.)
cannot unless it is possible to exchange the order of limits, i.e.,
lim
U→0
lim
t→∞ O
(m)(t, U)
?
= lim
t→∞ limU→0
O(m)(t, U), (2.12)
since the r.h.s. is instead accessible by time-dependent perturbation theory. Should
Eq. (2.12) be valid, we could evaluate independently both sides of Eq. (2.11) and
check if they coincide, hence whether thermalization holds.
We first observe that for Eq. (2.12) to hold it is necessary that O(m)(t, 0) does
not grow indefinitely when t → ∞. If the latter condition is fulfilled for any m,
it is highly probable that Eq. (2.12) is valid, too. However, since it is practically
unfeasible to check that O(m)(t→∞, 0) is nonsingular whateverm is and, moreover,
because we will be interested just in the second-order coefficient m = 2, we shall
make the following assumption.
Assumption 1. If lim
t→∞O
(m≤2)(t, 0) is finite, then Eq. (2.12) is valid at m = 2.
This is not a rigorous statement as singularities for m > 2 would invalidate the
results also at m = 2. As a matter of fact, such an assumption is implicitly taken
in any perturbative calculation, since nobody can ever guarantee that higher order
terms are nonsingular making perturbation theory justified. In fact, Eq. (2.12) would
be strictly valid should the time-dependent perturbation expansion be convergent
or, if asymptotic, Borel summable [124], which is not unlikely to be the case for
the Dyson’s series of an interacting Fermi gas. In addition, the exchange of the
two limits, t → ∞ and U → 0, is expected to hold in the adiabatic limit, i.e., if
we subsequently send ε → 0, which corresponds to the conventional equilibrium
perturbation theory, which is believed to be convergent for a three-dimensional
Fermi liquid. Therefore, if the exchange of the two limits were not possible but
for ε→ 0, that should translate into a singular behavior in ε, which we do not find
any trace of within time-dependent perturbation theory.
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2.1.2 A clever observable
In order to test the consistency of the thermalization hypothesis, we shall focus on
the charge structure factor S(q), i.e., the Fourier transform of the static density-
density correlation function S(r) = 〈nr n0〉 − n2, where nr is the density operator
and n its average.
At equilibrium, a three-dimensional Landau-Fermi liquid at zero temperature
has equal-time density-density correlations that decay as a power law,
S(r, U, T = 0) ∼ 1
r4
, (2.13)
being r = |r|. However, at any finite temperature T 6= 0,
S(r, U, T ) ∼ exp
(
− 2piT
vF
r
)
, (2.14)
decays exponentially, thus revealing the quantum-critical nature of the Fermi-liquid
ground state that is spoiled as soon as temperature is turned on. We also mention
that Eqs. (2.13) and (2.14) actually hold both in the absence and in the presence
of the interaction U , which just affects the prefactors and the Fermi velocity vF
but not the exponent in Eq. (2.13) that is universal and depends only on the
dimensionality d, equal 3 in our case. In the language of critical phenomena, we
could say that a repulsive interaction is a marginally irrelevant perturbation to the
quantum-critical noninteracting Fermi sea, whereas temperature is relevant.
Eqs. (2.13) and (2.14) can be readily derived in the absence of interaction. Here,
S0(r, T ) = n δr,0 − 2G0(r, T )2, (2.15)
with G0(r, T ) = 〈c†rσc0σ〉0, which, for kF r  1 reads
G0(r, T ) ' − TkF
pivF r sinh (piTr/vF )
×
[
cos (kF r)− piT
vFkF
sin (kF r) coth
(
piTr
vF
)]
, (2.16)
being kF the Fermi momentum. Thus, G0(r, T ) decays as r−2 at T = 0 but
exponentially at any T 6= 0. As a consequence, the Fourier transform S0(q, T )
of S0(r, T ) is nonanalytic when T = 0 at |q| → 0 (as well as at |q| ∼ 2kF ),
S0(q, T = 0) =
k2F |q|
6pi2
, (2.17)
but turns analytic as soon as T 6= 0, specifically,
S0(q→ 0, T ) = 2Tρ0 +O
(
q2
)
, (2.18)
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with ρ0 the single-particle density of states at the chemical potential. For the reasons
discussed above, the same change of analytic behavior occurs even for the interacting
charge structure factor S(q, U, T ); interaction just modifies the single-particle
density of states turning it into the quasiparticle one. In conclusion, the analytic
properties of the charge structure factor for |q| → 0 neatly discriminate between
power-law or exponentially decaying correlations in real space (see Appendix 2.A
for more details).
Let us move back to our problem of interest. If thermalization indeed holds,
according to the above discussion we must conclude that, while the structure
factor S(t,q, U), i.e., the Fourier transform of S(t, r, U) = 〈Ψ(t)|nr n0 |Ψ(t)〉 − n2,
initially is equal to S0(q, 0), hence nonanalytic, in the steady state,
lim
t→∞ S(t,q, U) ≡ S∗(q, U) = S (q, U, T∗(U)) ∼ 2T∗(U)ρ0 +O
(
q2
)
, (2.19)
is instead analytic. In other words, the analytic properties of S(t,q, U) should
totally change during the time evolution. Within perturbation theory, such an
analyticity switch must show up as a singularity in the perturbative expansion.
Indeed, if we first expand S(q, U, T ) in U and T = T∗(U) ∼ U , and only after we
take q→ 0, then we would find through Eq. (2.7) that for small |q|,
lim
U→0
d2S (q, U, T∗(U))
dU2
' 32pi
2ρ20
k2F
g()2
|q| = limU→0 limt→∞
∂2S(t,q, U)
∂U2
. (2.20)
It follows from Eq. (2.20) that the second-order Taylor coefficient of the steady-
state structure factor must be singular as |q| → 0 if thermalization occurs. This is
what we shall try to verify under Assumption 1, which specifically corresponds to
approximate
S∗(q, U)
?' S0(q, 0) +U lim
t→∞ limU→0
∂S(t,q, U)
∂U
+
U2
2
lim
t→∞ limU→0
∂2S(t,q, U)
∂U2
, (2.21)
which we caution once more it is not rigorous unless the two limits U → 0 and t→∞
commute.
2.2 Second-order perturbation theory results
The occurrence of thermalization can thus be readily confirmed by verifying whether
the second-order correction to S(t→∞,q, U) is singular as |q| → 0, a check that
can be easily performed if Eq. (2.21) is taken to be valid. This is an elementary
though lengthy calculation, which we thoroughly describe in Appendix 2.B. The
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outcome is, however, totally unexpected. First of all, we find that the approach to
the steady state is perfectly defined within perturbation theory and provided the
thermodynamic limit is taken first. For instance, at first order and in the sudden
quench limit, ε→∞, we find that
S(t,q, U) ' S0(q, 0)− 4U
¨
0
dω1 dω2 ρq(ω1) ρq(ω2)
1− cos ((ω1 + ω2) t)
ω1 + ω2
, (2.22)
where hereafter momentum and energy are in units of the Fermi momentum kF and
the Fermi energy F , respectively. Since for small |q| and ω ≤ vF |q|, the particle-
hole density of states ρq(ω) ∼ ω/(vF |q|), the structure factor remains ∝ |q| at first
order in U , and the time-dependent term in Eq. (2.22) vanishes as a power law in
1/t for large times. In addition, and more remarkably, we find that in the steady
state the second-order corrections are not singular as predicted by thermalization.
Specifically and still for ε→∞,
S∗(q, U) ∼ A(U) +B(U) |q|+O
(
q2
)
, (2.23)
where
A(U) = 8U2
ˆ
d3p
(2pi)3
¨
0
dω1 dω2
ρp(ω1) ρp(ω2)
(ω1 + ω2)2
, (2.24)
B(U) =
1
6pi2
+O (U) , (2.25)
so that in real-space S∗(r, U) still has a power-law decaying term that coexists with
an exponentially vanishing one starting at order U2. In other words, even though
an exponential component arises as expected by thermalization, in contrast to it a
power-law component persists in the steady state. We note that S∗(q, U) ∼ A+B |q|
may also explains the contradictory one-dimensional results of Ref. [125].
We end by pointing out that the absence of singularities that we find up to
second order, hence the apparent breakdown of thermalization, depends crucially
on the vanishing particle-hole density of states at small frequency, ρq(ω) ∼ ω, which
is also the reason why Landau’s adiabatic assumption is not unlikely in spite of the
gapless spectrum. We believe this is not at all accidental.
2.3 Out-of-equilibrium extension of Galitskii’s low-density
approach
Going beyond leading order is in general unfeasible but in limiting cases where a
consistent re-summation of the perturbative series is possible in terms of expansion
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parameters different from interaction. At equilibrium this occurs for instance in
a dense Fermi gas with long-range Coulomb forces, or, alternatively, in the dilute
limit with short-range interactions, where Galitskii [126] showed that replacing the
full interaction vertex with the ladder diagrams in the particle-particle channel
provides results valid at any order in interaction but at leading in the density. This
was shown to actually correspond to diagonalizing the Hamiltonian in the subspace
that includes, besides the Fermi sea, states with spin-singlet pairs of holes and
particles, inside and outside the Fermi sphere, respectively [127]. This approximate
scheme is in turn close to Anderson’s treatment of quantum fluctuation corrections
to the BCS mean-field theory of superconductivity [128], which we shall exploit to
extend out-of-equilibrium Galitskii’s theory. Indeed, let us suppose that quantum
fluctuations brought by interaction do not spoil completely the noninteracting
Fermi sphere, which we shall regard as the vacuum of the quantum fluctuations,
hypothesis to be verified a posteriori. We observe that[
c†k↑c
†
−k+q′↓, c−p+q↓cp↑
]
= −δk,pc−k+q↓c†−k+q′↓+δ−k+q,−p+q′c†k↑ck+q′−q↑, (2.26)
has a finite value on the Fermi sea only if k = p and q = q′, in which case is
either +1 or −1 depending whether k and −k + q are both inside or outside the
Fermi sea, respectively. In the same spirit as, e.g., bosonization, we approximate
the r.h.s. of Eq. (2.26) by its average value on the Fermi sphere. Therefore, we
associate to the pair creation operator c†k↑c
†
−k+q↓, where k and −k + q are both
outside the Fermi sphere, a hard-core boson creation operator b†k,q. Seemingly, we
associate another independent hard-core boson operator a†k,q to c−k+q↓ck↑, where
now both k and −k + q are inside the Fermi sphere. Since[
H0, c†k↑c†−k+q↓
]
= (k + −k+q) c
†
k↑c
†
−k+q↓, (2.27)
the noninteracting dynamics of the hard-core bosons can be reproduced by mapping
H0 →
∑
q
∑
k
ωk,q
(
a†k,qak,q + b
†
k,qbk,q
)
, (2.28)
where ωk,q = |k + −k+q| > 0. In this scheme, the full Hamiltonian H = H0 +U U
is thus mapped onto [128]
H∗ =
∑
q
Hq =
∑
q
∑
k
ωk,q
(
a†k,qak,q + b
†
k,qbk,q
)
+
U
V
∑
k,p
(
b†k,q − ak,q
)(
bp,q − a†p,q
) . (2.29)
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The vacuum of the hard-core bosons is the Fermi sea, and the role of the interaction,
second term on the r.h.s. of Eq. (2.29), is to create pairs of holes and particles out
of the vacuum.
We observe that each Hq in Eq. (2.29) resembles the Hamiltonian of hard-core
bosons in the presence of a local potential. We thence foresee that 〈a†k,qak,q〉 ∼
〈b†k,qbk,q〉 ∼ 1/V . Consequently, we expect it is safe to relax the hard-core constraint,
and regard ak,q and bk,q as conventional bosons. Within this approximation, which
we verified a posteriori, it is relatively straightforward to diagonalize Eq. (2.29)
(see Appendix 2.C).
The Hamiltonian (2.29) can be exploited to reproduce the dynamical behavior
of certain electronic observables following a sudden quench. For instance, the time
evolution of the momentum distribution, through the equation of motion i n˙k =
[nk,H], maps onto
nk(t) '

1−
∑
q
〈Ψ(t)| a†k,qak,q |Ψ(t)〉 if |k| ≤ kF ,∑
q
〈Ψ(t)| b†k,qbk,q |Ψ(t)〉 if |k| > kF ,
(2.30)
so that the jump at the Fermi surface is
Z(t) ' 1−
∑
q
〈Ψ(t)| a†k,qak,q + b†k,qbk,q |Ψ(t)〉 , (2.31)
where |k| is on the Fermi sphere and |Ψ(t)〉 is the boson vacuum evolved with the
Hamiltonian (2.29). Through the exact diagonalization of the latter, assuming a
spherical Fermi surface with energy dispersion k = |k|2, which is indeed appropriate
in the low-density limit, we obtain a steady state value of the jump at the Fermi
surface Z∗ = Zeq + δZ∗ (see Appendix 2.C), where
δZ∗ = − (kFa)
3
8pi2
ˆ 2
0
q dq
[ ˆ q(2−q)
0
dω
∣∣T (−ω + i0+,q)∣∣2 ˆ
0
d
NOUT(,q)
(ω + )2
+
ˆ q(2+q)
0
dω
∣∣T (ω − i0+,q)∣∣2 ˆ
0
d
NIN(,q)
(ω + )2
]
, (2.32)
with a the lattice spacing, and Zeq the equilibrium value at zero temperature [126]:
Zeq = 1− (kFa)
3
8pi2
ˆ 2
0
q dq
[ ˆ q(2−q)
0
dω
ˆ
0
d
pi
=m [T (− i0+,q)]
(ω + )2
+
ˆ q(2+q)
0
dω
ˆ
0
d
pi
=m [T (−+ i0+,q)]
(ω + )2
]
. (2.33)
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The function of complex variable T (z), defined through
U T−1(z,q) = 1− U χ(z,q)
= 1 + U
ˆ
0
d
NIN(,q)
z + 
− U
ˆ
0
d
NOUT(,q)
z −  , (2.34)
is just the usual T matrix, with χ(z,q) the noninteracting Cooper bubble, NIN(,q)
and NOUT(,q) the density of states of a pair of holes and particles, respectively,
at total momentum q. In particular, if we expand up to second order in U , we find
that 1− Z∗ = 2 (1− Zeq), in agreement with Ref. [88].
Following Galitskii, if χ0(z,q) is the Cooper bubble of two electrons in the
vacuum, then
T (z,q) ' T0(z,q) + T0(z,q)2 (χ(z,q)− χ0(z,q)) , (2.35)
where T0(z,q) is the scattering T matrix in the vacuum. Using the first-order
expansion of Eq. (2.35) in Eq. (2.32), one consistently obtains a value that is exact
at any order in the interaction U , but valid up to second order in T0(z → 0) ∼ kF f0,
where f0 is the scattering length of two particles in the vacuum [126].
We thus find that Z∗ in the steady state remains strictly finite, though smaller
than at equilibrium, at leading order in the density but infinite in U . The simplest
interpretation of this result is that the momentum distribution jump does not
thermalize at low density at any order in perturbation theory, which is consistent
with the previous second-order calculation. Indeed, the discontinuity of nk at the
Fermi surface implies a Friedel-like behavior of the steady-state single-particle den-
sity matrix G∗(r) = 〈c†rσc0σ〉t→∞ ∼ cos (kF r) /r2, at odds with the thermalization
prediction of an exponential decay.
Even though the above results are valid at any order in U , still an expansion in
the small parameter kF f0 is assumed. Therefore also in this case in order for the
results to be representative of the actual steady-state we have to assume like before
that the two limits of t→∞ and kF f0 → 0 commute for the Taylor coefficients of
the expansion in powers of kF f0.
2.4 Concluding remarks
We have presented two separate calculations both of which show that the power-law
decay of the equal-time correlations characteristic of a Fermi sea seems to survive
the switching of a very weak interaction, even when not adiabatically slow. This
contrasts the expectation that the excess energy supplied in the switching process,
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when it is not adiabatic, should heat the system hence effectively rise its internal
temperature. The common-sense reaction to those results would be they are not
valid because time-dependent perturbation theory is unjustified as t → ∞. The
argument would be that, even if we have not encountered any singularity as the
time t→∞ up to second order, it is certain that at some higher order a singularity
arises invalidating also the second order calculation. We emphasize that should
perturbation theory be indeed ill-defined, then a singularity should be accessible in
perturbation theory simply because the effective temperature that corresponds to
the injected energy is perturbative in the interaction. Therefore, if an exponential
decay e−γt arises, which we do not find evidence for up to second order, the decay
rate must be perturbative in the interaction, hence at some high order it must
show up through a correction growing linearly with t. Evidently, we cannot exclude
this is indeed the case, hence that our second-order calculation does not allow to
conclude that thermalization is absent.
Even though a lot of reasonable arguments can be invoked to argue that
thermalization must finally take place, nevertheless, there are also counterarguments
that one can envisage, some of which we shall list here, which leave open this issue
hence worth to be further investigated.
2.4.1 Fermi-liquid many-body spectrum
According to Landau [122,123], a low excitation energy δE of a Fermi liquid can be
parametrized in terms of the deviations δnkσ from equilibrium of the quasiparticle
occupation numbers at momentum k and spin σ, and Taylor expanded as
δE [δn] '
∑
k,σ
kσ δnkσ +
1
2
∑
k,k′,σ,σ′
fkσ,k′σ′ δnkσ δnk′σ′ +O
(
δn3
)
. (2.36)
Because of the correspondence between noninteracting and interacting low-energy
many-body eigenstates, the entropy of a nonequilibrium quasiparticle population
coincides with that of noninteracting particles, which, together with Eq. (2.36),
allow to calculate finite temperature properties, which it is well known reproduce
the correct thermodynamic behavior of a Fermi liquid for temperature T . TF .
This implies that Eq. (2.36) describes the many-body eigenvalue spectrum over a
macroscopic energy interval above the ground state, ∆E . V TF . Unsurprisingly,
the level statistics that corresponds to the energy functional (2.36) has a Poisson
distribution [129,130] characteristic of an integrable system, even though a three-
dimensional interacting Fermi gas is supposedly not integrable. It was suggested in
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Ref. [131] that a nonintegrable model whose low-energy properties can be described
by an integrable effective Hamiltonian, which is the case of a Landau-Fermi liquid,
will posses Poisson’s level statistics of the low-energy many-body spectrum, while
the full many-body spectrum will obviously have a Wigner-Dyson’s distribution.
If that conjecture were true, it would imply no equipartition of the low-energy
density  TF that is injected during the switching process, which might explain
our results.
2.4.2 Locality of observables and thermalization
Rigorously speaking, thermalization can be justified only when the Hamiltonian
density is local and in reference to local observables. In this situation, one reasonably
expects that the reduced density matrix of a subsystem, with the rest of the system
playing the role of a dissipative bath, will evolve towards a Maxwell-Boltzmann
distribution in the steady state, so that any subsystem observable will indeed
thermalize.
On the contrary, long-range correlations are nonlocal observables hence it is not
guaranteed they are going to thermalize. Indeed, while the interaction
U U = U
∑
R
nR↑ nR↓, (2.37)
is local in real space, it is infinitely long-ranged in momentum space,
U U = U
V
∑
k,p,q
c†k↑c
†
p+q↓cp↓ck+q↑. (2.38)
Therefore it is not evident that an observable local in momentum space may
thermalize.
Note that the restriction of the notion of thermalization to observables that
are local in real space would have no contradiction with our findings and no
inconsistency as well with the adiabatic assumption at the basis of Landau’s
Fermi-liquid theory, since the latter mainly concerns long-wavelength properties.
Indeed, the long-wavelength limit of the static structure factor or the momentum
distribution close to kF are, rigorously speaking, not “local observable”.
2.4.3 Relevance/irrelevance of interaction at the Fermi-liquid quan-
tum critical point
We mentioned several times that a Fermi sea can be regarded as a quantum
critical state of matter. At zero temperature, all equal-time correlations decay as
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a power-law in the distance, with universal exponents that depend only on the
dimensionality d, while at any finite temperature the decay turns exponential in the
distance. From the viewpoint of criticality, a repulsive interaction in d > 1 plays
the role of a marginally irrelevant perturbation that only changes the prefactors of
correlation functions but does not affect the exponent of their power-law decay.
In the language of critical phenomena, one could be tempted to conclude that
the noninteracting Fermi sea critical state is stable towards switching a weak
repulsion or, more generally, that the Landau-Fermi liquid critical state survives
weak changes of the repulsion strength. If thermalization occurred, that statement
would be incorrect, since no matter how weak and slow the change of interaction
is, a finite temperature will be eventually generated driving the system away from
criticality.
The above question whether the irrelevant character of a perturbation with
respect to a quantum critical point remains unaltered also when the switching
process is not adiabatic is to our knowledge still open [132, 133]. Therefore we
cannot exclude that the power-law decay of correlations in a Fermi sea does survive
the turning on of a weak repulsion, hence that our results are correct.
Appendix
2.A Remarks on the long-wavelength structure factor
Here we recall the connection between the analytic properties of the long-wavelength
structure factor S(q) and the behavior in real space of its inverse Fourier trans-
form, S(r). In three dimensions and assuming space isotropy S(r) = S(r), we
find
S(q) = S(q) =
ˆ
d3r S(r) e−iq·r =
4pi
q
ˆ ∞
0
r dr S(r) sin (qr) . (2.39)
Even though q = |q| is by definition positive, if we extend artificially the domain
of S(q) also to q ≤ 0, we readily note that S(q) = S(−q) in an even function.
Therefore the Taylor expansion of S(q) near q = 0 must contain even powers, q2n,
and/or odd powers but of the absolute value, |q|2n+1. In the latter case, the
function S(q), q ∈ [−∞,+∞], is not analytic at the origin (and presumably also
at q = ±2kF ).
Through Eq. (2.39), we observe that, if S(r) vanishes faster than any power
of 1/r for r → ∞, then only even-order derivatives of S(q) are finite for q → 0;
the function is analytic. On the contrary, if S(r) ∼ 1/r2m for large r and m ≥ 2,
then the derivative of order 2m − 3 will be finite at q = 0, i.e., S(q) will have a
nonanalytic behavior S(q) ∼ |q|2m−3 at small q. In particular, if
S(r →∞) ∼ A e−r/ξ + B
r4
, (2.40)
then
S(q → 0) ∼ 8pi ξ3A− pi2B |q|+O (q2) , (2.41)
where A and B are constants. Therefore, even though the term linear in q is
subleading with respect to the constant, its inverse Fourier transform corresponds
to a power-law decaying contribution, which dominates over the exponentially
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vanishing one that derives from the leading constant-in-q term 8pi ξ3A. In other
words, what discriminates between a power law with respect to an exponential decay
of S(r) for large r is just the finiteness of odd-order derivatives of S(q) at q = 0.
2.B Second-order perturbation theory
We consider a Hamiltonian
H = H0 + U(t)U , (2.42)
where the unperturbed H0 has eigenstates |n〉 with eigenvalues En, measured with
respect to the ground-state energy. We shall assume that 〈n| U |n〉 = 0, for any |n〉,
and, in addition, that the Hamiltonian as well as the eigenvalues are real.
We shall here consider a very general turning on of the interaction,
U(t) = U
(
1− e−εt) , (2.43)
with ε > 0, which interpolates between the sudden switch, ε→∞, and the adiabatic
one, send first t → ∞ and only later ε → 0. The reason is that, as we shall see,
there is not a dramatic difference between the adiabatic ε→ 0 limit and the general
case of finite ε, at least up to second order. Since the former is known not to lead
to singularities as t→∞, this suggests the same holds for any ε 6= 0.
We assume that the system is initially in the ground state |0〉 of H0, and evolves
at positive times with the interacting Hamiltonian (2.42). We study the time
evolution by second-order perturbation theory applied directly to the Schrœdinger
equation in the interaction representation. Namely, we write the wave function
as (~ = 1)
|Ψ(t)〉 = e−iH0t |Φ(t)〉 , (2.44)
where |Φ(0)〉 = |0〉, and set
|Φ(t)〉 =
∑
m≥0
Um |φm(t)〉 , (2.45)
where m is the order in perturbation theory, being |φ0(t)〉 = |0〉 and, for any m >
0, |φm(0)〉 = 0. It readily follows that
i
∂ |φm(t)〉
∂t
=
U(t)
U
eiH0t U e−iH0t |φm−1(t)〉 , (2.46)
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which leads to
e−iH0t |φ1(t)〉 =
∑
n6=0
(
e−iEnt − 1
En
− e
−iEnt − e−εt
En + i ε
)
Wn0 |n〉
≡
∑
n6=0
Λε(En; t)Wn0 |n〉 , (2.47)
e−iH0t |φ2(t)〉 =
∑
n6=0
[
1
E2n + ε
2
− 1
E2n
+
e−iEnt
En
(
1
En
− 1
En + i ε
)
− e
−iEnt−εt
En − i ε
(
1
En
− 1
En + i ε
)
+
i
En
(
t− 1− e
−εt
ε
)
− i
En + i ε
(1− e−εt)2
2ε
]
|Wn,0|2
 |0〉
+
∑
m 6=0
∑
n 6=0,m
[
1
En
(
e−iEmt − e−iEnt
Em − En −
e−iEmt − e−iEnt−εt
Em − En + i ε
)
− 1
En
(
e−iEmt − 1
Em
− e
−iEmt − e−εt
Em + i ε
)
− 1
En + i ε
(
e−iEmt − e−iEnt
Em − En −
e−iEmt − e−iEnt−εt
Em − En + i ε
)
+
1
En + i ε
(
e−iEmt − e−εt
Em + i ε
− e
−iEmt − e−2εt
Em + 2 i ε
)]
WmnWn0 |m〉
≡ (A(t)− 1) |0〉+
∑
m6=0
∑
n6=0,m
Ξε(Em, En; t)WmnWn0 |m〉 , (2.48)
with Wnm = 〈n| U |m〉.
In the specific case of the Hubbard interaction,
H =
∑
k,σ
k c
†
kσckσ +
U(t)
V
∑
k,p
∑
Q6=0
c†k↑c
†
p+Q↓cp↓ck+Q↑
= H0 + U(t)U , (2.49)
where the Q = 0 term is not included so to fulfill Wnn = 〈n| U |n〉 = 0, for any |n〉,
the matrix element Wn0, where |0〉 is the unperturbed Fermi sea, is finite only if
|n〉 = c†k↑c†p+Q↓cp↓ck+Q↑ |0〉 , (2.50)
where |k| > kF and |p + Q| > kF , hence refer to particles, while |k + Q| ≤ kF
and |p| ≤ kF , hence refer to holes. The energy of this state is En = ωk,k+Q +
ωp+Q,p = (k− k+Q) + (p+Q− p ) > 0, where energies are measured with respect
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to the chemical potential. The matrix element is Wn0 = 1/V . At second order we
must account also for states with three and four particle-hole pairs besides those
with two.
We write the wave function up to second order as
|Ψ(t)〉 = A(t) |0〉+ |ψ1(t)〉+ |ψ2(t)〉 , (2.51)
where A(t) = 1 +O
(
U2
)
, 〈0|ψ1(t)〉 = 〈0|ψ2(t)〉 = 0, and
|A(t)|2 + 〈ψ1(t)|ψ1(t)〉 = 1 +O(U3). (2.52)
We are interested in calculating up to second order the average of the structure-
factor operator Sq = nqn−q/V at q 6= 0, which reads, through Eqs. (2.47), (2.48),
and (2.52),
S(q, t) ' S0(q) + ( 〈ψ1(t)|Sq|0〉+ c.c. ) + ( 〈ψ2(t)|Sq|0〉+ c.c. )
+ 〈ψ1(t)|Sq − S0(q)|ψ1(t)〉
= S0(q) + U
∑
n6=0
( Λ?ε(En; t)W0n 〈n|Sq|0〉+ c.c. )
+ U2
∑
m 6=0
∑
n6=0,m
( Ξ?ε(Em, En; t)W0nWnm 〈m|Sq|0〉+ c.c. )
+ U2
∑
n,m 6=0
Λ?ε(Em; t) Λε(En; t)W0mWn0 〈m|Sq − S0(q)|n〉 , (2.53)
where S0(q) = 〈0|Sq|0〉 is the structure factor of the Fermi sea.
The equilibrium perturbation theory can be recovered in the adiabatic limit,
which amounts in Eqs. (2.47) and (2.48) to set first εt→∞ and then send ε→ 0.
Indeed, in this limit we obtain
Λε→0(En; t 1/ε) = − 1
En
, (2.54)
Ξε→0(Em, En; t 1/ε) = 1
EnEm
, (2.55)
which are the well known expansion coefficients at second order and at equilibrium.
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Therefore the equilibrium perturbative expansion of the structure factor is
Seq(q) = lim
ε→0
S(q, t 1/ε)
= S0(q)− U
∑
n6=0
(
W0n
En
〈n|Sq|0〉+ c.c.
)
+ U2
∑
m6=0
∑
n6=0,m
(
W0nWnm
EnEm
〈m|Sq|0〉+ c.c.
)
+ U2
∑
n,m 6=0
W0mWn0
EmEn
〈m|Sq − S0(q)|n〉 , (2.56)
and we know it does not contain any singular term.
However, we are actually interested in the opposite limit of a sudden switch,
which amounts to send ε→∞ so that
Λε→∞(En; t) = −1− e
−iEnt
En
, (2.57)
Ξε→∞(Em, En; t) =
1
En
e−iEmt − e−iEnt
Em − En −
1
En
e−iEmt − 1
Em
. (2.58)
By means of Eqs. (2.53) and (2.56), and observing that all matrix elements are
real, we can write the structure factor in the sudden limit as
S(q, t) = Seq(q) + U
∑
n6=0
[(Λ?ε→∞(En; t)− Λ?ε→0(En; t))W0n 〈n|Sq|0〉+ c.c.]
+ U2
∑
m6=0
∑
n6=0,m
[(Ξ?ε→∞(Em, En; t)− Ξ?ε→0(Em, En; t))
×W0nWnm 〈m|Sq|0〉+ c.c.]
+ U2
∑
n,m 6=0
(Λ?ε→∞(Em; t) Λε→∞(En; t)− Λ?ε→0(Em; t) Λε→0(En; t))
×W0mWn0 〈m|Sq − S0(q)|n〉
= Seq(q) + 2U
∑
n6=0
cos (Ent)
En
W0n 〈n|Sq|0〉 (2.59a)
+ 2U2
∑
m 6=0
∑
n6=0,m
[
cos (Emt)− cos (Ent)
En (Em − En) −
cos (Emt)
EnEm
]
×W0nWnm 〈m|Sq|0〉 (2.59b)
+ U2
∑
n,m 6=0
cos ((Em − En) t)− cos (Emt)− cos (Ent)
EmEn
×W0mWn0 〈m|Sq − S0(q)|n〉 . (2.59c)
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Figure 2.1: (a) Scattering processes that refer to Eq. (2.59b). The circle represents
the Fermi sphere, open dots holes and solid ones particles. The initial particle-hole
pairs in |m〉 are encircled and have opposite spins. The scattering process, i.e., the
motion of particles/holes, indicated by the arrows, leads to a new state |n〉. The
sign of the process is indicated. (b) Same as Figure 2.1(a) but for initial pairs that
have the same spin.
In the thermodynamic limit the second term in Eq. (2.59a) can be written as
δS(1)(q, t) = 4U
¨
0
dω1 dω2 ρq(ω1) ρq(ω2)
cos ((ω1 + ω2) t)
ω1 + ω2
, (2.60)
where ρq(ω) is the density of states of a particle-hole excitation at momentum
transferred q. The denominator vanishes at small frequencies but this singularity is
canceled by the numerator since, for ω  vF |q|, ρq(ω) ∼ θ(2kF −|q|)ω/(vF |q|). As
a result, in the long time limit Eq. (2.60) vanishes with a power law in 1/t, so that
the steady-state S∗(q) after a sudden quench coincides with the equilibrium Seq(q)
up to first order.
The explicit evaluation of Eqs. (2.59b) and (2.59c) as well as their final expres-
sions are simple though quite lengthy. Therefore we prefer to show graphically all
terms that contribute. Their matrix elements have all the same absolute value,
equal to 1/V 3, apart from a sign that is indicated in the Figures.
Let us first consider the term in Eq. (2.59b). The state |m〉 includes two
particle-hole (p-h) pairs at momentum transferred q and −q and spin σ and σ′.
The intermediate state |n〉 can be reached by the interaction both from |m〉 and
from |0〉, hence it contains two p-h pairs with opposite spin and transferred momenta.
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Figure 2.2: Scattering processes that refer to Eq. (2.59c) and are produced
by nqσn−q−σ. The initial particle-hole pairs in |n〉 are encircled and the sign
of the process is indicated.
If σ′ = −σ, the processes that bring |m〉 to |n〉 are shown in Figure 2.1(a). In the
figure |n〉 contains two opposite-spin p-h pairs at momenta q + Q and −q−Q.
If σ = σ′, the interaction must also flip two spins so to lead to two opposite-spin
p-h pairs. The processes are shown in Figure 2.1(b) with their signs.
The term in Eq. (2.59c) has contributions whenever two states |n〉 and |m〉,
each that contains two p-h pairs with opposite spin and momentum, can be
connected by Sq. In particular, the processes generated by nqσn−q−σ are shown in
Figure 2.2, where the states |n〉 and |m〉 have two p-h pairs at opposite momenta ±Q
and ±(Q + q), respectively.
All processes that are produced by nqσn−qσ are instead drawn in Figures 2.3(a)
and 2.3(b). In particular, the two lower panels of Figure 2.3(a) refer to the case in
which |n〉 has two p-h pairs already at momenta ±q; the interaction simply shifts
rigidly one of the pair in momentum space, in the figure the momentum shift is K.
Finally, Figure 2.3(b) refers to the case in which |m〉 = |n〉. Here, for instance,
a particle is shifted by q and then comes back to the initial position.
Since all states that contribute to Eqs. (2.59b) and (2.59c) have two p-h pairs,
their linearly vanishing densities of states at low energy compensate the singularity
of the denominators. Therefore the sums, which become integral over a continuous
spectrum of degrees of freedom, are all convergent. Even more, all terms but one
vanish as a power in 1/t for large times. In fact, even though in the sense of
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Figure 2.3: (a) Scattering processes that refer to Eq. (2.59c) and are produced by
nqσn−qσ. The initial particle-hole pairs in |n〉 are encircled and the sign of the
process is indicated. (b) Same as Figure 2.3(a) but in the case in which |n〉 = |m〉.
distributions,
cos (Et)− cos (E′t)
E′(E − E′)
t→∞−−−−→ −δ(E) δ(E′ − E) +O
(
1
t
)
, (2.61)
cos ((E − E′) t)
EE′
t→∞−−−−→ δ(E) δ(E′) +O
(
1
t
)
, (2.62)
those singularities are killed by the vanishing density of states of p-h excitations,
leading to a null result for t→∞.
The only term that actually survives is the one shown in Figure 2.3(b), which
corresponds to the case |n〉 = |m〉 in Eq. (2.59c). We observe that, if we send |q| → 0
before taking the limit t→∞, this term would be canceled by those shown in the
upper panels of Figure 2.3(a). This simply reflects the trivial fact the S(q = 0, t) = 0.
The correct procedure is instead to first reach the steady-state t→∞, and only
after send |q| → 0. In this way we do find a finite steady-state contribution from
Eqs. (2.59b) and (2.59c), which reads
δS
(2)
∗ (q) =
4U2
V 3
∑
k,p,Q
nk n¯k+Q np+Q n¯p
[
n¯k+Q+q
(ωk+Q,k + ωp,p+Q)(ωk+Q+q,k + ωp,p+Q)
+
nk−q
(ωk+Q,k + ωp,p+Q)(ωk+Q,k−q + ωp,p+Q)
]
, (2.63)
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where nk = θ(kF − |k|) is the momentum distribution of the Fermi sea and n¯k =
1− nk. If we now take the limit q→ 0, we find a term δS(2)∗ (0) that is finite plus
a correction that starts linear in |q|. Specifically, since n2k = nk,
δS
(2)
∗ (0) =
8U2
V 3
∑
k,p,Q
nk n¯k+Q np+Q n¯p
(ωk+Q,k + ωp,p+Q)
2
= 8U2
ˆ
d3Q
(2pi)3
¨
0
dω1 dω2
ρQ(ω1) ρQ(ω2)
(ω1 + ω2)2
, (2.64)
and is finite, i.e., not singular. The leading correction to δS(2)∗ (0) reads
δS
(2)
∗ (q)− δS(2)∗ (0) = 8U
2
V 3
∑
k,p,Q
nk n¯k+Q np+Q n¯p n¯k−q
(ωk+Q,k + ωp,p+Q)(ωk+Q,k−q + ωp,p+Q)
' −|q| U
2
4
ˆ
d3Q
(2pi)3
1
Q
×
ˆ Q(2+Q)
Max[0,Q(Q−2)]
dω1
ˆ
0
dω2
ρQ(ω2)
(ω1 + ω2)2
+O
(
q2
)
. (2.65)
Therefore the second-order correction to the coefficient of the nonanalytic term ∝ |q|
in the steady-state differs from that at equilibrium.
2.C Diagonalization of the effective Hamiltonian for the
p-p and h-h excitations in the low-density limit
In this section, we explicitly diagonalize the Hamiltonian
H∗ =
∑
Q
HQ =
∑
Q
∑
k
ωk,Q
(
a†k,Qak,Q + b
†
k,Qbk,Q
)
+
U
V
∑
k,p
(
b†k,Q − ak,Q
)(
bp,Q − a†p,Q
) , (2.66)
relaxing the hard-core constraint. In Eq. (2.66), b†k,Q creates two particles outside
the Fermi sea with momenta k, spin ↑ and −k + Q, spin ↓, i.e., Q is the total
momentum of the pair. On the contrary, a†k,Q creates two holes within the Fermi
sea, one at momentum k, spin ↑, and the other at momentum −k + Q, spin ↓. We
recall that H∗ describes the excitations of the Fermi sea brought by the interaction
in the dilute limit. Hereafter, we shall use dimensionless units in which momentum
is in units of kF , energy in units of F = ~2k2F /(2m), and time in units of ~/F . In
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addition, the constraint of being outside or inside the Fermi sea will be implicitly
hidden in the definition of bk,Q and ak,Q, respectively.
We start by noting that a pair of holes requires |Q| ≤ 2, so that
H∗ =
∑
k,Q:|Q|≤2
ωk,Q
(
a†k,Qak,Q + b
†
k,Qbk,Q
)
+
U
V
∑
k,p,Q:|Q|≤2
(
b†k,Q − ak,Q
)(
bp,Q − a†p,Q
)
+
∑
k,Q:|Q|>2
ωk,Q b
†
k,Qbk,Q +
U
V
∑
k,p,Q:|Q|>2
b†k,Qbp,Q. (2.67)
The last two terms are diagonalized by a simple unitary transformation, while the
former two by a generalized canonical transformation, which we shall focus on first.
Let us therefore diagonalize H∗ in a subspace at fixed Q such that Q ≤ 2. For
simplicity, we shall drop the label Q. We define the canonical transformation
ak =
∑

Uk α +
∑

Vk β
†
 , (2.68)
b†k =
∑

Zk β
†
 +
∑

Wk α, (2.69)
where Uˆ and Zˆ are square real matrices, while Vˆ and Wˆ are still real but, in
general, rectangular —the number of holes being much smaller than the number of
particles in the low-density limit— satisfying
U UT − V V T = I,
Z ZT −W W T = I,
U W T − V ZT = 0,
UTU −W TW = I,
ZTZ − V TV = I,
UTV −W TZ = 0.
(2.70)
The inverse transformation then reads
α =
∑
k
Uk ak −
∑
k
Wk b
†
k, (2.71)
β† =
∑
k
Zk b
†
k −
∑
k
Vk ak. (2.72)
We define the matrix A with elements
Akp = ωk δk,p +
U
V
, (2.73)
for |k| ≤ 1 and |−k + Q| ≤ 1, the matrix B with elements
Bkp = ωk δk,p +
U
V
, (2.74)
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for |k| > 1 and |−k + Q| > 1, and finally the matrix D with elements
Dkp = −U
V
, (2.75)
which couples the interior to the exterior of the Fermi sphere. The interaction U is
also measured in units of F . With the above definitions, the diagonalization of the
Hamiltonian corresponds to the eigenvalue equation(
A D
−DT −B
) (
U V
W Z
)
=
(
U V
W Z
)(
 0
0 −
)
. (2.76)
The solution can be readily found. Specifically, the eigenvalues satisfy
1 =
U
V
IN∑
k
1
− ωk
− U
V
OUT∑
k
1
+ ωk
≡ U χ(−), (2.77)
1 =
U
V
OUT∑
k
1
− ωk
− U
V
IN∑
k
1
+ ωk
≡ U χ(), (2.78)
where the suffix IN means |k| ≤ 1 and |−k + Q| ≤ 1, while OUT refers to |k| > 1
and |−k + Q| > 1. In fact, one can solve for any x ≶ 0,
U χ(x) =
U
V
OUT∑
k
1
x− ωk
− U
V
IN∑
k
1
x+ ωk
= 1, (2.79)
and set the positive solutions to  and the negative ones to −. The coefficients of
the canonical transformation read
Uk =
√
U
V
N
1
− ωk
,
Zk =
√
U
V
N
1
− ωk
,
Wk =
√
U
V
N
1
+ ωk
,
Vk =
√
U
V
N
1
+ ωk
,
(2.80)
with the parameters N and N that should be determined by imposing the trans-
formation to be indeed canonical, i.e.,
1 = N2
U
V
IN∑
k
1
(− ωk)2
−N2
U
V
OUT∑
k
1
(+ ωk)
2
, (2.81)
1 = N2
U
V
OUT∑
k
1
(− ωk)2
−N2
U
V
IN∑
k
1
(+ ωk)
2
, (2.82)
0 = NN
IN∑
k
1
(− ωk)(+ ωk)
−NN
OUT∑
k
1
(− ωk)(+ ωk)
. (2.83)
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We observe that the last condition is also equivalent to
0 = NN
IN∑
k
1
(− ωk)(+ ωk)
−NN
OUT∑
k
1
(− ωk)(+ ωk)
= V
NN
+ 
(χ(−)− χ()) , (2.84)
hence is automatically satisfied because of the eigenvalue equations (2.77) and (2.78).
We conclude by noting that the same calculation can be carried out also
for Q > 2. In this case, there are no a bosons, and one only needs to find the
unitary transformation Zk, i.e., one has to solve
1 =
U
V
OUT∑
k
1
− ωk
, (2.85)
and define
Zk =
√
U
V
N
1
− ωk
, (2.86)
where
N−2 =
U
V
OUT∑
k
1
(− ωk)2
. (2.87)
2.C.1 Continuum limit
A proper definition of a steady state requires to take first the thermodynamic limit,
hence to turn all finite sums into integrals over a continuum of degrees of freedom,
and only afterward send the time t→∞.
In order to understand what the above formulas mean in the continuum limit,
we may follow the different route to solve the problem at equilibrium within
the Matsubara technique. We would find, for instance, that the imaginary-time
Fourier transforms of Gb(τ,k) = −〈Tτ [bk(τ)b†k]〉 and Ga(τ,k) = −〈Tτ [ak(τ)a†k]〉,
where Tτ [...] denotes the time-ordered product, read
Gb(iΩ,k) =
1
iΩ− ωk
+
1
V
T (iΩ)
(iΩ− ωk)2
, (2.88)
Ga(iΩ,k) =
1
iΩ− ωk
+
1
V
T (−iΩ)(
iΩ− ωk
)2 , (2.89)
where
T (iΩ) =
U
1− U χ(iΩ) , (2.90)
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is the usual definition of the T matrix, with χ(z) the Cooper bubble that actually
corresponds to the same function defined in Eq. (2.79) continued in the complex
frequency plane. In the continuum limit, χ(z) has a branch cut on the real axis,
specifically,
χ(+ i0+)− χ(− i0+) = 2pii 1
V
IN∑
k
δ(+ ωk)− 2pii
1
V
OUT∑
k
δ(− ωk)
≡ 2piiNIN(−)− 2piiNOUT(), (2.91)
where NIN(x) and NOUT(x) are defined only for x > 0 and correspond to the
density of states of pairs of holes and particles, respectively, at total momentum Q.
Introducing back the dependence on Q and in dimensionless units,
NIN(,Q)
(kFa)3
= θ(−Q(2−Q)) θ((2 +Q)(2−Q)− 2)
√
4− 2−Q2
16pi2
+ θ(Q(2−Q)− ) 
16pi2Q
, (2.92)
NOUT(, |Q| ≤ 2)
(kFa)3
= θ(−Q(2 +Q))
√
4 + 2−Q2
16pi2
+ θ(Q(2 +Q)− ) 
16pi2Q
, (2.93)
NOUT(, |Q| > 2)
(kFa)3
= θ(2− (2 +Q)(Q− 2)) θ(Q(Q− 2)− )
√
4 + 2−Q2
16pi2
+ θ(−Q(2 +Q))
√
4 + 2−Q2
16pi2
+ θ(Q(2 +Q)− ) 
16pi2Q
, (2.94)
where a is the lattice spacing.
We then note that, in the limit of zero temperature,
〈b†kbk〉 = −T
∑
Ω
eiΩ0
+
Gb(iΩ,k)
=
U
V
ˆ ∞
0
d
1
(+ ωk)
2
U NIN()
(1− U χ′(−))2 + (pi U NIN())2 , (2.95)
〈a†kak〉 = −T
∑
Ω
eiΩ0
+
Ga(iΩ,k)
=
U
V
ˆ ∞
0
d
1
(+ ωk)
2
U NOUT()
(1− U χ′())2 + (pi U NOUT())2 , (2.96)
where χ′() = <e [χ(− i0+)]. On the other hand, if we calculate the above average
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values directly via exact diagonalization, we find
〈b†kbk〉 =
U
V
∑

N2
1
(+ ωk)
2
, (2.97)
〈a†kak〉 =
U
V
∑

N2
1
(+ ωk)
2
, (2.98)
showing that, in the continuum limit,∑

→
ˆ
0
d, (2.99)
U N2 →
1
pi
=m [T (−+ i0+)] ≡ NIN(), (2.100)
U N2 →
1
pi
=m [T (− i0+)] ≡ NOUT(). (2.101)
2.C.2 Time-dependent averages
The advantage of the exact diagonalization is to allow calculating the out-of-
equilibrium evolution after suddenly switching on U at time t = 0, without solving
any integral equation. The initial state is thence the vacuum of the original bosons,
but the operators are time-evolved with the U 6= 0 Hamiltonian. By means of the
exact diagonalization, we find that, for |Q| ≤ 2,
〈α†(t)α′(t)〉 = NN′ ei(−
′)t U
V
OUT∑
p
1
(+ ωp)(′ + ωp)
, (2.102)
〈β† (t)β′(t)〉 = NN′ ei(−
′)t U
V
IN∑
p
1
(+ ωp)(′ + ωp)
, (2.103)
〈α†(t)β† (t)〉 = −NN ei(+)t
U
V
OUT∑
p
1
(+ ωp)(− ωp)
, (2.104)
〈β† (t)α†(t)〉 = −NN ei(+)t
U
V
IN∑
p
1
(− ωp)(+ ωp)
. (2.105)
All other averages can be obtained by the above ones as, for instance,
〈α′(t)α†(t)〉 = δ,′ + 〈α†(t)α′(t)〉 , (2.106)
or
〈α(t)β (t)〉 = 〈β† (t)α†(t)〉
?
. (2.107)
For |Q| > 2, the boson vacuum remains instead unaffected, only the excitation
energies are modified by interaction.
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It follows therefore that, for |Q| ≤ 2,
〈a†k(t)ak(t)〉 =
U
V
∑

N2
(+ ωk)
2
+
U2
V 2
∑
,′
N2 N
2
′ cos ((− ′) t)
(− ωk)(′ − ωk)
OUT∑
p
1
(+ ωp)(′ + ωp)
+
U2
V 2
∑
,′
N2 N
2
′ cos ((− ′) t)
(+ ωk)(
′ + ωk)
IN∑
p
1
(+ ωp)(′ + ωp)
− 2U
2
V 2
∑
,
N2 N
2
 cos ((+ ) t)
(− ωk)(+ ωk)
OUT∑
p
1
(+ ωp)(− ωp)
, (2.108)
〈b†k(t)bk(t)〉 =
U
V
∑

N2
(+ ωk)
2
+
U2
V 2
∑
,′
N2 N
2
′ cos ((− ′) t)
(− ωk)(′ − ωk)
IN∑
p
1
(+ ωp)(′ + ωp)
+
U2
V 2
∑
,′
N2 N
2
′ cos ((− ′) t)
(+ ωk)(
′ + ωk)
OUT∑
p
1
(+ ωp)(′ + ωp)
− 2U
2
V 2
∑
,
N2 N
2
 cos ((+ ) t)
(− ωk)(+ ωk)
IN∑
p
1
(+ ωp)(− ωp)
, (2.109)
while, for |Q| > 2, 〈b†k(t)bk(t)〉 = 0.
The first terms on the right hand sides of Eqs. (2.108) and (2.109) are the
equilibrium values, hence all the rest is due to the sudden quench. We observe that,
because of the eigenvalue equations (2.77) and (2.78),
U
V
IN∑
p
1
(− ωp)(+ ωp)
=
U
V
OUT∑
p
1
(− ωp)(+ ωp)
=
1
+ 
(
1 +
U
V
IN∑
p
1
+ ωp
+
U
V
OUT∑
p
1
+ ωp
)
, (2.110)
which therefore brings no singularity when  = ωp.
Since before the continuum limit is taken T (ωk) = 0, if we consider a contour
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that run anti-clockwise closely around the positive real axis, then
I = U2
∑
,′
N2 N
2
′
cos ((− ′) t)
(− ωk)(′ − ωk)
F (, ′)
=
"
dz dz′
(2pii)2
T (z)T (z′)
cos ((z − z′) t)
(z − ωk)(z′ − ωk)
F (z, z′), (2.111)
where F (z, z′) = F (z′, z) is assumed analytic. We can now take the continuum
limit and find that
I → −
ˆ
0
dd′NOUT()NOUT(′)
cos ((− ′) t)
(− ωk)(′ − ωk)
F (, ′)
− 2T ′(ωk)−
ˆ
0
dNOUT()
cos ((− ωk) t)
− ωk
F (, ωk) + T
′(ωk)
2F (ωk, ωk), (2.112)
where −´ . . . is the Cauchy principal value integration and T ′() = <e [T (− i0+)].
Seemingly,
I = U2
∑
,′
N2 N
2
′
cos ((− ′) t)
(− ωk)(′ − ωk)
F (, ′)
=
"
dz dz′
(2pii)2
T (−z)T (−z′) cos ((z − z
′) t)
(z − ωk)(z′ − ωk)
F (z, z′)
→ −
ˆ
0
dd′NIN()NIN(′)
cos ((− ′) t)
(− ωk)(′ − ωk)
F (, ′)
− 2T ′(−ωk)−
ˆ
0
dNIN()
cos ((− ωk) t)
− ωk
F (, ωk) + T
′(−ωk)2F (ωk, ωk). (2.113)
We are actually interested in the large-t limit. We observe that
lim
t→∞
sin ((− ωk) t)
− ωk
= piδ(− ωk), (2.114)
so that
lim
t→∞ I =
(
T ′(ωk)
2 + pi2NOUT(ωk)
2
)
F (ωk, ωk)
= |T (ωk − i0+)|2 F (ωk, ωk), (2.115)
and
lim
t→∞ I =
(
T ′(−ωk)2 + pi2NIN(ωk)2
)
F (ωk, ωk)
= |T (−ωk + i0+)|2 F (ωk, ωk). (2.116)
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2.C.3 Steady-state values
We are now in the position to evaluate the steady state value of the Fermi distribution
jump Z(t) defined by
Z(t) ' 1−
∑
Q
〈Ψ(t)| a†k,Qak,Q + b†k,Qbk,Q |Ψ(t)〉 , (2.117)
where |k| = kF and |Ψ(t)〉 is the boson vacuum evolved with the Hamiltonian (2.66).
Once we set |k| = kF and integrate over Q, the only terms in Eqs. (2.108) and (2.109)
than could survive in the t→∞ limit are, apart from the equilibrium values, the
second ones. By the formulas above, we thence find, inserting back the total
momentum label Q, that
〈a†k,Q(t)ak,Q(t)〉t→∞ →
1
V
ˆ
0
d
pi
=m [T (− i0+,Q)]
(ωk,Q + )
2
+
1
V
∣∣∣T (−ωk,Q + i0+,Q)∣∣∣2 ˆ
0
d
NOUT(,Q)
(ωk,Q + )
2
, (2.118)
〈b†k,Q(t)bk,Q(t)〉t→∞ →
1
V
ˆ
0
d
pi
=m [T (−− i0+,Q)]
(ωk,Q + )
2
+
1
V
∣∣∣T (ωk,Q + i0+,Q)∣∣∣2 ˆ
0
d
NIN(,Q)
(ωk,Q + )
2
. (2.119)
As anticipated, the boson occupation numbers are ∼ 1/V , thus justifying our
discarding the hard-core constraint.
Through Eqs. (2.117)–(2.119) above, and by means of Eqs. (2.124) and (2.127)
below, we find that the steady state value Z∗ = Z(t→∞) reads
Z∗ = Zeq − (kFa)
3
8pi2
ˆ 2
0
QdQ
[ ˆ Q(2−Q)
0
dω
∣∣T (−ω + i0+,Q)∣∣2 ˆ
0
d
NOUT(,Q)
(ω + )2
+
ˆ Q(2+Q)
0
dω
∣∣T (ω − i0+,Q)∣∣2 ˆ
0
d
NIN(,Q)
(ω + )2
]
, (2.120)
where
Zeq = 1− (kFa)
3
8pi2
ˆ 2
0
QdQ
[ ˆ Q(2−Q)
0
dω
ˆ
0
d
pi
=m [T (− i0+,Q)]
(ω + )2
+
ˆ Q(2+Q)
0
dω
ˆ
0
d
pi
=m [T (−+ i0+,Q)]
(ω + )2
]
, (2.121)
is the equilibrium value at zero temperature.
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2.C.4 Useful formulas
Let us consider a function F (Q,ωk,Q) and define as nk the noninteracting momen-
tum distribution. Because of momentum isotropy
fIN(k) =
1
V
∑
Q
F (Q,ωk,Q)nk n−k+Q, (2.122)
only depends on |k| = k. Therefore
fIN(kF ) = ρ
−1
0
1
V
∑
k
f(k) δ(k)
= ρ−10
1
V
∑
Q
1
V
∑
k
δ(k)F (Q,ωk,Q)nk n−k+Q
= ρ−10
1
V
∑
Q
ˆ
0
dω ρIN(ω,Q)F (Q,ω), (2.123)
where ρ0 is the noninteracting density of states at the Fermi energy and
ρIN(ω,Q) =
1
V
∑
k
δ(k) δ(ω − δ(ω − ωk,Q)nk n−k+Q
=
ρ0
4Q
θ(Q(2−Q)− ω) θ(2−Q). (2.124)
Seemingly, if
fOUT(k) =
1
V
∑
Q
F (Q,ωk,Q) (1− nk) (1− n−k+Q), (2.125)
then
fOUT(kF ) = ρ
−1
0
1
V
∑
Q
ˆ
0
dω ρOUT(ω,Q)F (Q,ω), (2.126)
where
ρOUT(ω,Q) =
1
V
∑
k
δ(k) δ(ω − ωk,Q) (1− nk) (1− n−k+Q)
=
ρ0
4Q
θ(Q(2 +Q)− ω). (2.127)
The above expressions are useful to evaluate the momentum distribution jump
at kF .
Chapter 3
Nonadiabatic stationary behavior
in a driven Ising chain
In all intriguing issues addressed in the recent literature, such as the meaning and
occurrence of thermalization in isolated quantum systems, or the quest for “universal”
behavior out of equilibrium, a recurring theme has been the characterization of the
response of a many-body system to the variation of the Hamiltonian parameters. In
particular, the main focus has been on the two extremes of instantaneous changes
(sudden quenches) and slow ones (slow quenches). The latter has been mostly
studied for systems driven across a quantum critical point, where a generalization
of the classical Kibble-Zurek theory led to the prediction of a universal scaling of
the excitation density with the speed at which the critical point is crossed [134,135],
successively extended also to quenches within gapless phases [136, 137], where
even full violation of adiabaticity may occur [138]. Specifically, universality is
expected whenever the scaling dimension of the fidelity susceptibility [139] (or its
generalization for non linear protocols) is negative, and extends to other quantities
besides the excitation density, such as the excess energy.
Intuitive quantum mechanical arguments, rooted ultimately on the adiabatic
theorem [140], suggest that the case of quenches within a gapped phase is much less
interesting. Indeed, in this case the scaling dimension of the fidelity susceptibility
is always positive, implying that the density of excitations and the excess energy
always tends to zero with the square of the switching rate for linear ramps (gener-
alization to power-law protocols is straightforward). This also suggests that other
thermodynamic quantities share the same property [136], i.e., corrections with
respect to their equilibrium value are quadratic in the rate [1]. However, intuition
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indicates a different scenario when considering the order parameter in a phase with
spontaneous symmetry breaking. Since even when performing a variation of the
Hamiltonian within a gapped phase an extensive amount of energy is injected, one
expects to be in a situation similar to the case of finite temperature. In certain
instances, for example in low-dimensional systems, the effect of temperature is the
complete disruption of long-range order [141], an effect which is very far from being
a small correction.
This Chapter addresses this apparent contradiction by studying the dynamics of
the order parameter mx(t) in a one-dimensional quantum Ising chain after a linear
variation in time of the transverse field within the ferromagnetic, ordered phase. In
particular, we focus on the asymptotic value of the order parameter mx(t→∞) as
a function of the duration τ of the linear ramp. We show that, even though the
bigger τ is the closer mx(τ) gets to its ground state value mx1 , nevertheless, however
small |mx(τ)−mx1 | is —actually it is proportional to 1/τ— it is enough to completely
disrupt the order exponentially fast in the subsequent time evolution, mx(t →
∞) → 0. In particular, in the stationary state the inverse correlation length
depends quadratically on the ramp rate for large τ . These quadratic corrections
persist also in the limit of small τ , where the reference value is that of the sudden
limit τ = 0. For protocols of intermediate durations, in turn, the inverse correlation
length displays an oscillatory behavior. These results show that in low-dimensional
many-body systems an apparently small correction to adiabaticity can lead to
major consequences for certain observables, even in a gapped phase.
3.1 Model and quench protocol
Let us start our analysis by introducing the Hamiltonian of the transverse field
Ising chain
H = −
L∑
j=1
(
σxj σ
x
j+1 + hσ
z
j
)
, (3.1)
where σαj are the Pauli matrices at site j, obeying the usual commutation rela-
tions [σαj , σ
β
l ] = 2i δj,l 
αβγ σγj , being 
αβγ the completely antisymmetric tensor, and
satisfying periodic boundary conditions σαj+L = σ
α
j , h > 0 is the transverse field
and L is the number of sites in the chain, assumed to be even in the following. The
Hamiltonian (3.1) exhibits a Z2 symmetry for rotations by pi around the z-axis in
spin space, i.e., it is invariant under the transformation
σzj → σzj , σαj → −σαj , α = x, y. (3.2)
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In the thermodynamic limit and at zero temperature, this model undergoes a
prototypical quantum phase transition [142], whose critical point hc = 1 separates
two gapped phases: for h > hc the system is paramagnetic, whereas for h < hc
the Z2 symmetry is spontaneously broken and a ferromagnetic ordering appears.
At any finite temperature, instead, the system is in a paramagnetic phase. The
order parameter for the quantum phase transition is the spontaneous magnetization
along the x-axis, defined as
mx =
1
L
L∑
j=1
〈σxj 〉 , (3.3)
which is finite in the ferromagnetic phase and vanishes in the paramagnetic one.
In the following, we shall focus on the case of a system driven out of equilibrium
by linearly varying the transverse field in time within the ferromagnetic phase,
according to
h(t) =

h0 if t ≤ 0,
h0 +
h1 − h0
τ
t if 0 ≤ t ≤ τ,
h1 if t ≥ τ,
(3.4)
with h0, h1 < 1 and the ramp duration τ > 0. We assume that the system is
initially prepared in its ground state for h(t) = h0.
3.1.1 Fermionic representation and diagonalization
The transverse field Ising chain can be mapped to a model of spinless fermions by
performing a Jordan-Wigner transformation [143],
σxj =
∏
m<j
(
1− 2c†mcm
)(
cj + c
†
j
)
,
σzj = 1− 2c†jcj ,
(3.5)
with the fermionic operators satisfying anticommutation relations {cm, c†n} = δm,n
and {cm, cn} = 0. Since the Hamiltonian conserves the fermion parity, it can be
split in two parts acting on different fermion-parity subspaces [144], even (+) and
odd (−),
H(t) = P+H+(t)P+ + P−H−(t)P−, (3.6)
where
P± = 1
2
1± L∏
j=1
σzj
 (3.7)
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are the projectors in each subspace and
H±(t) = −
L∑
j=1
[(
c†jcj+1 + c
†
jc
†
j+1 + h.c.
)
+ h(t)
(
1− 2c†jcj
)]
, (3.8)
with the cj ’s obeying antiperiodic boundary conditions cL+1 = −c1 in the even
sector and periodic boundary conditions cL+1 = c1 in the odd one.
For finite chains, the ground state is always in the even sector and the order
parameter is strictly zero, since σxj changes the parity of the fermion number.
However, in the thermodynamic limit and in the ferromagnetic phase the energy
gap between the lowest energy states within each sector, |Ω+〉 and |Ω−〉, vanishes
exponentially and the states become degenerate, revealing the spontaneous breaking
of the Z2 symmetry.
One can nonetheless recognize spontaneous symmetry breaking even within
each separate sector through the long-distance behavior of the correlation func-
tion Rxx(r) = 〈Ω±|σxj σxj+r|Ω±〉, which is independent of j. Indeed, in the ferro-
magnetic phase, limr→∞ Rxx(r) = (mx)2 > 0, signaling the established long-range
order. We shall thence focus on the even sector, where the finite-size ground state
lies, and study the time evolution of
Rxx(r, t) = lim
L→∞
〈Ψ+(t)|σxj σxj+r|Ψ+(t)〉 , (3.9)
where |Ψ+(t)〉 = U(t) |Ω+〉, being U(t) the evolution operator and |Ω+〉 the initial
state assumed to be the ground state for h(t) = h0.
The Hamiltonian (3.8) is diagonalized performing a Fourier transform, followed
by a Bogoliubov transformation. Introducing the operator ck in Fourier space
through the transformation
cj =
eipi/4√
L
∑
k
eikjck, (3.10)
with
k =
pi
L
(2n+ 1) , n = −L
2
, . . . ,
L
2
− 1, (3.11)
so to implement the antiperiodic boundary conditions in the even sector, we can
write H+(t) as a sum of independent terms
H+(t) = 2
∑
k>0
(
c†k c−k
)
Hk(t)
(
ck
c†−k
)
, (3.12)
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where
Hk(t) =
(
h(t)− cos(k) − sin(k)
− sin(k) cos(k)− h(t)
)
. (3.13)
The operators γtk that instantaneously diagonalize the Hamiltonian at time t are
related to the fermionic operators through a Bogoliubov rotation(
ck
c†−k
)
=
(
uk(t) −vk(t)
vk(t) uk(t)
)(
γtk
γt †−k
)
, (3.14)
with real coefficients
uk(t) =
1√
2
√
1 +
h(t)− cos(k)
k(t)
, (3.15)
vk(t) = − sign(k)
1√
2
√
1− h(t)− cos(k)
k(t)
, (3.16)
and
k(t) =
√
1 + h(t)2 − 2h(t) cos(k), (3.17)
After this transformation, the Hamiltonian takes the diagonal form
H+(t) =
∑
k>0
2k(t)
(
γt †k γ
t
k + γ
t †
−k γ
t
−k − 1
)
(3.18)
and its instantaneous ground state |Ω+〉t, defined by the condition γtk |Ω+〉t = 0,
for any k, factorizes into the product
|Ω+〉t =
∏
k>0
(
uk(t) + vk(t) c
†
−kc
†
k
)
|0〉 , (3.19)
with ck |0〉 = 0, for any k, and |0〉 =
⊗
k>0 |0〉k.
3.1.2 Evolution equations
Let us now derive the equations describing the dynamics of the system induced by
the linear ramp h(t). In order to compute the correlation function Rxx(r, t), it is
convenient to write the fermionic operators in Heisenberg representation in terms
of the ones diagonalizing the initial Hamiltonian. To this purpose, we introduce a
time-dependent operator γ˜k(t) annihilating the evolved state |Ψ+(t)〉 = U(t) |Ω+〉,
i.e.,
γ˜k(t) |Ψ+(t)〉 = 0, ∀ k. (3.20)
56 Nonadiabatic stationary behavior in a driven Ising chain
This operator is characterized by being time independent in Heisenberg representa-
tion. Indeed, taking the time derivative of Eq. (3.20), we find(
i
∂ γ˜k(t)
∂t
+
[
γ˜k(t),H+(t)
])
|Ψ+(t)〉 = 0, (3.21)
which implies that, in the subspace spanned by |Ψ+(t)〉,
i
d
dt
γ˜Hk (t) = 0, (3.22)
where γ˜Hk (t) = U(t)† γ˜k(t)U(t) denotes the Heisenberg version of the operator γ˜k(t).
Therefore, we can set γ˜Hk (t) = γ˜
H
k (0) ≡ γ0k , ∀ t.
Keeping in mind our final goal, we make the following ansatz in order to express
the fermionic operators in Heisenberg representation ck(t) (in this case we shall
drop the superscript H) in terms of the time independent operators γ˜Hk (t) ≡ γ0k(
ck(t)
c†−k(t)
)
=
(
αk(t) −β?k(t)
βk(t) α
?
k(t)
)(
γ0k
γ0 †−k
)
, (3.23)
and then we look for the evolution equations of the complex coefficients αk(t)
and βk(t). To this end, we write the Heisenberg equations of motion for the
fermionic operators ck(t), which can be easily computed taking the commutator
with the Hamiltonian (3.12):
i
d
dt
(
ck(t)
c†−k(t)
)
= 2
(
h(t)− cos(k) − sin(k)
− sin(k) cos(k)− h(t)
)(
ck(t)
c†−k(t)
)
. (3.24)
Finally, through Eqs. (3.23) and (3.24), the equations of motion for the coefficients
read 
i
d
dt
αk(t) = 2 (h(t)− cos(k))αk(t)− 2 sin(k)βk(t)
i
d
dt
βk(t) = −2 (h(t)− cos(k))βk(t)− 2 sin(k)αk(t),
(3.25)
with initial conditions {
αk(0) = uk(0)
βk(0) = vk(0)
(3.26)
given by the Bogoliubov transformation (3.14).
By requiring |Ψ+(t)〉 to be annihilated by the time-dependent operator γ˜k(t) =
α?k(t) ck + β
?
k(t) c
†
−k, we obtain the following expression for the evolved state:
|Ψ+(t)〉 =
∏
k>0
(
α?k(t) + β
?
k(t) c
†
−kc
†
k
)
|0〉 . (3.27)
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We note that the complex coefficients of the ansatz (3.23) must satisfy the
condition |αk(t)|2 + |βk(t)|2 = 1. Therefore, Eq. (3.25) can be rewritten in terms
of three real functions, defined as
f1,k(t) = |αk(t)|2 − |βk(t)|2, (3.28)
f2,k(t) = 2<e [αk(t)β?k(t)], (3.29)
f3,k(t) = 2=m [αk(t)β?k(t)]. (3.30)
Thus, an equivalent description of the evolution of the system is given by
d
dt
f1,k(t) = 4 sin(k) f3,k(t)
d
dt
f2,k(t) = 4 (h(t)− cos(k)) f3,k(t)
d
dt
f3,k(t) = −4 (h(t)− cos(k)) f2,k(t)− 4 sin(k) f1,k(t),
(3.31)
with initial conditions 
f1,k(0) =
h0 − cos(k)
0k
f2,k(0) = −
sin(k)
0k
f3,k(0) = 0,
(3.32)
where 0k = k(0) =
√
1 + h20 − 2h0 cos(k).
We observe that the description of the dynamics in terms of the functions fn,k(t)
is analogous to a description through the density matrix of the model ρ+(t) =
|Ψ+(t)〉 〈Ψ+(t)|, which, since the k-modes are decoupled one from each other, takes
the form ρ+(t) =
⊗
k>0 ρk(t). Each ρk(t) is a 2 × 2 Hermitian matrix with unit
trace, so it is a function of only three independent real parameters. Indeed, in the
basis {|0〉k , c†−kc†k |0〉k} and in terms of the functions fn,k(t), it reads
ρk(t) =
1
2
(
1 + f1,k(t) f2,k(t) + i f3,k(t)
f2,k(t)− i f3,k(t) 1− f1,k(t)
)
. (3.33)
3.2 Correlation function
We can address now our problem of interest: studying the time evolution of the
correlation function Rxx(r, t). Indeed, by means of the Jordan-Wigner transforma-
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tion (3.5),
Rxx(r, t) = lim
L→∞
〈Ψ+(t)|σxj σxj+r|Ψ+(t)〉
= lim
L→∞
〈(c†j(t)− cj(t))
∏
j<m<j+r
(1− 2c†m(t)cm(t)) (c†j+r(t) + cj+r(t))〉0, (3.34)
where 〈. . .〉0 denotes the average over the initial state. We observe that 1 −
2c†m(t)cm(t) = (c†m(t) + cm(t))(c†m(t)− cm(t)) and we define the operators
Am(t) = c
†
m(t) + cm(t), (3.35)
Bm(t) = c
†
m(t)− cm(t), (3.36)
satisfying the anticommutation relations {Am(t), An(t)} = 2δm,n, {Bm(t), Bn(t)} =
−2δm,n, and {Am(t), Bn(t)} = 0. Thus, the correlation function reads [145]
Rxx(r, t) = lim
L→∞
〈Bj (t)Aj+1(t)Bj+1(t) . . . Aj+r−1(t)Bj+r−1(t)Aj+r(t)〉0. (3.37)
Applying the Wick’s theorem, Eq. (3.37) can be expressed in terms of the contrac-
tions of the Aj(t)’s and Bj (t)’s. By means of Eqs. (3.10) and (3.23), we finally
obtain
〈Am(t)An(t)〉0 = δm,n −
1
L
∑
k
eik(m−n)f3,k(t), (3.38)
〈Bm(t)Bn(t)〉0 = −δm,n −
1
L
∑
k
eik(m−n)f3,k(t), (3.39)
〈Bm(t)An(t)〉0 = −
1
L
∑
k
eik(m−n)
(
f1,k(t) + i f2,k(t)
)
. (3.40)
We readily note that these equations differ from those at equilibrium [145], where
the first two contractions have no contribution other than the delta and Eq. (3.37)
can be written as a Toeplitz determinant involving only 〈Bm(t)An(t)〉0. However,
we shall see that a similar situation is recovered when considering the stationary
state.
3.3 Stationary state behavior
Let us study the behavior of the system in the stationary state, that is, for t→∞
after taking the thermodynamic limit, i.e., replacing discrete sums over k with
integrals.
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For t > τ , h(t) = h1 is constant, so Eqs. (3.31) can be readily integrated in
terms of the boundary values f1,k(τ), f2,k(τ), and f3,k(τ), leading to
f1,k(t) =
h1 − cos(k)
1k
(
h1 − cos(k)
1k
f1,k(τ)−
sin(k)
1k
f2,k(τ)
)
+
sin(k)
1k
(
sin(k)
1k
f1,k(τ) +
h1 − cos(k)
1k
f2,k(τ)
)
cos (41k(t− τ))
+
sin(k)
1k
f3,k(τ) sin (41k(t− τ)) , (3.41)
f2,k(t) =
sin(k)
1k
(
sin(k)
1k
f2,k(τ)−
h1 − cos(k)
1k
f1,k(τ)
)
+
h1 − cos(k)
1k
(
h1 − cos(k)
1k
f2,k(τ) +
sin(k)
1k
f1,k(τ)
)
cos (41k(t− τ))
+
h1 − cos(k)
1k
f3,k(τ) sin (41k(t− τ)) , (3.42)
f3,k(t) = f3,k(τ) cos (41k(t− τ))
−
(
h1 − cos(k)
1k
f2,k(τ) +
sin(k)
1k
f1,k(τ)
)
sin (41k(t− τ)) , (3.43)
where 1k = k(τ) =
√
1 + h21 − 2h1 cos(k).
We observe that the solutions consist in a stationary part plus oscillatory terms
with frequency 41k, which vanish in the thermodynamic limit for t → ∞ once
integrated over k. Therefore, we find
〈Am(t)An(t)〉0 t→∞−−−−→ δm,n, (3.44)
〈Bm(t)Bn(t)〉0 t→∞−−−−→ −δm,n, (3.45)
〈Bm(t)An(t)〉0 t→∞−−−−→ C(m− n+ 1), (3.46)
with
C(r) =
ˆ pi
−pi
dk
2pi
cos(kr)− h1 cos (k(r − 1))√
1 + h21 − 2h1 cos(k)
(1− 2nk), (3.47)
being nk = 〈Ψ+(t)|γτ †k γτk |Ψ+(t)〉 the occupation numbers in the evolved state,
which are actually time independent for t > τ and read
1− 2nk =
(h1 − cos(k)) f1,k(τ)− sin(k) f2,k(τ)√
1 + h21 − 2h1 cos(k)
. (3.48)
We note that disregarding the oscillatory terms is equivalent to stating that the
stationary value, being the correlation a local observable, can be computed in the
diagonal ensemble, which is completely determined by the occupation numbers nk.
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As in equilibrium, the conditions in Eqs. (3.44)–(3.46) allow to express the
correlation function in the stationary state Rxx∗ (r) ≡ limt→∞Rxx(r, t) as a r × r
Toeplitz determinant,
Rxx∗ (r) =
∣∣∣∣∣∣∣∣∣∣
C(0) C(−1) . . . C(−r + 1)
C(1) C(0) . . . C(−r + 2)
...
...
. . .
...
C(r − 1) C(r − 2) . . . C(0)
∣∣∣∣∣∣∣∣∣∣
, (3.49)
whose asymptotic behavior in the limit r →∞ has to be determined. To this end,
we first note that
C(r) =
ˆ pi
−pi
dk
2pi
C˜(k) e−ikr, (3.50)
with
C˜(k) =
(
1− h1 eik
1− h1 e−ik
)1/2
(1− 2nk). (3.51)
In terms of the complex variable z = eik, the function C˜(z) has zero index about the
origin z = 0 and is nonvanishing on the unit circle |z| = 1 as long as nk < 1/2, ∀k,
a condition that has been verified numerically and perturbatively, and is equivalent
to say that the effective temperature of all the modes is less than infinity. Under
these conditions, the asymptotic behavior of Rxx∗ (r) can be found applying the
strong Szegő lemma [146], which states that
Rxx∗ (r) ∼ e−r/ξ, (3.52)
with inverse correlation length
ξ−1 = −
ˆ pi
−pi
dk
2pi
ln (1− 2nk) . (3.53)
Therefore, whenever nk 6= 0, the correlation length is finite, implying that Rxx∗ (r)
decays to zero exponentially hence that the order parameter mx is zero. Such
a condition is verified for any finite duration of the linear ramp, implying that
adiabaticity is broken for the order parameter. From Eq. (3.53), we observe that
a tiny deviation of the occupation numbers with respect to their equilibrium
value (nk = 0) translates into a comparably small inverse correlation length.
Nonetheless, such small quantitative corrections lead to a completely different
behavior of the correlation function Rxx∗ (r) and of the order parameter.
Figure 3.1 shows the correlation length as a function of τ , computed by numeri-
cally solving Eqs. (3.31) and evaluating Eq. (3.53): for long ramps the correlation
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Figure 3.1: Main plot: correlation length ξ as a function of the duration of the
linear ramp τ for h0 = 0.3 and different final values of h1. Inset: difference between
the correlation length ξ and its value ξsud for a sudden quench from h0 to h1 as a
function of the duration of the linear ramp in the small-τ regime.
length grows as τ2, while for τ ∼ 1 oscillations are displayed. The inset of the
figure focuses on the small-τ regime, showing that ξ departs quadratically in τ
from its sudden-quench value ξsud.
The two limiting cases of sudden and slow quenches can be captured by two
different perturbative expansions.
For small τ , the result of the perturbative expansion of Eqs. (3.31) at the leading
order leads to
ξ(τ) =− 1
ln
[(
1 + h0h1 +
√
(1− h21)(1− h20)
)
/2
]
+
2(h1 − h0)2
(
1 + h0h1 −
√
(1− h21)(1− h20)
)
3(h0 + h1)2 ln
2
[(
1 + h0h1 +
√
(1− h21)(1− h20)
)
/2
] τ2 +O (τ4) , (3.54)
where the first term is the result for a sudden quench from h0 to h1 (ξsud). Higher
order in the power series can be straightforwardly computed (see Appendix 3.A).
In particular we notice that only even powers of τ appears in the expansion, and
all the corrections we computed are even under h0 ↔ h1, i.e., inversion of the ramp.
Figure 3.2(a) compares the perturbative and the numerical results: the agreement
is excellent up to τ ' 1 provided that corrections up to eighth order in τ are taken
into account.
For long ramps, instead, we applied the adiabatic perturbation theory (APT)
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Figure 3.2: (a) Main plot: difference between the correlation length ξ and its
value ξsud for a sudden quench from h0 = 0.3 to h1 = 0.6 as a function of the
duration of the linear ramp in the small-τ regime. Numerical results (red dots) are
compared with the perturbative expansion up to second (see Eq. (3.54)) and eighth
order (dashed lines). Inset: same plot in log-log scale. (b) Correlation length ξ as
a function of the duration of the linear ramp in the large-τ regime for h0 = 0.3
and different values of h1. Numerical results (solid lines) are compared with the
predictions of adiabatic perturbation theory up to O(τ2) and O(1) (see Eq. (3.55))
(dashed lines).
described in Ref [147], which predicts that for large τ the occupation numbers nk
vanish as 1/τ2 in an oscillating fashion. This is actually the source of oscillations
observed in ξ. Indeed, the result of the perturbative expansion for large τ is
ξ(τ) =
64
(
1− h20
)3 (
1− h21
)3
(h1 − h0)2
[(
1− h20
)3
+
(
1− h21
)3] τ2 + Ξ(τ)√τ + Λ +O (τ−1/2) , (3.55)
where Ξ(τ) is an oscillating function and Λ is a constant (see Appendix 3.B). As a
consequence, the relative oscillations of the correlation length goes to zero as τ−3/2.
Also in this case all the corrections are invariant under the transformation h0 ↔ h1.
Figure 3.2(b) shows a comparison between the prediction of APT and numerical
data: by including correction up to O(1) there is quite good agreement for τ & 10.
3.4 Approaching the stationary state
Let us now address the question of how the stationary state described in the previous
section is reached. For a generic time t, Eqs. (3.44)–(3.46) are no more valid, so
that the correlation function can not be represented as a Toeplitz determinant.
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Figure 3.3: (a) Spontaneous magnetization mx measured at the end of the ramp as
a function of its duration τ for h0 = 0.3 and different values of h1. (b) Difference
between the equilibrium value of the spontaneous magnetization mx1 corresponding
to the ground state of the final Hamiltonian and its value mx measured at the end
of the ramp as a function of its duration τ for h0 = 0.3 and different values of h1.
Black dashed lines are fits ∝ 1/τ .
Instead, Eq. (3.37) can be expressed as the Pfaffian of a 2r × 2r antisymmetric
matrix [148], i.e.,
Rxx(r, t) = pf [Γ(t)] , (3.56)
where Γ(t) is
Γ(t) =

Γ0(t) Γ−1(t) . . . Γ−r+1(t)
Γ1(t) Γ0(t) . . . Γ−r+2(t)
...
...
. . .
...
Γr−1(t) Γr−2(t) . . . Γ0(t)
, Γn(t) =
(
−Fn(t) Gn(t)
−G−n(t) Fn(t)
)
, (3.57)
with
Fn(t) = i 〈Am(t)An+m(t)〉0 − i δn,0, (3.58)
Gn(t) = 〈Bn+m−1(t)Am(t)〉0. (3.59)
Since for an antisymmetric matrixM the identity (pf [M])2 = det [M] holds, the
time evolution of the order parameter can be expressed as
mx(t) =
(
lim
r→∞ det [Γ(t)]
)1/4
. (3.60)
In Figure 3.3(a) the value of the spontaneous magnetization measured right
after the end of the ramp, i.e. for t = τ , is reported: in the limit of small and
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Figure 3.4: (a) Spontaneous magnetization mx as a function of the time t elapsed
after the end of the ramp for different ramp durations τ and for h0 = 0.5 and h1 =
0.2. Black dashed lines indicates the equilibrium values mx0 and mx1 . (b) Inverse
decay rate γ−1 as a function of the duration of the ramp τ for h0 = 0.5 and h1 = 0.2.
The black dashed line is a fit ∝ τ2.
large τ it approaches its equilibrium values mx0 and mx1 , corresponding to those
it would have in the ground state of the initial (h(t) = h0) and final (h(t) = h1)
Hamiltonian respectively.
Figure 3.3(b) shows the behavior of the magnetization at the end of the ramp
in the limit of large τ : in this case the order parameter is
mx(τ) = mx1 + δm
x(τ), (3.61)
where δmx(τ) is a correction ∝ 1/τ . As expected, the larger the duration of
the ramp is, the closer mx(τ) gets to its equilibrium value. However, the order
parameter is not a conserved quantity and unlike classical systems, where the
small correction δmx(τ) would lead to a small precession of the magnetization
around its equilibrium value, in quantum low-dimensional systems this state is
dynamically very fragile, and the subsequent time evolution produces a collapse of
the magnetization, as shown in the previous section.
Indeed, by solving the dynamics for t > τ , we find that the magnetization
always decays to zero exponentially in time, as reported in Figure 3.4(a), i.e.,
mx(t) ∼ e−γt, (3.62)
with a decay rate γ that scales as 1/τ2 for large ramp durations (Figure 3.4(b)).
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3.5 Concluding remarks
In this Chapter, we have shown that the stationary value of the order parameter of
a one-dimensional quantum Ising model does not behave in an adiabatic way within
the ferromagnetic phase, however small the switching rate of the transverse field is.
This occurs in spite of the fact that the Hamiltonian is gapped, which in principle
is the most favorable situation for an adiabatic evolution. Such a behavior of the
order parameter has to be expected whenever the system has a phase transition
only at zero temperature and it is driven within the ordered phase. Indeed a finite
density of excitations nex ∼ 1/τ2 will always be generated and in this situation will
be always sufficient to destroy order. From this, one can estimate also the behavior
of the correlation length, which, following the same reasoning as the Kibble-Zurek
argument, will be ξ ∼ 1/n1/dex ∼ τ2/d, with d being the dimension of the system. A
natural question that comes up is what happens instead in an analogous system
where the transition survives at finite temperature. One possibility is that there
is a transition in the value of the order parameter as a function of τ , namely, for
sufficiently slow ramps its asymptotic value is finite, while it goes to zero for fast
ramps. If this is really the case, and, if so, when the value of the order parameter
is finite or not remain interesting questions.

Appendix
3.A Small τ expansion
In this section we show the derivation of the series expansion in powers of τ of the
correlation length, valid for small durations of the ramp.
Introducing the dimensionless variable s = t/τ , with 0 ≤ s ≤ 1, we write the
functions fn,k(t) as power series of τ , i.e.,
f1,k(s) =
∑
n≥0
a
(n)
k (s) τ
n, (3.63)
f2,k(s) =
∑
n≥0
b
(n)
k (s) τ
n, (3.64)
f3,k(s) =
∑
n≥0
c
(n)
k (s) τ
n, (3.65)
with the coefficients satisfying initial conditions a(0)k (0) = f1,k(0), b
(0)
k (0) = f2,k(0),
c
(0)
k (0) = 0, and, for any n > 0, a
(n)
k (0) = b
(n)
k (0) = c
(n)
k (0) = 0. Replacing the
expansions in Eq. (3.31), we find the evolution equations of the coefficients,
d
ds
a
(n)
k (s) = 4 sin(k) c
(n−1)
k (s)
d
ds
b
(n)
k (s) = 4 [h0 − cos(k) + (h1 − h0)s] c(n−1)k (s)
d
ds
c
(n)
k (s) = −4 [h0 − cos(k) + (h1 − h0)s] b(n−1)k (s)− 4 sin(k) a(n−1)k (s).
(3.66)
These equations can be readily integrated, obtaining an iterative procedure to
compute f1,k(s), f2,k(s), and f3,k(s) at the desired order in τ . We readily note that,
since c(0)k = 0, we have a
(2n+1)
k = b
(2n+1)
k = c
(2n)
k = 0, ∀n. This in turn implies that
the corrections to nk, and so to the correlation length ξ, with respect to the sudden
quench value are given by even powers of τ .
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Let us compute the first non-vanishing correction. From the last equation
of (3.66) we find
c
(1)
k (s) =
2(h1 − h0) sin k
0k
s2, (3.67)
and then, replacing this expression in the first two equations,
a
(2)
k (s) =
8(h1 − h0) sin2(k)
30k
s3, (3.68)
b
(2)
k (s) =
8(h1 − h0) sin(k) (h0 − cos(k))
30k
s3 +
2(h1 − h0)2 sin(k)
0k
s4. (3.69)
Through Eq. (3.48), we can calculate the occupation numbers:
1−2nk(τ) = 1 + h0h1 − (h0 + h1) cos(k)
0k 1k
+
2(h1 − h0)2 sin2(k)
3 0k 1k
τ2+O
(
τ4
)
. (3.70)
Then, by means of Eq. (3.53), we find the expansion of the inverse of the correlation
length up to second order in τ , which reads
ξ−1(τ) =− ln
(
1 + h0h1 +
√
(1− h21)(1− h20)
2
)
− 3(h0 + h1)
2
2(h1 − h0)2
(
1 + h0h1 −
√
(1− h21)(1− h20)
) τ2 +O (τ4) , (3.71)
Finally, by inverting the previous expression, we recover Eq. (3.54).
This procedure can be straightforwardly repeated for computing higher order
corrections, and it is easily implementable on a computer. We performed the
calculations up to the eighth order in τ and we notice that all contributions are
even if we exchange h0 and h1, that is if we either ramp up or down the transverse
field.
3.B Large τ expansion
In this section we provide details on the derivation of the perturbative expansion
in powers of τ of the correlation length, valid for large τ . First, we find an
approximate expression of the evolved state by applying the adiabatic perturbation
theory (APT) [147]. Then we perform a power series expansion of the occupation
numbers nk = 〈Ψ+(t)|γτ †k γτk |Ψ+(t)〉 in terms of the small parameter 1/τ and we
finally use it to compute the correlation length.
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3.B.1 Adiabatic Perturbation Theory
Our problem can be reduced to a two-level problem, greatly simplifying the gen-
eral results of Ref. [147]. Indeed, because of the momentum conservation, the
instantaneous excited states are obtained by applying products γt †−k γ
t †
k to the
instantaneous ground state |Ω+〉t. Since excitations to different k-modes are inde-
pendent one from each other, we can consider the problem as a sum of independent
two-level systems. Again, it is convenient to rescale the time as s = t/τ , 0 ≤ s ≤ 1.
The instantaneous eigenstates of the two-level system are |−(s)〉k = (uk(s), vk(s))T
and |+(s)〉k = (vk(s),−uk(s))T , with corresponding eigenvalues E±(s) = ±2k(s).
Using the same notation as in Ref. [147], we write the k-mode evolved state as a
power series in terms of 1/τ
|Ψ(s)〉k =
∑
p≥0
1
τp
|ψ(p)(s)〉k , (3.72)
and we set
|ψ(p)(s)〉k =
∑
m,n=−,+
e−iτωm(s) b(p)nm(s) |n(s)〉k , (3.73)
where
ω+(s) = −ω−(s) =
ˆ s
0
ds′ 2k(s′) ≡ ωk(s), (3.74)
while b(p)nm(s) are k-dependent coefficients, whose explicit expressions are given
below. Since the initial state is the ground state of the two-level system, the
initial conditions are |ψ(0)(0)〉k = |−(0)〉k and, for any p > 0, |ψ(p)(0)〉k = 0.
Requiring the adiabatic approximation to be the zeroth order term in the power
series expansion of APT, we obtain
|ψ(0)(s)〉k = eiωk(s)τ |−(s)〉k . (3.75)
The first order correction to the adiabatic approximation is
|ψ(1)(s)〉k = eiωk(s)τ b(1)−−(s) |−(s)〉k
+
(
e−iωk(s)τ b(1)++(s) + e
iωk(s)τ b
(1)
+−(s)
)
|+(s)〉k , (3.76)
while the second order correction is
|ψ(2)(s)〉k =
(
e−iωk(s)τ b(2)−+(s) + e
iωk(s)τ b
(2)
−−(s)
)
|−(s)〉k
+
(
eiωk(s)τ b
(2)
+−(s) + e
−iωk(s)τ b(2)++(s)
)
|+(s)〉k . (3.77)
The approximate expression of the k-mode evolved state up to second order is
|Ψ(s)〉k = |ψ(0)(s)〉k + τ−1 |ψ(1)(s)〉k + τ−2 |ψ(2)(s)〉k +O
(
τ−3
)
. (3.78)
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3.B.2 Perturbative Expansion
Using the approximate expression of the evolved state in Eq. (3.78) and noting
that γτk |−(1)〉k = 0, which implies that at leading order nk(τ) = 0, the power
series expansion of the occupation numbers up to fourth order in 1/τ is
nk(τ) = τ
−2 n(2)k (τ) + τ
−3 n(3)k (τ) + τ
−4 n(4)k (τ) +O
(
τ−5
)
, (3.79)
where
n
(2)
k (τ) =
∣∣∣b(1)++(1)∣∣∣2 + ∣∣∣b(1)+−(1)∣∣∣2 − 2 cos (ϕk(τ))(b(1)++(1)b(1)+−(1)) , (3.80)
n
(3)
k (τ) = 2 sin (ϕk(τ))
(
i b
(1)
+−(1)b
(2)
++(1)− i b(1)++(1)b(2)+−(1)
)
, (3.81)
n
(4)
k (τ) '
(
b
(2)
++(1)
)2
+
(
b
(2)
+−(1)
)2
+ 2 cos (ϕk(τ))
(
b
(2)
++(1)b
(2)
+−(1)
)
, (3.82)
and
b
(1)
++(1) = (h1 − h0)
i sin(k)
8 30k
, (3.83)
b
(1)
+−(1) = −(h1 − h0)
i sin(k)
8 31k
, (3.84)
b
(2)
++(1) = (h1 − h0)2
sin(k)
32 30k
[
3 (h0 − cos(k))
30k
+
sin2(k)
4
ˆ h1
h0
dh
(
h2 − 2h cos(k) + 1)−5/2] , (3.85)
b
(2)
+−(1) = −(h1 − h0)2
sin(k)
32 31k
[
3 (h1 − cos(k))
31k
− sin
2(k)
4
ˆ h1
h0
dh
(
h2 − 2h cos(k) + 1)−5/2] , (3.86)
ϕk(τ) =
4τ
h1 − h0
ˆ h1
h0
dh
(
h2 − 2h cos(k) + 1)1/2 . (3.87)
We point out that in n(4)k (τ) we are neglecting the contribution of the term
k〈ψ(1)(1)|γτ †k γτk |ψ(3)(1)〉k + h.c.,because it gives higher order corrections to the
correlation length.
Inserting the expansion of Eq. (3.79) in Eq. (3.53) and keeping the terms up to
fourth order, we obtain
ξ−1(τ) =
1
pi
{
τ−2
ˆ pi
−pi
dk n
(2)
k (τ) + τ
−3
ˆ pi
−pi
dk n
(3)
k (τ)
+ τ−4
ˆ pi
−pi
dk
[
n
(4)
k (τ) +
(
n
(2)
k (τ)
)2]}
+O
(
τ−5
)
. (3.88)
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From Eq. (3.88), it is evident that oscillations in the correlation length appear as a
consequence of oscillations in the occupation numbers.
Let us compute the integrals in the previous expression using Eqs. (3.80)–(3.87).
I1 = 1
pi
ˆ pi
−pi
dk
∣∣∣b(1)++(1)∣∣∣2 + ∣∣∣b(1)+−(1)∣∣∣2
=
(h1 − h0)2
[(
1− h20
)3
+
(
1− h21
)3]
64
(
1− h20
)3 (
1− h21
)3 . (3.89)
I2(τ) = − 2
pi
ˆ pi
−pi
dk cos (ϕk(τ))
(
b
(1)
++(1)b
(1)
+−(1)
)
= −(h1 − h0)
2
16pi
<e
[ˆ pi
−pi
dk
sin2(k)
30k 
3
1k
eiϕk(τ)
]
. (3.90)
The contribution of the integral (3.90) can be evaluated applying the stationary
phase approximation. Since in the power series expansion (3.88) we are keeping
only terms up to fourth order, we can neglect all the contributions of I2(τ) higher
than the second order in 1/τ . We finally obtain
I2(τ) = − τ−3/2 (h1 − h0)
2
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√
pi
[
A2
B2
3/2
cos
(
B0 τ +
3pi
4
)
+
C2
|D2|3/2
cos
(
D0 τ +
3pi
4
)]
+O
(
τ−5/2
)
≡ τ−3/2 Φ(τ) +O
(
τ−5/2
)
, (3.91)
where
A2 =
1
(1− h0)3(1− h1)3 , (3.92)
B0 = 2 (2− h0 − h1), (3.93)
B2 =
2
h1 − h0
[
ln
(
1− h0
1− h1
)
− h1 + h0
]
, (3.94)
C2 =
1
(1 + h0)3(1 + h1)3
, (3.95)
D0 = 2 (2 + h0 + h1), (3.96)
D2 = − 2
h1 − h0
[
ln
(
1 + h0
1 + h1
)
+ h1 − h0
]
. (3.97)
All the other integrals containing an oscillatory part can be calculated using
the stationary phase approximation. However, they give higher order corrections
to the expansion (3.88), so their contribution is negligible.
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So, the only integrals that we have to take into account are
I3 = 1
pi
ˆ pi
−pi
dk
[(
b
(2)
++(1)
)2
+
(
b
(2)
+−(1)
)2]
, (3.98)
which has been evaluated numerically, and
I4 = 1
pi
ˆ pi
−pi
dk
(∣∣∣b(1)++(1)∣∣∣2 + ∣∣∣b(1)+−(1)∣∣∣2)2
=
3(h1 − h0)4
16384
[
1 + h20
(1− h20)7
+
1 + h21
(1− h21)7
+
2(1 + h0h1)
(1− h20)(1− h21)(1− h0h1)5
]
. (3.99)
Replacing the contribution of integrals I1, I2(τ), I3, and I4 in Eq. (3.88), we
get an expansion of ξ−1(τ) in powers of 1/τ :
ξ−1(τ) = I1 τ−2 + Φ(τ) τ−7/2 + (I3 + I4) τ−4 +O
(
τ−9/2
)
, (3.100)
Inverting this power series, we obtain the result of Eq. (3.55), i.e.,
ξ(τ) =
1
I1 τ
2 + Ξ(τ)
√
τ + Λ +O
(
τ−1/2
)
, (3.101)
with Ξ(τ) = −Φ(τ)/(I1)2 and Λ = −(I3 + I4)/(I1)2. Again, all the terms of the
expansion are invariant if we exchange h0 and h1.
Chapter 4
Aging and coarsening in isolated
quantum systems after a quench
Whether and how an isolated quantum system thermalizes after a quench of the
parameters of its Hamiltonian is a subject of extensive investigation. Remarkably,
the study of the approach to thermal equilibrium disclosed a number of novel
features such as the existence of prethermalized quasistationary states. As dis-
cussed in Sec. 1.4, it was argued that prethermalization occurs due to the system
retaining memory of the integrable part of the Hamiltonian, which, in the absence
of nonintegrable terms, would lead the system towards a nonthermal state. We also
mentioned (see Sec. 1.5) that a quantum system can undergo a dynamical phase
transition (DPT) in the prethermalized regime, with some of the features of an
equilibrium quantum phase transition, such as the appearance of diverging length
and time scales. On this basis, one expects some degree of universality to emerge
close to a DPT, with spatial and temporal correlations characterized by critical
exponents which do not depend on the microscopic details of the system. In partic-
ular, the lack of time scales combined with the breaking of translational symmetry
in time due to a sudden quench is expected to cause an algebraic relaxation of
the system to its stationary state, a phenomenon which has been referred to as
quantum aging, in analogy with the slow dynamics observed in glasses [149]. While
aging is known to occur in classical critical systems [150, 151], only recently the
same issue has been investigated after quenches in open [152–154] or isolated [119]
quantum systems. However, while in the former case the critical point responsible
for aging is the thermal one dictated by the presence of a thermal bath, in the
latter the critical point has an intrinsic nonequilibrium nature.
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The consequences of this difference was recently explored in Ref. [119], where
a system with vector order parameter φ with N components and a Hamiltonian
with O(N) symmetry was studied by means of a perturbative renormalization-group
approach. Aging was shown to occur in an early stage of the evolution, when
the system exhibits prethermalization, rather than in the eventual thermalized
state. This prethermalized state was recognized to be similar to the nonequilibrium
stationary state approached by the same model in the limit N →∞, in which it
becomes integrable [116–118]. This fact suggests that the O(N)-symmetric Hamilto-
nian for N →∞ is the integrable Hamiltonian responsible for the prethermalization
occurring for finite N .
In this Chapter, we report a complementary nonperturbative analysis of the
problem analyzed perturbatively in Ref. [119], by considering the postquench
dynamics in the limit N →∞, when the model is exactly solvable, starting from
a ground state in the disordered phase. We characterize the dynamics in absence
of time and length scales in the system, i.e., close to the dynamical critical point,
by studying the universal exponents and scaling forms of the relevant two-time
correlation functions, which can be calculated exactly. Our analytical predictions
are confirmed by the numerical solution of the corresponding equations. Moreover,
we find that the same scaling functions, yet with different exponents, also describe
the coarsening dynamics for quenches below the dynamical critical point.
4.1 Model and quench protocol
We consider a system described by the following O(N)-symmetric Hamiltonian in d
spatial dimensions
H(r0, u) =
ˆ
ddx
[
1
2
Π2 +
1
2
(∇φ)2 + r0
2
φ2 +
u
4!N
φ4
]
, (4.1)
where φ = (φ1, . . . , φN ) is a bosonic field with N components, while Π is the
canonically conjugated momentum with [φa(x),Πb(x′)] = i δ(d)(x − x′) δa,b. The
parameter r0 corresponds to the bare (square) mass of the theory, while the
coupling u > 0 controls the strength of the anharmonic interaction. In the following
we will consider the limit N →∞ [155], where the model is exactly solvable.
At equilibrium [142], this system is described by a quadratic theory with an
effective (square) mass reff and exhibits a phase transition between a paramagnetic
phase and an ordered one, characterized by the spontaneous breaking of the O(N)
symmetry (Figure 4.1). This transition, identified by the condition reff = 0, occurs
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reff > 0
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Figure 4.1: Schematic picture of the equilibrium phase diagram of the O(N) model
in the limit of large-N . (a) For 1 < d ≤ 2, the system undergoes a quantum
phase transition at the equilibrium quantum critical point rc0,eq. At T = 0 and
for r0 < rc0,eq the system is in an ordered state (red line). (b) For d > 2, a thermal
transition exists. The red line indicates the locus of the finite temperature phase
transition rc0,eq(T ), below which the system is in an ordered state (colored area).
at the equilibrium critical value
rc0,eq(T ) = −
u
12
ˆ
ddk
(2pi)d
1
k
coth
(
k
2T
)
h
(
k
Λ
)
, (4.2)
where T is the temperature, and the function
h(x) =
0 for x 1,1 for x 1, (4.3)
implements a large-k cutoff at the scale Λ in order to make the theory well-defined
at short distances, while it does not affect it for k  Λ. In particular, the quantum,
zero-temperature phase transition occurs for d > 1, which is the lower critical
dimension dl, while the thermal transition appears for d > 2, having dl = 2. The
upper critical dimension, instead, is dc = 3 for the quantum transition and dc = 4
for the finite temperature one.
Our quench protocol consists in a sudden change of both the bare mass and
the interaction strength: at time t < 0 the system is prepared in the disordered
ground state |Ψ0〉 of the prequench noninteracting Hamiltonian H(Ω20, 0), while
the system is evolved with the postquench Hamiltonian H(r0, u) for t ≥ 0. This
protocol was studied in Ref. [119], while in Refs. [113, 116–118] u had the same
nonzero value in the pre- and postquench Hamiltonian. For the latter, it was
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shown that the system undergoes a dynamical phase transition (DPT) at a certain
dynamical critical value r0 = rc0, which is always smaller than the equilibrium
quantum critical point rc0,eq. As argued in Ref. [119], a nonvanishing u in the
present initial Hamiltonian would only renormalize the value of the initial bare
mass Ω20 and therefore we expect the model discussed here to undergo a DPT such
as the one studied in Refs. [113,116–118]. The upper critical dimension of the DPT
is dc = 4, as in the corresponding equilibrium theory at finite temperature [118,119].
Accordingly, the critical, collective properties for d > 4 are completely described by
the corresponding noninteracting theory (see Sec. 4.2). For d smaller than the lower
critical dimensionality dl = 2 [118], instead, this DPT is not expected to occur.
However, since a counterpart of the Mermin-Wagner theorem is not known out of
equilibrium, the occurrence of a different DPT cannot be ruled out for d < dl.
In the following we exploit the fact that, if the O(N) symmetry in the initial state
is not broken, the average 〈φaφb〉 (where 〈. . .〉 ≡ 〈Ψ0| . . . |Ψ0〉) vanishes unless a = b,
with its nonvanishing value independent of a, and equal to the fluctuation 〈φ2〉 of a
generic component φ of the field. In the limit N →∞, the model can be solved by
taking into account that, at the leading order, the quartic interaction in Eq. (4.1)
decouples as [116–118,156]
φ4 → 2(N + 2) 〈φ2〉φ2 −N(N + 2) 〈φ2〉2 ; (4.4)
as shown in Ref. [157], this decoupling corresponds to the Hartree-Fock approxima-
tion, which becomes exact for N →∞. Once inserted into Eq. (4.1), the dynamics
of the various components of the fields decouples and each of them is ruled (up to
an inconsequential additive constant) by the effective time-dependent quadratic
Hamiltonian
Heff(t) = 1
2
ˆ
ddx
[
Π2 + (∇φ)2 + reff(t)φ2
]
, (4.5)
where reff(t) is determined by the condition
reff(t) = r0 +
u
6
〈φ2(x, t)〉 . (4.6)
In a field-theoretical language, reff(t) plays the role of a renormalized (square)
effective mass of the field φ. Due to the quadratic nature of Heff , it is convenient
to decompose the field φ into its Fourier components φk, according to
φ(x, t) =
ˆ
ddk
(2pi)d
φk(t) e
ik·x (4.7)
with an analogous decomposition for Π. Each of these components can be written
in terms of the annihilation and creation operators [116,118] ak and a
†
k, respectively,
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diagonalizing the initial Hamiltonian,
φk(t) = fk(t) ak + f
?
k(t) a
†
−k, (4.8)
where fk(t) = f−k(t) is a complex function depending on both time t and mo-
mentum k. Note that the canonical commutation relations between φ and Π
imply [116]
2=m [fk(t)f˙?k(t)] = 1. (4.9)
The Heisenberg equation of motion for φk(t) derived from the Hamiltonian (4.5)
yields the following evolution equation for fk(t),
f¨k +
(
k2 + reff(t)
)
fk = 0, (4.10)
with k = |k|. This equation is supplemented by the initial conditions
fk(0) =
1√
2ω0k
and f˙k(0) = − i
√
ω0k
2
, (4.11)
where ω20k = k
2 + Ω20, which can be obtained by diagonalizing the quadratic
prequench Hamiltonian and by imposing the continuity [4, 158] of φk(t) at t = 0.
Since the Hamiltonian is quadratic, all the information on the dynamics is
encoded in its two-time functions, such as the Keldysh (GK) and retarded (GR)
Green’s functions, which are defined by [159]
δk,−k′ iGK(k, t, t′) = 〈{φk(t), φk′(t′)}〉 , (4.12)
δk,−k′ iGR(k, t, t′) = θ(t− t′) 〈[φk(t), φk′(t′)]〉 , (4.13)
where δk,k′ ≡ (2pi)d δ(d)(k − k′), while θ(t < 0) = 0 and θ(t ≥ 0) = 1. Accord-
ingly, reff(t) in Eq. (4.6) can be expressed in terms of GK as
reff(t) = r0 +
u
12
ˆ
ddk
(2pi)d
iGK(k, t, t)h
(
k
Λ
)
. (4.14)
By using Eq. (4.8) in Eqs. (4.12) and (4.13), we find that GK,R can be written in
terms of the function fk as:
iGK(k, t, t
′) = 2<e [fk(t)f?k(t′)] , (4.15)
GR(k, t, t
′) = 2 θ(t− t′)=m [fk(t)f?k(t′)] . (4.16)
The dynamics of the system can be determined by solving the set of self-consistent
equations given by Eqs. (4.10), (4.14), and (4.15). Generically, these equations
do not admit an analytic solution and therefore one has to resort to numerical
integration. Nevertheless, in the following section, we show that some quantities
can be analytically calculated when the postquench Hamiltonian is close to the
dynamical critical point.
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4.2 Dynamical phase transition and scaling equations
In Refs. [116–118] it was shown that, after the quench, the system approaches a
stationary state, in which the effective Hamiltonian becomes time-independent.
Such a stationary state was then argued to be nonthermal as a consequence of the
integrability of the model. In particular, in Ref. [118], it was demonstrated that
when the bare mass r0 in Eq. (4.1) is tuned to a critical value rc0, the long-time
limit r∗ of the corresponding effective mass reff(t) in Eq. (4.5) vanishes and therefore
the fluctuations of the order parameter become critical, signaling the occurrence of
a DPT. More precisely, as a consequence of the divergence of the spatial correlation
length ξ ≡ (r∗)−1/2, the correlation functions at long times acquire scaling forms
characterized by universal critical exponents.
Similarly to the case of classical systems after a quench of the temperature [151],
the correlation functions exhibit dynamical scaling forms not only in the steady
state, but also while approaching it [119]: in particular, relying on dimensional
analysis and on the lack of additional time and length scales at r0 = rc0, one expects
the effective value reff(t) to scale as
reff(t) =
a
t2
σ(Λt), (4.17)
where the function σ(x) is normalized by requiring σ(∞) = 1, such that reff(t)
vanishes at long times as
reff(t) =
a
t2
for Λt 1, (4.18)
while a is a dimensionless quantity. The nonuniversal corrections introduced
by σ(Λt) − 1 to this long-time limit are negligible for Λt  1. On the contrary,
for Λt . 1, they become dominant and nonuniversal behavior is displayed. Ac-
cordingly, one can identify a microscopic time [119] tΛ ' Λ−1 which separates
these two regimes: for 0 ≤ t . tΛ the dynamics is dominated by nonuniversal
microscopic details; for t & tΛ, instead, the dynamics becomes universal. This
discussion assumes that the function σ(x) has a well-defined limit as x→∞, which
might not be the case in the presence of oscillatory terms. In fact, as shown in the
numerical analysis presented in Sec. 4.3, the nonuniversal function σ(x) depends on
how the cutoff Λ is implemented in the model, i.e., on the choice of the function h(x)
in Eq. (4.14). In particular, the choice of a sharp cutoff turns out to make σ(x)
oscillate, masking the universal long-time behavior reff(t) ∼ t−2.
As a consequence of the universal form of Eq. (4.18) for t & tΛ, the correlation
functions are expected to exhibit scaling properties. In order to show this, it
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is convenient to rescale time and write the function fk(t) as fk(t) = gk(kt).
Inserting Eq. (4.18) into Eq. (4.10), one finds the equation for gk(x),
g′′k(x) +
(
1 +
a
x2
)
gk(x) = 0, (4.19)
valid for x ≡ kt & ktΛ, whose solution is
gk(x) =
√
x (AkJα(x) +BkJ−α(x)) , (4.20)
where Jα(x) is the Bessel function of the first kind and
α =
√
1
4
− a. (4.21)
Below we show that it is consistent to assume a < 1/4 and therefore α to be real.
The constants Ak and Bk in Eq. (4.20) are fixed by the initial condition of the
evolution, as discussed below. For later reference, we recall that
Jα(x) '
(x/2)α/Γ(1 + α), for x 1,cos(x− αpi/2− pi/4)√2/(pix), for x 1, (4.22)
where Γ(x) is the Euler Γ function [160]. Note that Eq. (4.20) encodes the complete
dependence of fk(t) on time t for t & tΛ, whereas its dependence on the wave
vector k is encoded in the yet unknown functions Ak and Bk. By using the following
identity for the Wronskian of Bessel functions [160]
Jα(x)J
′
−α(x)− J−α(x)J ′α(x) = −
2 sin(αpi)
pix
, (4.23)
one can show that Eq. (4.9) requires the coefficients Ak, Bk to satisfy the relation
=m [AkB?k] = −
pi
4 sin(αpi)
1
k
. (4.24)
This relation is not sufficient in order to determine completely Ak and Bk unless
the full functional form of reff(t) is taken into account, including its nonuniversal
behavior for t . tΛ; this would allow us to fix Ak and Bk on the basis of the initial
conditions for the evolution, which at present cannot be reached from Eq. (4.20),
being it valid only for t & tΛ. However, for a deep quench —such as that one
investigated in Ref. [119]— with Ω0  Λ, the initial conditions (4.11) for the
evolution of fk(t) become essentially independent of k and read
fk(0) ' 1√
2Ω0
, f˙k(0) ' − i
√
Ω0
2
. (4.25)
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At time t ' tΛ ' Λ−1, fk(tΛ) can be calculated from a series expansion fk(tΛ) =
fk(0) + tΛf˙k(0) + t
2
Λf¨k(0) + O(t
3
Λ) and by using Eqs. (4.10) and (4.25) one may
readily conclude that its dependence on k comes about via (k/Λ)2 and k/(Ω0Λ);
accordingly, at the leading order, it can be neglected for k  Λ. On the other
hand, fk at tΛ can be evaluated from Eq. (4.20) and, since ktΛ ' k/Λ 1, we can
use the asymptotic form of the Bessel functions for small arguments, finding
fk(tΛ) ∝ Ak
(
k
Λ
)1/2+α
+Bk
(
k
Λ
)1/2−α
. (4.26)
In order to have fk(tΛ) independent of k at the leading order, it is then necessary
that
Ak ' A
(
k
Λ
)−1/2−α
, Bk ' B
(
k
Λ
)−1/2+α
, (4.27)
where A and B are yet unknown complex numbers. While this scaling is expected
to be true for k  Λ, nonuniversal corrections may appear for k ' Λ. Note that
Eq. (4.27) is consistent with (4.24), provided that
=m [AB?] = − pi
4 sin(αpi)
1
Λ
. (4.28)
The numerical analysis discussed in Sec. 4.3 actually shows that Ak turns out to
be purely imaginary, while Bk is real. Combining Eqs. (4.27) with (4.20), (4.15),
and (4.16), one finds a simple form for the retarded Green’s function
GR(k, t, t
′) = −θ(t− t′) pi
2 sinαpi
√
tt′
[
Jα(kt)J−α(kt′)− J−α(kt)Jα(kt′)
]
, (4.29)
while the one for iGK(k, t, t′) is somewhat lengthy and thus we do not report it
here explicitly. In order to determine a and therefore α from the self-consistent
condition in Eq. (4.14), it is actually sufficient to know iGK(k, t, t′) for t = t′,
which is given by
iGK(k, t, t) = 2Λt
[
|A|2
(
k
Λ
)−2α
J2α(kt) + |B|2
(
k
Λ
)2α
J2−α(kt)
+ 2<e [AB?] Jα(kt)J−α(kt)
]
. (4.30)
Accordingly, while Eq. (4.24) is sufficient in order to determine the complete form
of GR, the one of GK still contains unknown coefficients A and B which are eventu-
ally determined by the initial conditions; nevertheless, the scaling properties of both
of these functions are already apparent. In fact, their dynamics is characterized
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by two temporal regimes, which we refer to as short (kt 1) and long (kt 1)
times. Stated differently, the temporal evolution of each mode k has a typical time
scale ∼ k−1 determined by the value of the momentum itself and the corresponding
short-time regime extends to macroscopically long times for vanishing momenta.
Let us focus on GR in Eq. (4.29): at short times t′ < t  k−1 it becomes
independent of k
GR(k, t, t
′) ' − t
2α
(
t′
t
)1/2−α [
1−
(
t′
t
)2α]
, (4.31)
where we used the asymptotic expansion in Eq. (4.22). For well-separated times t
t′, the second term in brackets is negligible and GR(k, t t′, t′) displays an algebraic
dependence on the ratio t′/t. At long times k−1  t′, t, instead, GR becomes time-
translational invariant and, by keeping the leading order of the asymptotic expansion
of the Bessel functions in Eq. (4.22), it reads
GR(k, t, t
′) ' −θ(t− t′) sin (k(t− t
′))
k
, (4.32)
which is nothing but the GR of a critical Gaussian Hamiltonian (u = 0) after a
deep quench [119].
Similarly, at short times t k−1 and to leading order in Λt, GK(k, t, t) reads
(see Eqs. (4.30) and (4.22))
iGK(k, t, t) ' 2
1−2α |A|2
Γ2(1 + α)
(Λt)1+2α , (4.33)
which is independent of the momentum k, as it is the case for GR within the same
temporal regime. At long times t k−1, instead, one finds
iGK(k, t, t) ' 2|A|
2
pi
(
Λ
k
)1+2α
, (4.34)
to leading order in k/Λ, where the possible oscillating terms have been neglected, as
they are supposed to average to zero when an integration over momenta is performed.
The resulting expression turns out to be time-independent and, contrary to what
happens with GR, it does not correspond to the GK of a critical Gaussian theory
after a deep quench [119], reported further below in Eq. (4.35). This fact should be
regarded as a consequence of the nonthermal nature of the stationary state which
is eventually reached by the system and which retains memory of the initial state.
Since the effective Hamiltonian (4.5) is Gaussian, it is tempting to interpret the
anomalous momentum dependence ∼ k−1−2α in Eq. (4.34) in terms of a quench in
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a truly Gaussian theory. In the latter case, it was shown [4, 158, 161] that, for deep
quenches,
iGK(k, t, t) ' Ω0
2k2
, (4.35)
which is similar to an equilibrium distribution with an effective temperature Teff '
Ω0. Accordingly, Eq. (4.34) can be regarded as resulting from a quench of a
Gaussian theory with a momentum-dependent initial “temperature” Ω0(k) ∼ k1−2α.
Eqs. (4.33) and (4.34) show that the term proportional to |A|2 in the expres-
sion (4.30) of GK(k, t, t) is dominant at both long and short times: accordingly, we
can neglect the remaining ones and the Keldysh Green’s function with two different
times t, t′ acquires the scaling form
iGK(k, t, t
′) = 2|A|2
(
Λ
k
)1+2α√
k2tt′Jα(kt)Jα(kt′), (4.36)
which can be derived from Eqs. (4.20), (4.27), and (4.15). This expression can now
be used in order to derive from Eq. (4.14) the value of the constant a and therefore
of the exponent α (see Eq. (4.21)) which characterizes the scaling forms (4.29)
and (4.36). For Λt  1 one can approximate reff(t) with Eq. (4.18) and, by
assuming a sharp cutoff h(x) = θ(1− x), Eq. (4.14) becomes
a
t2
= rc0 +
ad
6
|A|2 uΛd Id,α(Λt) (4.37)
at the critical value r0 = rc0. In this expression we introduced the function
Id,α(x) = x
ˆ 1
0
dy yd−1−2α J2α(xy), (4.38)
while ad = Ωd/(2pi)d with Ωd = 2pid/2/Γ(d/2) the d-dimensional solid angle.
Expanding Id,α(x) for large arguments x 1, one finds that
Id,α(x) = Wd,α(x) + c(0)d,α +
c
(1)
d,α
xd−1−2α
+
c
(2)
d,α
x2
+O
(
1
x4
)
, (4.39)
whereWd,α(x) is a fast oscillating function which is a consequence of the sharp cutoff
considered in the integral over momenta and c(i)d,α are certain coefficients, the relevant
values of which are provided further below. Once the expansion of Id,α(x) is plugged
into Eq. (4.37), the r.h.s. of this equation can be expanded in decreasing powers
of Λt which have to match the term on its l.h.s., resulting in a set of conditions
fixing the values of rc0, α, and u. Notice that the oscillations contained in Wd,α(x)
would be compensated by subleading terms in the l.h.s. of Eq. (4.37) (which are not
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reported), thus confirming the nonuniversal nature of Wd,α(x). The value of rc0 is
determined such as to cancel the constant contribution ∝ c(0)d,α on the r.h.s., while α
has to be fixed such that c(1)d,α = 0 in order to cancel the term ∝ (Λt)1+2α−d which
cannot be matched by the l.h.s. of Eq. (4.37) 1. This procedure —typically used
for solving this kind of self-consistent equations [150,162,163]— can be regarded as
a systematic way of canceling terms which result from corrections to scaling and,
therefore, it allows a comparison with the results obtained within a renormalization
group approach (with some exceptions, see Ref. [163]). For our purposes, it is
sufficient to focus on the condition
c
(1)
d,α =
1
2
√
pi
Γ
(
1
2 − d2 + α
)
Γ
(
d
2
)
Γ
(
1− d2 + α
)
Γ
(
1− d2 + 2α
) = 0, (4.40)
which is solved by requiring the argument of one of the two Γ functions in the
denominator to equal a nonpositive integer. The two corresponding infinite sets of
solutions S ′ and S for α are given by
S ′ =
{
d− 2
2
− n
}
n≥0
, S =
{
d− 2
4
− n
2
}
n≥0
, (4.41)
with integer n. The physically relevant one can be selected by requiring a to match
its Gaussian value a = 0 (or, equivalently, α = 1/2, see Eq. (4.21)) at the upper
critical dimensionality dc = 4 of the model [118, 119]. Note that this Gaussian
value of a can be easily inferred by inspecting the scaling behavior of GK,R for the
quench towards a noninteracting theory (compare, e.g., Eqs. (4.34) and (4.35)).
Accordingly, one finds a single possible solution from S, i.e.,
α =
d− 2
4
and a =
d
4
(
1− d
4
)
, (4.42)
with a > 0 for all values of d between dl = 2 and dc = 4, while for d > 4 the
Gaussian theory applies and therefore
α =
1
2
and a = 0. (4.43)
1In passing we mention that, alternatively, one might require the exponent of this term
to equal the one on the l.h.s. of Eq. (4.37), i.e., 1 + 2α − d = −2. Correspondingly, the
divergence of c(2)d,α ∝ a/[2pi(3+2α− d)] cancels the one of c(1)d,α reported in Eq. (4.40): the eventual
contribution ∝ t−2 on the r.h.s. of Eq. (4.37) is finite but negative and it would therefore require
an unphysical negative value of the coupling constant u in order to match the term on the l.h.s.
of the same equation.
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For d ≥ dc, c(2)d,α ∝ a vanishes and the leading temporal dependence of the r.h.s. of
Eq. (4.37) at long times is ∝ c(1)d,α=1/2(Λt)−(d−2) and therefore
reff(t) ∝ (Λt)−(d−2) , (4.44)
up to oscillating terms, instead of the behavior ∝ t−2 in Eq. (4.18). Eqs. (4.42)
and (4.43) together with Eqs. (4.29) and (4.36) completely characterize the scaling
behavior of GK,R after a deep quench to the critical point. These results can
be compared with the predictions of Ref. [119], formulated with a dimensional
expansion around the upper critical dimensionality dc of the O(N) model, which is
expected to reduce to the present one for N → ∞. There, the time dependence
of GK,R for kt, kt′  1 and t′  t was parametrized in terms of the exponent θ as
GK(k, t, t
′) ∝ (tt′)1−θ and GR(k, t, t′) ∝ −t( t′
t
)θ
, (4.45)
from which it follows that θ is related to the exponent α introduced in Eqs. (4.29)
and (4.36) by θ = 1/2−α. Moreover, it was found in Ref. [119] that θ = /4+O(2)
with  ≡ 4− d, in agreement with Eq. (4.42), which yields θ = 1− d/4 for d < 4.
We note here that among the remaining solutions of Eq. (4.40) in S and S ′ which
do not match the Gaussian value at d = dc, only one turns out to be compatible
with having a positive value of the coupling constant u in Eq. (4.37). This solution
belongs to S ′, and is given by
αco =
d− 2
2
with aco =
(3− d)(d− 1)
4
; (4.46)
remarkably, it turns out to be related to the coarsening occurring after a quench
to r0 < rc0, as we argue and demonstrate further below.
4.3 Numerical results
In order to test the quality of the analytical predictions of the previous section, we
studied in detail the numerical solution of the evolution equation (4.10) for fk(t),
under the constraint provided by Eq. (4.14), with GK(k, t, t) given by Eq. (4.15).
In Sec. 4.3.1 we consider the case of a quench to the critical point, comparing
the numerical results for the relevant correlation functions with the analytical
predictions derived in Sec. 4.2. In Sec. 4.3.2 we present, instead, results for a quench
below the critical point, and show some numerical evidence of the emergence of
scaling properties during coarsening.
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4.3.1 Quench to the critical point
In order to determine the critical value rc0 of the bare mass r0 in Eq. (4.1) one can
conveniently use the ansatz proposed in Ref. [118], i.e.,
rc0 = −
u
4!
ˆ
ddk
(2pi)d
2k2 + Ω20
k2
√
k2 + Ω20
h
(
k
Λ
)
, (4.47)
which turns out to correctly predict rc0 also beyond the case of a deep quench. The
rationale behind this ansatz relies on the assumption that GK(k, t, t) at t → ∞
has approximately the same form as for the case of a quench to r0 = 0 in the
noninteracting case u = 0 [156]. Although the validity of this assumption for a
quench to the critical point is questionable because, as shown in Sec. 4.2, GK differs
significantly from the noninteracting case u = 0 (see, e.g., Ref. [119]), Eq. (4.47)
anyhow provides accurate predictions for the value of rc0.
The accuracy of the ansatz (4.18) for the long-time behavior of reff(t) can
be tested by calculating reff(t) according to Eqs. (4.14) and (4.15), based on the
numerical solution of the evolution equation (4.10) for fk(t).
In Fig. 4.2 we show the time dependence of reff(t) after a deep quench. In par-
ticular, Figure 4.2(a) demonstrates, in spatial dimension d = 3.4, that while reff(t)
at long times approaches a finite value for r0 > rc0, it generically vanishes for
both r0 = rc0 and r0 < rc0. In particular, the corresponding decay turns out to
be ∼ t−2 in both cases, as indicated by the dashed lines, in agreement with the
ansatz (4.18) at criticality. Such an algebraic behavior actually sets in after some
time tΛ ∼ O(Λ−1), where Λ is the cutoff employed in the algorithm. As expected,
the actual possibility of detecting this algebraic decay depends on the way the
model is regularized, i.e., on the specific function h(x) used in Eq. (4.14) in order
to introduce the cutoff Λ. This is illustrated by Figure 4.2(b) for a quench at criti-
cality r0 = rc0 in d = 3, in which the momentum integral in Eq. (4.14) is regularized
with a sharp cutoff h(x) = θ(1− x) or with a smooth exponential h(x) = e−x or
Gaussian h(x) = e−x2/2 function, with characteristic scale Λ. Note that the value
of rc0 is also affected by this choice, according to Eq. (4.47). While the sharp cutoff
causes persistent oscillations in reff(t), which mask the expected behavior ∼ t−2,
the smooth ones are qualitatively similar and they reveal this algebraic decay after
some time tΛ. The persistent oscillations displayed for a sharp cutoff function
are expected to be subleading compared to the Λ-independent decay ∼ t−2 in
a formal expansion in decreasing powers of Λ: accordingly, their amplitude is
expected to decrease as Λ increases. This is clearly demonstrated by the curves
in Figure 4.2(c), which slowly approach the expected algebraic behavior (dashed
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Figure 4.2: Effective mass reff as a function of time t. (a) reff for a quench above,
at, and below the critical point rc0 in d = 3.4. The black dashed lines indicate
an algebraic decay ∼ t−2. (b) reff at r0 = rc0 for the various cutoff functions
with Λ = pi/2 in d = 3. (c) reff at r0 = rc0 for a sharp cutoff function with various
values of Λ in d = 3. The black dashed line indicates the expected algebraic decay
∼ t−2. (d) reff at r0 = rc0 for various values of the initial mass Ω20, in d = 3. (e) reff
at r0 = rc0 for various values of d > dc = 4. The black dashed lines indicate an
algebraic decay ∼ t−(d−2). (f) reff at r0 = rc0 for various values of Ω0 in d = 4.3.
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line) upon increasing the value of Λ. Accordingly, in order to detect the universal
behavior ∼ t−2 in the presence of a sharp cutoff, very large values of Λ have to
be used, resulting in a longer computational time with respect to that required
by an exponential or Gaussian cutoff function h(x). The onset of a scaling regime
for reff(t) for a quench at criticality is also expected to be influenced by the value
of the prequench mass Ω20, as discussed in Sec. 4.2 and in Ref. [119]. In particular,
while the analytic investigation in Sec. 4.2 assumes a deep quench, i.e., Ω0  Λ,
it is instructive to check numerically how the actual value of Ω0 influences the
time tΛ after which the expected universal algebraic behavior ∼ t−2 sets in. The
curves in Figure 4.2(d) show that tΛ increases significantly upon decreasing the
value of Ω20, until the eventual algebraic behavior is completely masked by the
initial nonuniversal transient occurring at t < tΛ when Ω0  Λ. If the spatial
dimensionality d of the model is larger than the upper critical dimensionality dc = 4,
the leading-order temporal decay of reff(t) is no longer proportional to t−2, because
the corresponding proportionality constant a vanishes (see Eq. (4.18)). In this
case, reff(t) still vanishes at long times with the algebraic law ∼ t−(d−2) given in
Eq. (4.44). This dependence is shown in Figure 4.2(e) for d = 4.1, 4.3, and 4.5. The
theoretical prediction for the exponent of this decay is indicated by the correspond-
ing dashed lines, while its prefactor is a nonuniversal constant which depends —in
contrast to the case d < 4— on the actual values of the parameters of the system,
e.g., Ω0, as shown in Figure 4.2(f) for d = 4.3.
As discussed in Sec. 4.2, the scaling behavior of reff(t) implies the emergence of an
algebraic dependence on time in GK,R, numerical evidences for which are presented
in Figure 4.3 for a deep quench occurring in d = 3. In particular, GK(k, t, t)
at criticality is expected to display the short-time scaling in Eq. (4.33) for t 
k−1 (which actually extends to long times for k = 0), while in the long-time
limit t k−1, GK displays (up to oscillating terms) the scaling in Eq. (4.34) as a
function of k. In order to corroborate these predictions, Figure 4.3(a) and 4.3(b)
show the dependence on time t and momentum k, respectively, of GK within
these two regimes, for quenches occurring at r0 > rc0, r0 = rc0, and r0 < rc0.
Figure 4.3(a) demonstrates that GK(k = 0, t, t), after a quench to criticality,
grows in time as ∼ t3/2 in agreement with Eqs. (4.33) and (4.42) for d = 3. If the
quench occurs above criticality, instead, GK displays oscillations with an asymptotic
period ∝ ξ = (r∗)−1/2, where r∗ = reff(t→∞) as expected on general grounds [119].
Remarkably, an algebraic behavior ∼ t2 emerges for quenches occurring below the
critical point (i.e., with r0 < rc0), which signals that the corresponding coarsening
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Figure 4.3: Keldysh (GK) and retarded (GR) Green’s functions. (a) GK(k, t, t)
at k = 0 and equal times as a function of time t for a quench above, at, and
below the critical point rc0 in d = 3. The black dashed lines superimposed on
the curves for r0 = rc0 and r0 < rc0 are proportional to t3/2 and t2, respectively.
(b) GK(k, t, t) at equal times t = 103 as a function of momentum k (cutoff Λ = pi/2)
for a quench above, at, and below the critical point rc0 in d = 3. The black dashed
lines superimposed on the curves for r0 = rc0 and r0 < rc0 are proportional to k−3/2
and k−2, respectively. (c) Main plot: |GR(k, t, t′)/t| for k = 0 and t = 2× 103 as
a function of t′/t for a quench at and below the critical point rc0 in d = 3. The
black dashed lines superimposed on the curves for r0 = rc0 and r0 < rc0 indicate
the analytical predictions 2 Ξ1/4(t′/t) and Ξ1/2(t′/t), respectively. Inset: GR(k, t, t′)
for k = 0 and t = 2× 103 as a function of t′ for a quench above the critical point rc0
in d = 3. The black dashed line indicates the analytical prediction in Eq. (4.32)
with k → √r∗ and r∗ ' 0.34. (d) GR(k, t, t′) for t = 2× 103 and t′ = 1.9× 103 as a
function of k (t− t′) (cutoff Λ = pi/2) for a quench above (inset), at, and below the
critical point rc0 in d = 3. Main plot: the superimposed black dashed line indicates
the analytical prediction in Eq. (4.32). Inset: the superimposed black dashed line
indicates the analytical prediction in Eq. (4.32) with k → √k2 + r∗ and r∗ ' 0.34.
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occurs on a dynamical length scale which grows in time [164]. Further below (see
Figure 4.5), we discuss the dependence of the power of this algebraic decay on
the spatial dimensionality d. We anticipate here that the present law ∼ t2 agrees
with what one would obtain by extending the scaling prediction in Eq. (4.33) to
quenches below rc0 and by using the value αco = 1/2 from Eq. (4.46) instead of α.
Figure 4.3(b), instead, reports the dependence on k of the value eventually reached
by GK(k, t, t) at a fixed but long time t k−1. In particular, at criticality, r0 =
rc0, GK approaches, up to oscillatory terms, the algebraic behavior ∼ k−3/2, in
agreement with Eqs. (4.34) and (4.42) in d = 3. For r0 < rc0, GK still displays, up to
oscillatory terms, an algebraic dependence on k, but with a different power ∼ k−2,
which again agrees with the extension of the critical scaling form (4.34) below rc0,
with α replaced with αco. When the quench occurs, instead, above the critical
point, GK tends to a constant, up to oscillations. In all the cases illustrated
in Figure 4.3, nonuniversal contributions affect the various curves for k & Λ =
pi/2, due to the effects of the regularizing function h(x). As far as GR(k, t, t′) is
concerned, Eq. (4.29) provides its complete expression within the scaling regime at
criticality r0 = rc0. In particular, GR(k = 0, t, t′) acquires the scaling form (4.31),
while GR(k, t, t′) becomes time-translational invariant at long times k−1  t′ < t
as in Eq. (4.32). Figure 4.3(c) shows that GR(k = 0, t, t′)/t with t′ < t becomes
indeed a function of the ratio t′/t only. At criticality this agrees with what is
expected on the basis of Eqs. (4.31) and (4.42) in d = 3 (which renders α = 1/4),
with |GR(k = 0, t, t′)/t| ∝ Ξ1/4(t′/t), where we define
Ξα(x) ≡ x1/2−α − x1/2+α. (4.48)
For a quench below rc0, instead, the same quantity becomes |GR(k = 0, t, t′)/t| ∝
1− (t′/t); this agrees with Ξ1/2(t′/t), i.e., with what one would infer by extending
the critical scaling function (4.31) below rc0 and by using the value αco = 1/2
in Eq. (4.46) for the exponent α. The inset shows, instead, the numerical data
for GR(k = 0, t, t′) after a quench to r0 > rc0, as a function of t′ and fixed t > t′,
which is characterized by persistent oscillations. As mentioned above, for this kind
of quench, reff(t) approaches a finite asymptotic value r∗ at large times and, up
to the leading order, the system behaves as a Gaussian model quenched at r∗,
for which the response function is given by [119] Eq. (4.32) with k → √k2 + r∗.
The dashed line reported in the inset of the figure corresponds to this theoretical
prediction with k = 0 (see also Figure 4.3(d)), confirming its accuracy. Figure 4.3(d)
shows GR(k, t, t′) as a function of k (t − t′) for two fixed long times t and t′ < t
and upon varying k. The main plot shows the corresponding numerical curves
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both for r0 = rc0 and r0 < rc0, which are however perfectly superimposed on the
theoretical prediction in Eq. (4.32), the latter being independent of the actual value
of α. The inset, instead, shows GR for r0 > rc0: also in this case, the numerical data
are indistinguishable from the corresponding theoretical prediction obtained on
the basis of Eqs. (4.32) with k → √k2 + r∗, as explained above while illustrating
Figure 4.3(c).
The numerical results presented in Figure 4.2 and 4.3 refer to a quench of the
model in a certain spatial dimensionality d. In order to test both the predictions
in Eq. (4.42) and some of the features of the scaling functions at criticality we
repeated the analysis of the previous Figures for a variety of values of d, the results
of which are reported in Figure 4.4. In particular, the long-time behavior of reff(t)
after a quench at r0 = rc0 (such as the one displayed for d = 3.4 in Figure 4.2(a))
can be fitted with the expected algebraic law a t−2 in order to extract the value
of a as a function of d. The resulting numerical estimates are indicated by the
dots in Figure 4.4(a), where they are compared with the theoretical prediction in
Eq. (4.42). While the agreement between the latter and the numerical data is very
good for d . 3.6, slight deviations appear upon approaching the upper critical
dimensionality dc = 4 of the model, due to the expected corrections to scaling which
are known to become increasingly relevant as d→ dc [163]. Analogously, by fitting
the time dependence of the critical iGK(k = 0, t, t) with the algebraic law ∼ tγ , one
can estimate the numerical value of γ as a function of d. These estimates, reported in
Figure 4.4(b), can then be compared with the analytical prediction γ ≡ 1+2α = d/2
for d < 4 and γ = 2 for d ≥ 4 which follows from Eqs. (4.33), (4.42), and (4.43).
Also in this case the agreement between the data and the analytical prediction is
very good apart from a region around dc = 4, where corrections to scaling make the
extraction of the exponent from the data more difficult. While both of the previous
evidences in favor of the theoretical predictions of Sec. 4.2 are based on the scaling
properties of GK and of reff(t), an independent and more stringent test is provided
by the analysis of the response function GR, whose analytical form in Eqs. (4.29)
and (4.31) does not involve unknown parameters (such as those which fix, instead,
the amplitude of GK(k = 0, t, t) in Eq. (4.33)). In particular, another estimate
of α can be obtained by fitting |GR(k = 0, t, t′)/t| with C Ξα(t′/t) as predicted
by Eq. (4.31). The resulting values of α are reported in Figure 4.4(c) together
with the analytical prediction of Eqs. (4.42) and (4.43). Alternatively, one can
estimate the value of the proportionality constant C by fitting |GR(k = 0, t, t′)/t|
with C Ξα(t′/t) where α is now fixed to the theoretically expected value reported in
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Figure 4.4: Numerical values (red dots) of exponents γ and α, and prefactors a
and C as functions of the spatial dimensionality d for a quench at the critical
point rc0. (a) Prefactor a obtained by fitting reff(t) as a/t2. The black dashed
line indicates the analytical value a = d(1− d/4)/4. (b) Exponent γ obtained by
fitting iGK(k = 0, t, t) with an algebraic law ∝ tγ . The black dashed line indicates
the analytical value γ = d/2 for d < 4 and γ = 2 for d ≥ 4. (c) Exponent α
obtained by fitting |GR(k = 0, t = 2× 103, t′)/t| as C Ξα(t′/t). The black dashed
line indicates the analytical value α = (d− 2)/4 for d < 4 and α = 1/2 for d ≥ 4.
(d) Prefactor C obtained by fitting |GR(k = 0, t = 2 × 103, t′)/t| as C Ξα(t′/t),
with α given by the analytical value reported above. The black dashed line indicates
the analytical value C = 2/(d− 2) for d < 4 and C = 1 for d ≥ 4. The error bars
on numerical data are smaller than the symbol size.
Eqs. (4.42) and (4.43). The resulting numerical estimates are indicated by the dots
in Figure 4.4(d) together with the analytical prediction C = 1/(2α) which follows
from Eq. (4.31) and from the theoretical values of α of Eqs. (4.42) and (4.43). Also
for Figure 4.4(c), the agreement with theoretical predictions is good, except for
values close to dc = 4, while it is remarkably good for Figure 4.4(d).
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Further below we argue that the exponent γ = 1 + 2α which describes the
algebraic behavior of GK(k, t, t) at both short and long times (see Eqs. (4.33)
and (4.34)) is the same as the one introduced in Ref. [118] in order to characterize
the small-momentum behavior ∼ k−γ of ρk(t) up to a cutoff k∗ ∼ t−1. The
quantity ρk(t) corresponds to the average number of excitations with momentum k of
the prequench Hamiltonian which are produced after a so-called double quench, i.e.,
when the parameters of the postquench Hamiltonian are restored suddenly to their
initial values after a time t has elapsed from the first quench occurring at t = 0 (more
details on ρk(t) in Sec. 5.3). The values of γ which were numerically determined
in Ref. [118] for a quench to the critical point in d = 3 and 4, i.e., γ = 3/2 and 2
are in perfect agreement with our numerical estimates and analytical predictions
reported in Figure 4.4(b).
4.3.2 Quench below the critical point
The Keldysh (Figure 4.3(a) and 4.3(b)) and the retarded (Figure 4.3(c) and 4.3(d))
Green’s functions GK and GR, respectively, for r0 > rc0 are characterized by an
oscillatory behavior, which denotes the presence of a finite length scale ξ in the
model, set by the asymptotic value r∗ of reff(t). On the contrary, for r0 < rc0, the
effective mass reff(t) turns out to decay to zero as ' aco t−2 (see Figure 4.2(a)),
i.e., with the same power law as at criticality: correspondingly, GK,R exhibit
algebraic behaviors, which, however, differ from the critical ones. In fact, it is
rather related to the phenomenon of coarsening which we discuss further below in
Sec. 4.3.3. As we discussed in Sec. 4.2, the value of aco —as well as of a for r0 = rc0—
can, in principle, be determined in such a way as to satisfy the self-consistent
equations (4.37) and (4.40), which indeed admit two different solutions, reported in
Eqs. (4.42) and (4.46). While the former correctly describes the observed behavior
at criticality (see Figure 4.4), it is quite natural to expect the latter to describe the
other possible scaling behavior, i.e., the one associated with coarsening. Numerical
evidence of this fact is presented in Figure 4.5. In particular, Figure 4.5(a) shows
the value of aco for various values of d, as inferred by fitting the corresponding
numerical data of reff(t) for r0 < rc0 with aco t−2. The dashed line corresponds to
the theoretical prediction reported in Eq. (4.46). Although the numerical data
reported in Figure 4.5 refer to a quench with r0 = −3 < rc0, we have verified that
these numerical estimates are not affected by the choice of r0 < rc0. Note that
while a at r0 = rc0 as a function of the dimensionality d shows a marked change in
behavior upon crossing the upper critical dimensionality dc = 4 (see Figure 4.4(a)),
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Figure 4.5: Numerical values (red dots) of exponents γco and αco, and prefactors
aco and Cco as functions of the spatial dimensionality d for a quench below the
critical point rc0. (a) Prefactor aco obtained by fitting reff(t) as aco/t2. The black
dashed line indicates the analytical value aco = (3− d)(d− 1)/4. (b) Exponent γco
obtained by fitting iGK(k = 0, t, t) with an algebraic law ∝ tγco . The black
dashed line indicates the analytical value γco = d− 1. (c) Exponent αco obtained
by fitting |GR(k = 0, t = 2 × 103, t′)/t| as Cco Ξαco(t′/t). The black dashed line
indicates the analytical value αco = (d − 2)/2. (d) Prefactor Cco obtained by
fitting |GR(k = 0, t = 2 × 103, t′)/t| as Cco Ξαco(t′/t), with αco given by the
analytical value reported above. The black dashed line indicates the analytical
value Cco = 1/(d − 2). The error bars on numerical data are smaller than the
symbol size.
being zero above it, this is not the case for aco. Analogous consideration holds for
the other quantities discussed further below, when compared with the corresponding
ones at criticality. Heuristically this might be expected based on the fact that
—as in the case of classical systems [164,165]— coarsening for r0 < rc0 is generally
driven by a different mechanism compared to the one controlling the behavior
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at r0 = rc0, which is related to critical fluctuations and which is therefore affected
upon crossing dc (see Sec. 4.3.3). As a peculiar feature of aco, we note that it
vanishes for d = 3. As argued above and demonstrated by the curves in Figure 4.3(a)
and 4.3(b), GK(k = 0, t, t) grows algebraically both at r0 = rc0 and for r0 < rc0,
in the latter case as ∼ tγco . Figure 4.5(b) shows the estimates of γco obtained by
fitting the numerical data for GK(k = 0, t, t), as a function of the dimensionality d.
The dashed line corresponds to the theoretical prediction γco = 1 + 2αco with αco
given by Eq. (4.46). As it was done in Figure 4.4 for r0 = rc0, Figure 4.5(c)
and 4.5(d) consider GR(k, t, t′) at k = 0. By assuming that the scaling behavior in
Eq. (4.31) carries over to r0 < rc0, |GR(k, t, t′)/t| is fitted by Cco Ξαco(t′/t) in order
to extract αco (Figure 4.5(c)) or to estimate Cco once αco has been fixed to its
theoretical value in Eq. (4.46) (Figure 4.5(d)). In both Figures, the corresponding
theoretical predictions are reported as dashed lines and, as in the case of the upper
panels, the agreement with the numerical data is excellent, with a hint of slight
deviations upon approaching the lower critical dimensionality dl = 2 of this model.
As we mentioned at the end of Sec. 4.3.1, the exponent γco = 1 + 2αco discussed
here in connection to the scaling of GK(k, t, t) (see Eqs. (4.33) and (4.34)) is the
same as the exponent γ introduced in Ref. [118] in order to characterize the scaling
behavior of ρk(t). The values of γ which were numerically determined in Ref. [118]
for a quench below the critical point in d = 3 and 4, i.e., γ = 2 and 3 are in perfect
agreement with our numerical estimates and analytical predictions reported in
Figure 4.5(b).
4.3.3 Coarsening
The numerical data presented in Sec. 4.3.2 clearly show that the nonequilibrium
dynamics of the system after a quench to r0 < rc0 features an emerging scaling
behavior which we partly rationalized in Sec. 4.2 and which is characterized by
scaling exponents depending on the spatial dimensionality d. As anticipated, these
scaling forms are expected to be related to the coarsening dynamics [116, 117],
analogously to what happens in classical systems after a quench below the critical
temperature [164–166] (see Appendix 4.A for the discussion of a specific example).
In fact, when a classical system prepared in a disordered state is quenched below
the critical temperature, the global symmetry cannot be dynamically broken and,
consequently, the order parameter remains zero on average. Nevertheless, symmetry
is broken locally by the creation of domains within which the order parameter ϕ
takes the value characterizing one of the possible different and competing phases.
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The average linear extension L(t) of the ordered domains increases with time t, until
a specific domain possibly prevails over the others, establishing the equilibrium state.
However, because of such competition, L(t) grows algebraically as L(t) ∝ t1/zc ,
where zc > 0 is an exponent depending on the universal properties of the model,
and equilibrium is reached only in an infinite time. Consequently, this lack of an
intrinsic length scale in the system affects the equal-time two-point correlation
function
C(r, t) = 〈ϕ(x + r, t)ϕ(x, t)〉 , (4.49)
and its spatial Fourier transform C(k, t), which, according to the scaling hypothe-
sis [164], are expected to display the scaling forms
C(r, t) = f
(
r
L(t)
)
and C(k, t) = [L(t)]d f˜ (kL(t)) , (4.50)
where d is the spatial dimensionality and f˜(x) the Fourier transform of f(x).
The scaling forms for a quench below rc0 highlighted in Sec. 4.3.2 do not satisfy
the scaling hypothesis (4.50), as it was noticed for d = 3 in Refs. [116,117]. In fact,
the Keldysh Green’s function at equal times GK(k, t, t) —which corresponds to the
correlation function C(k, t) mentioned above— can be written as a scaling form by
using Eqs. (4.36) and (4.46), which reads
GK(k, t, t) = [L(t)]
γco Gd(kL(t)), (4.51)
where Gd(x) is the scaling function, L(t) ∝ t (i.e., the coarsening exponent takes
the value zc = 1) and γco = d − 1. As this γco differs from d, Eq. (4.51) violates
the scaling form (4.50) in all spatial dimensions.
4.4 Concluding remarks
In this Chapter we provided a complete characterization of the dynamical scaling
which emerges after a deep quench of an isolated quantum vector model with O(N)
symmetry at or below the point of its DPT. The lack of intrinsic time and length
scales is responsible for the occurrence of aging phenomena similar to the ones
observed in nonequilibrium classical systems [150, 151] or, more recently, in iso-
lated [119] quantum many body systems. While previous investigations of this
phenomenon were based on a perturbative, dimensional expansion around the upper
critical dimensionality dc = 4 of the model [119], here we carry out our analysis
within the exactly solvable (nonperturbative) limit N → ∞, which allows us to
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obtain exact results for scaling exponents and scaling functions of the relevant
dynamical correlations, depending on the dimensionality d of the model. We find
that the value of the prequench spatial correlation length (assumed to be small)
controls the microscopic time tΛ after which the aging behavior emerges: in addition,
it acts as an effective temperature for the dynamics after the quench, which, inter
alia, determines a shift of the upper critical dimensionality dc of the model, as it
occurs in equilibrium quantum systems at finite temperature [142,167]. Moreover,
we provide evidence of the emergence of a dynamical scaling behavior for quenches
below rc0, associated with coarsening, which we characterized numerically and
analytically by studying the dependence of the relevant exponents on the spatial
dimensionality d of the system.
The exactly solvable model considered here provides a prototypical example
of a DPT and of the associated aging occurring in a nonthermal stationary state.
This state is expected to become unstable in systems with finite N , when the
nonintegrable terms of the Hamiltonian become relevant, causing thermalization.
Nonetheless, this DPT might be still realized in the prethermalized stage of the
relaxation of actual quantum systems evolving in isolation from the surrounding
environment [19, 85, 88–90, 93, 95, 96, 98, 102, 168, 169]. The latter are nowadays
rather easily realized in trapped ultracold atoms, the behavior of which can be
analyzed with remarkable spatial and temporal resolution [12,13,15–17,170–172].
In general, physical systems which can be described by some effective Hamiltonian
with O(N) symmetry include experimental realizations with ultracold atoms of the
Bose-Hubbard model [5,171,172] (corresponding to N = 2) and one-dimensional
tunnel-coupled condensates [169, 173] (N = 1). In passing, we mention that an
alternative and promising experimental realization of these models currently under
investigation [174] is based on fluids of light propagating in nonlinear optical media,
which is expected to be ready for testing in the near future.
At least in principle, the universal dynamical scaling behavior emerging after a
sudden quench which is highlighted in the present work can be experimentally stud-
ied by determining directly the two-time linear response and correlation functions
of the system. Alternatively, one can exploit the statistics of excitations produced
after a (double) quench, as proposed in Ref. [118] (more details on the statistics
of excitations in Sec. 5.3). In fact, the n-th cumulant Cn(t) of the corresponding
distribution was shown to grow as a function of the time t elapsed since the quench,
with a behavior which may saturate, grow logarithmically or algebraically, depend-
ing on n, d, and on whether the quench occurs above, at, or below criticality. In
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particular, it was shown [118] that the increase in time of Cn(t) is proportional to
the integral over k of the n-th power of the quantity ρk(t) related to the number of
excitations (see Sec. 4.3.1). In turn, at long times, the leading growth of ρk(t) is
the same as the one of |fk(t)|2, i.e., of iGK(k, t, t) (see Eq. (4.15)). As a result, a
simple comparison with Eqs. (4.33) and (4.34) yields
Cn(t) ∝
ˆ
ddk [iGK(k, t, t)]
n ∝ tn(1+2α)−d, (4.52)
for a quench to the critical point; for a quench below it, instead, one finds the same
expression with α replaced with αco, i.e.,
Cn(t) ∝
ˆ
ddk [iGK(k, t, t)]
n ∝ tn(1+2αco)−d, (4.53)
where the values of the exponents α and αco are given in Eqs. (4.42), (4.43),
and (4.46). As a result, a measure of the statistics of the number of excitations for
a quench would provide direct information on the aging and coarsening properties
of the system.
The quantum aging and coarsening discussed here enrich the list of mechanisms
underlying the scale-invariant nonthermal fixed points (NTFP) [175–177], which
have been so far interpreted in terms of quantum turbulence [178–180] and dynam-
ics of topological defects [181, 182]. The extent to which these mechanisms are
interconnected and combined in the dynamics of physical systems represents an
intriguing yet challenging question for future investigations.

Appendix
4.A Comparison with aging after a classical quench
In this section, we briefly review the phenomena of aging and coarsening in classical
systems evolving in contact with a thermal bath after quenching its temperature
either at or below a critical point of the system [149]. In both cases, the lack of
intrinsic time and length scales causes the emergence of algebraic behaviors in the
temporal dependence of, e.g., two-time correlation and response functions which
can be characterized in terms of scaling exponents and scaling functions with a
certain degree of universality. The stochastic dynamics of these classical statistical
systems can be simply described by effective models [183], which take the form
of Langevin equations for the (coarse-grained) relevant degrees of freedom of the
system. For example, a N -component real field ϕ = (ϕ1, . . . , ϕN ) obeying purely
dissipative dynamics evolves according to the so-called model A
∂tϕa(x, t) = −D δH[ϕ]
δϕa(x, t)
+ ζa(x, t), (4.54)
where D is a diffusion coefficient, H a O(N)-symmetric effective Hamiltonian in d
spatial dimensions
H[ϕ] =
ˆ
ddx
[
1
2
(∇ϕ)2 + r
2
ϕ2 +
u
4!N
ϕ4
]
(4.55)
and ζa is a zero-mean Gaussian white noise describing the thermal fluctuations of
the reservoir, with correlations
〈ζa(x, t)ζb(x′, t′)〉 = 2DT δa,b δ(d)(x− x′) δ(t− t′). (4.56)
The evolution prescribed by Eq. (4.54) is such that the distribution of the fluctuating
field ϕ at long times relaxes to the equilibrium distribution Peq[ϕ] ∝ e−H[ϕ]/T ,
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independently of the initial condition. In this stationary state, and upon varying r,
the system undergoes a second-order phase transition at the critical point r = rc
of H. Generically, r in the effective Hamiltonian (4.55) is actually a function of
the temperature T , with r − rc ∝ T − Tc, where Tc is the critical temperature of
the classical system.
A classical quench protocol [150,151] consists of preparing the system in, e.g.,
a disordered state at high temperature (i.e., with vanishing correlation length)
at t = 0 and in letting it evolve with fixed r = rc or r < rc for t > 0. As a
result, in both cases, the system relaxes to the equilibrium distribution with an
algebraic behavior characterized by universal exponents which control, e.g., the
scaling of the Fourier transform in space of the two-time and two-point correlation
and response function C(k, t, t′) and R(k, t, t′), respectively. In particular, for a
quench to the critical point, C(k, t, t′) and R(k, t, t′) can be calculated exactly in
the limit N →∞ [150,184] and they read (by rescaling time one can set D = 1)
for 2 < d < 4:
R(k, t, t′) = θ(t− t′)
(
t
t′
)(4−d)/4
e−k
2(t−t′), (4.57)
and
C(k, t, t′) =
1
k2
F (k2t, k2t′), (4.58)
with F (x, y) a scaling function defined as
F (x, y) = (4xy)(4−d)/4
ˆ 2min[x,y]
0
dt t(d−4)/2 et−x−y. (4.59)
Assuming for simplicity t > t′, the asymptotic expression of C(k, t, t′) at short
times t, t′  k−2 is
C(k, t, t′) ' 4
d− 2 t
′
(
t
t′
)(4−d)/4
, (4.60)
while, at long times t, t′  k−2, it reads
C(k, t, t′) '
(
t
t′
)(4−d)/4 e−k2(t−t′)
k2
. (4.61)
The effective classical dynamics prescribed by Eq. (4.54) is actually relevant also
for the quantum system with Hamiltonian (4.1) investigated in this Chapter, when
the field φ is linearly coupled to a bath of harmonic oscillators with Ohmic spectral
density and at equilibrium with temperature T . This open quantum system is
then characterized by an equilibrium critical point at r = reqc (T ) at which the
microscopically large-distance, long-time properties are effectively described by the
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critical classical model described above [159]. In fact, a critical quench in this open
quantum system was recently studied in Refs. [153, 154] starting from a disordered
prequench state and the scaling functions of GR and GK —which correspond,
respectively, to the classical R and C— turn out to agree with Eqs. (4.57), (4.60),
and (4.61).
The effect of having an isolated instead of an open quantum system is not only
revealed by the different value of the dynamical exponent z (1 and 2, respectively)
but also by the scaling form of the corresponding correlation and response functions
at short times, where the actual value of z does not appear explicitly. In fact, from
Eqs. (4.36), (4.42), and (4.22) one finds that iGK(k = 0, t, t′) ∼ (tt′)d/4, which
can be compared with C(k = 0, t, t′) in Eq. (4.60). While the dependence of the
earliest time t′ is characterized by the same exponent d/4 this does not apply to
the dependence on t and in fact the overall scaling form is significantly different, as
expected on the basis of the different scaling dimensions of the relevant fields [119,
150]. Comparing, instead, the corresponding short-time response functions in
Eqs. (4.31) (see also Eq. (4.42)) and (4.57), one finds that the dependence on the
time t′ is characterized by opposite powers, whereas the ones on t are seemingly
unrelated.
The classical model can be exactly solved in the limit N →∞ also if the quench
occurs from the disordered state to below the critical point r < rc [184]; for d > 2,
the corresponding response function reads
R(k, t, t′) = θ(t− t′)
(
t
t′
)d/4
e−k
2(t−t′), (4.62)
while the correlation function is (with t > t′)
C(k, t, t′) = M2eq
(
8pit′
)d/2( t
t′
)d/4
e−k
2(t+t′), (4.63)
with Meq being the value that the order parameter would have in equilibrium in the
system described by the postquench classical Hamiltonian. Accordingly, this system
exhibits coarsening in the strict sense [164], as Eq. (4.63) satisfies the dynamical
scaling in the form indicated by Eq. (4.50) with the proper value zc = 2 of the
coarsening exponent.

Chapter 5
Dynamical transitions and
statistics of excitations
Among all the possible ways of taking an isolated quantum system out of equilibrium,
the most natural one is to vary in time some of the parameters of the Hamiltonian.
The following nonequilibrium dynamics is expected to depend on the choice of
the way that parameters are changed from their initial to their final values, i.e.,
in the choice of the specific protocol. The two extreme cases of an instantaneous
variation (sudden quench) and an adiabatic one (slow quench) are the most studied
in literature. On the other hand, considering more generic procedures, such as a
linear ramp, is important to understand which dynamical features are unaffected
by the changes of the protocol and which ones depend on its details (for example,
the dependence on its duration). Moreover, the study of generic protocols can be
useful in experiments to prepare a system in particular excited states, or when an
instantaneous change of the parameters is difficult to perform.
One of the most interesting features of the dynamics induced by nonequilibrium
protocols is the emergence of nonthermal quasistationary state which may display
dynamical critical behaviors, usually studied in the context of sudden quenches.
However, how to characterize such nonequilibrium phase transitions and their
critical behavior and how to distinguish them from a thermal transitions is not
so clear. In this context, a simple protocol based on the statistics of excitations
produced in a sudden quench was recently proposed [118].
In this Chapter, we discuss the characterization of the dynamical phase transition
of the O(N) vector model in the large-N limit, introduced in Chapter 4. We focus
on the case in which the system is driven out of equilibrium by a linear variation
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in time of the bare mass, starting in the disordered phase, rather than by a sudden
quench. We show that the presence of a dynamical phase transition and its critical
properties are robust against the change of the protocol and that a characterization
based on the critical dimensions and exponents does not allow to distinguish the
dynamical transition to the equilibrium thermal one. However, its nonequilibrium
nature becomes evident analyzing the statistics of excitations produced in the ramp
process. In particular, the critical properties are encoded in the fluctuations in the
number of excitations, which display qualitatively different behaviors depending on
the ramp being performed above, at, or below the dynamical critical point. These
behaviors bear no dependence on the duration of the protocol.
5.1 Model and quench protocol
Let us start our study by recalling the Hamiltonian of the model of interest,
slightly changing the notation with respect to Chapter 4, and briefly reviewing
some properties of the system in two known cases, at equilibrium and for a sudden
quench. We consider an interacting N component bosonic scalar field φ in d spatial
dimensions, described by the Hamiltonian
H(r0) =
ˆ
ddx
[
1
2
Π2 +
1
2
(∇φ)2 + r0
2
φ2 +
u
4!N
φ4
]
, (5.1)
where Π is the canonically conjugated momentum field, with [φa(x),Πb(x′)] =
i δ(d)(x− x′) δa,b. In the following we will focus on the N →∞ limit [155], where
the O(N) vector model is exactly solvable and can be effectively described by a
quadratic Hamiltonian parametrized by an effective mass reff .
In this limit and in equilibrium this system undergoes a phase transition between
a paramagnetic phase and an ordered one, schematically shown in Figure 4.1. At
the equilibrium critical point, identified by the vanishing of the effective mass reff ,
the bare mass is given by
rc0,eq(T ) = −
u
12
ˆ Λ ddk
(2pi)d
1
k
coth
(
k
2T
)
, (5.2)
where T is the temperature, while Λ implements the ultraviolet sharp cutoff. From
Eq. (5.2), one may easily see that the lower critical dimension for the quantum
transition is dl = 1, while the thermal one has dl = 2. Moreover, one can compute
the critical exponent ν describing the divergent behavior of the correlation length ξ
close to the critical point, i.e., ξ ∼ (δr0)−ν , with δr0 = r0 − rc0,eq(T ). At T = 0,
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one finds
ν =
1
d− 1 for 1 < d < 3,
ν =
1
2
for d ≥ 3,
(5.3)
being dc = 3 the upper critical dimension of the quantum phase transition. In the
finite temperature case, one gets instead
ν =
1
d− 2 for 2 < d < 4,
ν =
1
2
for d ≥ 4,
(5.4)
which implies that dc = 4 is the upper critical dimension for the thermal transition.
Focusing now on the dynamics, it was numerically shown [116–118] that this
model can undergo a dynamical phase transition (DPT) due to a sudden quench in
the bare mass, i.e., suddenly changing its value from r0i to r0f . Considering the
case of a quench starting in the paramagnetic ground state, the dynamical critical
point is reached if the final bare mass satisfy the ansatz [118]
rc0f = −
u
4!
ˆ Λ ddk
(2pi)d
2k2 + r2i
k2
√
k2 + r2i
, (5.5)
where ri denotes the effective mass before the quench. From this equation one
obtains that the lower critical dimension for the dynamical transition is dl = 2, and
that the dynamical critical value is always smaller than the equilibrium quantum
critical one, rc0,eq. Similarly to the equilibrium case, we denote with ξ∗ the correlation
length in the stationary state and with ν∗ the exponent describing its divergence
close to the dynamical critical point. We find
ν∗ =
1
d− 2 for 2 < d < 4,
ν∗ =
1
2
for d ≥ 4,
(5.6)
and therefore dc = 4 is the upper critical dimension of the DPT. Even if these critical
exponents are similar to those of a finite temperature transition at equilibrium
and could suggest that the two might be analogous [116,118], in contrast to the
thermal case the dynamical transition can be characterized by the statistics of
the excitations produced in the quench [118]. In particular, it can be detected by
studying how the fluctuations in the number of excitations scale as a function of
time.
We are now interested in studying the dynamics of the system resulting from a
different protocol: a linear ramp of the bare mass. The system is prepared in the
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ground state of the disordered phase (r0i > rc0,eq). Then, the bare mass is linearly
decreased to a final value r0f in a total time τ , according to the following protocol:
r0(t) =

r0i if t ≤ 0,
r0i +
r0f − r0i
τ
t if 0 ≤ t ≤ τ,
r0f if t ≥ τ.
(5.7)
In extending the exact solution of the dynamics of the system to this case, we will
be interested in particular in two main issues: is the presence of a dynamical phase
transition, as well as its critical properties, robust against change of the protocol ?
Is a characterization in terms of the statistics of excitations still expected to give
useful information on the system ?
5.2 Dynamical critical properties
Let us start addressing quantitatively the first question. Similarly to the case of a
sudden quench, the dynamics of the system is described by an effective quadratic
Hamiltonian with a time dependent effective mass reff(t), as that of Eq (4.5).
Expanding the Fourier components φk of the field in terms of the annihilation and
creation operators ak and a
†
k diagonalizing the initial Hamiltonian at t = 0 (see
Eq. (4.8)) and imposing the Heisenberg equations of motion, we derive the equation
for the evolution of the mode function fk(t),
f¨k +
(
k2 + reff(t)
)
fk = 0, (5.8)
where
reff(t) = r0(t) +
u
6
ˆ Λ ddk
(2pi)d
|fk(t)|2. (5.9)
The initial conditions are
fk(0) =
1√
2ωki
and f˙k(0) = − i
√
ωki
2
, (5.10)
with ωki =
√
k2 + ri,
We solved the self-consistent equations (5.8) and (5.9) analytically for the case
of a linear ramp in the special case of u = 0 (see Appendix 5.A). For any finite u
we resorted instead to numerical integration. Varying the duration of the ramp and
the value of the final bare mass, the system is found to display a DPT: as shown in
Figure 5.1, for long times after the end of the ramp the effective mass reff(t) relaxes
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Figure 5.1: Time evolution of the effective mass reff(t) for different ramp durations τ
and initial bare masses r0i in d = 3. Final values of the bare mass below, at, and
above the dynamical critical point are shown.
to a stationary value, which is positive up to a certain τ -dependent dynamical
critical point rc0f(τ), and vanishes for r0f ≤ rc0f(τ).
In order to make some progress in characterizing the dynamical phase transition
in this case, it is very important to be able, as in the case of a sudden quench, to
predict analytically the stationary value of the effective mass r∗. In order to achieve
this goal, we introduce an ansatz for the stationary effective mass inspired by the
one used before for a sudden quench [118,156]: we assume the stationary part of the
equal-time two-point correlation function 〈φk(t)φ−k(t)〉 = |fk(t)|2 = iGK(k, t, t)/2
to be equal to the noninteracting (u = 0) one, but with the bare masses replaced
by the renormalized ones, namely r0i → ri and r0f → r∗ (see Appendix 5.A). We
therefore obtain the following self-consistent equation for r∗
r∗ = r0f +
u
12
ˆ Λ ddk
(2pi)d
(
|f0k(r∗, τ)|2 +
|f˙0k(r∗, τ)|2
k2 + r∗
)
, (5.11)
where f0k denotes the mode function for u = 0 and we explicitly write down its
dependence on r∗. According to this ansatz, we can identify the dynamical critical
point, i.e., the point at which r∗ vanishes, as
rc0f(τ) = −
u
12
ˆ Λ ddk
(2pi)d
(
|f0k(0, τ)|2 +
|f˙0k(0, τ)|2
k2
)
. (5.12)
The mere fact that the stationary state can be described by an ansatz such
as Eq. (5.11) allows to deduce many of the properties of the dynamical phase
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Figure 5.2: Stationary value of the effective mass r∗ as a function of the distance
from the dynamical critical point in d = 3 (a) and d = 4 (b). Black dashed lines
are quadratic (a) and linear (b) fits.
transition. Note however that Eq. (5.11) provides the correct stationary value
for r0f ≥ rc0f(τ) only provided the ramp duration τ on the r.h.s. is also renormalized
to an effective ramp duration τ˜ .
One may nevertheless establish the lower critical dimension of the dynamical
transition by analyzing the behavior for low momenta of the integrand of Eq. (5.12)
(see Appendix 5.B). Indeed, for every finite τ , the most relevant modes are those
with k  (ri/τ˜)1/3 and k  √ri, where both |f0k(0, τ˜)|2 and |f˙0k(0, τ˜)|2 go to
a constant. At small momenta the integrand behaves thus as 1/k2, implying
that the dynamical critical point rc0f(τ) is finite for d > 2, dl = 2 being the
lower critical dimension for every finite τ . We observe that when τ increases, the
region considered above shrinks and when τ is strictly infinite the lower critical
dimension is dl = 1, recovering the result of the quantum transition. This can be
seen noticing that as τ gets larger and larger the intermediate asymptotics in the
region (ri/τ˜)1/3  k  √ri, where |f0k(0, τ˜)|2 ∼ 1/k and |f˙0k(0, τ˜)|2 ∼ k, become
more and more important.
Combining Eqs. (5.11) and (5.12), we can compute the critical exponent ν∗,
describing the divergence of the correlation length ξ∗ in the stationary state close
to the dynamical critical point, i.e., ξ∗ ∼ (δr0f(τ))−ν∗ , with δr0f(τ) = r0f − rc0f(τ).
As shown in detail in Appendix 5.B, for 2 < d < 4 the stationary value of effective
mass at the leading order scales as r∗ ∼ (δr0f(τ))2/(d−2), while for d ≥ 4 the scaling
becomes linear, i.e., r∗ ∼ δr0f(τ). Since the effective theory is Gaussian, ξ∗ ∼
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Figure 5.3: Dynamical critical point rc0f(τ) as a function the ramp duration τ
in d = 3. Different values of the initial bare mass r0i are shown, while the interaction
is u = 15. Horizontal black dashed lines indicate the dynamical critical point for a
sudden quench (τ → 0) and the equilibrium quantum critical point (τ →∞).
(r∗)−1/2. We conclude that
ν∗ =
1
d− 2 for 2 < d < 4,
ν∗ =
1
2
for d ≥ 4,
(5.13)
dc = 4 being the upper critical dimension. Figure 5.2 shows that numerical results
for d = 3 and d = 4 agree with this prediction. We note that for d = 3 (Figure 5.2(a))
numerical data follow the relation r∗ ∼ (δr0f(τ))2 for sufficiently small values of r∗
and then depart from this scaling, eventually approaching a linear relation for
larger r∗.
The critical dimensions and the critical exponent of the dynamical transition
are the same as the thermal one, even though the former occurs in a pure state,
generated by the unitary dynamics of the model, while the latter occurs in a mixed
state. Moreover, for every finite τ the dynamical transition displays the same critical
properties which occur when a sudden quench of the bare mass is performed, while
only when τ is strictly infinite we recover the behavior of a quantum transition.
A crucial observation to check the above result is that, since the parameter τ˜
is unknown a priori, we can not predict the value of the dynamical critical point
analytically and we have to detect it numerically. As shown in Figure 5.3, the values
of rc0f(τ) interpolate between the dynamical critical point for a sudden quench,
corresponding to τ → 0, and the quantum critical point at equilibrium, in the limit
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Figure 5.4: Effective ramp duration τ˜ as a function of the true ramp duration τ at
the dynamical critical point in d = 3 for small (a) and large (b) τ . Different values
of the initial bare mass r0i are shown, while the interaction is u = 15.
of large τ .
Once the dynamical critical point has been identified, we can compute a
posteriori the effective ramp duration τ˜ using Eq. (5.12). Analyzing the behavior
of τ˜ as a function of the true ramp duration τ at the critical point and for r0i and u
fixed, it emerges that in the limits of small and large τ these two quantities have a
linear relation, as can be seen in Figure 5.4. Moreover, varying the value of the
initial bare mass r0i (but keeping u fixed) the different τ˜(τ) collapse on the same
line, for large and small ramp durations. We may therefore use the ansatz (5.12)
to analytically study how the dynamical critical value depends on τ in two limiting
cases, for τ →∞ (adiabatic switching) and τ → 0 (sudden quench).
5.2.1 Dynamical critical point for large τ
In order to use Eq. (5.12) to study the approach of rc0f(τ) to the equilibrium
quantum critical point as τ increases, we consider the exact expression of the
noninteracting mode functions f0k(t) in terms of Airy functions (see Appendix 5.A).
By means of the asymptotic expansion of the Airy functions for large and negative
arguments (see Appendix 5.B), for τ˜  1/√ri Eq. (5.12) reads
rc0f(τ) ' −
u
12
Ωd
(2pi)d
(I1(d) + I2(d)) , (5.14)
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Figure 5.5: Difference between the equilibrium quantum critical point rc0,eq and the
dynamical critical point rc0f(τ) for large ramp duration τ in d = 3 (a) and d = 4 (b).
Different values of the interaction u and of the initial bare mass r0i are shown.
Black dashed lines are proportional to τ−2/3 (a) and to τ−1 (b).
being Ωd the solid angle in d dimensions and
I1(d) = pi
4
Λd
(
τ˜
ri
)1/3ˆ 1
0
dz z
d−2
2
[
Ai2
(
−Λ
2τ˜2/3 z
r
2/3
i
)
+ Bi2
(
−Λ
2τ˜2/3 z
r
2/3
i
)]
, (5.15)
I2(d) = pi
4
Λd−2
(ri
τ˜
)1/3ˆ 1
0
dz z
d−4
2
[
Ai′ 2
(
−Λ
2τ˜2/3 z
r
2/3
i
)
+ Bi′ 2
(
−Λ
2τ˜2/3 z
r
2/3
i
)]
,(5.16)
where we introduced the dimensionless variable z = k2/Λ2.
Integrals (5.15) and (5.16) can be computed exactly both in d = 3 and d = 4
(see Appendix 5.C). The asymptotic value of the dynamical critical point for large τ
and d = 3 is
rc0f(τ) = r
c
0,eq +
u Γ(−1/3)
288 · 22/3 · 31/3 pi2
(ri
τ˜
)2/3
+O
(( ri
Λ3 τ˜
)4/3)
, (5.17)
while for d = 4 is
rc0f(τ) = r
c
0,eq −
u
1152
√
3pi2
(ri
τ˜
)
+O
(( ri
Λ3 τ˜
)2)
, (5.18)
where rc0,eq is the quantum critical point at equilibrium.
Since for large τ the relation between τ˜ and τ is linear at the critical point, we
conclude that the dynamical critical point approaches the equilibrium quantum
critical value as τ−2/3 for d = 3 and as τ−1 for d = 4. These scalings can be
verified numerically by linearly fitting the relation between τ˜ and τ for large τ and
replacing the result in Eqs. (5.17) and (5.18). We get an excellent agreement with
numerical data, as shown in Figure 5.5.
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Figure 5.6: Difference between the dynamical critical point for a ramp, rc0f(τ), and
for a sudden quench, rc0f , for small ramp duration τ in d = 3 (a) and d = 4 (b).
Different values of the interaction u and of the initial bare mass r0i are shown.
Black dashed lines are proportional to τ2.
5.2.2 Dynamical critical point for small τ
We now consider the fate of dynamical critical point in the limit of small τ . By
means of the asymptotic expansion of the Airy functions for small arguments (see
Appendix 5.B), we find
|f0k(0, τ˜)|2 '
1
2
√
k2 + ri
+
ri
6
√
k2 + ri
τ˜2, (5.19)
|f˙0k(0, τ˜)|2 '
√
k2 + ri
2
− 4k
2ri + r
2
i
24
√
k2 + ri
τ˜2. (5.20)
Replacing these expressions in Eq. (5.12), we obtain
rc0f(τ) ' rc0f +
u
12
τ˜2
ˆ Λ ddk
(2pi)d
r2i
24 k2
√
k2 + ri
, (5.21)
where rc0f is the dynamical critical point for a sudden quench.
Since at criticality τ˜ ∼ τ for small τ , we conclude that the dynamical critical
point departs from the sudden quench value as τ2, both in d = 3 and d = 4. This
behavior is confirmed by numerical data (Figure 5.6).
5.3 Statistics of excitations
Let us now discuss the characterization of the dynamical transition through the
statistics of excitations produced by the ramp of the bare mass, generalizing the
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approach proposed in Ref. [118]. As we will show, the growth in time of the
fluctuations in the number of excitations bears strong signatures of the dynamical
transition.
After the end of the ramp, we let the system evolve for a certain waiting time
and then we suddenly quench the bare mass back to its initial value r0i. The number
of excitations generated in this process is a fluctuating quantity characterized by a
certain probability distribution and it is related to the operator
Nˆ =
ˆ Λ ddk
(2pi)d
a†kak. (5.22)
An equivalent and more convenient description can be given in terms of the moment
generating function
G(s, t) = 〈Ψ(t)|e−sNˆ |Ψ(t)〉 , (5.23)
where |Ψ(t)〉 = U(t) |0〉 is the evolved state at time t and |0〉 denotes the initial
ground state.
For the O(N) model in the large-N limit this quantity can be computed exactly.
Indeed, since the effective theory is quadratic and different k-modes are coupled
only via reff(t), the moment generating function can be factorized as
G(s, t) =
∏
k
Gk(s, t), (5.24)
where Gk(s, t) is the moment generating function for a single k-mode. In order
to calculate Gk(s, t), we have to write the evolved state |Ψ(t)〉 in terms of the
operators ak and a
†
k diagonalizing the initial Hamiltonian. To this purpose, we
expand the fields φk(t) and Πk(t) in the same basis and, translating form Heisenberg
to Schrœdinger picture, we find
φk(0) = fk(t)a˜k(t) + f
?
k(t)a˜
†
−k(t), (5.25)
Πk(0) = f˙k(t)a˜k(t) + f˙
?
k(t)a˜
†
−k(t), (5.26)
where we introduced a time-dependent operator a˜k(t) such that it annihilates the
time-evolved state, i.e., a˜k(t) |Ψ(t)〉 = 0. Furthermore, we know that at t = 0
φk(0) =
1√
2ωki
(ak + a
†
−k), (5.27)
Πk(0) = i
√
ωki
2
(a†−k − ak). (5.28)
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Combining Eqs. (5.25) and (5.26) with Eqs. (5.27) and (5.28), and taking into
account that fk(t)f˙?k(t)− f?k(t)f˙k(t) = i, we get
a˜k(t) = α
?
k(t)ak − β?k(t)a†−k, (5.29)
with
αk(t) =
√
ωki
2
fk(t) +
i√
2ωki
f˙k(t), (5.30)
βk(t) =
√
ωki
2
fk(t)− i√
2ωki
f˙k(t). (5.31)
Since the evolved state must be annihilated by the operator a˜k(t) of Eq. (5.29), we
finally obtain
|Ψ(t)〉k =
1√|αk(t)| exp
(
β?k(t)
2α?k(t)
a†ka
†
−k
)
|0〉 , (5.32)
with ak |0〉 = 0.
Using coherent states, we can readily compute the moment generating function
for a single k-mode, which reads
Gk(s, t) =
1√
1 + ρk(t) (1− e−2s)
, (5.33)
where
ρk(t) = |βk(t)|2 = 1
2
(
ωki|fk(t)|2 + |f˙k(t)|
2
ωki
− 1
)
. (5.34)
For our purpose, it is more convenient to deal with the logarithm of G(s, t),
lnG(s, t) = −V
2
ˆ Λ ddk
(2pi)d
ln
[
1 + ρk(t)
(
1− e−2s)] , (5.35)
where V = Ld, L being the linear size of the system.
The dynamical critical properties of the model can be studied by analyzing the
cumulants of the distribution of excitations, defined as
Cn(t) = (−1)n ∂
n
∂sn
lnG(s, t)
∣∣∣∣
s=0
. (5.36)
In the following, we will focus on the first two cumulants, i.e., the average N (t) and
the variance σ2(t), in d = 3 and d = 4 and numerically study their time dependence,
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Figure 5.7: Variance per unit volume for ramps above (a, b), at (c, d), and below (e,
f) the dynamical critical point in d = 3 (left column) and d = 4 (right column).
Different values of the initial bare mass r0i and of the ramp duration τ are shown,
while the interaction is u = 15. Black dashed lines in (e) and (f) are proportional
respectively to t and t2.
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trying to distinguish qualitatively different behaviors for different values of the bare
mass at the end of the ramp. Their explicit expressions in terms of ρk(t) are
N (t)
V
=
ˆ Λ ddk
(2pi)d
ρk(t), (5.37)
σ2(t)
V
=
ˆ Λ ddk
(2pi)d
2ρk(t) (1 + ρk(t)) . (5.38)
For large times, the average number of excitations relaxes to a finite value
for every value of r0f , both in d = 3 and d = 4. Remarkably, the variance per
unit volume displays a non-trivial behavior at large times, depending on the final
value of the bare mass r0f . For ramps ending above the dynamical critical point,
i.e., r0f > rc0f(τ), the variance saturates to a finite value, both in d = 3 and
in d = 4 (Figures 5.7(a) and 5.7(b)). For r0f < rc0f(τ), the variance increases
algebraically: for d = 3 it scales as ∼ t (Figure 5.7(e)), while for d = 4 it scales
as ∼ t2 (Figure 5.7(f)). Finally, for ramps at the critical point, i.e., r0f = rc0f(τ), the
variance grows logarithmically in time, both in d = 3 and in d = 4 (Figures 5.7(c)
and 5.7(d)).
We note that these behaviors are the same observed in the case of a sudden
quench [118], showing that the critical scaling of the variance is unaffected by the
change of the protocol.
5.4 Linear ramp below the dynamical critical point
Let us finally focus on the case of a ramp below the dynamical critical point. As
we discuss in Sec. 4.3.3, performing a sudden quench below the dynamical critical
point induces the emergence of scaling forms in the correlation functions, associated
with coarsening dynamics. However, the exponent characterizing these functions
differs from the one expected in usual classical coarsening. We now investigate how
this behavior is affected by a linear ramp in the bare mass. To this end, we consider
the equal-time two-point correlation function 〈φk(t)φ−k(t)〉 = iGK(k, t, t)/2 and
its Fourier transform 〈φ(x, t)φ(y, t)〉 in d = 3 and d = 4.
As a consequence of the ramp protocol, the dependence of 〈φk(t)φ−k(t)〉 on
momentum k displays two different regimes. In particular, studying the correlation
function right at the end of the ramp (Figures 5.8(a) and 5.8(b)), we note that it
exhibits the following scaling form:
〈φk(τ)φ−k(τ)〉 = τdFd(kτ), (5.39)
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Figure 5.8: Equal-time two-point correlation functions for ramps below the dy-
namical critical point in d = 3 (left column) and d = 4 (right column). In all the
figures the initial bare mass is r0,i = 15, the final bare mass is r0,f = −15 and the
interaction is u = 15. In (a) and (b) different values of the ramp duration τ are
shown and the black dashed lines are proportional respectively to (kτ)−4 and (kτ)−5.
In (c) and (d) different values of the evolution time t are shown, for a ramp of
duration τ = 20, and the black dashed lines are proportional respectively to (kt)−2
and (kt)−3. In (e) and (f) different values of the evolution time t are shown, for a
ramp of duration τ = 20.
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where Fd(kτ) is an oscillating function decaying as ∼ (kτ)−(d+1) for kτ & 1.
In the subsequent evolution for t > τ , reported in Figures5.8(c) and 5.8(d), the
correlation function acquires a different dependence on momentum for 1/t . k . 1/τ
and, for long times after the end of the ramp, the scaling form found in the case of
a sudden quench is recovered, namely,
〈φk(t)φ−k(t)〉 = td−1Gd(kt), (5.40)
where Gd(kt) is an oscillating function decaying as ∼ (kt)−(d−1) for 1 . kt . t/τ .
For k & 1/τ , instead, the correlation function still decays as ∼ k−(d+1). We note
that in the limit τ → 0 the latter regime, which is due to the finite duration of the
ramp, is suppressed.
The corresponding Fourier transform in real space, 〈φ(x, t)φ(y, t)〉, shown in
Figures 5.8(e) and 5.8(f), exhibits a light-cone structure [16, 117, 158], vanishing
for |x− y| > 2t as a consequence of the finite speed of propagation of excitations,
and it decays as |x− y|−1 for τ . |x− y| < 2t, both in d = 3 and in d = 4.
While in the limit τ → 0 the results of a sudden quench is fully recovered,
for τ → ∞ we do not find the corresponding equilibrium correlation function,
since the O(N) symmetry can not be globally broken by the dynamics. Moreover,
adiabaticity is not expected to hold, since the system crosses the dynamical critical
point and enters a gapless phase.
5.5 Concluding remarks
In this Chapter we have investigated the dynamical phase transition of the O(N)
vector model in the large-N limit induced by linearly varying in time the bare mass
of the system.
We analytically identified the critical dimensions of the transition and computed
the critical exponent ν∗, related to the divergence of the correlation length in
the stationary state close to the dynamical critical point, finding that for any
finite duration of the switching protocol they are analogous to those of a finite
temperature transition, despite the fact that the system is in a pure state throughout
the dynamics. Only when the duration of the ramp is strictly infinite, such critical
properties are those of an equilibrium system at zero temperature, i.e. the dynamical
phase transition resembles a quantum phase transition. We detected numerically
the dynamical critical point rc0f(τ), characterizing its algebraic approach as a
function of τ to both the sudden quench value (for τ → 0) and the equilibrium
zero-temperature one (for τ →∞).
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The nonequilibrium nature of the dynamical transition, however, leaves strong
signatures on the statistics of the excitations. We observed three qualitatively
different behaviors of the fluctuations in the number of excitations as a function of
time, depending on the ramp being performed above, at, or below the dynamical
critical point of the system in d = 3 and d = 4. In particular, above the critical
point the variance saturates at large times, below it behaves as a power law, and
at the critical point it grows logarithmically. These qualitative behaviors are the
same observed in the case of a sudden quench: modifying the protocol from an
instantaneous change of the bare mass to a linear ramp does not affect the critical
scaling of the variance.
Finally, we analyzed the equal-time two-point correlation function for ramps
below the dynamical critical point and found the emergence of two different scaling
behaviors, one related to the finite duration of the ramp and the other to the
subsequent time evolution.
While so far the investigation of dynamical phase transitions and related univer-
sal behaviors has been mainly theoretical, the characterization of these phenomena
through the statistics of excitations could be a suitable tool for experimental studies
with ultracold atoms, even in realistic systems such as the Bose-Hubbard model.

Appendix
5.A Noninteracting theory and stationary values
In this section we explicitly solve Eqs. (5.8) and (5.9) in the case of a free theory,
i.e., u = 0, and give additional details on the ansatz of Eq. (5.11).
Obviously, when u = 0 the effective mass is equal to the bare one, so we have
to solve the equation
f¨0k(t) +
(
k2 + r0(t)
)
f0k(t) = 0 (5.41)
with initial conditions
f0k(0) =
1√
2 (k2 + r0i)1/4
and f˙0k(0) = − i
(k2 + r0i)
1/4
√
2
. (5.42)
For 0 < t < τ , the solution is given by
f0k(t) =
pi√
2 (k2 + r0i)1/4
[
Ai
(
γt− k
2 + r0i
γ2
)
Bi′
(
−k
2 + r0i
γ2
)
−Ai′
(
−k
2 + r0i
γ2
)
Bi
(
γt− k
2 + r0i
γ2
)]
+
ipi (k2 + r0i)
1/4
√
2 γ
[
Ai
(
γt− k
2 + r0i
γ2
)
Bi
(
−k
2 + r0i
γ2
)
−Ai
(
−k
2 + r0i
γ2
)
Bi
(
γt− k
2 + r0i
γ2
)]
, (5.43)
where γ = ((r0i − r0f)/τ)1/3, and Ai(x) and Bi(x) denote the Airy functions. For
t > τ , instead,
f0k(t) = f
0
k(τ) cos
(√
k2 + r0f (t− τ)
)
+
f˙0k(τ)√
k2 + r0f
sin
(√
k2 + r0f (t− τ)
)
, (5.44)
where f0k(τ) and f˙
0
k(τ) have to be read from Eq. (5.43).
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By means Eqs. (5.43) and (5.44), we can explicitly compute the equal-time
two-point correlation function 〈φk(t)φ−k(t)〉 = |f0k(t)|2, which, for t > τ , reads
|f0k(t)|2 =
1
2
[
|f0k(τ)|2 +
|f˙0k(τ)|2
k2 + r0f
+
(
|f0k(τ)|2 −
|f˙0k(τ)|2
k2 + r0f
)
cos
(√
k2 + r0f (t− τ)
)
+
2<e[f0k(τ)f˙0?k (τ)]√
k2 + r0f
sin
(√
k2 + r0f (t− τ)
)]
. (5.45)
When u 6= 0, we have to resort to numerical integration of Eqs. (5.8) and (5.9),
which shows that for long times after the end of the ramp the effective mass reff(t)
relaxes to a stationary value r∗. In order to predict r∗, we adopt the following
ansatz: after the end of the ramp, we assume the stationary part of the equal-time
two-point correlation function to be equal to the noninteracting one, but with the
bare masses and the ramp duration replaced by the renormalized ones. Namely, we
take Eq. (5.45), disregard all the oscillatory terms, and replace r0i → ri, r0f → r∗,
and τ → τ˜ . Thus, we obtain the following self-consistent equation for r∗
r∗ = r0f +
u
12
ˆ Λ ddk
(2pi)d
(
|f0k(r∗, τ˜)|2 +
|f˙0k(r∗, τ˜)|2
k2 + r∗
)
, (5.46)
where
f0k(r∗, τ˜) =
pi√
2 (k2 + ri)1/4
[
Ai
(
−k
2 + r∗
γ˜2
)
Bi′
(
−k
2 + ri
γ˜2
)
−Ai′
(
−k
2 + ri
γ˜2
)
Bi
(
−k
2 + r∗
γ˜2
)]
+
ipi (k2 + ri)
1/4
√
2 γ˜
[
Ai
(
−k
2 + r∗
γ˜2
)
Bi
(
−k
2 + ri
γ˜2
)
−Ai
(
−k
2 + ri
γ˜2
)
Bi
(
−k
2 + r∗
γ˜2
)]
, (5.47)
f˙0k(r∗, τ˜) =
pi γ˜√
2 (k2 + ri)1/4
[
Ai′
(
−k
2 + r∗
γ˜2
)
Bi′
(
−k
2 + ri
γ˜2
)
−Ai′
(
−k
2 + ri
γ˜2
)
Bi′
(
−k
2 + r∗
γ˜2
)]
+
ipi (k2 + ri)
1/4
√
2
[
Ai′
(
−k
2 + r∗
γ˜2
)
Bi
(
−k
2 + ri
γ˜2
)
−Ai
(
−k
2 + ri
γ˜2
)
Bi′
(
−k
2 + r∗
γ˜2
)]
, (5.48)
with γ˜ = ((ri − r∗)/τ˜)1/3.
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5.B Dynamical critical properties
In this section we provide the detailed computation of the critical dimensions and
critical exponent ν∗.
For studying the lower critical dimension, it is useful to remind the expansions
of the Airy functions both for small and large arguments [160]. For small x we have
Ai(−x) = 1
32/3 Γ(2/3)
+
x
31/3 Γ(1/3)
+O
(
x3
)
,
Ai′(−x) = − 1
31/3 Γ(1/3)
+
x2
2 · 32/3 Γ(2/3) +O
(
x3
)
,
Bi(−x) = 1
31/6 Γ(2/3)
− 3
1/6 x
Γ(1/3)
+O
(
x3
)
,
Bi′(−x) = 3
1/6
Γ(1/3)
+
x2
2 · 31/6 Γ(2/3) +O
(
x3
)
,
(5.49)
while for large and positive x we have
Ai(−x) = 1√
pi x1/4
sin
(
pi
4
+
2
3
x3/2
)
+O
(
x−7/4
)
,
Ai′(−x) = −x
1/4
√
pi
cos
(
pi
4
+
2
3
x3/2
)
+O
(
x−5/4
)
,
Bi(−x) = 1√
pi x1/4
cos
(
pi
4
+
2
3
x3/2
)
+O
(
x−7/4
)
,
Bi′(−x) = x
1/4
√
pi
sin
(
pi
4
+
2
3
x3/2
)
+O
(
x−5/4
)
,
(5.50)
We analyze the behavior for low momenta of the integrand of Eq. (5.46) with r∗ =
0. For every finite τ , the most relevant modes are those with k  (ri/τ˜)1/3
and k  √ri. In this region and for r∗ = 0, we can replace all the Airy functions
with argument −(k2 + r∗)/γ˜2 with their value in zero (see Eq. (5.49)), while the
leading order of all the other terms is obtained setting k = 0. Thus, we conclude
that both f0k(0, τ˜) and f˙
0
k(0, τ˜) are constant in k. As a consequence, the lower
critical dimension for every finite τ is d = 2.
To understand, instead, what happens in the limit τ → ∞, we have to take
into account the region (ri/τ˜)1/3  k  √ri. Here, and for r∗ = 0, we have to
replace the Airy functions with argument −(k2 + r∗)/γ˜2 with their asymptotic
expansions of Eq. (5.50), and set k = 0 in all the other terms. Thus, we see
that f0k(0, τ˜) ∼ 1/
√
k and f˙0k(0, τ˜) ∼
√
k. Therefore, when τ is strictly infinite the
lower critical dimension is d = 1.
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In order to compute the critical exponent ν∗, we analyze the behavior of
the asymptotic mass r∗ when r0f is close to the dynamical critical point. Defin-
ing δr0f(τ) = r0f−rc0f(τ) and the dimensionless variable y = k/
√
r∗, and combining
Eqs. (5.11) and (5.12), one obtains
r∗ = δr0f(τ)+
u
12
(r∗)
d−2
2
ˆ Λ/√r∗ ddy
(2pi)d
y2 g(y
√
r∗, r∗)− (y2 + 1) g(y√r∗, 0)
y2 (y2 + 1)
, (5.51)
with
g(k, r∗) = |f0k(r∗, τ˜)|2 (k2 + r∗) + |f˙0k(r∗, τ˜)|2. (5.52)
The asymptotic behavior of the integral in Eq. (5.51) for small r∗ is determined
by the behavior of the integrand in the region 1  y  √ri/r∗, where it scales
as g(0, 0)/y4. Thus, for 2 < d < 4 the dominant contribution to the integral in
powers of r∗ is obtained by replacing the upper limit of integration with infinity
and the integrand with its leading order in r∗, namely
r∗ ' δr0f(τ)− u
12
Ωd
(2pi)d
(r∗)
d−2
2
ˆ ∞
0
dy yd−1
g(0, 0)
y2 (y2 + 1)
= δr0f(τ) +
u
12
Ωd
(2pi)d
(r∗)
d−2
2
pi g(0, 0)
2 sin (dpi/2)
, (5.53)
where Ωd is the solid angle in d dimensions. We conclude that at the leading
order r∗ ∼ (δr0f(τ))2/(d−2). For d = 4 we have logarithmic corrections to this
scaling, while for d > 4 the divergence of the integral can be deduced by considering
the scaling of the integrand mentioned above. We have that the integral diverges
as (r∗)−(d−4)/2, giving a linear dependence r∗ ∼ δr0f(τ) at the leading order.
Therefore, we can recover the values of Eq. (5.13) for the critical exponent ν∗.
5.C Asymptotic expansions for large τ
In this section we provide additional details on the derivation of Eqs. (5.17)
and (5.18).
Let us start by considering the case of d = 3. Computing the integrals (5.15)
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and (5.16), we obtain
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[
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, (5.55)
where 2F3(a, b; c, d, e;x) denotes the hypergeometric function and y = Λ3τ˜ /ri.
Asymptotically expanding the hypergeometric functions for large y, namely
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(5.56)
we find
I1(3) = Λ
2
4
+
Γ(−1/3)
211/3 · 34/3
(ri
τ˜
)2/3
+O
(( ri
Λ3 τ˜
)4/3)
, (5.57)
I2(3) = Λ
2
4
− Γ(−1/3)
211/3 · 31/3
(ri
τ˜
)2/3
+O
(( ri
Λ3 τ˜
)4/3)
. (5.58)
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Using these results, we can recover Eq. (5.17).
For d = 4, we have
I1(4) + I2(4) = Λ3
{
1
12
√
3
y−1 +
pi
12
[
2 y1/3
(
Ai2(−y2/3) + Bi2(−y2/3)
)
+ 2y−1/3
(
Ai′ 2(−y2/3) + Bi′ 2(−y2/3)
)
− y−1
(
Ai(−y2/3)Ai′(−y2/3) + Bi(−y2/3)Bi′(−y2/3)
)]}
, (5.59)
where we introduced y = Λ3τ˜ /ri. Expanding the Airy functions for large and
negative arguments, we finally get
I1(4) + I2(4) = −Λ
3
3
+
1
12
√
3
(ri
τ˜
)
+O
(( ri
Λ3 τ˜
)2)
, (5.60)
from which Eq. (5.18) follows.
Conclusions
In this Thesis we discussed several issues related to the dynamics of isolated
quantum many-body systems. The brief overview of Chapter 1 highlighted a series
of open fundamental theoretical questions which are crucial for the investigation of
nonequilibrium phenomena. Among them, we mainly focused on the emergence of
thermal behaviors and on the characterization of dynamical phase transitions and
of the associated universal dynamics. To this end, we analyzed some paradigmatic
models, such as the Fermi-Hubbard model, the quantum Ising chain, and the O(N)
model.
As reported in Sec. 1.4, the issue of thermalization of a Landau-Fermi liquid
after an interaction quench is controversial and not settled yet [88, 91, 97]. On
the one hand, indeed, if such a system is supplied with an excess energy, the
common expectation is that it thermalizes because of the continuum of gapless
excitations that can redistribute that energy. On the other hand, however slowly
the interaction is turned on, if thermalization occurs, the extensive amount of
energy supplied in the switching process would translate into a finite temperature.
However, in a Landau-Fermi liquid all equal-time correlation functions decay as
a power-law in the distance at zero temperature and exponentially at any finite
temperature. This would imply that, no matter how slow the switching protocol is,
if thermalization holds the initial noninteracting Fermi sea can never evolve into
the interacting ground state, in stark contrast with Landau’s adiabatic assumption
which is at the ground of the Fermi-liquid theory [122, 123]. We contributed to
this puzzle in Chapter 2 with two perturbative calculations. First we focused on
the structure factor S(q), which is nonanalytic at zero temperature for |q| → 0,
but turns analytic at finite temperature. Thus, if thermalization indeed holds, the
analytic properties of the long-wavelength structure factor should totally change
during the time evolution. Perturbatively and under some general assumptions,
such an analyticity switch must show up as a singularity at the second-order in
the perturbative expansion in the interaction strength of the steady-state structure
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factor. Remarkably, we found that second-order corrections are not singular as
required by thermalization. In particular, the long-wavelength structure factor
has an analytical component compatible with thermalization, but it retains also
a nonanalytic term characteristic of a Fermi liquid at zero-temperature. We next
considered the case of a dilute Fermi gas, where one can obtain results valid at any
order in the interaction strength but at leading in the density. We found that in
the steady state the momentum distribution jump at the Fermi surface is strictly
finite, though smaller than at equilibrium, up to second order in kF f0, where f0
is the scattering length of two particles in the vacuum. These two calculations
question the expectation of thermalization of a Landau-Fermi liquid. Even though
the main criticism to our results is that they are not valid because time-dependent
perturbation theory is unjustified as t→∞ and at some higher order a singularity
arises invalidating also the second order calculation, there are some other arguments
which leave open this issue hence worth to be further investigated. For example,
it was suggested [131] that a nonintegrable model whose low-energy properties
can be described by an integrable effective Hamiltonian, which is the case of a
Landau-Fermi liquid, will posses Poisson’s level statistics of the low-energy many-
body spectrum. If that conjecture were true, it would imply no equipartition of
the low-energy density that is injected during the switching process, which might
explain our results. We also pointed out that, rigorously speaking, thermalization
can be justified only when the Hamiltonian density is local and in reference to
local observables in real space. This restriction of the notion of thermalization
would have no contradiction with our findings, since the long-wavelength limit of
the static structure factor or the momentum distribution close to kF are not local
observable.
The study of the universal dynamics resulting from the variation of a control
parameter through the quantum critical point of a system received a lot of attention
in the recent literature. An example in this context is the generalization of the
classical Kibble-Zurek mechanism describing the scaling of the excitation density
with the rate at which the critical point is crossed. However, the dynamics of
interacting quantum systems has interesting features even when the system is fully
gapped for the entire duration of the protocol [1]. In the latter case, it was shown
that corrections with respect to the equilibrium value of the excitation density and
of the excess energy vanish quadratically in the switching rate for linear ramps,
and it was suggested that other thermodynamic quantities could share the same
property [136]. However, a different scenario arises when considering the dynamics
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of the order parameter in a phase with spontaneous symmetry breaking for low-
dimensional systems. In Chapter 3 we studied in details the case of a quantum
Ising chain subject to the linear variation in time of the transverse field within
the ferromagnetic phase. We found that, however small the switching rate is, the
stationary value of the spontaneous magnetization does not behave in an adiabatic
way, even though performing a ramp within a gapped phase seems to be the most
favorable situation for adiabaticity. In particular, focusing on the value of the
order parameter at the end of the ramp, we showed that the smaller the switching
rate is the closer it gets to its ground state value. Nonetheless, this apparently
small correction eventually leads to the disruption of the order exponentially fast
in the subsequent time evolution. Such a behavior of the order parameter has to be
expected whenever the system has a phase transition only at zero temperature and
it is driven within the ordered phase. Indeed, a finite density of excitations will
always be generated and in this situation will be always sufficient to destroy order.
A natural question that emerges is what happens instead in an analogous system
where the transition survives at finite temperature. One possibility is the existence
of a transition in the value of the order parameter as a function of the switching
rate, namely, for sufficiently slow ramps its asymptotic value is finite, while it goes
to zero for fast ramps.
In Chapter 4 and 5 we considered the nonequilibrium dynamics of a bosonic
interacting scalar field theory with O(N) symmetry. In the limit of large N , the
model is exactly solvable and can be effectively described by a quadratic Hamiltonian.
Integrability prevents the thermalization of the system, which approaches a stable
nonthermal steady state. This simple model reveals some interesting features, such
as the occurrence of a dynamical phase transition [113,116–119].
In the case of a sudden quench (Chapter 4) to the dynamical critical point,
the lack of time and length scales leads to aging behavior, which we characterized
by computing scaling forms and critical exponents acquired by the Keldysh (GK)
and retarded (GR) Green’s functions. In particular, we found that at long times
the GK exhibits an anomalous momentum dependence if compared to the cor-
responding GK of a critical truly Gaussian (noninteracting) theory after a deep
quench. This anomalous dependence reveals the nonthermal nature of the stationary
state eventually attained by the system, which retains memory of the initial state,
and can be interpreted in terms of a momentum-dependent effective temperature.
Moreover, quenching below the dynamical critical point revealed that the two-time
correlation functions still display scaling behaviors, but with different exponents
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with respect to the critical case. The scaling forms are related to the coarsening
dynamics, analogously to what happens in classical systems quenched below the
critical temperature. However, the exponent characterizing these functions differs
from the one expected in usual classical coarsening. The reason for this discrepancy
between quantum and classical systems is till now unclear and subject of active
research. It could be a consequence of the nonthermal nature of the steady state
and thus could disappear taking into account 1/N2-terms.
The presence of a dynamical phase transition, as well as its critical properties,
are robust against the change of the protocol, as we showed performing a linear
ramp of one of the parameters in the Hamiltonian (Chapter 5). We detected the
dynamical critical point, whose value interpolates between the limiting cases of the
sudden quench and the adiabatic switching, and found that for any finite duration
of the protocol the critical dimensions and exponents are the same as those of
an equilibrium thermal transition. The nonequilibrium nature of the dynamical
transition, however, leaves strong signatures on the statistics of the excitations. We
observed three qualitatively different behaviors of the fluctuations in the number of
excitations as a function of time, depending on the ramp being performed above,
at, or below the dynamical critical point of the system, which are not affected by
the duration of the switching process. As a result, a measure of the statistics of
excitations, which should be accessible in ultracold atom experiments, could provide
direct signatures of the dynamical transition as well as of aging and coarsening
properties even in realistic systems such as the Bose-Hubbard model.
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