We present measurements of diffuse interstellar H 2 absorption lines in the continuum spectra of 10 early-type stars. The data were observed with the Berkeley Extreme and Far-Ultraviolet Spectrometer (BEFS) of the ORFEUS telescope on board the ORFEUS-SPAS I and II space-shuttle missions in 1993 and 1996, respectively. The spectra extend from the interstellar cutoff at 912Å to about 1200Å with a resolution of ∼ 3000 and statistical signal-to-noise ratios between 10 and 65. Adopting Doppler broadening velocities from high-resolution optical observations, we obtain the H 2 column densities of rotational levels J = 0 through 5 for each line of sight. The kinetic temperatures derived from J = 0 and 1 states show a small variation around the mean value of 80 K, except for the component toward HD 219188, which has a temperature of 211 K. Based on a synthetic interstellar cloud model described in our previous work, we derive the incident UV intensity I U V and the hydrogen density n H of the observed components to be −0.4 ≤ log I U V ≤ 2.2 and 6.3 ≤ n H ≤ 2500 cm −3 , respectively.
I. INTRODUCTION
The hydrogen molecule (H 2 ) plays a central role in a variety of processes that significantly influence the chemical and physical state of the interstellar medium (ISM) . From the Copernicus satellite (Savage et al. 1977) to the Far Ultraviolet Spectroscopic Explorer (FUSE) (Shull et al. 2000) , many systematic measurements of H 2 absorption in the far-ultraviolet (FUV) have derived N (J), the column density of H 2 in the rotational level J of the ground vibrational and electronic state, to obtain physical conditions of the diffuse and translucent molecular clouds in the ISM (see references in Lee, Pak, Dixon, & van Dishoeck 2007, hereafter Paper I) . Recently, detailed H 2 models have been used to obtain constraints on otherwise unobservable parameters of the molecular clouds by reproducing the observed N (J) terms (Browning et al. 2003; Paper I) . For example, in Paper I we found that N (4)/N (0) is proportional to the incident UV intensity I UV and the H 2 molecular fraction f is simply related to the ratio of I UV and the hydrogen density n H , providing a new method to derive I UV and n H from the observational parameters N (4)/N (0) and f .
In this paper, we present results from the molecularhydrogen survey conducted by the Berkeley Extreme and Far-Ultraviolet Spectrometer (BEFS) on the OR-FEUS telescope. Since the BEFS has moderate spectral resolution, we have used high-resolution optical measurements to select 10 target stars with a single absorption component for our study. From the column densities of each rotational level N (J), we derive the total hydrogen column density N (H 2 ), the cloud mean temperature T 01 , and the excitation temperature T ex . We use the relation between N (4)/N (0) and f to derive I UV and n H for each line of sight as described in Paper I. Combining our data with new observational results from FUSE (Gillmon et al. 2006) , we explore the relation between n H and N (H 2 ) in interstellar molecular clouds.
II. OBSERVATIONS AND ANALYSIS
The BEFS flew on board the ORFEUS-SPAS I and II Space Shuttle missions in 1993 and 1996, respectively. Its performance on the first mission is described by Hurwitz & Bowyer (1995) and on the second by Hurwitz et al. (1998) b Statistical signal-to-noise ratio in a 0.25Å bin, averaged over the region fit.
c Obtained from Na I optical observations. See references.
d Copernicus continuum stars (Snow & Jenkins 1977) .
for the first mission and about 9 cm 2 for the second. From the 54 early-type target stars in the Galactic disk and halo and 3 stars in the Magellanic Clouds observed by the BEFS, we have chosen 10 program stars (Table 1) with only a single major velocity component in the high-resolution optical measurements, to avoid line blending. If there are multiple components toward a star, we include it in our sample if the column density of the principal component is more than 3 times the sum of the other components. N (HI) is important to derive the molecular fraction f . We referred the N (HI) values obtained from the 21 cm radio observations (see the references in Table 1) . Table 2 shows the observation log and the summary of results. We use the optical Na I absorption features to obtain the Doppler parameters of the principal absorption components, because the Na I lines trace the diffuse, cloudy component of the ISM (Sembach & Danks 1994) . Observed Doppler parameters in Table 2 , rounded to the nearest b value in our model grid, range from 2 to 6 km s −1 , consistent with values found by other authors who use Na I lines to estimate Doppler parameters (e.g., Sonnentrucker et al. 2003) . To estimate the stellar continuum, we use reference spectra selected from the Copernicus Spectral Atlas (Snow & Jenkins 1977) . Reference spectra, listed in Table 2 , are selected for their similarity to the observed stars in spectral classification. Priority is given to the shape of the stellar continuum, and we seek the best match among the reference stars of similar spectral type. Because the total H 2 column density N (H 2 ) in each reference spectrum is less than the uncertainty in either the J = 0 or J = 1 column of the corresponding program star, we do not attempt to correct for H 2 absorption in the reference spectrum. The atlas spectra have 0.2Å resolution, close to that of our data.
We begin our analysis by generating a set of synthetic H 2 absorption-line models, using an ISM linefitting package written by M. Hurwitz and V. Saba. Given the column density and Doppler broadening parameter, the program computes a Voigt profile for each absorption feature and outputs a spectrum of τ versus wavelength at a resolution equal to the pixel size (0.0142Å) of the BEFS spectra (which are oversampled). The high resolution is necessary because the H 2 absorption lines are intrinsically quite narrow. For each H 2 rotational level (J = 1-5), we produce a set of absorption-line spectra with the given Doppler parameters.
The models are fitted to the data using the nonlinear curve-fitting program SPECFIT (Kriss 1994) to perform a χ 2 minimization. For stars observed on the 1993 ORFEUS-SPAS I flight, we fit the spectral region between 1045 and 1060Å, which contains most of the v = 0 → 4 vibrational band of the Lyman series, as this region is least complicated by stellar photospheric absorption or overlapping Werner bands of interstellar H 2 . Unfortunately, the brightest stars observed on the 1996 flight exhibit detector artifacts in this part of the spectrum ), so we use the 1088-1102Å region, which contains the v = 0 → 1 Lyman series vibrational band, for all but the faintest ORFEUS-SPAS II stars. The exact region fitted for each of our program stars is listed in Table  2 . For all stars, only the J = 0 to 5 rotational features are considered. Photoabsorption to levels with J > 6 immediately cascade to the J = 5 or J = 6 level for ortho and para H 2 , respectively (Jura 1974) , and J = 6 lines are rarely observed. We model each H 2 rotational level independently, using the value of the Doppler parameter b from Table 2 . The radial velocities of each rotational level are tied together, but the entire absorption-line complex is allowed to shift in velocity space to account for wavelength offsets and redshifts.
We first fit the J = 0 and 1 lines, then add the higher-level lines, as they often lie in the wings of the lower-J features. Two interstellar features that fall in the 1045-1060Å region, Ar I at 1048.22Å and Fe II at 1055.26Å, and one in the 1088-1102 region, Fe II at 1096.88Å, are also included in the model. A band of Cr III absorption features near 1100Å (Rogerson & Ewell 1985) complicates the fit to the P(3) and R(4) lines at 1099.8 and 1100.2Å, respectively, but other nearby J = 3 and 4 features allow us to constrain the column densities of these rotational levels. The only free parameters in the fit are the continuum placement (normalization and "tilt"), the scaling of the absorption-line column densities, and a constant shift in the wavelength scale of the absorption-line system. We adjust the model to fit the data as well as possible by hand, then invoke the automated χ 2 -minimization algorithm to fine-tune the fit. Figure 1 shows the spectra of our target stars (thick solid lines), which were background-subtracted, scaled to correct for detector dead-time effects, and wavelength-and flux-calibrated as described by Hurwitz et al. (1998) , the continuum spectra (thin solid lines) and our fitting results (dashed lines). Error bars are assigned to the data assuming Gaussian statistics. Hurwitz et al. (1998) find that, at the nominal instrument resolution of 0.33Å, noise from detector artifacts is about 6.4% of the measured signal, so we sum in quadrature the random-error spectrum with a scaled (by 0.05) signal spectrum, representing this component of the systematic error. The flux calibration is based on in-flight observations of hot white dwarfs and is thought to be uncertain to less than 10 % (Dixon et al. 1998 ).
III. RESULTS AND DISCUSSION (a) H 2 Column Densities
Column densities for each rotational level are presented in Table 3 . The 1-σ error bars are calculated by SPECFIT and represent only statistical uncertainties. Systematic errors, including line blending, both within the H 2 absorption bands and with nearby interstellar 148 D. LEE ET AL. atomic lines, errors in our cloud models, and (most important) errors in our adopted stellar continua, are likely to dominate the statistical uncertainties. Because it is difficult to quantify these effects, we estimate the systematic errors from our experience working with the data. We find that, even in complicated situations, small changes in our model parameters yield changes of 30 % or less in the derived column densities for J = 0 and 1, and of a factor of two or less for the higher rotational levels, corresponding to uncertainties of ∼ 0.1 dex for J = 0, 1 and 0.3 dex for J > 2. Total column densities range from log N (H 2 ) = 17.16 to 19.63 [cm −2 ], indicating that these sight lines probe diffuse interstellar clouds.
(b) Temperatures
The mean cloud kinetic temperature T 01 for each line of sight is derived from the column densities N (0) and N (1) using the relation
where g 0 and g 1 are the statistical weights of J = 0 and J = 1, respectively (Shull & Beckwith 1982) . Table 4 shows that the derived temperatures range from 37 K for HD 97991 to 211 K for HD 219188 and average T 01 = 80 ± 11 (rms) K, in agreement with the Copernicus result of T 01 = 77 ± 17 K (Savage et al. 1977) . Gillmon et al. (2006) also obtained T 01 = 124 ±8, suggesting that the average kinetic temperature of the high-latitude clouds is somewhat higher than that in the Galactic disk, although the range of T 01 is about the same as ours. The excitation temperature T ex is derived in Table  4 in the same way, with J = 2 and J = 3 levels. We have used g J = g S (2J + 1) to get g 2 and g 3 . Here, the spin factor g S equals 1 or 3 for para-or ortho-H 2 , respectively. The band energy factor E 23 k −1 is 1162 K. T ex values range from 423 to 810 K, with a mean of 603±54 (rms) K. This value is slightly higher than that (505 ± 28 K) found in the high-latitude FUSE survey (Gillmon et al. 2006) , and twice that of the FUSE disk survey (Shull et al. 2005) . Considering that most our sight lines probe the Galactic halo -only HD 167756 has a Galactic latitude |b| < 20
• -it is reasonable that our mean value of T ex is similar to the FUSE highlatitude survey result.
(c) The Hydrogen Density and The Incident UV Intensity
In Paper I, we used synthetic interstellar cloud models to investigate the formation and destruction of high-J molecular hydrogen in photo-dissociation regions. We found that N (4)/N (0) is proportional to the incident UV intensity I UV and that the H 2 molecular fraction f is simply related to the ratio of I UV and the hydrogen density n H , providing a new method to derive I UV and n H from the observational parameters N (4)/N (0) and f , for an assumed H 2 formation rate R. Note that the H 2 formation rate R can be written in its simplest form as
where y f is the formation rate coefficient, and I UV is the enhancement factor compared with the mean interstellar value adopted by Draine (1978), i.e., φ(λ = 1000 A) = 4.5 ×10 −8 photons cm −2 s −1 Hz −1 when I UV = 1. Figure 2 shows the model calculation results for log N (4)/N (0) vs. log f for three values of n H (black plus: 10 cm −3 , black asterisk: 100 cm −3 , and black diamond signs: 1000 cm −3 ) using T = 100 K, I UV = 0.1-1000, and log N (H 2 )= 14-19 [cm Table 2 are overplotted as red X and red square signs, respectively.
H 2 formation rate R to be 3 × 10 −16 , which is about 10 times the average interstellar value (see details in the Paper I). The BEFS results shown in Table 4 are plotted as red cross signs and the FUSE high-latitude survey results observed by Gillmon et al. (2006) are plotted as red squares in Fig. 2 . Note that only 7 of the 45 targets in Gillmon et al. (2006) have measured N (4) column densities. The models reproduce the observational results quite well.
Using these models, we have derived I UV and n H for our targets and the FUSE targets plotted in Fig. 2 . As shown in Table 5 , the derived incident UV intensity I UV ranges from 0.4 (HD 36402) to 158 (HD 219188) times the average interstellar value. It is interesting to note that most sight lines have higher UV intensities than the average value near the Sun. The hydrogen density n H for most sight lines in Table 5 is ∼ 100 cm −3 . Note that the smallest value is 6.3 cm −3 toward HD 36402 and the largest is 2.5 ×10 3 cm −3 toward HD 219188. HD 36402 is an LMC star that has been observed many times because of its interesting highvelocity absorption components around +150 km s −1 (Savage & de Boer 1981; Wakker 2001) . In this study, we find that, beside the 11 km s −1 component, there is another low-velocity component at 0 km s −1 toward HD 36402, which is a low-density gas with a low incident UV intensity. In contrast, the low-velocity (−3.7 km s −1 ) component in the spectrum of HD 219188 represents an active (T 01 = 211 K, T ex = 810 K), dense (n H = 2.5 ×10 3 cm −3 ) region. Based on the correlation between the infrared brightness and the measured 21 cm H I emission data presented in Desert, Bazell, & Boulanger (1988) , Ryu et al. (2000) indicated that the line of sight toward HD 219188 is lo- cated at the "outskirts" of the high-latitude cirrus dust clouds, which is consistent with our dense hydrogen density. There is no direct evidence of the active environment for the LV component toward HD 219188, but for reference, Welty (2007) analyzed a weak and peculiar intermediate-velocity (IV) component at −38 km s −1 , which has a time-variable column density. Finally, we represent the relation between the hydrogen density and the H 2 column density in Figure 3 . The BEFS and the FUSE data are plotted as cross and square symbols, respectively. Only clouds with log N (H 2 ) > 18.7 [cm −2 ] have n H > 100 cm −3 . This means that a minimum hydrogen density is needed to form a translucent molecular cloud, consistent with the results of Spitzer & Jenkins (1975; see their Fig. 4 ). We do not compare n H with the total hydrogen density N (H), because the neutral hydrogen column density N (H I) includes all the hydrogen atoms along the line of sight.
IV. SUMMARY
We present an analysis of 10 interstellar H 2 absorption components observed by the BEFS during the ORFEUS-SPAS I (1995) and II (1996) missions. From the measured H 2 column densities of each rotational level N (J), we derive total hydrogen column densities 17.16 ≤ log N (H 2 ) ≤ 19.16 [cm −2 ], mean cloud temperatures 37 K ≤ T 01 ≤ 211 K, and excitation temperatures 423 K ≤ T ex ≤ 810 K. Using the relation between N (4)/N (0) and f , we derive I UV and n H not only for our targets, but also for 7 high-latitude FUSE targets. We find that I UV ranges from 0.4 to 158 and n H ranges from 6.3 to 2.5 ×10 3 cm −3 for our targets. The relation between n H and N (H 2 ) confirms that our results are self-consistent: only clouds with log N (H 2 ) > 18.7 [cm −2 ] have n H > 100 cm −3 , which means that a mini- (Gillmon et al. 2006 ).
