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Dissecting the snake: the transition from localized patterns to
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Abstract
An investigation is undertaken of coupled reaction-diffusion systems in one spatial dimension that
are able to support, in different regions of their parameter space, either an isolated spike solution,
or stable localized patterns with an arbitrary number of peaks. The distinction between the two
cases is drawn through the behavior of the far field, where there is either an oscillatory or a
monotonic decay. Several examples are studied, including the Lugiato-Lefever model, a
generalized Schakenberg system that arises in cellular-level morphogensis and a continuum model
of urban crime spread. In each, it is found that localized patterns connected via a so-called
homoclinic snaking curve in parameter space transition into a single spike solution as a second
parameter is varied, via a change in topology of the snake into a series of disconnected branches.
In each case, the transition is caused by a so-called Belyakov-Devaney transition between complex
and real spatial eigenvalues of the fair field of the primary pulse. A codimension-two problem is
studied in detail where a non-transverse homoclinic orbit undergoes this transition. A
Shilnikov-style analysis is undertaken which reveals the asymptotics of how the infinite family of
folds of multi-pulse orbits are all destroyed at the same parameter value. The results are shown to
be consistent with numerical experiments on two of the examples.
Key words: Reaction-diffusion, localized patterns, homoclinic snaking, Belyakov-Devaney,
Shilnikov analysis
AMS subject classifications. 35B25, 35B32, 35K57, 34B07
1 Introduction
Localized structures are a common feature exhibited by spatially-extended systems far from equilib-
rium. Roughly speaking, a localized structure corresponds to a complex behavior that is localized
to some portion of the domain, with exponential decay in the far field. Such structures can be
found in diverse contexts at different spatial scales ranging from biochemistry to planetary physics.
Excellent reviews on localized structures can be found in [56, 1, 35].
Here we shall consider spatially localized equilibrium structures without permanent dynamics
and therefore we can restrict our attention to the spatial organization of the system. Broadly
speaking, it is possible to distinguish two types of spatially localized structures: those without and
those with a distinguished spatial wavelength. These structures are often referred as isolated spikes
(or pulses) and localized patterns (patches of the domain within which there is a spatially modulated
periodic structure) respectively.
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In this paper, we restrict our attention to the simplest setting in which one might see such local-
ized structures: systems of two reaction-diffusion equations in one spatial dimension. Specifically,
we study systems of the form
(1) ∂tU = DUxx + F (U,Ux, λ),
where x ∈ [−L,L], L  1, U,F ∈ RN , λ ∈ Rp is a vector of parameters, D is a diffusion operator
and F is odd in Ux partial derivatives, so that the system is invariant under x → −x. Via
straightforward adjustments, the results are also applicable to problems that are fourth-order in
space, like the Swift-Hohenberg equation [23].
Where convenient, we shall consider the limit L → ∞ and the equilibrium problem of (1) in
the context of spatial dynamics in which the spatial variable x is considered to be a time-like co-
ordinate (see e.g. [32]). In this context, the equilibrium problem to (1) may be considered to be
a four-dimensional reversible system in the phase space variables (U,Ux) and a localized solution
corresponds to a homoclinic orbit Uh(x) to a homogeneous equilibrium solution u0. Within this
framework, it is possible two observe two types of homoclinic solutions corresponding to the one
dimensional equivalent of the above mentioned localized solutions: spikes (pulse) and localized
patterns. In Figure. 1, the qualitatively differences between both types of homoclinic solutions is
illustrated.
1.1 Spikes: isolated homoclinic solutions
Spike-like isolated single-pulse states correspond to homoclinic equilibrium solutions of the system
(1) in which the decay to the far field is eventually monotonic and their representation in the spatial
phase space is rather simple (see Figure. 1, top-middle and top-right panels). Stable versions of
such pulses often arise via a single fold bifurcation from an unstable pulse that bifurcates at small
amplitude from a homogeneous equilibrium (see the bifurcation diagram sketched in the top-left
panel of Figure 1).
Such solutions can be observed in a wide variety of models. Two important examples are
Gray-Scott or Schnackenberg-like reaction-diffusion systems — which can be analyzed using either
geometric singular perturbation theory (as, for example, in the works of Doelman et al. [30, 30])
or using matched asymptotic expansions (as in the work of Ward et al. [34, 57]) — and the
parametrically driven non-linear Schro¨dinger equation (see, for example, the works of Barashenkov
et al. [5, 6] and references therein). In some contexts such localized states are called dissipative
solitons (see e.g. [2, 56]) and methods exist to approximate their dynamics on large domains via
point-like approximations (see e.g. [47]). In two or more spatial dimensions such solutions can
behave like particles and can weakly interact with each other. Although some mechanisms exist
(such as so-called inclination or orbit-flips, see e.g. [3, 50] and references therein) for creating
stable multi-peaked versions, in general such localized states do not form infinite families of bound
states, owing to their lack of oscillatory tails. Also, unlike solitons of integrable systems, dissipative
solutions can gain permanent dynamics, for instance through Hopf bifurcations, which can give rise
to quasi-periodic or fully chaotic behaviors.
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Figure 1: Qualitative differences between pulse solutions (top half) and localized patterns (bottom
half). In the leftmost column, a sketch of the bifurcation diagram of each solution is represented in
which the the vector L2-norm is plot against a parameter scalar parameter γ. The middle column
depicts one representative component of the solution as a graph against x, and the rightmost column
shows a planar projection of the solution in phase space.
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Figure 2: More details of the homoclinic snake in Figure. 1, showing two inter-twined branches; the
continuous and dashed lines represent branches of symmetric solutions with either and odd number
of large peaks, respectively (without considering the oscillating tails). The square in the bottom
of left panel, is the area where the primary (single peaked) orbit exists. One component of the
solution profile at each numerical label is depicted in the corresponding graph to the right. For
both curves in the main graph, the localized solutions are stable along portions of the graph that
have positive slope and lose stability at the fold points.
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1.2 Localized patterns and homoclinic snaking
Localized patterns represent a qualitatively different type of stationary solution state to (1). In
contrast to spikes, such states possess a spatial wave-length and present oscillatory tails as the
solution tends to the far field. These solutions typically occur as an infinite family of solutions,
which can be parameterized by the number of maxima observed in them (cf. bottom half of Figure. 1
and Figure 2).
One way to describe such localized patterns is to think of them as the interaction of two normal
fronts, where at least one of the equilibrium states that the fronts are connecting posses a spatial
wave-length[22]. Consequently, these fronts are robust and the Maxwell point changes from a single
point in the parameter space (where the fronts are not robust) to a range known as the pinning
range,where the fronts are observed[55]. In this situation, it is possible to use a weakly non-
linear analysis to estimate the bifurcation diagram of localized patterns when they are modeled
as interaction of fronts. Typically the bifurcation diagram resembles the one illustrated in the
bottom-left panel of Figure 1. This is a powerful technique, the scope of which is beyond variational
systems[60]. Nevertheless, it assumes that the distance between the cores of the fronts is large and
therefore it does not account for localized pattern composed for a small number of maxima like
those illustrated in Figure 2, which will be the subject of our study in this paper.
An alternative way of understanding localized patterns is to use spatial dynamics [32] where
the infinite spatial co-ordinate of the time-independent version of (1) in the limit L→∞ is treated
as time-like. In such contexts, one studies reversible systems of ordinary-differential equations in a
four-dimensional phase space. One can then show that the heteroclinic connection between a saddle
or saddle-focus equilibrium and a saddle-like periodic orbit creates a countable infinite number of
homoclinic orbits, which correspond to the localized patterns. The simplest examples among these
infinite families are typically connected in a bifurcation diagram like the one depicted in Figure. 2
which has been dubbed a homoclinic snake [62].
There is now a rich literature on the homoclinic snaking scenario. For example, as explained
in the context of Swift-Hohenberg equations in the work of Burke & Knobloch [15, 16]. Kozyreff
& Chapman [37, 21] among others (e.g. [26]), have explained how the snake arises from beyond-
all-orders perturbations of a degenerate (super-to-subcritical transitioning) pattern formation in-
stability. In addition, Beck et al [7] have provided rigorous justification of what can happen away
from the this singular limit (see also [44] for more cases). In particular, it is important to draw a
distinction between cases where there is and where there isn’t variational structure (a conserved
Hamiltonian-like quantity of the spatial dynamics), whether or not there is additional symmetry
and the effects of finite domain size; see e.g. [24, 13, 14, 33, 25, 36]. There are also analogues of
homoclinic snaking in higher spatial dimensions, where localized versions of rolls, hexagonal lat-
tices and target patterns can be observed, [41, 40, 4]. Here the snaking diagrams are more complex
and not all details are known, but see [45, 38, 10] for the state of the art. Here though we shall
exclusively concern models of the form (1) in one spatial dimension.
1.3 The question addressed
This paper has been motivated by a number of recent studies in which both localized patterns
and isolated spikes have been observed in different parts of parameter space in reaction-diffusion
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systems of the form (1). One motivation for our study is the work of Zelnik et al [63] on an
ecological model, in which exactly the same transition we study in this paper is observed, although
a theoretical explanation of the spike to localized pattern transition was lacking. Similar transitions
have been observed in our recent work on a simple model for cellular polarity formation [61], in the
Lugiato-Lefever model for optical parametric resonators [52] and in a continuum model for urban
crime waves [39]. These three models will be revisited in detail in Section. 3 below.
The rest of the paper is organized as follows. In section 2, we consider linear analysis around the
homogeneous equilibrium solution to which the homoclinc solutions tend in the far field. Consider-
ing a generic two components reaction-diffusion system in one spatial dimension, we will define in
terms of the parameters, the curves where a Belyakov-Devaney transition and a Turing instability
take place. A hypothesis is formed that the transition from localized patterns to isolated spikes
is driven by where the first fold of the homoclinic snake passes through the curve in a parame-
ter plane where there is a transition from complex to real spatial eigenvalues, through a double
real eigenvalue. We dub such a codimension-two bifurcation a non-transverse Belyakov-Devaney
bifurcation. Section 3, presents numerical results on the three example systems that indeed sug-
gest this bifurcation to be the key. Section 4 contains a partial unfolding of the non-transverse
Belyakov-Devaney bifurcation, using a Shilnikov-style approach — an adaptation to the analysis
in [17] to the particular codimension-two problem in question. Predictions of the analysis on the
bifurcation to infinity of the mutli-pulse orbits and on accumulation of the folds in the homoclinic
snake are shown to be consistent with the results in two of the examples. The paper ends with a
careful discussion the results, indicating exactly what has and has not been shown, and pointing
to directions of future work.
2 Linear analysis
For simplicity, in the rest of this paper we shall assume N = 2, although the results are in principle
applicable to systems with an arbitrary number of components, provided the transition described
occurs for the leading spatial eigenvalues. It is useful to rewrite (1) in the form
(2) ∂t
(
u
v
)
= D∂xx
(
u
v
)
+
(
f(u, v, λ, ∂xu, ∂xv, )
g(u, v, λ, ∂xu, ∂xv)
)
The corresponding spatial dynamics problem is formed by setting the time derivatives to zero in
(2) and choosing phase-space variables
y ∈ R4 = (u, ux, v, vx).
As first shown by Devaney[27, 28] (see also the reviews [18, 19]), the multiplicity of homoclinic
orbits to a symmetric equilibrium y0 in reversible four-dimensional systems depends crucially on
the eigenvalues of the linearisation around y0. Such eigenvalues come in symmetric pairs λ, −λ. If
the equilibrium is hyperbolic (all eigenvalues have non-zero real parts) then a homoclinic orbit is
isolated and generic, that is it should persist under perturbation. If the eigenvalues are complex
λ = ±ρ ± iω, then each homoclinic orbit should be accompanied by an infinite multiplicity of
families of multi-pulse homoclinic orbits (bi-modal, tri-modal etc.). For each number of pulses, the
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family is characterized by an infinite set of discrete distances between each pulse, corresponding to
an arbitrary number of half-oscillations between each pulse.
Homoclinic snaking, as in Figure. 2, typically occurs when a primary homoclinic orbit emerges
sub-critically from a point of double imaginary eigenvalues ±iω. Such a codimension-one bifurca-
tion is sometimes called a Hamiltonian-Hopf bifurcation, or reversible 1:1 resonance point, and is
equivalent to the fundamental pattern formation instability of the underlying partial differential
equation, which in an infinite domain corresponds to the accumulation point of infinitely Turing
bifurcations [11]. With slight abuse of notation, we shall refer to such a double-imaginary eigenvalue
bifurcations in the spatial dynamics as a Turing bifurcation.
The central hypothesis of this paper will be that the homoclinic snake can eventually break up,
as a second parameter is varied if the pinning region extends to cover the whole of a parameter
region interval in which the spatial eigenvalues are complex, reaching a point where there are
double real eigenvalues, see Figure. 3. The case of primary homoclinic orbit passing through such
a transition was dubbed in [18] a Belyakov-Devaney bifurcation because of the similarity to the
codimension-two bifurcation in non-reversible systems first described by Belyakov [8]; see also [9]
for these ideas applied in the context of reversible systems. Here, the infinite family of multi-pulse
orbits disappear via the distance between each pulse tending to infinity as the critical eigenvalue
transition is approached. Where convenient, in what follows we shall sometimes abuse notation
and describe the eigenvalue transition of four complex eigenvalues to four real eigenvalues through
a double-real-eigenvalue transition as being a Belyakov-Devaney transition, irrespective of whether
the equilibrium has a homoclinic orbit connecting to it or not.
In the remainder of this section, we will obtain explicit expressions for the Turing instabil-
ity and the Belyakov-Devaney transition, in terms of the parameters of the system. Considering
(uh, vh) as an homogeneous equilibrium of system (2). The linear stability analysis is performing
by substituting (
u
v
)
=
(
uh
vh
)
+
(
δu
δv
)
, (|δu|, |δv|  1)
into (2) and retaining the linear contributions
(3) ∂t
(
δu
δv
)
= [J + D∂xx]
(
δu
δv
)
.
Here J is the jacobian matrix, evaluated at (uh, vh) and D is the diffusion matrix. More precisely,
we define the entries of these matrices as
J =
(
j1 j2
j3 j4
)
, D =
(
d1 d2
d3 d4
)
.
In order to determine the Turing instability, we consider the perturbation in (3) as(
δu
δv
)
=
(
δu0
δv0
)
eσt+ikx,
which leads to the eigenvalue problem
σ
(
δu
δv
)
= [J− k2D]
(
δu
δv
)
= M
(
δu
δv
)
,
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whose characteristic polynomial defines implicitly the dispersion relation
(4) σ2 − tr(M)σ + det(M) = 0,
where tr is the trace of the matrix. Imposing the conditions for the Turing instability, the following
condition is obtained[11, 46, 49]
(5) 2
√
det(D) det(J) = ξ, with k2c =
ξ
2 det(D)
> 0
where:
(6) ξ = d1j4 + j1d4 − d2j3 − j2d3
Alternatively, as it was shown in [11], this instability can be predicted in the spatial system.
Considering a time-independent perturbation(
δu
δv
)
=
(
δu0
δv0
)
eλx,
in (3), we obtain
0 = [J + λ2D]
(
δu
δv
)
,
which corresponds to the eigenvalue problem
(7) λ2
(
δu
δv
)
= −D−1J
(
δu
δv
)
= S
(
δu
δv
)
.
The four eigenvalues are given by
(8) λ±,± = ±
√√√√( tr(S)
2
)
±
√(
tr(S)
2
)2
− det(S).
A Turing instability will take place whenever the perturbation does not grow nor decay, this is
when λ is purely complex. Due to the reversibility of the system, the critical case occurs when the
four spatial eigenvalues have the same magnitude (see the left panel of Figure 3). Hence, this is
equivalent to impose the following conditions in the eigenvalues:(
tr(S)
2
)2
= det(S) and
tr(S)
2
< 0
which in terms of the components of J and D is equivalent to (5). Conversely, the Belyakov-Devaney
transition will occur whenever the four spatial eigenvalues have the same magnitude and they are
purely real. This is (
tr(S)
2
)2
= det(S) and
tr(S)
2
> 0.
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Spatial (Turing) Instability Belyakov-Devaney Transition
Figure 3: Turing instability (left panel) and Belyakov-Devaney transition (right panel) undergone
by a homogeneous solution. The qualitative changes are observed when a parameter γ crosses a
critical value γc (arrow at the bottom).
In summary, both results can be written in terms of the components of J and D as
(9) 2
√
det(D) det(J) = ξ, with
{ −ξ
2 det(D) < 0 Turing Instability
−ξ
2 det(D) > 0 Belyakov-Devaney
As a final remark, notice that there is no equivalent for the Belyakov-Devaney transition in terms
of the dispersion relation σ(k).
3 Examples
We have chosen three examples to illustrate the ubiquity of the transition in question. All numerical
computations of localized solutions solutions have been obtained using AUTO [29] with Neumann
boundary conditions, on a half-interval [−L, 0] or [0, L] for a sufficiently large L for the solution
in the far field to be very close to the homogeneous equilibrium. Using this approach we will only
capture homoclinic orbits that are symmetric under the reversibility.
3.1 A Generalized Cell Polarity Model
The first example is the model previously studied by the present authors [61], which is a gener-
alization through the addition of source and loss terms of a canonical model for cellular polarity
formation proposed by Mori, Jilkine & Edelstein-Keshet [48]. It can be written in the form
∂tu = δ∂xxu+ [F (u, v)− εθu],(10a)
∂tv = ∂xxv − [F (u, v)− εα], x ∈ [−L,L] , ∂x(u, v)(±L) = 0,(10b)
where F (u, v) = γ
u2v
1 + u2
− ηu+ v.(10c)
Here u(x, t) and v(x, t) represent the concentrations of active and inactive species respectively of a
structural G-protein, and δ  1 is the ratio of their diffusion rates. The function F (u, v) represents
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Figure 4: Top panel: Two-parameter bifurcation diagram of the general cell polarity model (10)
with other parameters as in (11). The right-hand panel is a zoom of the area within the dot-dashed
box in the left-hand panel. The solid (blue) line corresponds to the Turing bifurcation which is
sub-critical to the left of the red circle and super-critical to the right. The dashed line corresponds
to the Belyakov-Devaney transition. The red thin red lines delineating the pink shaded region
corresponds to where localized patterns or spikes are observed. The unfolding point corresponds
to the intersection of the line where the Belyakov-Devaney takes place and the frontier of the
localized region. Alphabetically labeled dot-dashed lines in the right-hand panel correspond to
one-parameter continuations depicted in the Bottom panel.
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the local kinetics of the activation step parameterized by O(1) parameters η, γ. The specific form
of F is not important, provided that it exhibits bistability. We fix all the parameters except two,
the diffusion ratio δ and the parameter which controls the non-linearity in the model γ. Following
[61], we choose
(11) ε = 1, η = 5.2, θ = 5.5, α = 1.5
The unique homogeneous equilibrium is given by expression
(12) (u0, v0) =
(
α
θ
,
α(εθ + η)(θ2 + α2)
θ[θ2 + α2(1 + γ)]
)
:=
(α
θ
, β0 + εβ1
)
.
Performing a linear stability analysis around this equilibrium, we obtain the linear problem
∂t
(
δu
δv
)
=
{[
∂uF − εθ ∂vF
−∂uF −∂vF
]
+
[
δ 0
0 1
]
∂xx
}(
δu
δv
)
.
Following the calculations of Section 2, the condition for the transitions are[61]:
(13) εθ∂vF − (∂uF − δ∂vF − εθ)
2
4δ
= 0, with k2c =
∂uF − δ∂vF − εθ
2δ
with k2c > 0 corresponding to a Turing instability and k
2
c < 0 to a Belyakov-Devaney bifurcation.
In the top panel of Figure 4, the line (13) is shown when a Turing Instability (k2c > 0) and a
Belyakov-Devaney transition occur using a continuous blue line and a dashed black line respectively.
Additionally, we have included the point where the appearance of patterns changes from sub to
supercritical (red dot) and the region where localized solutions are found, which was determined
numerically. On the right panel, a zoom of the bifurcation diagram is presented, the maroon star
marks the codimension two point, where the Belyakov-Devaney transition and the first fold of the
primary homoclinic orbit (frontier of the localized region) occur simultaneously. This point, termed
unfolding point, will be the subject of our study in Section 4. The alphabetically labeled horizontal
and vertical lines correspond to paths in the parameter space where the one parameter continuation
of the homoclinic orbits was performed. The details are presented in the bottom panel with the
respective labels a)–c). The leftmost panel a) shows a regular homoclinic snake, for a case where γ
remains entirely in the parameter region corresponding to complex eigenvalues. There are infinitely
many folds in theory but the upper part of the bifurcation curve has been artificially truncated.
In contrast, panel b) shows a single fold in the case that the parameters are in exclusively in
the real eigenvalue part of parameter space. The only stable localized solution observed in this
parameter region is the larger-amplitude of these two pulses. Note that both the small and large
amplitude pulse survive all the way to the singular limit δ → 0, with the latter disappearing at
zero amplitude deviation from the homogeneous equilibrium. The first column of panel c) shows
a hybrid case where the primary localized solution crosses the Belyakov-Devaney transition, at
γ = γc, indicated by a vertical dashed line in the figure. Here we see that the first fold of the
primary orbit has passed through γc. After the second fold, which creates a three-pulse orbit, the
primary branch turns around and then terminates at γc. The mechanism of termination is that
the solution becomes delocalized; the outer two pulses disappear towards x = ±∞ as γ → γc. We
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find that all other branches of the snake, including the intertwined branch with an even number
of pulses (not shown) never cross γc, but are split into separate pieces with solutions becoming
delocalized as they approach γc. Finally, the second column of panel c) shows the continuation of
the bi-modal orbit along path c). The bi-modal orbit only exist for γ > γc and as well as with the
primary homoclinic orbit, this orbit gains an extra maximum after the undergoing a fold (see the
insets), subsequently the branch terminates at γc.
3.2 An urban Crime-Wave model
In 2008 Short et al [59] derived a system of partial differential equations (PDEs) for crime density
within an urban area, based on mean-field approximation to a stochastic agent based model. The
model was able to replicate the behaviors observed in real crime data, in particular that crime
seems to be concentrated in localized areas (hot-spots). In a more recent work, Lloyd and O’Farrell
[39] studied the model in both one and two spatial dimensions in an attempt to understand the
origin of such localization. Here we just focus on the 1D model, which can be written in the form
∂tA = η
2∂xxA−A+ β + ρA(14a)
∂tρ = ∂xxρ− 2 ρ
A
∂xxA− 2∂xρ∂xA
A
+ 2
ρ(∂xA)
2
A2
− ρA+ µ− β.(14b)
Here A represent the attractiveness of an area to burglars and ρ the density of criminals. This
system possesses three dimensionless parameters, β, µ and η2, which, for the sake of clear distinction
between parameters and state variables, we have renamed from the notation used in [39].
This system has a homogeneous equilibrium given by:(
Ah
ρh
)
=
(
µ
1− βµ
)
.
Performing a linear stability analysis around this equilibrium we obtain the linear problem
∂t
(
δA
δρ
)
=
{[ −β
µ µ
−µ−βµ −µ
]
+
[
η2 0
−2µ−βµ2 1
]
∂xx
}(
δA
δρ
)
Following the guidelines of Section 2, we find that a Turing instability occurs whenever [39]
(15) β =
2
3
µ− η2µ
2
3
− 2
3
µ
√
µη2, with k2c =
√
µ
η2
.
Furthermore, a Belyakov-Devaney transition occurs at
(16) β =
2
3
µ− η2µ
2
3
+
2
3
µ
√
µη2.
The top panel of Figure 5 presents a two-parameter bifurcation diagram, using the same con-
ventions and colors as the last example.The bifurcation diagram was essentially already present
[39] (See Figure. 1(e) of that paper), but the transition between spikes and localized patterns il-
lustrated the bottom panel of Figure 5 was not analyzed. Note how, qualitatively speaking, the
scenario observed here is identical to that in the previous example.
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3.3 The Lugiato-Lefever model
The next example is the much-studied Lugiato-Lefever model [42], which arises in a number of
different contexts in nonlinear optics (see e.g. [54] and the rest of that special issue devoted to this
equation). Both parameter regimes of spikes [52] and homoclinic snaking [31] have been reported
in different parts of parameter space, which makes it a good candidate for seeking the transition in
question in this paper. In this section we will restrict our attention to the aspects of this equation
which are relevant to our analysis, nevertheless there is a vast literature in this equation (e.g. see
[53]). In one spatial dimension, the Lugiato-Lefever model reads
(17) ∂tψ = −ψ + iη
(|ψ|2 − θ)ψ + i∂xxψ + F
where ψ(x, t) = A(x, t)+iB(x, t) and θ and F are positive parameters. Considering the self-focusing
case η = 1, the system has a homogeneous steady state solution given implicitly by
(18) F = (1 + i(θ − I0))ψ0 which implies F 2 = I0(1 + (θ − I0)2),
or, in terms of the real and imaginary parts,
A0 =
F
1 + (I0 − θ)2 , B0 =
F (I0 − θ)
1 + (I0 − θ)2 , where I0 = |ψ|
2 = A20 +B
2
0 .
Writing equation (17) in terms of the real and imaginary part and linearizing around this point,
we obtain
∂t
(
δA
δB
)
=
{(
2I0(θ−I0)
1+(I0−θ)2 − 1 θ + I0
(
2
1+(I0−θ)2 − 3
)
I0 − θ + 2I01+(I0−θ)2
2I0(I0−θ)
1+(I0−θ)2 − 1
)
+
(
0 −1
1 0
)
∂xx
}(
δA
δB
)
.
Notice that due to the implicit nature of the equilibrium solution, I0 plays the role of a parameter.
We can convert the results into the (θ, F ) space using (18). Following Section 2, the spatial
eigenvalues satisfy
(19) λ2 = θ − 2I0 ±
√
I20 − 1.
and consequently when I0 = 1 and θ < 2 (θ > 2) a Turing instability (Belyakov-Devaney transition)
takes place. Using (18) we write the expressions for the Turing instability (Tur) and Belyakov-
Devaney (B-D), in terms of the parameters of the system
FTur(θ) =
√
1 + (θ − 1)2 when θ < 2,
FB-D(θ) =
√
1 + (θ − 1)2 when θ > 2.
Using the same conventions of the previous examples, these lines have been represented in Figure
6 a). We also have included the point where the appearance of patterns changes from sub to
supercritical at (I0, θ) = (1,
41
30 )[54], the region where localized structures and patterns can be
found (in pink and green respectively). This diagram does not account for the whole richness of
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Figure 6: a)Two-parameter bifurcation diagram of the Lugiato-Lefever model (17), using the same
conventions as in Figure 4. The paths labeled b) and c) Illustrate the one parameter continuation
paths. The details are shown in b) and c) respectively.
this model (e.g. Hopf bifurcation, bistability), see [53] for details. As a final remark, notice that in
this case the unfolding point (maroon star) is qualitatively different from the previous examples.
In this case the four eigenvalues vanish at (I0, θ) = (1, 2), the situation is analyzed in [51].
As in the previous examples, we have chosen one-parameter continuation paths, labeled b) and
c) in Figure 6. In b), a one-parameter continuation of a tri-modal homoclinic orbit in the snaking
region is depicted, the family of solutions is obtained. In contrast, when the continuation of the tri-
modal homoclinic orbit is performed along path c) (cf. Figure 6 a) and c)), the branch terminates
precisely at the point where the Belyakov-Devaney transition occurs (see Figure 6 a) and the zoom
in the inset). In panel c), a representative component of the solution at the beginning and end of
the branch (distinguished with a cyan circle and x respectively in the panel a))
Since the original preparation of this work, we became aware of the results in [51] which provides
far more numerical details of the bifurcation structures summarized in Figure 6 (see e.g. Figures. 5
and 14 of that paper). In particular they also found that the all localized structures apart from the
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primary one terminate at the Belyakov-Devaney point. However they do not provide the analytic
explanation of why this might be the case, which is the subject of the rest of this paper.
4 Unfolding the non-transverse Belyakov-Devaney transi-
tion
The three examples studied suggest that the transition we describe is generic, to that end we now
construct a plausible analysis, to predict what happens in a neighborhood of the key codimension-
two bifurcation in question. That is, we provide a partial unfolding of the case of a fold in a primary
orbit first touching the Belyakov-Devaney transition and see if this can explain the phenomenon
observed. We shall use the paradigm of spatial dynamics, in the limit L → ∞, in which we
consider the equilibrium problem and the spatial variable x is replaced by a time-like variable t in
what follows (which should not be confused with the actual temporal variable of the time-dependent
PDEs). We use the method pioneered by L.P. Shil’nikov, see [58] and references therein, specifically
an adaptation to the previous work of the second author [17], that considered symmetric homoclinic
orbits to an equilibrium with complex eigenvalues in a reversible system. Here, we will consider a
perturbation of the the primary homoclinic orbit, which will provide the conditions for the existence
of bi-modal homoclinic orbits. The spirit of the analysis is that of a formal, justified calculation,
we do not attempt to provide rigorous statements.
4.1 Generic hypotheses
We are interested in a description of homoclinic orbits in a neighborhood of the codimension-two
point where a primary homoclinic orbit of a four-dimensional reversible system undergoes a fold
at a Belyakov-Devaney point. This point has been distinguished in the two-parameter bifurcation
diagrams of Figures 4 and 5 with a maroon star and termed unfolding point. In the spirit of [17],
we consider the four-dimensional dynamical system given by the differential equations
(20)
dy
dt
= f(y, ε, ν) ε, ν ∈ R, y ∈ R4, f ∈ Cr, (r ≥ 2).
We suppose that the system is reversible, that is, there is a linear operator R which satisfies
R ◦R = 1 and R · f = −f ◦ R.
It will be useful for our analysis to define the two-dimensional symmetric section S = Fix(R).
Whenever an orbit intersects S, then we can reverse time without loss of generality so that the
orbit is symmetric, that is
(21) Ry(t) = y(−t).
We suppose that the system (20) has an isolated hyperbolic stationary point; for the sake of
simplicity we take this stationary point y∗ = 0. The stable and unstable manifolds W s,u(0))
manifolds are then given by
W s(0) = {y ∈ R4| lim
t→∞φt(y) = 0} and W
u(0) = {y ∈ R4| lim
t→−∞φt(y) = 0},
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Figure 7: Phase portraits of the linear dynamics (23) for A− and A+ in the upper and lower panels
respectively. The three column correspond to three representative values of ε, from left to right
(ε = −0.8, 0, 0.8). The 4 dimensional phase space of the Box (24) corresponds to the Cartesian
product of the upper and lower panel in each case.
where φt is the flow corresponding to the differential equation. Also, since 0 ∈ S, we have that
RWu(0) = W s(0) and a symmetric homoclinic orbit occurs whenever a solution trajectory in
Wu(0) crosses S.
We make two further generic hypotheses to describe the codimension-two point we are interested
in and introduce two small parameters ε and ν, which are described as follows. First, we suppose
that the eigenvalues of the Jacobian matrix Df(0) evaluated at the stationary point 0 ∈ R4 have
double real eigenvalues ±ρ. Moreover we suppose that ε generic unfolds this degeneracy, so that
the characteristic polynomial can be written
(22) [(λ− ρ)2 − ε][(λ+ ρ)2 − ε].
Hence for ε < 0 the equilibrium is a saddle focus with eigenvalues
λ = ±ρ± i√−ε +O(ε),
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whereas for ε > 0 there the origin is a real saddle with eigenvalues
λ = ±ρ±√ε +O(ε),
see Figure 7 for the corresponding phase portraits.
Second, we assume that when the parameter ν = 0 there is a degenerate symmetric homoclinic
orbit γ(t),
γ(0) ∈ S and lim
t→±∞ γ(t) = 0
which intersects S in a quadratic tangency. Moreover, we suppose that ν unfolds this tangency in
a generic way such that when ν < 0 there are two nearby intersections between Wu(0) and S, and
none for ν > 0 (see Figure. 9).
Our goal in what follows is to describe the fate of multi-pulse homoclinic orbits in a neighborhood
of γ for small ε and ν. To do this we use the well-established technique of approximation of the
dynamics through appropriate Poincare´ maps (see Figure. 8).
Regarding the dynamics near the 0, our assumption (22) on the eigenvalues implies that there
is a system of coordinates y = (y1, y2, y3, y4)
t, where the linearisation can be written
(23) y˙ = Jy where J =
(
A+ 0
0 A−
)
, and A± =
( ±ρ 1
ε ±ρ
)
.
In this local coordinate system, the dynamics in the stable and unstable manifolds W s(0) and
Wu(0) correspond to the uncoupled subsystems associated with matrices A− and A+ respectively
(illustrated in Figure 7). We define the neighborhood of the origin in which linearisation can be
applied as the box
(24) B = {y ∈ R4|y21 + y22 ≤ h2 ∧ y23 + y24 ≤ h2}, for some h 1.
We can now define local Poincare´ sections on ∂B. Note from Figure 7 that if we define these
sections in terms of polar coordinates for a fix r = h, then all the trajectories will cross the sections
transversely. Hence, introducing the polar coordinates for A± as
(25) y =

y1
y2
y3
y4
 =

r+ cos θ+
r+ sin θ+
r− cos θ−
r− sin θ−
 ,
we can define transverse Poincare´ sections as intersection between the box and the stable (Π−) and
unstable manifold (Π+) as
Π− = {y = (r+, θ+, r−, θ−) ∈ R4 | r+ ∈ [0, h], θ+ ∈ [0, 2pi], θ− ∈ [0, 2pi], r− = h},
Π+ = {y = (r+, θ+r−, θ−) ∈ R4 | r+ = h, θ+ ∈ [0, 2pi], θ− ∈ [0, 2pi], r− ∈ [0, h]}.
Another useful Poincare´ section inside B is one containing a local piece of S, given by
(26) Πs = {y = (r+, θ+, r−, θ−) ∈ R4 | r+ = r−, θ+, θ− ∈ [0, 2pi]}.
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We will also make use of another Poincare´ section: a section Πf transverse to the flow at γ(0)
and far from the origin, we will define this shortly in terms of appropriate local coordinates, when
we define the respective global map.
In order to define the maps between the Poincare´ section, we will make three further hypotheses,
enumerated for the sake of clarity
1. In a small neighborhood B of the stationary point y∗ = 0, the dynamics of (20) can be
captured by the linearisation around the stationary point y˙ = Df(0)y.
2. A neighborhood D− ⊂ Π−, of where the primary homoclinic orbit intersects the unstable
manifold of 0 and the boundary of the box, γ ∩Wu(0) ∩ ∂B ⊂ D−, can be mapped diffeo-
morphically into the neighborhood D+, where the primary homoclinic orbit intersects the
stable manifold of 0 and the boundary of the box, γ ∩W s(0) ∩ ∂B ⊂ D+. The leading-order
expression for this map can be obtained from the linearized flow.
3. D+ ⊂ Π+ can be mapped into a Poincare´ section Πf transverse to the flow at γ(0), through a
non-singular diffeomorphism that captures the quadratic tangency. There is a corresponding
map from Πf to D− that is the image of this map under the reversibility.
In order to study the evolution of a point near the primary homoclinic orbit, in the next two
sections we will define the maps between the above defined Poincare´ sections. We aim to define
a map Σtot : Π+ → Πs, which will be constructed from the composition of three maps: one local
Σl and two global Σo,Σi. Figure 8, schematize the primary homoclinic orbit in black, connecting
0 (red point) at t → ±∞. The Poincare´ maps have been represented using blue regions and the
maps Σl,Σo,Σi have been illustrated with red lines.
4.2 Local map near the origin
Following the above presented hypotheses, we define the local map Σl : D− ⊂ Π− → Πs, from D−
into D+, using the linearized flow (23). As noticed before, it is convenient to use polar co-ordinates,
defined via (25), for which the dynamics are written as
r˙± = r±(±ρ+ sin θ cos θ ± (1 + ε)) = r±ρ±(t),
θ˙± = ε cos2 θ± − sin2 θ±.
We can solve this system of equations for the components in the stable and unstable directions
independently. Hence we shall temporarily drop the ± subscripts and allow ρ to take either sign.
The equation for θ can be solved through separation of variables. The solution satisfies
(27) tan(θ(t)) =
√
ε tanh(
√
ε(t+ Cθ)),
where Cθ can be determined from the initial condition θ(0) . Substituting (27) into the r-equation,
we can again solve using separation of variables. The complete solution in terms of the initial
conditions (r, θ)|t=0 = (r0, θ0) can be written as
(28) θ(t) = arctan
(
ε tanh(
√
εt) +
√
ε tan θ0√
ε+ tanh(
√
εt) tan θ0
)
− piIm(√ε)m m ∈ Z,
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0Figure 8: Overview of the Shilnikov analysis for a homoclinic orbit (black trajectory) near a
Belyakov-Devaney transition. The relevant Poincare´ sections (Π+,Π−,Πs,Πf ) as well as the re-
spective maps (Σo,Σi,Σl in red arrows) have been included. The stationary point 0 has been
represented with a red dot in the center of the box B. Note the true dynamics are in R4, of which
we have depicted a 3D projection.
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(29) r(t) =
√
f(t, θ0; ε)
f(0, θ0; ε)
r0e
ρt,
where
f(t, θ0; ε) = (1 + ε) cosh(2
√
ε(t+ Cθ)) + 1− ε
(30)
=
(1 + ε){cosh(2√εt)(ε+ tan2 θ0) + sinh(2
√
εt)2
√
ε tan θ0}+ (1− ε){ε− tan2 θ0}
ε− tan2 θ0 .
It will be useful to consider the limit ε→ 0 in the expressions (28) and (29). Using l’Hoˆpital’s rule,
the components of the solution are
(31) lim
ε→0
θ(t) = arctan
(
tan θ0
1 + t tan θ0
)
,
(32) lim
ε→0
r(t) = r0e
ρt
√
(tan θ0t+ 1)2 + tan θ20
tan θ20 + 1
= r0e
ρt
√
(sin θ0t+ cos θ0)2 + sin
2 θ0).
Using these definitions we build the local map Σl : D− ⊂ Π− → Πs. In terms of the polar
coordinates (25), the map is
Σl :

r
(1)
+
θ
(1)
+
r
(1)
−
θ
(1)
−
→

r
(2)
+
θ
(2)
+
r
(2)
−
θ
(2)
−

Considering (28) and (29), we find an expression for this map in terms of the time of flight τ : the
time required to reach that final point. According to the definition of the Poincare´ sections
r
(1)
− = h and r
(2)
+ = r
(2)
− = ρ.
Using (29), this expression is
r
(2)
+ = ρ = r
(1)
+
√√√√f(τ, θ(1)+ , ε)
f(0, θ
(1)
+ , ε)
eρτ , r
(2)
− = ρ = h
√√√√f(τ, θ(1)− , ε)
f(0, θ
(1)
− , ε)
e−ρτ ,
where f is given by (30). Equating these two expressions for ρ, we obtain
(33)
(
r
(1)
+
h
)2
f(τ, θ
(1)
+ , ε)f(0, θ
(1)
− , ε)
f(τ, θ
(1)
− , ε)f(0, θ
(1)
+ , ε)
= e−4τρ 0 < r(1)+ < h .
This is a transcendental equation for τ in terms r
(1)
+ and, in general, it does not have a closed-form
solution. Nevertheless, by inspection we can see that τ = 0 when r
(1)
+ = h. Conversely, when
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r
(1)
+ = 0, which corresponds to a solution in the stable manifold, the expression (33), reduces to
e−4τρ = 0, implying τ =∞ as expected.
The study of this map is restricted to a neighborhood of the primary homoclinic orbit, which
is in the stable manifold. Hence we are interested in the limit r
(1)
+  1 or alternatively τ  1.
Nevertheless, considering this limit does not simplify the function f . Instead, we will start by
considering the limit ε→ 1. Hence, using (32), expression (33) becomes(
r
(1)
+
h
)2(
sin2 θ
(1)
+ τ
2 + 2 sin θ
(1)
+ cos θ
(1)
+ τ + 1
sin2 θ
(1)
− τ2 + 2 sin θ
(1)
− cos θ
(1)
− τ + 1
)
= e−4τρ
In addition, if the limit τ  1 is considered, the rational function on the left can be approximated
by its leading-order terms, from which we obtain∣∣∣∣∣r
(1)
+
h
∣∣∣∣∣
∣∣∣∣∣ sin θ
(1)
+
sin θ
(1)
−
+O(τ−1)
∣∣∣∣∣ = e−2τρ.
Using this equation, an approximate expression for τ when ε and r
(1)
+ are small is
(34) τ =
log
2ρ
(∣∣∣∣∣ h sin θ
(1)
−
r
(1)
+ sin θ
(1)
+
+O
(
1
r
(1)
+
)∣∣∣∣∣
)
+O(ε),
which is valid for θ
(1)
− 6= npi 6= θ(1)+ for any n ∈ Z. This condition can be guaranteed by redefinition
of the origin of the angular co-ordinates if necessary. Substituting the expression (34) for τ into
the equations (29) and (28), we find an explicit expression for the map Σl.
4.3 Global Maps
In this section, we will define the maps Σo and Σi, related to the Poincare´ section transverse to
the flow at γ(0) (see Figure 8) at Πf ). In order to build the maps, we define local coordinates
(z1, z2, z3) in Πf as depicted in Figure 9. Since the map Σo : D+ ⊂ Π+ → Πf , our starting point
y(1) lies in D+, close to the primary homoclinic orbit. In terms of the coordinates, this is
r
(1)
+ = h, θ
(1)
+  1,
Considering this limit in (25), the initial point is
y(1) =

y1
y2
y3
y4
 =

h
hθ
(1)
+
r
(1)
− cos θ
(1)
−
r
(1)
− sin θ
(1)
−
 ,
and consequently we can reduce the coordinates to (y2, y3, y4) ∈ Π+ and the map can be simplified
to
Σo :
 y2y3
y4
 7−→
 z1z2
z3
 .
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Figure 9: Symmetric section (yellow surface) and stable and unstable manifold of the primary
homoclinic orbit inside of Πf (see Figure 8) in terms of the local coordinates (z1, z2, z3). The
coordinates have been chosen such that z1 is tangential to the unstable manifold. The parameter
ν accounts for the intersection of the manifolds.
The next step is to choose the local coordinates zi near γ(0). The function Σo maps y
(1) into a
point in Πf , y2 is the only direction in the unstable manifold and we expect this direction to be
mapped into a direction tangential to the unstable manifold of the primary homoclinic orbit Wu.
Additionally, we want Wu to be quadratic near S (see Figure 9). The critical situation corresponds
to (35) when ηij = 0. The extra terms account for a general perturbation of this case. Notice that
the map should be a diffeomorphism and hence invertible. Under these assumptions, the map can
be written as
(35)
z1z2
z3
 =
 y2,η23y3 + η24y4
η33y3 + η34y4 + by
2
2 + ν
+O(y2),
for arbitrary real constants b and ηi,j , satisfying some mild hypotheses as described below. The
parameter ν controls how the stable and unstable manifolds intersect with S as depicted in Figure
9. This is, for ν > 0 the manifolds do not intersect there are no primary homoclinic orbits. In
contrast, for ν < 0, there is a transverse intersection at two points on S.
The second global map to be defined is Σi : Πf → Π−. Exploiting the symmetry of the solutions,
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using (21), this map can be defined as
Σi = (Σo)
−1 ◦ R,
where Σ−1o is the inverse function of Σo. Hence, from Figure 9
R
 z1z2
z3
 =
 z1z2
−z3
 .
On the other hand, the map Σ−1o : Πf → Π+ is given by
Σ−1o
 z1z2
z3
 =
 y2y3
y4
 , where y2 = z1
a
, y3 =
∣∣∣∣ z2 η24ξ η34
∣∣∣∣
ψ
, y4 =
∣∣∣∣ η23 z2η33 ξ
∣∣∣∣
ψ
,
and ξ = z3 − ν − b
(
z1
a
)2
. Notice that in order to be invertible we require,
a 6= 0 6= ψ =
∣∣∣∣ η23 η24η33 η34
∣∣∣∣ .
Using the defined maps, we can establish the conditions for multi-pulse orbits. We shall restrict
attention to two-pulse orbits. In principle n-pulse orbits for any n can be constructed similarly.
4.4 Conditions for two-pulse orbits
We start by considering a point y0 near the primary orbit within W
u in D+ to subsequently find
a set of conditions for the image of y0 under the map Σtot : Π+ 7−→ Π−s to lie in the intersection
of the symmetric section with Πs. By construction, such a point represents a homoclinic orbit that
passes a neighborhood of γ(0) twice; a two-pulse orbit.
The map Σtot can be defined as
(36) Σtot = Σl ◦ Σ−1o ◦ R ◦ Σo : Π+ 7−→ Πs.
We consider the initial point y0 in a line segment of length 2s h, around the primary homoclinic
solution γ within intersection of Π+ ∩Wu(0). That is, we take
r− = 0, r+ = h, θ+ = s |s|  1,
and consequently
(37) y0 =

y1
y2
y3
y4
 =

h
hs
0
0
 .
24
We proceed to compose each successively Poincare´ map in (36). The image of y0 under the Σo is
Σo
 hs0
0
 7−→
 ahs0
b(hs)2 + ν
 .
Applying the reversing transformation, we get
R ◦ Σo
 hs0
0
 7−→
 ahs0
−b(hs)2 − ν
 ,
and through applying Σ−1o , we obtain
Σ−1o ◦ R ◦ Σo
 hs0
0
 =
 hs2η24ψ (ν + b(hs)2)
−2η23ψ (ν + b(hs)2)
 =
 ζ2ζ3
ζ4
 ∈ Π− .
There is a correspondence between the ζ’s and the polar coordinates in Π−, which can be
understood as follows: The starting point lies in Π+, where r+ = h and θ+ = s. Subsequently,
the point is mapped through the reversible transformation (21) and the inverse of Σo. Since every
time the reversing transformation is applied the direction of time is reversed, the roles of the local
stable and unstable manifolds are exchanged. Consequently, the roles of {y1, y2} and {y3, y4} are
exchanged and we obtain
ζ1 = y3 = h = r− cos θ−, ζ2 = y4 = hs = r− sin θ−,
ζ3 = y1 =
2η24
ψ
(ν + b(hs)2) = r+ cos θ+, ζ4 = y2 =
−2η23
ψ
(ν + b(hs)2) = r+ sin θ+.
After rearrangement, we find
r− = h,(38)
θ− = sin θ− = tan θ− = s,
r+ =
2(|ν + b(hs)2|)
|ψ|
√
η224 + η
2
23,(39)
tan θ+ = −η23
η24
= −η,
sin θ+ =
−η23√
η223 + η
2
24
which implies r+ sin θ+ = −2η23
∣∣∣∣ν + b(hs)2ψ
∣∣∣∣ = −ϕ|ν + b(hs)2|,
where η and ϕ have been defined to simplify the subsequent algebra.
In this analysis, we started with a point (37), which was mapped through Σ0, R and Σ−10 to a
point y1 ∈ Π−, whose components can be obtained from (38). We finally need to apply the map
Σl :

r
(1)
+ cos θ
(1)
+
r
(1)
+ sin θ
(1)
+
r
(1)
− cos θ
(1)
−
r
(1)
− sin θ
(1)
−
 7−→

r
(2)
+ cos θ
(2)
+
r
(2)
+ sin θ
(2)
+
r
(2)
− cos θ
(2)
−
r
(2)
− sin θ
(2)
−
 ,
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and impose that the image is in the symmetric section. This is the condition for the existence of
two-pulse orbits. In terms of our coordinates, we need that
(40) r
(2)
+ = r
(2)
− and θ
(2)
+ = θ
(2)
− .
The first condition is automatically met by the definition of the Poincare´ section Πs (26) and also by
definition of the time of flight τ . Hence, it is sufficient to impose the second condition to establish
the existence of the a two-pulse homoclinic orbit. Using (28), we obtain
tan θ
(2)
+ =
ε tanh(
√
ετ) +
√
ε tan θ
(1)
+√
ε+ tanh(
√
ετ) tan θ
(1)
+
=
ε tanh(
√
ετ) +
√
ε tan θ
(1)
−√
ε+ tanh(
√
ετ) tan θ
(1)
−
= tan θ
(2)
− .
That is, we are looking for
(41)
εA+
√|ε|b√|ε|+AB = εA+
√|ε|c√|ε|+AC ,
with A = tanh(
√
ετ) if ε > 0 or A = tan(
√−ετ) if ε < 0, B = tan θ(1)+ , and C = tan θ(1)− . The
condition (41) will be true satisfied whenever
A2 = 1 or B = C.
Rewriting A, B and C in terms of the expression of (38), we note that, irrespective of the sign of
ε, B = C would correspond to tan θ
(1)
− = s = −η = tan θ(1)+ . This corresponds to a degenerate
situation where η = O(s), but, by hypothesis ηij ∼ O(1) and therefore we can ignore this case
without loss of generality. We are left with the case A2 = 1, the number of solutions to which will
be qualitatively different depending on the sign of ε. The case ε > 0 can be written simply as
tanh(
√
ετ) = 1.
Restricting the time to positive values and considering the approximation (34), we require
τ |ε=0 =
log
2ρ
(∣∣∣∣ hsϕν + b(hs)2
∣∣∣∣) =∞, which implies ϕν + b(hs)2 = 0.
Hence, for ν < 0 this equation predicts the existence of precisely two solutions, which correspond
to the two primary homoclinic orbits. Consequently, there are no two-pulse orbits close to γ for
ε > 0.
In contrast, for ε < 0 the condition is tan(
√|ε|τ) = 1. Solving this equation after using the
approximation (34) we obtain
(42)
pi
4
+ npi =
√
|ε| (τ |ε=0) =
√
|ε| log
2ρ
(∣∣∣∣ hsϕν + b(hs)2
∣∣∣∣) (n ∈ Z).
Hence there are a family of ν−values corresponding to a bi-modal homoclinic orbit, which is in
good agreement with [17] for the case ν < 0 and |ε| = O(1). Notice that when the approximation
(34) is considered, an extra constraint bν < 0 for the existence of bi-modal orbits arises.
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4.5 Asymptotic predictions of the analysis
Using the analysis from the previous section we can make some qualitative predictions for the
existence of bi-modal orbits. For ε < 0, the analysis predicts the existence of infinite bi-modal
orbits. Considering (42), the solution for τ is
(43) τ =
pi√|ε|
(
1
4
+ n
)
∝ 1√|ε| n ∈ Z,
where τ is the time spent inside the box (see Figure 8). In the case of the bi-modal orbits, this
time is approximately the time between both maxima (see the mid panel in the top of Figure 10 in
red) and consequently, for ν small, (43) predict that the distance between maxima in the bi-modal
orbits will increases as ε tends to zero. (see the panel II in Figure 10).
For the second prediction, we consider (42) with the approximation (34). For ε < 0 and solving
for ν, expression (42) is
(44) ν =
1
ϕ
(
(hs)e
− 2ρpi√|ε| (
1
4+n) − b(hs)2
)
.
Considering s as a continuation parameter, we can notice that ν has a quadratic dependence on s
for the existence of bi-modal homoclinic orbits. Thus, evaluating function (44) at its critical point
s∗ = exp(−2ρpi(1/4 + n)/√|ε|)/(2bh), provides the line
(45) ν =
e
−4ρpi√
|ε|(n+14 )
4bϕ
∝ e
−4ρpi√
|ε| , n ∈ Z, ε < 0,
in the ε − ν parameter space where the bi-modal orbits cease to exist. This curve has been
illustrated in Figure 10, panel I). Notice that curve (45) emanates from the codimension-two point
(ε, ν) = (0, 0). Thus two-pulse orbits are destroyed in a fold for positive ν-values which, as ε→ 0,
tend exponentially quickly to the same parameter value ν = 0 as the primary fold. It is then a
straightforward argument to show that all three-pulse and multi-modal orbits with an arbitrary
number of pulses should also be destroyed in this manner as ν-increases (see path (a) in Figure. 10
panel I) and the respective one parameter continuation sketch in the bottom panel). We can now
ask the question what happens to the same orbits as we move to path (b) which passes through
the codimension-two point. Here we note that the fold points all align to leading order at the
same parameter value, ν = 0. Next consider what happens along path (c). Here the multi-pulse
orbits first cross ε = 0 before reaching ν = 0 and therefore each multi-pulse orbit is destroyed via
a non-local bifurcation in function space.
There is no guarantee from this analysis that the two-pulse orbit that is connected globally to
the primary via the homoclinic snake should be destroyed via this mechanism, it is just that all
multi-pulse orbits which pass in the vicinity of the primary homoclinic orbit γ inside the box B must
be destroyed in this manner. The numerical results in the previous section suggest however that in
each of the examples, the multi-pulse orbits within the homoclinic snake do indeed get destroyed
at the Belyakov-Devaney transition. In particular, the bottom panel of Figure 4 inset c) (on the
right), shows the one-parameter continuation of the bi-modal orbit. In that case, the bifurcation
27
(a) (b)
(c)
(d)
snaking
region
spiking
region
c ε -1/2eO(       )
par
norm
ν = 0
primary
2-pulse
3-pulse
ν = ε = 0
(b)
ν = 0ε = 0 ν = 0
(c) (d)(a)
0 0 0
primary 2-pulse 3-pulse
II)I)
0
Figure 10: Qualitative summary of the results on bifurcation analysis of primary (blue) and multi-
pulse (pink) homoclinic orbits (Top panel) close to the codimension-two point ε = ν = 0. The
Medium panel shows the two main results: I) the time of flight (distance peak to peak) in the 2-
pulse solutions, II) The region of existence of multi-pulse solution (snaking region), the sub-figures
indicate the results of one-parameter continuation along each of the depicted paths (a)–(c).
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diagram exhibit the same behavior predicted by this analysis( see path (c) in the bottom panel
of Figure 10), where the bi-modal homoclinic orbit terminates precisely at the Belyakov-Devaney
transition.
In order to conclude the analysis of this section, we present some numerical results obtained
from the generalized cell polarity (10) and the urban crime-wave (14) models, which support the
predictions of our analysis. More precisely, we want to verify the scaling predictions for the distance
peak to peak and the location of the fold for the bi-modal homoclinic orbits as a function of ε (see
the right-hand side of expressions (43) and (45)).
Using a two parameter continuation routine we obtain the curve where the bi-modal homoclinic
orbit exhibits a fold and the respective values of the imaginary part of the eigenvalues (which
corresponds to
√|ε|), in the vicinity of the unfolding point (distinguished with a maroon star in
the top panel of Figures 4 and 5). The numerical results for the distance peak to peak as a function
of
√|ε| are presented in the top panel of Figure 11. We can appreciate how the time of flight τ
increases as ε tends to zero.
Regarding the prediction (45) for the fold of the bi-modal orbit ν(ε), we consider the Euclidean
distance between the nearest neighboring points of the folds for the primary (ν = 0) and bi-modal
(ν 6= 0) homoclinic orbit. This distance is proportional to the ν−value of the fold curve for the
bimodal orbit, as in (45). Notice the dependence with
√|ε| of this curve in the bottom panel of
Figure 11. In each case, we can see an exponential-like behavior.
The above presented numerical observations support our predictions, at least at a qualitative
level. However it has not been possible to categorically derive that the scalings τ ∼ 1/√|ε| and
ν ∼ exp(−β/√|ε|) are satisfied by these numerical results. The main problem has been that
continuation of bi-modal orbits with rapidly separating peaks is numerically challenging in the
limit ε → 0. For example, note in Figure 11 that √|ε|
min
≈ 1.4 which is still a considerable
distance from the limit ν = 0 = ε.
5 Discussion
In this paper we have reported some progress in the description of the transition between spike-like
and localized patterned states in systems of reaction diffusion equations. That the scenario have
been observed in three separate examples, suggest that this is a generic situation.
The key we have found to understanding the transition in all these examples is that, in a
two-parameter space, the localized-structures region is bisected by a line corresponding to the
codimension-one Belyakov-Devaney transition. To that end we provided a partial unfolding of
the codimension-two degeneracy where a fold of a primary homoclinic orbit coincides with the
Belyakov-Devaney transition. By introducing two parameters, ε controlling the linearisation and ν
controlling the primary homoclinic fold, we find the asymptotic scalings of how all subsidiary multi-
pulse orbits are destroyed in a neighborhood in parameter space. In particular we find, according to
(45) that the ν-values of the folds of all the subsidiary orbits become exponentially close to that of
the primary orbit as ε→ 0. This prediction from the analysis, and the prediction (43) on the rate
of separation multi-pulses as ε → 0 for ν < 0, were tested against two of our examples and found
to be consistent. There are however, numerical difficulties in computing multi-pulse orbits close to
the codimension-two point, because the two pulses separate to t = ∞ with accelerating speed as
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Figure 11: Top Panel (blue) Distance peak to peak (time spent within the box) for the bi-modal
orbits at the fold. Bottom Panel (red) Euclidean distance between the folds for the primary and
bi-modal orbits as a function of the imaginary part of the eigenvalues. From left to right, the first
column on illustrates the value of τ in the top and the primary and bi-modal orbits in the bottom,
corresponding to the folds in the cases ν = 0 and ν 6= 0 respectively. The second column shows the
numerical results for the Crime-Wave model (C.W.) and the third for the Generalized Cell Polarity
Model (G.C.P.).
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ε → 0. Alternatively in this limit a two-pulse orbit with any sufficiently large separation between
the pulses will be an equilibrium solution to the partial differential equation up to exponentially
small error, so that computation of the true separation becomes a highly delicate problem. Such
sensitivity has also been report elsewhere in this context, see e.g. [50, 63].
We should also point out that what we have found is not the only way that a homoclinic snake
can become more complex than the simple picture in Figure. 2. A number of generic possibilities of
the structure of homoclinic curves within the pinning region are analyzed in [44]. In essence what
we have analyzed is a situation in which the left-hand fold of the snake in Figure. 2 crashes into
another bifurcation. Another possibility is that the right-hand fold of the snake should approach
the parameter value of the Turing bifurcation, which has been seen in a number of systems and
also leads to C-shaped isolas. In contrast though all homoclinic orbits grow algebraic rather than
exponential tails in this limit, rather than multi-pulses disappearing to infinity. Another possibility
is that the left-hand folds of the snake coincide with a fold of the primary pattern forming periodic
orbit. This situation was analyzed in [20] and leads to S-shaped isolas in which compound small
and large pulses form defect mediated snaking [43].
It should also be stressed that all we have shown is the mechanism by which infinitely many
multi-pulse homoclinic orbits are destroyed as a fold of a primary homoclinic orbit reaches a
Belyakov-Devaney transition. However, there is no reason that these orbits should be part of
what was the homoclinic snake born at the codimension-two degenerate Turing bifurcation (the
red circle in Figures. 4, 5 and 6). In fact, the analysis of homoclinic snaking [62, 7, 44] occurs due
to an unfolding of a heteroclinic orbit between a hyperbolic equilibrium and a generic saddle-like
periodic orbit. In principle, as the equilibrium passes through a double-real-eigenvalue transition
it remains hyperbolic and the dimensions of the stable and unstable manifolds in question does
not change. It just seems that for the particular examples we have studied, the periodic orbit that
is involved in the heteroclinic connection becomes the smaller-amplitude homoclinic orbit passing
through the Belyakov-Devaney point. (See for example the bottom Figure. 4(c) in which the multi-
pulse orbit being destroyed in the upper panel is actually a hybrid of the large-amplitude and the
small-amplitude homoclinic orbit). Why this periodic orbit should become homoclinic is not clear,
an investigation of which question will form the subject of future work.
There remain many aspects of this problem that we have not fully analyzed. For example, there
is more that can be said about the ordering of two-, three-, etc.- pulse orbits and prediction that the
disappearance of multi-pulse orbits is via hybrids between the large and small-amplitude homoclinic
orbits. The fact that the Wu(0) is two-dimensional means that homoclinic orbits have a specific
ordering and disappearance of certain orbits through a fold has implications on non-existence of
certain other orbits at that parameter value. Extensive arguments of this nature were previously
used in [12] in a related context.
Then there is the notion that the first two of our examples have a really similar bifurcation
structure (see Figures. 4 and 5). It would seem that what is occurring could be analyzed in
terms of a certain codimension-two local singularity, namely the quadruple zero point of the spatial
eigenvalues. For these examples though, this limit is singular, because it occurs when the diffusion
ratio (δ for the cell polarity model and η2 for the urban crime model) tends to zero. An analysis of
this singularity would seem pressing. For the third example, there is also a quadruple zero point,
but this does not occur in the singular limit. That this point should be an organizing center for
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the dynamics of the Lugiato-Lefever model was already identified in [51]; an analysis of such a
codimension-two point is already the subject of ongoing work between us and that research group
and will appear elsewhere.
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