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1 Vorwort
Nach 11 Jahren sind die Chemnitzer Linux-Tage ein fester Bestandteil im Leben der
Open-Source-Szene in Deutschland. In den ersten Jahren war nicht abzusehen, wo-
hin sich die Veranstaltung entwickeln wird. Inzwischen hat sich die Mischung von
reichhaltigem Vortragsprogramm, Workshops und vielfältigen Ständen im Foyer des
Hauses etabliert.
Geblieben ist die in weiten Teilen ehrenamtliche Organisation und der Anspruch, die
Teilnahmehürden für Gäste, Referenten und Aussteller möglichst niedrig zu halten. So
treffen in Chemnitz Menschen mit höchst unterschiedlichem Hintergrund aufeinan-
der: Studenten, Angestellte, Professoren, Schulungsleiter, Rentner, Manager aller Al-
tersstufen.
Für einige von ihnen sind Tagungen und Konferenzen beruflicher Alltag, für andere
ist die Präsentation vor mitunter Hunderten von Zuhörern ein Abenteuer. Aber alle
haben Ideen und Wissen, das es wert ist, vorgestellt zu werden – und das nicht nur im
Vortrag, sondern auch in etwas dauerhafterer Form.
In diesem Jahr stellen wir uns daher einer neuen Herausforderung: Erstmalig soll es
einen Konferenzband geben. Wir sind gespannt, ob dieses Angebot Anklang finden
wird. Viele erwartete und unerwartete Schwierigkeiten sind dabei zu meistern, und
wenn Sie diese Zeilen lesen, hoffen wir, dass uns dies gelungen ist.
Dank gebührt allen, die bereit waren, das Experiment mit uns zu wagen: Den Auto-
ren, die ihre Texte in einer sehr knappen Frist zusammengestellt haben, dem Team der
Setzer und Layouter um Jens Pönisch, dem Uni-Verlag für die Produktion des Werkes
und vielen weiteren Mitarbeitern, ohne die die Chemnitzer Linux-Tage ohnehin gar
nicht möglich wären.
Wir wünschen allen Lesern viel Freude! Besuchen Sie uns doch auch im nächsten Jahr
zu den Linux-Tagen in Chemnitz!
Ralph Sontag im Februar 2010
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Anonymität im Internet
Ulrich Wetzel
ulrich.wetzel@praxpert.net
1 Einleitung
Online-Überwachung, Vorratsdatenspeicherung und elektronischer Personalausweis sind
Themen, die derzeit in vielen Medien zu finden sind. Nicht erst seit den letzten Wahlen
hat das Thema Datensicherheit an politischer Brisanz gewonnen. Ist das alles nur Hyste-
rie von einigen Datenschützern oder steckt da doch mehr dahinter? Sicher ist, dass der
unbeschwerte Datenaustausch im Internet endgültig der Vergangenheit angehört. Spam-
Mail, personalisierte Werbung, Seitensperrungen, Abmahnschreiben von diversen An-
waltskanzleien sind Themen, mit denen sich heutige Internetnutzer mehr oder wenig be-
schäftigen müssen. Der anfängliche Glaube im gigantischen Netzwerk der Online-Welt
anonym einzutauchen und seiner freiheitlich Gesinnung des ungehemmten Datenaustau-
sches nachgehen zu können, musste letztendlich der kalten Realitätswahrnehmung wei-
chen.
2 Allumfassende Überwachung
Es ist weitgehend bekannt, dass Provider und andere Dienstanbieter die Kommunikation
ihrer Nutzer protokollieren, abspeichern und gegebenenfalls an Dritte weitergeben. Es ist
auch kein Geheimnis, dass sich diese Art der Überwachung nicht nur auf Online-Dienste
beschränkt. Auch außerhalb der eigenen “PC-Welt” treffen wir auf zahlreiche Beispie-
le. Kameras, Personenscanner, RFID-Tags, digitale Identifikationskarten und elektroni-
sche Ortungssysteme sind im Alltag, oft kaum wahrnehmbar, tägliche Begleiter. Deren
digitale Erfassung von persönlichen Daten ermöglicht eine unkomplizierte Speicherung,
Analyse und Manipulation. Und alles ohne eigenes Wissen bzw. Zutun - von informa-
tioneller Selbstbestimmung ist man also weit entfernt. Nun möchte man den fleißigen
Datensammlern nicht gleich Böses unterstellen. Oftmals liegt ein allgemein aktzeptier-
ter Leitgedanke zugrunde - z.B. Schutz der Allgemeinheit vor kriminellen Handlungen.
Natürlich ist das Interesse der Strafverfolgungsbehörde nach Aufklärung von Strafhand-
lungen eine gute Sache, aber dafür den Schutz der Privatsphäre aller Bürger zu opfern
scheint ein wenig übertrieben? Hilft überhaupt eine intensive Überwachung die Krimina-
litätsrate zu minimieren? Und werden diese Daten auch ausschließlich dafür verwendet?
Wer garantiert den verantwortungsvollen Umgang mit diesen sensiblen Daten? Und was
passiert, wenn sich im Überwachungsprozess ein Fehler einschleicht oder die Daten in die
falschen Hände gelangen? Der typische Bürger würde sicherlich sagen: “Ich habe doch
nichts zu verbergen.” Da müsste man ihn aber fragen, wieso er seine Wohnung bekleidet
verlässt, die Türe zuschließt und seine Brieftasche sicher verpackt. Auch wenn er sich
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nichts zu Schulden hat kommen lassen, gibt es bestimmt einige Dinge, die er nicht gerne
preisgeben möchte. Ebenso sollte man sein Argument: “Wer nichts zu verbergen hat, hat
nichts zu befürchten.” mit Skepsis betrachten, denn manchmal geraten auch Unschuldi-
ge in das Visier von Behörden. Und mehr Überwachung lässt solche “Einzelfälle” nicht
weniger vorkommen.
Die weitgehende Überwachung ist nicht nur allein auf das Interesse des Staates beschränkt,
sondern auch die Privatwirtschaft möchte mehr über seine Kunden bzw. potentiellen Kun-
den wissen, und manchmal mehr, als es denen lieb ist. Online-Unternehmen wie beispiels-
weise Amazon, Ebay oder Google haben sich auf das Datensammeln spezialisiert, um ihre
Kunden bestmöglich zu bedienen. Nun sind aber nicht immer die Internetnutzer die Kun-
den, um die es hierbei geht. Anbieter, also Dritte, sind ebenso Kunden dieser Unterneh-
men. Gezielte Werbung und personalisierte Dienstleistungen sind dabei noch harmlose
Absichten. Der direkte Handeln mit persönlichen Kundendaten kann größere Gefahren
beinhalten, besonders wenn es sich dabei um dubiose Interessenten handelt. Nun kann
man diese Unternehmen nicht unterstellen, dass sie mit ihren Kundendaten nachlässig
umgehen aber ganz ausschließen kann man es nicht. Es sind profitstrebende Unterneh-
men und wer kann schon deren zunkünftige Entwicklung vorausahnen. Vielleicht müssen
sie irgendwann aus Kostengründen ihre Daten in Niedriglohnländer bearbeiten lassen, wo
der Datenschutz nicht so eng gesehen wird wie hierzulande. Oder vielleicht sind sie schon
dort?
Abbildung 1: Dynamische IP vom Provider als Identifikationsmittel
3 Was kann man tun?
Welche Maßnahmen kann der einzelne Internetnutzer gegen ungewollte Datenüberwa-
chung ergreifen? Erst einmal kann er sich das Bewusstsein schaffen, im Internet mit sei-
nen persönlichen Daten vorsichtig umzugehen. Nicht alles was man veröffentlichen kann,
sollte man preisgeben. Bei manchen Diensten ist es angebracht mit Pseudonym zu arbei-
ten. In Zeiten von Facebook, StudiVZ oder Xing ist es ein Leichtes an Personendaten zu
kommen? Man sollte sich im Klaren sein, was man mit diesen Diensten bezweckt. Auch
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sollte man sich immer vor Augen führen, dass das Internet nichts vergisst. Unerwünschte
Fotos, intime Informationen oder einfach falsche Berichte können auf das reale Leben
zurückwirken. Ein nachträgliches Löschen ist in den meisten Fallen kaum oder nur mit
viel Aufwand durchführbar. Weniger ist mehr!
Bevor man mit dem Surfen im WWW loslegt, sollte man auf jeden Fall den Browser auf
Vordermann bringen, d.h. Cookies und Javaskripts kontrollieren, Werbung filtern, den Ca-
che regelmäßig leeren und weitgehend verschlüsselte Verbindungen nutzen. Datenhung-
rige Dienste, wie Google & Co. sollte man mit Bedacht nutzen und gegebenenfalls auf
alternative Dienste zurückgreifen. Ein einfacher Schritt unerwünschte Überwachung beim
Surfen zu untergraben ist die Nutzung von unzensierten DNS-Servern. Persönliche Daten
jeglicher Art kann man durch konsequente Verschlüsselung vor unbefugten Augen Dritter
schützen. Gerade das Verschlüsseln von E-Mails lässt sich heute leicht bewerkstelligen.
GnuPG oder S/MIME lassen sich komfortabel in die gängigen E-Mail-Clients integrieren.
Wer seine E-Mail-Adresse nur für spezielle Zwecke nutzen will, kann sich beispielswei-
se mit Wegwerfadressen oder Weiterleitungsdiensten behelfen. Alle dieser Maßnahmen
bilden schon eine gute Grundlage der Online-Überwachung entgegenzutreten, einen aus-
reichenden Schutz bieten sie aber nicht. Das bieten die Anonymisierungsdienste.
4 Welche Anonymisierungsdienste gibt es und wie funktionieren sie?
Im Internet gibt es zahlreiche Anonymisierugsdienste, die dem Nutzer beim Verbergen
seiner Identität unterstützen. Um sie richtig nutzen zu können, ist ein wenig Hintergrund-
wissen darüber notwendig. Der Grundgedanke aller Dienste ist das Untertauchen in ei-
ner Gruppe. Je größer die Anzahl der Mitglieder einer Gruppe, desto höher ist der Grad
der Anonymisierung des Einzelnen. Technisch gesehen gibt es immer eine Möglichkeit
herauszufinden, wer der Gruppe angehört. Aber wer mit wem über was kommuniziert,
lässt sich durch entsprechenden Maßnahmen verbergen. Letztendlich muss man sich aber
darüber im Klaren sein, dass sich Anonymität ausschließlich auf erkennbare Handlun-
gen, wie Senden und Empfangen von Nachrichten, innerhalb einer Gruppe bezieht. Das
lässt erkennen, dass eine falsche Handlung die gewünschte Anonymität leicht untergra-
ben kann. Deshalb sollte sich jeder Nutzer an eine wichtige Grundregel halten, wenn er
auf Anonymisierungdienste zugreift: Keine Angabe von Informationen, die auf die eige-
ne Identität schließen lassen! Das bezieht sich auf die Kommunikation innerhalb als auch
außerhalb solcher Dienstleistungssysteme. Beispielsweise kann die gleichzeitige Nutzung
eines Nicknames im Anonymisierungsnetzwerk und in öffentlichen Foren oder Blogs die
vermeintlich verborgene Identität und somit auch alle damit durchgeführten Handlungen
preisgeben. Anhand der folgenden Dienste kann man die Wirkungsweise der wesentli-
chen Anonymisierungsverfahren gut verstehen.
4.1 JonDonym und Remailer, wie Mixmaster oder Mixminion
JonDonym, Mixmaster und Mixminion funktionieren nach dem Prinzip der Mixe. Dabei
handelt es sich um leistungsfähige Rechner, die über eine schnelles Netz verschlüsselt
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miteinander kommunizieren. Jeder dieser Rechner nimmt die Daten vom benachbarten
Rechner bzw. Nutzer auf, sammelt sie, vermischt sie (“mixt”) und sendet sie portions-
weise an den nächsten Rechner bzw. Nutzer weiter. Durch die zusätzlich verschlüsselte
Kommunikation zwischen den Mixen ist es nach wenigen Durchläufen nicht mehr mög-
lich den Urheber der Daten auszumachen. Nur wenn es gelänge alle Mixe zu überwachen,
wäre die Anonymität aufgehoben. Ist aber nur ein Mix vertrauenswürdig, dann funktio-
niert das System (Mix-Prinzip nach Chaum).
Abbildung 2: Das Prinzip der Mixe
4.2 Tor
Das Tor-Netzwerk arbeitet nach dem Prinzip der zwiebelartigen Verschlüsselung. Aus
einem weltweit verteilten Netz wählt der Nutzer (Client) drei Rechner (Nodes) und ver-
schlüsselt seine Datenpakete nacheinander mit den jeweils öffentlichen Schlüsseln der
Knotenrechner. Beim Durchgang der Datenpakete zum Zielrechner passiert nun das mehr-
fach verschlüsselte Paket in einer festgelegten Reihenfolge die jeweiligen Knotenrechner,
die dann mit ihrem privaten Schlüssel eine Verschlüsselungshülle entfernen - ähnlich dem
Entfernen einer Zwiebelhaut. Am Ende der Reise liegen dann die entschlüsselten Daten
beim Zielrechner und können von Empfänger abgerufen werden. Der Absender ist dann
vom Empfänger nicht mehr feststellbar, da nur der Absender die komplette Verschlüsse-
lungskette kennt.
Abbildung 3: Das Prinzip des Onion-Routings
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4.3 I2P (Invisible Internet Project)
Einen ganz anderen Weg geht das I2P-Netzwerk. Hier kommt das Peer-to-Peer-Prinzip
zum Tragen. Durch den geschickten Auf- und Abbau von verschlüsselten und zeitlich
limitierten Tunneln innerhalb des Netzwerkes werden anonyme Kommunikationverbin-
dungen zwischen den Teilnehmern hergestellt. Die Anonymität wird dadurch gewährlei-
stet, dass ein Rechnerknoten nur den unmittelbaren Nachbarn kennt, aber nicht die Route
davor bzw. danach. Der Weg der Datenpakete ist somit nicht nachvollziehbar.
Abbildung 4: Peer-to-Peer-Prinzip
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AUF DEM WEG ZUM INTRUSION DETECTION SYSTEM DER NÄCHSTEN GENERATION
STEFAN SCHUMACHER
Stefan.Schumacher@Kaishakunin.com
http://www.Kaishakunin.com
KAISHAKUNIN.COM
AGENTUR FÜR UNTERNEHMENSSICHERHEIT
WEINBERGSTRASSE 1
39106 MAGDEBURG
ZUSAMMENFASSUNG
Auf den Chemnitzer Linux-Tagen 2005 habe ich in meinem Vortrag »Einbruchserkennung in
Netzwerke mit Intrusion Detection Systemen« die Funktionsweise von IDS beschrieben. In den
letzten Jahren hat sich der Hype um Snort &. Co. etwas gelegt und die systembedingten Grenzen
wurden aufgezeigt. So sind IDS immer noch nicht in der Lage, unbekannte Angriffe zu erkennen
oder gar das soziale System einer Organisation zu analysieren.
Ich zeige anhand von Beiträgen aus der Philosophie, Pädagogik und Psychologie, wie Erkenntnis
und Lernen funktioniert und welche Voraussetzungen erfüllt sein müssen, um lernende und
erkennende IDS aufzubauen.
1 VOM ZWECKE DIESES WERKES
Intrusion Detection Systeme (IDS) dienen dazu, Einbrüche bzw. Einbruchsversuche in Netzwerke zu entde-
cken und zu unterbinden. Dazu überwachen Sie imNormalfall den Netzwerkverkehr anhand verschiedener
Monitor in Netzwerk, führen die gesammelten Daten auf einem Server zusammen und vergleichen diese mit
einem Einbruchslexikon, in dem Signaturen für Einbrüche gesammelt sind. Treffen sie einen Lexikoneintrag,
geben sie Alarm oder lösen eine sonstige Präventivmaßnahme aus.
Sie ergänzen damit als Teil des Sicherheitskonzeptes andere technische Sicherheitsstrategienwie Zugangs-
schutz, Identifikation, Autorisierung, Datensicherung und soziale Maßnahmen (Vorschriften, Policies, Ver-
träge ...).
Die Einbruchserkennung ist notwendig bzw. sinnvoll, da in der Regel die einzelnen Maßnahmen die Si-
cherheit einer Organisation nicht komplett gewährleisten können bzw. nicht alle Angriffsszenarien abdecken
oder gar selbst angegriffen und ausgehebelt werden können.
Das IDS ist somit ein Baustein der Sicherheitsstrategie und Teil der gestaffelten Verteidigung in der Tiefe
»des Raumes« (vgl. Clausewitz 1832; Secrétariat général de la défense nationale 2004).
Da ein Einbruch aber nicht nur aus TCP/IP-Paketen besteht, sondern oftmals auch auf einer sozialen
Ebene wie z. B. Social Engineering, (vgl. Kehrer 2008; N.N. 2009; Schumacher 2009a,b,c,d) stattfindet, ist es
zwingend erforderlich diese Ebene ebenfalls zu analysieren.
Darüberhinaus sind die gegenwärtigen IDS nicht in der Lage neuartige Angriffe zu erkennen. Sie ver-
wenden im Prinzip Lexika, in denen bereits erkannte und analysierte Angriffe aufbereitet wurden und ver-
gleichen diese mit dem Netzwerkverkehr. Sie basieren daher auf einem Regelsystem, das ein Angreifer nur
auszuhebeln oder zu umgehen braucht, um einen erfolgreichen Angriff durchzuführen.
Daher ist es notwendig, IDS zu entwickeln, die erkennen können, also erkenntnisfähig sind. Erkenntnis
lässt sich als durch Erfahrung gewonnene Einsicht beschreiben. Kant unterschied Erkenntnis nach der Art
der Gewinnung in a priori und posteriori. A priori meint dabei die von der Erfahrung unabhängige Erkennt-
nis, die allein mit den Mitteln der Vernunft begründet werden kann. A posteriori bezeichnet die Erkenntnis
aus Erfahrung (vgl. Poser 2001, S. 32). Dazu gehört die Fähigkeit, eine Diagnose zu stellen, also die »Merk-
male eines Sachverhaltes zu erfassen« und daraus eine Prognose, also »die Vorhersage eines Ereignisses auf-
grund vorliegender Begebenheiten« abzuleiten (Schnotz 2006, S. 8; zitiert nach Fuhrer 2009). Dabei ist es zur
Abwehr ausgefeilter Attacken notwendig, Menschliches Verhalten und soziale Beziehungen zu analysieren.
Das heißt, ein erkennendes IDS soll in der Lage sein aus Erfahrungen neue Einsichten zu generieren und
diese bspw. in neue Sicherheitsregeln umzusetzen.
2 VOM ZE ICHEN ÜBER DAS WISSEN ZUR HANDLUNG
Um erkenntnisfähig sein zu können, benötigt ein IDS eine kybernetische Rückkopplungsschleife. Das heißt,
das System, muss über ein Wahrnehmungsorgan verfügen, das Reize aus der Umwelt aufnimmt und die-
se Reize im System weiterverarbeitet. Aufgrund des Ergebnisses der Verarbeitung nimmt das System eine
Anpassung des eigenen Verhaltens vor (vgl. v. a. Kap. »Kybernetik einer Erkenntnistheorie« Foerster 1993).
Stark vereinfacht muss ein erkennendes bzw. lernfähiges IDS dazu »nur« folgende Schritte durchführen:
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1. Das System muss seine Umwelt wahrnehmen.
2. DiewahrgenommeneUmwelt muss verarbeitet werden (Diagnose), dazumussWissen bzw. Erfahrung
über stattgefundene Sicherheitsvorfälle (post mortem) aufgebaut werden.
3. Mit der aktuell wahrgenommenen Umwelt kann anhand des erstellen Erfahrungsrahmen ein Sicher-
heitsvorfall, der erst noch stattfinden wird, prognostiziert werden.
North (2002) beschreibt in seiner Wissenstreppe (Abb. 1), wie Wissensmanagement und damit Wissen
aufgebaut wird. Zeichen werden mit einer Syntax zu Daten, Daten mit einer Semantik zu Information, In-
formation mit Vernetzung zu Wissen und Wissen mit Anwendungsbezug zu Können.
Abbildung 1: Wissenstreppe nach North (2002); angepasste, gekürzte Darstellung
Nimmt man dieses (angepasste) Modell als Grundlage für die Entstehung von Handlungskompetenz,
muss ein erkennendes IDS folgende Handlungen ausführen können:
1. Weltwahrnehmung: das IDS muss in der Lage sein, Reize aus der Umwelt aufzunehmen und zu ver-
arbeiten. Die aufgenommenen Reize können als Zeichen im Sinne der o.g. Wissenstreppe betrachtet
werden.
2. Ordnung: Die wahrgenommenen Zeichen müssen eingeordnet werden, es muss eine Syntax generiert
werden. Diese Ordnung ist für alle Reize bzw. Zeichen notwendig. Dies ist einfach für die Zeichen
formaler Sprachen (z. B. Quellcode, Maschinencode, TCP/IP-Pakete, ZIP-Archive, MP3-Dateien) aber
kaum lösbar für natürliche »Sprachen«, wie dem Verhalten von Menschen.
3. Die nun gewonnen Datenmüssen eine Semantik d. h. eine Bedeutung erhalten. Somit werden aus Daten
Informationen.
4. Informationen müssen vernetzt werden. Ähnlich wie man Buchstaben zu Wörtern, Wörter zu Sätzen
und Sätze zu Büchern verknüpft, muss ein semantisches Netz zwischen den einzelnen Daten auf-
gespannt werden. Die Daten als Atome des Wissens müssen über Relationen miteinander verknüpft
werden. Somit entsteht Wissen.
5. Das nun vorhandene Wissen muss in einen Anwendungsbezug, einen Kontext gestellt werden. Ein in
Schritt 1 wahrgenommenes Zeichen existiert nicht für sich allein und kann somit auch nicht isoliert
betrachtet werden, vielmehr wurde es innerhalb eines Handlungsrahmens erzeugt und muss auch
in diesem Handlungsrahmen interpretiert werden. Die Interpretation unterliegt dabei der Kybernetik
zweiter Ordnung (vgl. Foerster 2008).
2.1 Grundsätzliche diagnostische Probleme
Unabhängig davon wer (oder was) die Umwelt analysiert um Prognosen über Sicherheitsvorfälle abzuge-
ben, wird immer wieder auf einige systemimmanente diagnostische Probleme stoßen.
Prinzipiell funktioniert eine Prognose so, das zum Zeitpunkt t0 vorhergesagt werden soll, ob es zum Zeit-
punkt t>0 zu einem Sicherheitsvorfall kommen wird. Dazu stehen nur alle bis zu t0 gesammelten Daten und
bis dahin aufgebauten Erfahrungen zur Verfügung.
Damit zeigen sich bereits zwei potentielle Fehlerquellen auf: die gesammelten Daten und der zu erstellen-
de Erfahrungsrahmen.
Die zu sammelnden Daten müssen die gesamte Organisation umspannen und zentral verarbeitet werden.
Das bedeutet, das im Prinzip alles was innerhalb der Organisation stattfindet überwacht und ausgewertet
werdenmuss. Ein Angriff kann schließlich an verschiedenen Orten stattfinden bzw. dort vorbereitet werden.
Problematisch ist hierbei zum einen die Möglichkeit Daten überhaupt zu sammeln. Man kann zwar tech-
nisch alle Telefonate und E-Mails mitschneiden, diese aber nur schwer automatisch auf ihren Sinn hin inter-
pretieren lassen. Ebenso verhält es sich mit der sozialen Ebene. War der nette Herr Dr. Müller-Lüdenscheid,
der heute Morgen am Empfang Fragen stellte wirklich ein potentieller Kunde, oder wollte er nur Infor-
mationen für eine Social-Engineering-Attacke sammeln? Es wäre zwar hier auch technisch möglich mittels
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Kamera und Mikrofon das Gespräch aufzuzeichnen, es ist aber nicht möglich es automatisch auszuwerten,
von datenschutzrechtlichen Bedenken einmal ganz abgesehen.
Außerdem droht das Problem, in den gesammelten Daten zu ertrinken, d. h. die reine Datenmenge steigt
derart an, das sie nicht mehr oder zumindest nicht mehr zeitnah zu verarbeiten ist.
Der Erfahrungsrahmen ist eine weitere Problemquelle. Selbst wenn wir annehmen, dass alle Daten, die zu
einem erfolgten Angriff gehören erfasst wurden, bedeutet dies noch lange nicht, das wir sie im Erfahrungs-
rahmen verarbeiten können.
Zum einen ist hier die Qualität der Daten ein Problem: Schließlich können wir nur solche Sicherheits-
vorfälle post-mortem analysieren, die uns überhaupt erst einmal aufgefallen sind. Das wiederum bedeutet
aber, das unsere Datenbasis aus Daten gescheiterter Einbrüche – also minderer Qualität – besteht. Die Daten
wirklich erfolgreicher Einbrüche können wir nicht analysieren, da wir von einem erfolgreichen Einbruch
schlichtweg nichts wissen.
Weiterhin kommt es bei der Erstellung des Erklärungsrahmens auf die Biographie des »Erklärers« an. Be-
reits gemachte Erfahrungen beeinflussen sein Weltbild, somit auch neue, noch zu machende Erklärungen.
Das heißt, das zwei unterschiedliche IDS unterschiedliche Erklärungen für Daten finden können. Dies wird
insbesondere von Heinz von Foerster unter dem Stichwort Kybernetik zweiter Ordnung ausgiebig disku-
tiert, vgl. hierzu vor allem Foerster (2008); Foerster und Pörksen (2006), dies würde hier aber den Rahmen
des Beitrages sprengen.
3 P IAGETS GENET I SCHE EP I STEMOLOGIE
Der schweizer Biologe Jean Piaget (1896 – 1980) war Zeit seines Lebens daran interessiert, wie Menschen
Erkenntnis aufbauen. Dazu untersuchte er Kinder und ihre ihre Entwicklungsschritte. Auf Grundlage dieser
Beobachtungen erschuf er seine Theorie der »genetischen Epistemologie1« und der Entwicklungsstufen des
Menschen, die hier aber nicht Bestandteil der Betrachtung sind.
Diese Theorie der genetischen Epistemologie beschreibt, wie Menschen ihren Erkenntnisapparat aufbau-
en und wie Erkenntnis im menschlichen Geist entsteht. Daher eignet sie sich als Entwurfsreferenz für ein
erkennendes IDS und soll hier exemplarisch für eine Theorie der Erkenntnis vorgestellt werden.
Darwin führte in seinen Werken das Konzept der Entwicklung als Evolution bzw. Epigenese ein, d. h. es
entstehen im Organismus neue Strukturen, die nicht bereits im Ei bzw. dem Samen angelegt waren. Evoluti-
on ist demnach ein Prozess, der neue Strukturen und Eigenschaften des Organismus – und damit Fähigkeiten
– aus seinen Genen entwickelt. Dabei hat die Evolution keinen bestimmbaren Beginn und kein bestimmbares
Ende.
Der zentrale theoretische Begriff der genetischen Epistemologie ist die Struktur als richtungsweisender
Kern der Entwicklung. Der Begriff Struktur wurde vom Konzept des biologischen Holismus (Ganzheitsleh-
re).
Strukturen beschreibenWahrnehmung über allgemeine Formen und Erkenntnis über ihr internes Schema.
Strukturen beschreiben damit, wie Wahrnehmnung aufgebaut ist. Piaget beschreibt den menschlichen Geist
als Organismus, welcher von seiner Umwelt unterschieden werden kann, aber mit ihr interagiert. Allgemein
sind Strukturen Systeme von Beziehungen zwischen ihren Elementen und zwischen den Elementen und
demGanzen. Diese Systeme sind nicht-statisch und selbstorganisierend, das Ganze ergibt somit mehr als die
Summe seiner Teile, ebenso wieWahrnehmungmehr ist als die Summe empfundener Reize. Jede Struktur ist
dabei das Moment einer unabgeschlossenen und unabschließbaren Entwicklung. Der Vorteil einer Struktur
ist, das sie dabei auf Denken undWelt, Geist undMaterie angewendet werden kann.
Nachdem ich nun dargelegt habe, wie in der genetischen Epistemologie Strukturen die Grundlage der
Theorie bilden, stellt sich die Frage, wie Strukturen erzeugt bzw. angepasst werden.
Piaget geht davon aus, das die Basisstrukturen im Menschen durch biologische »Hardware« bereitge-
stellt werden, bspw. das visuelle System mit Auge und Retina, Sehnerv, ventraler und dorsaler Pfad, Teile
des Thalamus, des Hirnstamms sowie der Sehrinde (vgl. Pollmann 2008, Kap. Wahrnehmung). Diese Struk-
tur ermöglicht es uns zu sehen und visuell wahrzunehmen. Ähnlich stellt die Hardware eines Computer
Grundstrukturen bereit, bspw. über das BIOS und die CPU entsprechende Rechenwerke, I/O-Befehle usw.
Diese biologischen bzw. hardwareseitigen Strukturen ermöglichen den Aufbau weiterer Strukturen, bspw.
das Lesen oder eine TCP/IP-Schnittstelle.
Strukturen werden aufgebaut bzw. aktualisiert, in dem Objekte in Strukturen assimiliert werden und
Strukturen durch Objekte akkommodiert werden. Assimilation heißt, das subjektive Strukturen auf Objek-
te angewandt werden, um diese Objekte in die Struktur einzupassen, also zu assimilieren. Akkomodation
bedeutet, das ein Objekt die Struktur anpasst:
Allgemein können Strukturen als Systeme von Wechselbeziehungen unter ihren Elementen so-
wie zwischen diesen Elementen und dem Ganzen definiert werden. Nach Piaget sind dabei drei
1Erkenntnistheorie
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Merkmale notwendig: »Eine Struktur besitzt erstens Totalitätsgesetze, die andere sind als die
ihrer Elemente und die es sogar ermöglichen, von derartigen Elementen ganz abzusehen. Zwei-
tens sind diese Eigenschaften der Gesamtheit Transformationsgesetze. . . . Drittens beinhaltet je-
de Struktur eine Selbstregelung im zweifachen Sinn. Ihr Aufbau führt niemals über ihre Grenzen
hinaus und benötigt niemals etwas von außerhalb dieser Grenzen.«
(Scharlau 2007, S. 84)
Ein Kind lernt beispielsweise, das ein Dackel ein Element der Klasse »Hund« ist. Es abstrahiert aus den
Eigenschaften des Dackels Eigenschaften für die Klasse »Hund«, bspw. klein, 4 Beine, wedelnder Schwanz,
kurzes, braunes Fell. Später sieht es einen Deutschen Schäferhund und erfährt, das dies auch ein »Hund«
ist. Der Deutsche Schäferhund wird also in die Struktur Hund assimiliert. Gleichzeitig akkommodiert der
Schäferhund aber die Struktur Hund, da die Eigenschaft »klein« nicht auf ihn zutrifft.
Dieses Beispiel zeigt auch, das Assimilation und Akkommodation nicht exklusiv, sondern immer zusam-
men auftreten. Ein Objekt wirkt also immer assimilierend und akkommodierend zugleich. Wahrnehmung
organisiert damit externe Ereignisse und Objekte mit Hilfe existierender Wahrnehmungsstrukturen.
Ein maßgeblicher Punkt jeder Lerntheorie ist die Frage nach der Lernmotivation: Warum will jemand ler-
nen bzw. warumwird überhaupt gelernt? Piaget selbst entwickelte keine explizite Motivationstheorie. Statt-
dessen beschrieb er die Strukturen als äquilibriert, d. h. als im Gleichgewicht befindlich. Sind die Strukturen
im Gleichgewicht, sind sie stabil und unanfällig gegen Fehler. Wird nun ein Reiz aus der Umwelt wahrge-
nommen, der nicht mit den aufgebauten Strukturen übereinstimmt, geraten diese aus dem Gleichgewicht
und müssen aktualisiert werden, entweder durch assimilieren oder akkommodieren. Jede höhere Struktur
wird damit umfangreicher als ihre Vorgänger. Im o. g. Beispiel stört die Information das der Schäferhund
groß ist, die Eigenschaft »Hunde sind klein«. Daher muss das Kind die Struktur »Hund« akkommodieren
und die Größeneigenschaften anpassen.
Piaget betont aber auch, das Erkenntnis mehr ist, als nur das Sammeln von Daten. Stattdessen würden
reflektierende Abstraktionen notwendig sein, in der Menschen über ihre Strukturen reflektieren, und wie
diese alten Strukturen die Entstehung neuer Strukturen beeinflussen:
Erkenntnis ist aber mehr als Anhäufung von Tatsachen, und zwar aktive theoretische Verknüp-
fung und Interpretation dieser Tatsachen. Dem trägt die reflektierendeAbstraktion (oder logisch-
mathematische Erfahrung) Rechnung. Sie abstrahiert nicht von Objekten, sondern von Operatio-
nen des Subjekts und hierbei wiederum besonders von deren Koordination, der Verbindung von
Handlungen in Zeitverhältnissen, Mittel-Ziel-Beziehungen, Zuordnungen sowie logischen Klas-
sen und Relationen.
(Scharlau 2007, S. 101f)
4 CODA
Sicherheitsvorfälle zu diagnostizieren ist schwer, sie zu prognostizieren ungleich schwerer. Im Rahmen mei-
ner Forschung befasse ich mich seit einigen Jahren mit der Frage, ob Computer überhaupt in der Lage sind,
Sicherheitsvorfälle zu untersuchen oder gar vorherzusagen. Unabhängig von den ungelösten – und meiner
Meinung nach unlösbaren Problemen – dass Computer keine Entscheidungen treffen können und Sicherheit
nicht deterministisch-determiniert ist ergeben sich aus den Forschungsansätzen noch ganz andere »Proble-
me«, die ich in einem kleinen Gedankenexperiment diskutieren möchte.
Angenommen es gäbe ein erkennendes IDS, welches ebenso intelligent wie ein Mensch sei, ergeben sich
folgende Probleme:
• Intelligenz und Erkenntnisfähigkeit führen zumindest zu einer eingeschränkten Form der Identität.
Das heißt, das ein IDS sich selbst erkennt, es also einen Begriff von sich selbst, ein »Ich« entwickelt.
Das wiederum hat zur Folge, das es zielgerichtete Handlungen durchführen kann. Oder auch nicht,
denn es kann nun wollen – oder eben nicht wollen.
• Jedes erkennende IDS wird einzigartig sein. Da das IDS erst in seiner Organisation lernt, entwickelt
es sich unterschiedlich. Angenommen ich installiere zum 01.01 das selbe IDS an der Uni Magdeburg
und der TU Chemnitz und lasse sie bis zum 31.12. laufen, dann haben beide IDS unterschiedliche
Erfahrungen gemacht. Sie sind damit nicht mehr vergleichbar! Es kann sein, dass das IDS in Chemnitz
einen Sicherheitsvorfall entdecken wird, den das IDS in Magdeburg nicht erkennt, und umgekehrt.
Ebenso wie sich zwei Diplom-Informatiker unterscheiden werden, die in Magdeburg und Chemnitz
studiert haben, werden sich die beiden IDS unterscheiden. Derartige Untersuchungen wurden in der
Psychologie und angrenzenden Gebieten schon durchgeführt – an eineiigen Zwillingen (vgl. v. a. die
Minnesota-Zwillingsstudie in Friedman und Schustack 2004).
• Aufgrund der Einzigartigkeit der IDS sind kompetenzdiagnostische Maßnahmen notwendig. Da sich
wie oben beschrieben die IDS unterscheiden, sind sie auch unterschiedlich gut darin, Sicherheitsvor-
fälle festzustellen. Das wiederum führt dazu, dass wir feststellen müssen, welches IDS »besser« bzw.
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»am besten« ist. Somit stehen wir wieder vor dem Problem, die Kompetenzen der IDS messen zu
müssen, bspw. durch Bewerbungsgespräche, Assessment Center oder Arbeitsproben.
• Ein erkennendes IDS wird Fehler machen. Das heißt es wird einige Sicherheitsvorfälle nicht erkennen.
Es wird falsch-positive und falsch-negative Alarme liefern und eine Erkennungsquote von weit unter
100% haben. Dies ist übrigens kein Problem der Intelligenz, sondern des Fehlers bzw. des naturalisti-
schen Fehlschlusses und seines (mangelhaften) Bezugsrahmens. (vgl. Poser 2001)
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Zusammenfassung
Linux installieren ist inzwischen so einfach, dass ein Huhn das tun 
könnte, wenn man nur eine Hand voll Körner auf die Entertaste 
legt. Die Fragen tauchen an anderen Stellen auf: Welche Distribu­
tionen und welche Desktopumgebungen sind für Anfänger geeig­
net?  Welches  CD­Image  muss  man   herunterladen   und   können 
Windows und Linux sich eine Festplatte teilen? Welches sind die 
ersten  Schritte  nach  der   Installation,  damit  auch  die  gewohnten 
Funktionen von mp3 bis Flash zur Verfügung stehen? Und wo gibt 
es Hilfe, wenn es hakt?
1. Hilfe
1.1 Wo gibt es Infos und Hilfe?
Wo bekommt man als Linux­Einsteiger Hilfe, wenn nach der Kubuntu­Installati­
on nicht alles so läuft, wie man möchte? Also Vertreterin von kubuntu­de.org 
muss ich dieses Community natürlich zuerst erwähnen. Sie bietet ein freundli­
ches und intensiv genutztes Forum, eine weniger intensiv genutzte Mailingliste, 
News und ein noch im Aufbau befindliches Wiki. Zudem sind wir auf dem IRC­
Server irc.freenode.net im Channel #kubuntu­de vertreten. Sehr erwähnenswert 
ist auch ubuntuusers.de, insbesondere das äußerst umfangreiches Wiki, welches 
auch Kubuntu abdeckt. Auch sie haben ein großes Forum, außerdem ein Ikhaya 
(News), und sind auf irc.freenode.net im Channel #ubuntu­de zu finden. Wich­
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tig für Neu­ und Altnutzer gleichermaßen sind lokale Treffen in allgemeinen Li­
nux­ oder Unix­User­Groups (LUG, UUG) oder bei speziellen Ubuntuuser­Tref­
fen.
1.2 Wie kommt man ins IRC?
Am Chat im IRC teilzunehmen ist ganz leicht. Man installiert einen IRC­Client 
(IRC­Programm), z.B. die Firefox­Extension ChatZilla, und gibt dann Folgendes 
ein, um in den Channel #kubuntu­de zu gelangen:
/server irc.freenodet.net:8001
/nick GewünschterName
/join #kubuntu­de
2. Distributionen
2.1 Was ist eine Distribution?
Es wäre viel zu aufwendig, wenn sich jeder selbst Kernel und Software zusam­
mensuchen, kompilieren, installieren, konfigurieren und aktuell halten müsste. 
Deshalb fassen Distributoren Kernel, Bibliotheken, grafische Oberfläche, Soft­
ware und Konfigurationstools zu einer Distribution zusammen und bieten onli­
ne Repositories (Paketquellen) mit weiterer Software und Updates.
2.2 Welche Distributionen sind für Einsteiger geeignet?
Für Linux­Anfänger sind vor allem SuSE, Fedora (von Red Hat), Mandriva (frü­
her Mandrake), ggf. Debian stable und natürlich Ubuntu geeignet (womit hier 
die gesamte Ubuntu­Familie aus Ubuntu, Kubuntu und Xubuntu gemeint ist).
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2.3 Eignung von Ubuntu für Einsteiger
Ubuntu (einschließlich Kubuntu und Xubuntu) ist besonders für Linux­Einstei­
ger geeignet, weil es sehr leicht zu installieren ist. Während der Installation wer­
den praktisch keine Fragen gestellt.  Außerdem ist die Community besonders 
einsteigerfreundlich. Das Motto von Ubuntu ist „Ubuntu is Linux for human 
beings“.
3. Ubuntu
3.1 Was heißt Ubuntu?
Ubuntu ist ein afrikanisches Wort für Menschlichkeit, Gemeinsinn, Miteinan­
derverbundenheit aller Menschen in der Sprache der Zulu und Xhosa. Kubuntu 
heißt  dasselbe  in  der  Bemba­Sprache,  wobei  das  K eine Präposition  ist.  Das 
Ubuntu­Logo stellt drei Menschen dar, die sich an den Händen fassen.
3.2 Was ist der Unterschied zwischen Ubuntu, Kubuntu und 
Xubuntu?
Sie   verwenden   verschiedene   grafische   Oberflächen   (Desktop­Umgebungen). 
Ubuntu benutzt GNOME, Kubuntu KDE, Xubuntu Xfce (meist X­Face gespro­
chen). Es gibt noch weitere Varianten: Edubuntu für Schulen (setzt auf LTSP, 
das Linux Terminal Server Project), Ubuntu Studio für die Audio­ und Videobe­
arbeitung und diverse inoffizielle, d.h. nicht von der Firma Canonical ausgehen­
de Varianten.
3.2.1 Warum gibt es Varianten?
So passt alles auf eine CD. Für Einsteiger ist es leichter zu installieren: Sie müs­
sen keine Softwareauswahl treffen. Es gibt   je  ein Programm pro Zweck,  z.B. 
einen Browser, einen Texteditor, ein Grafikprogramm und ein Brennprogramm. 
Woher sollte ein Linux­Neuling auch wissen, ob er bei der Installation nun ge­
dit, kedit, kate oder nedit installieren sollte? Wahrscheinlich würde er eines zu­
fällig auswählen oder einfach alle, wodurch es dann in seinem Programmmenü 
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recht unübersichtlich wird. Außerdem haben die Varianten den Vorteil, dass al­
les  aufeinander  abgestimmt  ist.  Kubuntu benutzt   in  der  Standardinstallation 
nur KDE­Programme (und OpenOffice),  Ubuntu mit  GNOME nur GNOME­
Programme.  Man kann aber  ohne Probleme die   jeweils  anderen Programme 
nachinstallieren und ausführen.
3.2.2 Was ist der Unterschied zwischen KDE, GNOME und Xfce?
KDE ist eine leicht zu bedienende Desktop­Umgebung, die der Windows­Ober­
fläche ähnelt. Per Default sind die Leisten unten, es gibt ein K­Menü vergleich­
bar dem Windows­Startmenü. KDE zeichnet sich dadurch aus, dass es beson­
ders konfigurierbar ist. Als Toolkit verwendet es Qt (häufig wie das englische 
Wort cute gesprochen).
GNOME ist  eine leicht  zu bedienende Desktop­Umgebung, die entfernt der  
MacOS­Oberfläche  ähnelt.  Es  gibt  oben  eine  Menüleiste  und unten die  Pro­
grammleiste. GNOME ist bewusst weniger konfigurierbar, um übersichtlicher 
zu sein. Es verwendet das Toolkit GTK+.
Xfce   ist   ebenfalls   leicht   zu   bedienen.   Es  unterscheidet   sich   von  KDE  und  
GNOME dadurch,  dass   es  weniger  „Schnickschnack“  bietet.  Dadurch   ist   es 
auch für ältere PCs mit wenig RAM und Rechenleistung geeignet. Selbst Com­
puter, die für Windows XP zu schwach auf der Brust sind, laufen mit Xubuntu 
häufig noch recht flüssig. Es kommt dasselbe Toolkit wie bei GNOME zum Ein­
satz, GTK+.
4. Ausprobieren
Wie kann man nun mehrere Distributionen und mehrere grafische Oberflächen 
ausprobieren,  ohne  zahllose   Installationen  vornehmen zu müssen?  Das  geht 
ganz leicht mit Live­CDs, Live­DVDs und Live­USB­Sticks. Man legt bzw. stöp­
selt das entsprechende Medium ein und startet den PC neu. Es wird ein kom­
plettes System gestartet, aber an der Festplatte wird nichts verändert.
Um unter Windows Live­USB­Sticks zu erstellen, benutzt man am besten das 
Programm UNetbootin. Es bietet eine Auswahlliste zahlreicher Distributionen 
inklusive Ubuntu, Kubuntu und Xubuntu, lädt das passende CD­Image herun­
ter und erstellt daraus den Live­Stick.
Seine Entscheidung sollte man nach seinem „Feeling“ bei der Benutzung, nach 
dem Dateimanager und den Konfigurationstools fällen – nicht hingegen nach 
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dem Standardbrowser oder den Farben, denn weitere Programme wie Browser 
lassen sich extrem leicht nachinstallieren, ebenso kann man das Farbschema än­
dern.
5. Wie und wo lädt man Kubuntu herunter?
Kubuntu kann man unter dem Download­Button oben auf kubuntu­de.org her­
unterladen, Ubuntu/Xubuntu findet man auf  wiki.ubuntuusers.de/Downloads 
Man kann Kubuntu­CDs sogar kostenlos bestellen und zwar auf https://shipit.­
kubuntu.org (auch Ubuntu mit GNOME gibt es per Ship It), allerdings beträgt 
die Wartezeit ca. 6 bis 10 Wochen. Man findet Ubuntu und Kubuntu auch häu­
fig auf Heft­CDs,  die PC­Zeitschriften beiliegen,  manchmal  in speziell  ange­
passten Versionen. 
Die heruntergeladene .iso­Datei darf  nicht mit Winrar entpackt werden,  son­
dern verbleibt als eine Datei. Sie wird nicht als Daten­CD (und natürlich auch 
nicht als Musik­CD) gebrannt, sondern es muss „als Image brennen“ oder „als 
Abbild brennen“ ausgewählt werden.
5.1 Welches Iso muss man herunterladen?
5.1.1 Desktop oder Alternate? DVD oder Netbook-Remix?
Die Desktop­CD ist eine kombinierte Live­ und Installations­CD. Man kann das 
Live­System sogar während der laufenden Installation weiterhin benutzen und 
z.B. im Internet surfen. Alternate­CDs dienen nur zur Installation, bieten dafür 
aber mehr Möglichkeiten, beispielsweise LVM, und benötigen weniger RAM. 
Die  DVDs  kombinieren  Desktop­  und  Alternate­CD und  bieten  geringfügig 
mehr Software. Der Kubuntu­Netbook­Remix 9.10 ist eine technische Preview 
und noch nicht für den produktiven Einsatz geeignet.  Das normale Kubuntu 
läuft auch auf Netbooks.
5.1.2 Welche Version?
Die Versionsnummern von Ubuntu (einschließlich Kubuntu und Xubuntu) be­
stehen aus dem Jahr und Monat der Veröffentlichung, beispielsweise steht 10.04 
für den April 2010. Ubuntu erscheint alle sechs Monate, jeweils im April und 
Oktober. Jede Version wird für 18 Monate unterstützt, das heißt sie erhält so lan­
ge Updates. Hin und wieder erscheinen so genannte LTS­, d.h. Long­Term­Sup­
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port­Versionen, diese werden für 3 Jahre unterstützt, in der Servervariante sogar 
für 5 Jahre.
Zusätzlich zur Nummer hat jede Version einen Namen:
8.10 Intrepid Ibex
9.04 Jaunty Jackalope 
9.10 Karmic Koala 
10.04 Lucid Lynx – wird am 29. April 2010 erscheinen.
5.1.3 Welche Prozessorarchitektur?
Die Angaben i386 und amd64 stehen für die Prozessorarchitektur. i386 ist für 
Intel­ und AMD­Prozessoren mit 32 oder 64 Bit geeignet (es werden nur 32 Bit 
verwendet), amd64 für 64­Bit­Prozessoren, ebenfalls von beiden Anbietern (mit 
Ausnahme der seltenen ia64­Prozessoren von Intel). Bis zur Version 6.06 wurde 
auch PPC, also Power­PC, der Prozessor der Nicht­Intel­Macs unterstützt, in­
zwischen gibt es dafür keine offizielle Unterstützung mehr.
6. Installation
6.1 Vor der Installation
Die Windows­Partition, die verkleinert werden soll, muss unbedingt vorher de­
fragmentiert werden, um Datenverluste zu vermeiden. Wer nicht auf Nervenkit­
zel steht, sollte zudem ein Backup machen, denn in seltenen Fällen (worst case: 
Stromausfall   während   der  Umpartitionierung)   kann   die   Partition   hinterher 
nicht mehr gelesen werden. Die Defragmentierung startet man unter Windows, 
und zwar indem man auf der Partition (z.B. C: oder D:) Rechtsklick   Eigen→ ­
schaften und dort  den Defragmentieren­Button auf dem entsprechenden Tab 
wählt.
Wer einen neuen, noch leeren PC sowohl mit Windows als auch mit Linux be­
stücken will, muss Windows vor Linux installieren, denn während Linux Win­
dows erkennt und in seinen Bootmanager einträgt, so dass es weiterhin gestartet 
werden kann, überschreibt Windows einfach frech den Bootsektor und verhin­
dert so das Booten von Linux. Aber auch, wer fälschlich erst Linux und dann 
Windows   installiert  hat   oder  Windows  mal  wieder  neu   installieren  musste, 
braucht Linux nicht neu installieren, man kann den Bootloader, grub genannt, 
mittels einer Live­CD wiederherstellen – siehe  
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http://wiki.ubuntuusers.de/GRUB#Bootloader­wiederherstellen.
Wer noch den Internet Explorer benutzt, sollte sich Firefox installieren und bei 
der Installation anklicken, dass die Favoriten, Cookies, gespeicherten Passwör­
ter und sonstigen Einstellungen des Internet Explorers übernommen werden. 
Das Firefox­Profil kann dann einfach auf die Linux­Partition kopiert werden. 
6.2 Installation
Die Installation selbst läuft vollkommen automatisch ab, es gibt zu den meisten 
Themen gar keine Fragen, z.B. steht die Softwareauswahl oder das Dateisystem 
(ext4)   fest,  oder  es  werden sinnvolle  Vorgaben gemacht,  beispielsweise beim 
Tastaturlayout. Nur seinen Benutzernamen und sein Passwort muss man noch 
eingeben. Man hat die Auswahl zwischen automatischer und manueller Parti­
tionierung.  Der  Bootloader  grub2  wird  automatisch   installiert,   so  dass  nach 
dem nächsten Neustart ein Menü erscheint, aus dem man Windows oder Linux 
auswählen kann.
6.2.1 Manuelle Partitionierung (optional)
Die Partitionierung an sich ist sehr einfach, wer seine rechte Maustaste findet, 
kann auch Partitionen anlegen. Allerdings sind einige Hintergrundkenntnisse 
erforderlich, um nicht auf Probleme zu stoßen. Eine Festplatte kann 1 bis 4 pri­
märe Partitionen haben, wobei „primär“ hier „auf der obersten Ebene“ bedeu­
tet. Maximal eine der primären Partitionen kann eine erweiterte (= extended) 
Partition sein. Eine erweiterte Partition ist ein Container für logische Partitio­
nen. Die erweiterte Partition kann beliebig viele logische Partitionen enthalten. 
Während Partitionen unter Windows Laufwerksbuchstaben wie C:, D: etc. er­
halten, werden sie unter Linux einfach in das Dateisystem „eingehängt“ („ge­
mountet“), sie erscheinen als ein Ordner.
Notwendige Partitionen für Linux sind / (lies: „root“ für das Wurzelverzeich­
nis) und swap. / sollte mit einem der Dateisysteme ext3, ext4 oder reiserfs for­
matiert werden, ext4 ist für Kubuntu der Standard. Erforderlich sind 4 GiB, ich 
empfehle 15 GiB, damit bei Upgrades von einer Version auf die nächste, wo man 
kurzzeitig ungefähr doppelt so viel Platz benötigt, die Partition nicht voll läuft. 
swap ist eine RAM­Auslagerungspartition. Sie sollte so groß wie der RAM ge­
wählt werden, bei weniger als 1 GiB RAM doppelt so groß wie dieser. Zusätz­
lich zu den erforderlichen Partitionen / und swap sollte man auch /home eine 
separate Partition gönnen. Dort liegen die Benutzerverzeichnisse. So kann man 
leichter separate Backups für System und Daten anlegen und wiederherstellen. 
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Ebenso ermöglicht es eine komplette Neuinstallation, ohne die Daten erst auf 
ein externes Medium verschieben zu müssen – es ist gerade für Neulinge beru­
higend zu wissen, dass sie innerhalb von etwa 30 Minuten bis zwei Stunden ihr 
System komplett neu aufsetzen können, wenn sie es „kaputt gespielt“ haben 
sollten. Wer möchte, kann auch /boot, /var usw. auf separaten Partitionen un­
terbringen, normalerweise ist das aber nicht erforderlich. 
6.3 Nach der Installation
6.3.1 Erste Schritte
Genau wie ein frisch installiertes Windows ist auch ein frisch installiertes Linux 
nicht sofort komplett einsatzbereit. Zwar muss man jetzt nicht erst noch seine 
CDs für Office,  DVD­Abspiel­  oder Brennprogramm oder den Druckertreiber 
herauskramen  und  Grafikprogramme oder   einen  PDF­Betrachter  herunterla­
den, das ist alles schon vorhanden. Jedoch muss man sich um Unterstützung 
(Codecs)   für  MP3­ und Videoformate kümmern,  ebenso um Flash und Java. 
Zum Glück wird einem das sehr leicht gemacht, so dass man dies alles in einem 
Schritt installieren kann.
6.3.2 Groß- und Kleinschreibung
Ein wichtiger Hinweis vorab:   Bei Dateien und Befehlen unterscheidet Linux 
zwischen Groß­ und Kleinschreibung! Es kann z.B. in einem Ordner gleichzeitig 
eine Datei index.html und eine Datei Index.html geben. Beispielbefehle und ihre 
Parameter müssen also exakt abgetippt oder kopiert werden.
6.3.3 Programme
Kubuntu­Nutzer werden sich meist als erstes Firefox und ggf. Thunderbird in­
stallieren, schon um die Profile von Windows übernehmen zu können und weil 
Konqueror einige Seiten noch nicht richtig darstellen kann. Ubuntu­mit­Gno­
me­Nutzer installieren üblicherweise zuerst das Musikabspielprogramm Ama­
rok und das Brennprogramm K3b, weil dies die besseren Programme sind.
6.3.4 Internetzugang
Aber um etwas installieren zu können, braucht man natürlich erst einmal Inter­
net. Wer LAN, also einen Router, hat, stöpselt seinen Computer einfach ein und 
los geht’s. Eine DSL­Verbindung ohne Router kann man unter Systemeinstellun­
gen   Netzwerk   DSL einrichten. Wer eine ältere Version installiert (z.B. von→ →  
einer CD zu einem Buch), bei der es dies noch nicht gibt, geht stattdessen so vor 
(nicht erschrecken, das Terminal beißt nicht): Konsole öffnen [K­Menü   Sys→ ­
tem   Konsole (Terminalprogramm)]   „sudo pppoeconf“ eingeben und den→ →  
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Anweisungen   folgen,   Enter   drücken   um  den   vorgegebenen  Defaultwert   zu 
übernehmen – überall außer bei Provider, Benutzername und Passwort natür­
lich. Mit „pon dsl­provider“ (dsl­provider so hinschreiben, nicht ersetzen) und 
„poff“ geht man online bzw. offline. Wer WLAN nutzen möchte, braucht erst­
mal eine kabelgebundene Verbindung und klickt im K­Menü auf Programme → 
System   Hardware­Treiber, dann wird der nötige Treiber bzw. die Firmware→  
automatisch heruntergeladen und installiert. Falls es nicht klappen sollte, was 
heutzutage selten der Fall  ist,  bietet  http://wiki.ubuntuusers.de/WLAN  um­
fangreiche Hilfe zu allen möglichen Karten und Chipsätzen.
6.3.5 Softwareinstallation
Die erste dramatische Umgewöhnung für Kürzlich­Noch­Windows­Nutzer be­
steht in der komplett anderen Art der Installation von Software. Und man wird 
sie sofort lieben. Nie wieder eine setup.exe aus dem Internet laden und ausfüh­
ren und ab dann das Programm selbst aktuell halten müssen!
Die geniale Lösung nennt sich Paketverwaltung. Als Paket wird dabei eine in­
stallierbare Einheit, also ein Programm, ein – austauschbarer – Teil eines Pro­
gramms oder eine Bibliothek, bezeichnet. Die zur Verfügung stehenden Pakete 
(packages)  befinden   sich   in  Repositories   (Paketquellen)  online.  Man benutzt 
sein Paketmanagementprogramm, um nach ihnen zu suchen, sie zu installieren, 
aktuell zu halten oder zu deinstallieren. Es befindet sich im K­Menü unter Sys­
temeinstellungen   Hinzufügen und Entfernen von Software oder alternativ→  
unter Programme   System   KPackageKit / Adept / Synaptic. Wie man sieht→ →  
hat man also die Auswahl zwischen verschiedenen Paketmanagementprogram­
men, die aber alle auf dieselben Paketquellen zurückgreifen. 
Man installiert ein Programm oder eine Bibliothek, indem man nach dem Na­
men oder der Beschreibung sucht (also z.B. nach firefox oder firefox*), dann ei­
nes oder mehrere der gefundenen Pakete zur Installation markiert und am Ende 
auf Anwenden klickt. Das Programm und alle dafür nötigen anderen Program­
me und Bibliotheken werden automatisch heruntergeladen und installiert. Sie 
werden auch alle aktuell gehalten; wenn es für irgendein installiertes Programm 
ein Update gibt, erscheint ein Symbol in der Kontrollleiste und weist einen dar­
auf hin, man kann es anklicken und einige oder alle Pakete aktualisieren.
6.3.6 Flash, Java, mp3, DVDs
Um Flash, Java, mp3s, unrar und ähnliche Dinge nutzen zu können, installiert 
man das  Paket  kubuntu­restricted­extras.  Es   ist  ein  Metapaket,  das  heißt,   es 
selbst ist eigentlich leer, aber es definiert Abhängigkeiten auf die anderen Pake­
te, so dass sie alle auf einmal installiert werden.
Damit geht nun schon fast alles, nur kopiergeschützte DVDs lassen sich noch 
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nicht abspielen. Dafür ist die Bibliothek libdvdcss2 notwendig. Wie man sie in­
stalliert, erfährt man au f http://wiki.ubuntuusers.de/Codecs#DVD.
6.3.7 Doppelklick einstellen
Wer sich nicht darauf umgewöhnen möchte, Dateien nun mit Einfachklick statt 
Doppelklick zu öffnen,  wie es  bei KDE default   ist,  kann es so umstellen:  K­
Menü   Systemeinstellungen   Tastatur & Maus   Maus   [x] Doppelklick→ → → →  
zum Öffnen von Dateien/Ordnern.
6.3.8 Kompositionstaste
Wer öfter mal Buchstaben wie ñ oder ø schreiben möchte, lege sich eine Kompo­
sitionstaste zu. Dafür legt man am besten unnütze Tasten wie die Windows­, die 
Menü­  oder  die Capslock­Taste als  Kompositionstaste fest.  Dann drückt man 
z.B. für ñ Windows, ~, n, also diese drei Tasten nacheinander, nicht gleichzeitig 
(wobei man für ~ natürlich Alt Gr und + drücken muss, wie immer). Analog für 
ø Kompositionstaste, /, o. Wer – abweichend vom Standardwert – als Tastatur­
layout „nodeadkeys“ festgelegt hat, so dass ´`^ sofort erscheinen, bevor man 
eine weitere Taste drückt, braucht auch zum Eingeben von é, è und ô die Kom­
positionstaste.  Wie  legt  man sie nun fest? K­Menü    Systemeinstellungen → → 
Land/Region & Sprache   Tastaturlayout   Erweitert (Xkb­Optionen)   Positi→ → → ­
on der Compose­Taste
6.3.9 Anmeldung automatisieren
Wer seinen PC allein und in seiner privaten Wohnung nutzt, findet es sicher 
überflüssig und störend, immer sein Passwort eingeben zu müssen. Den Auto­
Login oder passwortlosen Login aktiviert man unter K­Menü   Systemeinstel→ ­
lungen   Erweitert   Anmeldungsmanager    Vereinfachung.→ → →
6.3.10 Drucker einrichten
Für quasi alle Drucker bringt Linux die Treiber mit. Drucker kann man unter K­
Menü     Systemeinstellungen   Druckereinrichtung hinzufügen,  man wählt→ →  
dort Hersteller und Modell aus.
6.3.11 Spiele
Linux bietet zahllose zum Teil süchtig machende Spielchen wie Solitär, Mines­
weeper, Tetris, KBlackBox, KNetWalk, Mahjongg u.ä. Man kann eine große Aus­
wahl von ihnen mit dem Metapaket kde­games installieren.
Es  gibt  auch  Linux­Versionen von manchen „großen“  Spielen,  z.B.  Doom 3, 
Duke Nukem 3D, Neverwinter Nights, Quake, SimCity 3000, Unreal Tourna­
ment, Wolfenstein Enemy Territory oder ET: Quake Wars. Eine Liste findet man 
auf http://wiki.ubuntuusers.de/Spiele.
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Was tun bei  Windows­Spielen,  von denen es  keine Linux­Version gibt?  Man 
kann  versuchen,   sie  mit  dem  (freien)  Windows­Emulator  wine  oder  dessen 
kommerzieller Variante Cedega zum Laufen zu bringen. Auf http://wiki.ubun­
tuusers.de/Spiele und auf http://appdb.winehq.org findet man detaillierte In­
formationen zu vielen einzelnen Spielen.
Das klappt zwar bei vielen Spielen, z.B. WoW, aber keineswegs bei allen. Dann 
besteht immer noch die Möglichkeit der   Virtualisierung: Man installiert eine 
Virtual Machine wie VMware Server, VirtualBox, KVM o.Ä. und lässt ein Win­
dows unter Linux laufen lassen (für das man dennoch eine Windows­CD und 
eine Windows­Lizenz benötigt!). Detaillierte Informationen sind auf http://wi­
ki.ubuntuusers.de/Virtualisierung nachzulesen.
Ein   virtualisiertes  Windows   bringt   aber   gewisse  Geschwindigkeitsnachteile, 
was, insbesondere wenn man mit und gegen andere Spieler online spielt, nicht 
unbedingt akzeptabel ist.  Dann sollte man zum Dualboot greifen: Linux fürs 
Surfen und die tägliche Arbeit, auf Windows booten um zu Daddeln.
7. Info für Distri-Wechsler
Wer schon einmal eine andere Distribution verwendet hat, ist ggf. erstmal über­
rascht, dass der User root deaktiviert ist. Stattdessen ist der während der Instal­
lation angelegt  erste User   in der  sudoer­Liste.  Grafische Administrationspro­
gramme wie die  Systemeinstellungen und das  Paketmanagement   fragen,  die 
Rootrechte brauchen, verlangen nach dem Benutzerpasswort, nicht nach dem 
root­Passwort. Auf der Konsole benutzt man kein su, sondern „sudo <befehl>“ 
und gibt sein eigenes Passwort ein. Mit „sudo ­s“ erhält man eine Rootkonsole, 
sollte man sie benötigen oder bevorzugen. Zum Start grafischer Programme als 
root dient „kdesu“.
8. Geschichte/Hintergrund
Ubuntu ist ein Debian­Derivat. Es verwendet wie dieses das Paketformat *.deb 
und apt zur Installation, aber die Pakete sind (meist) nicht kompatibel zu Debi­
an. Alle sechs Monate werden die Pakete aus Debian sid (unstable) importiert 
und dann werden sie sechs Monate lang in Alpha­ und Betaphasen stabilisiert. 
Der Kernel ist modifiziert und erleichtert die Installation von Binärtreibern.
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Ubuntu wurde von Mark Shuttleworth ins Leben gerufen. Mark ist ein Südafri­
kaner, der durch Internetgeschäfte (Verkauf seiner Firma für digitale Zertifikate 
an VeriSign) Multimillionär wurde. Er ist der Gründer und Besitzer von Cano­
nical, der Firma hinter Ubuntu, und außerdem der zweite Weltraumtourist.
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Zusammenfassung
Die Auflösung von Hostnamen in IP-Adressen mit Hilfe des Domain Name System
(DNS) ist fundamentaler Bestandteil des Internets, so wie wir es heute kennen. Dass
die Entwicklung von DNS keinesfall stillsteht, sondern rasant voranschreitet, soll
nachfolgend am Beispiel der Protokollerweiterung DNS Security Extension (DNS-
SEC) gezeigt werden. DNSSEC ist eine umfassende Möglichkeit zur Sicherstellung
der Authentizität und Integrität von DNS-Abfragen, die in Zukunft wohl immer mehr
an Bedeutung gewinnen wird.
1 Einleitung
Das Domain Name System (DNS), ein hierarchisches dezentralisiertes System, ist der
zentrale Dreh- und Angelpunkt im Internet wenn es um die Umwandlung von Hostnamen
in IP-Adressen geht. Neben der einfachen Vorwärtsauflösung spielt DNS eine wichtige
Rolle im Zusammenhang mit der Zustellung von E-Mail. Aufgrund der fundamentalen
Bedeutung des DNS steht es u.a. immer wieder im Fokus der verschiedenen Angriffssze-
narien. Neben illegalen Manipulationen wie z.B. DNS-Spoofing oder Cache Poisoning
(siehe [2]), sind aber auch „behördlich legitimierte“ Eingriffe wie z.B. das „Stoppschild“
oder transparente DNS-Proxies technisch möglich. Dass an dieser Stelle Handlungsbe-
darf besteht, hat die Internet Engineering Task Force (IETF) erkannt und einen neuen
Standard, die Domain Name System Security Extension (DNSSEC), erarbeitet. Im Jahr
2005 wurde erstmals eine Top Level Domain (.se), heute sind es auch einige andere
(.cz, .bg, . . . ) mit einer digitalen Signatur auf Basis von DNSSEC versehen.
Dieser Beitrag möchte einen Einblick in die Grundlagen und Funktionsweise von DNS-
SEC geben. Nach einer kurzen Vorstellung des aktuellen Stands der Technik und den
damit verbundenen Unzulänglichkeiten des DNS folgt eine knappe Einführung in die
Public Key Kryptographie. Anschließend werden kurz die notwendigen Komponenten
zum Aufsetzen einer signierten Zone erläutert. Das Verhalten des Resolvers bzw. ei-
nes DNS-Servers, der die DNS Security Extension benutzt, soll exemplarisch mit einer
∗Professur für Nachrichtentechnik, Technische Universität Chemnitz
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„echten“ signierten Zone im Internet demonstriert werden. Serverseitig werden die DNS-
Implementierung des ISC Bind9 und die damit verbundenen Werkzeuge vorgestellt.
Da DNSSEC einen ganzheitlichen Ansatz zur Sicherung der Authentizität und Integrität
von DNS-Transaktionen im Internet darstellt, ist eine schrittweise Einführung nicht ohne
weiteres möglich. Wie man dennoch DNS-Antworten validieren kann, soll am Beispiel
von dig und dem Bind9-Resolver gezeigt werden.
2 Stand der Technik
Beim Entwurf des DNS spielte die Authentizität der übermittelten Daten ebensowenig
eine primäre Rolle wie eine robuste Authentifizierung des Absenders.
DNS-Server erhalten Anfragen und beantworten diese. Um die Quelle der Anfrage ma-
chen sie sich in der Regel keine Gedanken, eine sehr schwache Prüfung der Authentizität
der Daten und der Identität des Absenders auf Basis der Quell-IP ist möglich.
DNS-Clients (Resolver, Forwarder, . . . ) stellen Anfragen und vertrauen den Antworten
uneingeschränkt. Eine sehr schwache Überprüfung der Authentizität und Quelle der Ant-
worten mit Hilfe von Query-IDs und der Portzuordnung ist möglich.
Transaction Signatures (TSIG) können verwendet werden, um sowohl die Unversehrtheit
der Daten als auch die Authentizität des Absenders zu prüfen. Dazu wird ein symme-
trisches Verschlüsselungsverfahren verwendet. Alle Beteiligten müssen den verwendeten
Schlüssel kennen. Der Sender ergänzt die Antwort um die verschlüsselte Prüfsumme des
Datensatzes. Der Empfänger kann die entschlüsselte Prüfsumme mit der selbst errechne-
ten Prüfsumme vergleichen. Praktikabel ist TSIG nur bei einer überschaubaren Anzahl
von Kommunikationspartnern. Typischerweise wird TSIG für Zonentransfers und dyna-
mische Updates verwendet. Eine Verschlüsselung der Daten finden nicht statt. Angriffe
durch die Wiederholung von „eingefangenen“ Daten werden durch Zeitstempel verhin-
dert.
TSIG steht in der Regel nicht für Stub-Resolver zur Verfügung.1
3 Grundlagen
Wenngleich TSIG fast alle Forderungen erfüllen würde, die Verwendung eines gemein-
samen Schlüssels verhindert eine Skalierung ebenso wie die sichere Kommunikation von
bis dato gegenseitig unbekannten Kommunikationspartnern.
DNSSEC stellt nun einen möglichen Ausweg aus diesem Dilemma dar. Statt auf einem
symmetrischen Verfahren aufzusetzen, sieht DNSSEC die Verwendung von asymmetri-
scher Kryptographie vor. Damit wird es dem Client möglich, auch von bislang unbekann-
ten Zonen die erhaltene Daten auf Authentizität zu prüfen. Dazu nutzt er die (kryptogra-
phische) Signatur der erhaltenen Antwort.
1Jedenfalls haben wir keine Hinweise darauf gefunden, daß der Stub-Resolver der libc6 das könnte.
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1 $ORIGIN xxx.schlittermann.de.
2 $TTL 1d
3 @ IN SOA pu.schlittermann.de. hostmaster.schlittermann.de.
4 (
5 ...
6 )
7
8 IN NS pu.schlittermann.de.
9 IN TXT "example zone for DNSSEC"
10 IN MX 10 ssl.schlittermann.de.
11 a IN A 194.39.236.1
12 b IN A 194.39.236.2
Listing 1: Beispielhafte DNS-Zone ohne DNSSEC-Absicherung
1 IN DNSKEY 257 3 5 AwEAAbHQS/v8ACLTAP2Un1QboGbhVftYZC ...
Listing 2: Einfügen des öffentlichen DNSSEC-Schlüssels zum Absichern der Zone (Der
Base64-kodierte Schlüssel ist aus Platzgründen nur unvollständig angegeben).
Beim Signieren wird eine Prüfsumme (Hash-Wert) über die zu schützenden DNS-Einträge
berechnet und anschließend mit einem privaten Schlüssel verschlüsselt. Der Client kann
mit dem zugehörigen und bekannten öffentlichen Schlüssel diese Signatur entschlüsseln
und den erhaltenen Hash-Wert mit dem selbst ermittelten Hash-Wert aus der Antwort
vergleichen.
Privater und öffentlicher Schlüssel sind je abzusichernder Zone einzigartig. Die Vertrau-
enswürdigkeit der öffentlichen Schlüssel wird über Vertrauensketten (Chain of Trust) oder
auf alternativen Wegen sichergestellt.
Ähnliche asymmetrische Verfahren finden man bei (kryptographischen) Signaturen von
E-Mails mit GnuPG oder PGP oder bei der schlüsselbasierten Authentifizierung der SSH.
DNSSEC hat nicht die Verschlüsselung der Daten zum Ziel, sondern einzig und allein die
Prüfbarkeit und damit die Vertrauenswürdigkeit der Daten. Es bleibt dem Client (Resol-
ver) überlassen, ob er diese Möglichkeiten nutzt.
4 DNSSEC auf Serverseite
Bisher wurden in einer Zonen-Datei ausschließlich die reinen Nutzdaten (z.B. IP-Adressen,
Hostnamen, Mail-Exchanger) einer Domain gespeichert (siehe Listing 1).
Damit ein DNSSEC-fähiger Client (das kann wiederum ein anderer DNS-Server (als For-
warder oder Resolver) oder aber ein entsprechender Stub-Resolver sein) in der Lage ist,
die erhaltenen Daten zu prüfen, benötigt er zusätzlich die Signaturen der Einträge, sowie
den öffentlichen Teil des Schlüssels, mit dem die Signaturen erzeugt wurden.
Zur Verbreitung des öffentlichen Schlüssel einer Zone existiert ein neuer DNS-Record,
der DNSKEY. Ein DNSKEY-Record enthält die Zone, für die er gelten soll, sowie den
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1 a 86400 IN A 194.39.236.1
2 86400 RRSIG A 5 4 86400 20100225192903 (
3 20100126192903 50433 xxx.schlittermann.de.
4 aVZnKDppT+ane7zrZmv0Z2HpyaD3Q4LKvi5E
5 pqfA6ZmiVP+tpfxfdWEazZ8w5RFPX4LpfmUD
6 ... )
Listing 4: Signatur im RRSIG-Record für die IP-Adresse von Host a
öffentlichen Schlüssel in Base64-Kodierung.2 Listing 2 zeigt den prinzipiellen Aufbau
eines DNSKEY-Eintrags für die Zone xxx.schlittermann.de.
Neben dem DNSKEY-Record muss außerdem die eigentliche Signatur eines DNS-Ein-
trages, die dann später durch den Client geprüfte werden kann, zugänglich gemacht wer-
den. Dies geschieht durch den ebenfalls neu hinzugekommen RRSIG-Record. Ein RRSIG-
Eintrag enthält aus Effizienzgründen immer die Signatur zu einer Gruppe (RRset) von
gleichen Einträgen. Man kann sich also zum Beispiel vorstellen, dass eine DNS-Abfrage,
nach der IP-Adresse von einem bestimmten Host zwei Antworten liefert. Da die Antwor-
ten beide zum gleichen Host gehören und vom gleichen Typ sind, muss nur ein RRSIG-
Record erzeugt und ausgeliefert werden. In Listing 4 ist die Signatur für den Address-
Record von Host a.xxx.schlittermann.de zu sehen. Zusätzlich zur digitalen Signatur sind
noch die Gültigkeitszeit, sowie Informationen zum zugehörigen DNSKEY-Eintrag hin-
terlegt. Die Signierung von negativen Antworten (beispielsweise, wenn der DNS-Server
keine IP-Adresse zu einem Hostname liefern kann) ist durch einen weiteren DNS-Eintrag,
den NSEC-Record, realisiert (siehe hierzu [1]).
Der Vollständigkeit halber sei noch erwähnt, dass die DNS-Server-Implementierung des
Bind die neu eingeführten DNSSEC-Records DNSKEY und RRSIG erst kennt, nachdem
die DNSSEC-Unterstützung in der Nameserver-Konfiguration eingeschaltet ist:
1 options {
2 ...
3 dnssec -enable yes;
4 };
Listing 3: Einschalten von DNSSEC im Bind Nameserver
5 Resolver-Fähigkeiten
Mit den neu hinzugekommen DNSSEC-Einträgen DNSKEY und RRSIG für eine Zone
bzw. einen einzelnen DNS-Record ist ein Client nun prinzipiell in der Lage, die Antwort
auf seine Anfrage zu verifizieren. Nachfolgend soll gezeigt werden, welche Schritte not-
wendig sind, um die IP-Adresse für den Host a.xxx.schlittermann.de herauszufinden und
die Antwort gleichzeitig mit Hilfe von DNSSEC zu verifizieren:
1. Anfrage nach dem Address-Record von a.xxx.schlittermann.de an den zuständigen
Nameserver. Dabei muss das DNSSEC OK Flag (DO) gesetzt sein, um ebenfalls
DNSSEC-Einträge zu erhalten.
2Es sind noch weitere Informationen wie z.B. der Typ des Verschlüsselungsalgorithmus enthalten.
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2. Der DNSSEC-fähige DNS-Server liefert nun wie gewünscht den ursprünglich ange-
fragten A-Record, sowie die dazugehörige Signatur in Form eines RRSIG-Eintrages.
3. Bevor die Validierung des Address-Records durchgeführt werden kann, muss der
Resolver noch den im RRSIG-Record angegebenen öffentlichen Schlüssel, mit dem
die Signatur erstellt wurde, beim DNS-Server anfragen.
4. Da jetzt alle Informationen verfügbar sind, kann die Signatur des Address-Records
von a.xxx.schlittermann.de überprüft werden.
Mit Hilfe des Kommandos dig lassen sich die einzelnen Schritte nachvollziehen. Zuerst
wird der Address-Record sowie die dazugehörige Signatur abgefragt:
1 # dig +dnssec +norec a.xxx.schlittermann.de. @pu.schlittermann.de
2 ;; Got answer:
3 ;; ->>HEADER <<- opcode: QUERY , status: NOERROR , id: 57711
4 ;; flags: qr aa ra; QUERY: 1, ANSWER: 2, AUTHORITY: 3, ADDITIONAL: 3
5
6 ;; OPT PSEUDOSECTION:
7 ; EDNS: version: 0, flags: do; udp: 4096
8 ;; QUESTION SECTION:
9 ;a.xxx.schlittermann.de. IN A
10
11 ;; ANSWER SECTION:
12 a.xxx.schlittermann.de. 86400 IN A 194.39.236.1
13 a.xxx.schlittermann.de. 86400 IN RRSIG A 5 4 86400
14 20100225192903 20100126192903 50433 xxx.schlittermann.de.
15 aVZnKDppT+ane7zrZmv0Z2HpyaD3Q4LKvi5Ehk /6 Z1krMaDbhMt ...
16 ...
Listing 5: DNS-Query mit dig (und +dnssec flag)
Die Angabe des Parameters +dnssec weist dig an, zusätzliche DNSSEC-Einträge abzu-
fragen. Die Option +norec in Verbindung mit der Angabe des DNS-Servers veranlasst,
dass eine nicht-rekursive Anfrage gestellt wird.
Im RRSIG-Eintrag ist hinterlegt3, mit welchem öffentlichen Schlüssel der Address-Record
signiert wurde. Als nächstes muss also der passende DNSKEY-Eintrag angefragt werden:
1 # dig @pu.schlittermann.de xxx.schlittermann.de DNSKEY
2 ;; Truncated , retrying in TCP mode.
3
4 ; <<>> DiG 9.3.4-P1.2 <<>> @pu.schlittermann.de xxx.schlittermann.de DNSKEY
5 ; (1 server found)
6 ;; global options: printcmd
7 ;; Got answer:
8 ;; ->>HEADER <<- opcode: QUERY , status: NOERROR , id: 18169
9 ;; flags: qr aa rd ra; QUERY: 1, ANSWER: 2, AUTHORITY: 2, ADDITIONAL: 2
10
11 ;; QUESTION SECTION:
12 ;xxx.schlittermann.de. IN DNSKEY
13
14 ;; ANSWER SECTION:
15 xxx.schlittermann.de. 86400 IN DNSKEY 257 3 5
16 AwEAAbHQS/v8ACLTAP2Un1QboGbhVftYZChUIJt5O2bzyGdbHShfNILT
17 qbZRXLMz4f67TA2y4pGIJ8fFyTzi13GXn+V67mmjauZnXTkSwpe90w2N
18 ...
Listing 6: DNSKEY-Query mit dig
3Durch Angabe der Domain sowie des Fingerabdrucks, ist der DNSKEY-Eintrag eindeutig bestimmt.
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Ab diesem Zeitpunkt wäre der Client bzw. Resolver in der Lage, die Antwort des DNS-
Servers zu verifizieren. Eine fundamentale Frage, die sich an dieser Stelle allerdings stellt,
ist: Woher weiß der Client eigentlich, dass der zurückgelieferte DNSKEY-Eintrag nicht
modifiziert wurde?4
DNSSEC sieht an dieser Stelle die sogenannte Chain of Trust vor, d.h. normalerweise
müsste der Client nun zusätzlich noch die darüber liegende Instanz (also den zuständigen
Nameserver für die Domain schlittermann.de) zur Authentizität des gerade ermittelten
DNSKEY-Eintrages befragen.5
6 Insellösung
Verlässt man sich auf die Chain of Trust, ist eine komplette DNSSEC-Infrastruktur von
der Toplevel-Domain bis hin zum Root-Nameserver notwendig. Aktuell ist diese Voraus-
setzung nicht gegeben, also kann man dem Resolver alternativ eine Liste mit vertrauens-
würdigen DNSKEY-Einträge konfigurieren. Im Falle von dig würde man den geprüften(!)
DNSKEY-Eintrag von xxx.schlittermann.de in der Datei trusted-key.key hinterlegen. An-
schließend wäre dig in der Lage, die Antwort vom DNS-Server selbständig zu verifizie-
ren:
1 # dig +dnssec +sigchase a.xxx.schlittermann.de
2 ...
3 ;; WE HAVE MATERIAL , WE NOW DO VALIDATION
4 ;; VERIFYING A RRset for a.xxx.schlittermann.de. with DNSKEY :50433: success
5 ;; OK We found DNSKEY (or more) to validate the RRset
6 ;; Ok, find a Trusted Key in the DNSKEY RRset: 30922
7 ;; VERIFYING DNSKEY RRset for xxx.schlittermann.de. with DNSKEY :30922: success
8
9 ;; Ok this DNSKEY is a Trusted Key , DNSSEC validation is ok: SUCCESS
Listing 7: Verifikation mit dig
Zuerst versucht dig, die Chain of Trust durch Anfragen bei der darüberliegenden Domain
aufzubauen, wird dort aber nicht fündig. Da der öffentliche Schlüssel von
xxx.schlittermann.de in der lokalen Datenbank hinterlegt ist, verifiziert dig letztendlich
gegen diesen und liefert eine positive Antwort.
Auch der Bind-Nameserver lässt sich mit einer statisch gepflegten Liste von vertrauens-
würdigen DNSKEY-Einträgen konfigurieren und kann damit validieren.
In der Bind Version 9.3.x ist es ausreichend, DNSSEC mit der Option aus Listing 3 einzu-
schalten. Ab Bind Version 9.4 ist für die DNSSEC-Validierung die Zeile
dnssec-validation yes; im options-Abschnitt hinzuzufügen. Natürlich muss dem
DNS-Server auch noch die Liste mit vertrauenswürdigen Schlüsseln mitgeteilt werden.
Für xxx.schlittermann.de sähe das z.B. wie folgt aus:
4Möglich wäre ein scheinbar transparenter DNS-Proxy, der die Daten mit seinem privaten Schlüssel si-
gniert.
5Dieser Vorgang setzt sich theoretisch über die Toplevel-Domain bis zum Root-Nameserver fort. Die
DNSKEY-Einträge der Root-Server sind dann fest in die Client-Resolver eingebaut.
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1 trusted -keys {
2 "xxx.schlittermann.de." 257 3 5 "AwEAAbHQS/v8AC ...";
3 };
Listing 8: Konfiguration des Bind-Nameservers mit einer Liste von vertrauenswürdigen
Schlüsseln für die DNSSEC-Validierung
Erfolgt nun eine Anfrage an diesen Server, so markiert er die Antwort mit dem AUTHEN-
TICATED DATA Flag (AD). Damit wird dem Client (Stub-Resolver), der nicht selbst prü-
fen kann oder will, mitgeteilt, daß auf dem angefragten Resolver die Prüfung erfolgreich
war. Natürlich muß der Stub-Resolver das jetzt einfach glauben:
1 # dig +dnssec a.xxx.schlittermann.de
2 ...
3 ; <<>> DiG 9.5.1-P3 <<>> +dnssec @localhost a.xxx.schlittermann.de
4 ; (2 servers found)
5 ;; global options: printcmd
6 ;; Got answer:
7 ;; ->>HEADER <<- opcode: QUERY , status: NOERROR , id: 10318
8 ;; flags: qr rd ra ad; QUERY: 1, ANSWER: 2, AUTHORITY: 3, ADDITIONAL: 1
9
10 ;; OPT PSEUDOSECTION:
11 ; EDNS: version: 0, flags: do; udp: 4096
12 ;; QUESTION SECTION:
13 ;a.xxx.schlittermann.de. IN A
14
15 ;; ANSWER SECTION:
16 a.xxx.schlittermann.de. 86400 IN A 194.39.236.1
17 a.xxx.schlittermann.de. 86400 IN RRSIG A 5 4 86400 201...
Listing 9: Verifikation durch den Resolver
7 Fazit
DNSSEC stellt eine Möglichkeit zur Absicherung des Namensauflösung im Internet be-
reit. Der anfängliche Aufwand zum Aufsetzen einer eigenen mit DNSSEC abgesicherten
Zone ist nicht zu vernachlässigen. Kann oder will man aus verschiedenen Gründen nicht
auf eine Chain of Trust-Infrastruktur zurückgreifen bietet sich die Möglichkeit dem Re-
solver eine statische Liste mit vertrauenswürdigen DNSKEY-Einträgen einzustellen. Eine
weitere Methode ist die Nutzung der sogenannten Domain Lookaside Validation, die aber
hier nicht weiter betrachtet wurde (aber im Workshop als auch im Vortrag).
Literatur
[1] P. Albitz and C. Liu. DNS and Bind. O’Reilly, 2006.
[2] A. Klein. BIND 9 DNS cache poisoning, 2007.
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Zusammenfassung
Es ist möglich ein Xen basiertes Virtualisierungscluster mit iSCSI 
SAN allein mit Standard Linux Werkzeugen aufzusetzen und zu 
betreiben.   Obwohl   man   alle   Administrationsaufgaben   mit   den 
Kommandos  der  Einzelkomponenten  erledigen  kann   ist  dies   je­
doch ermüdend und fehleranfällig. Die LAX Scripte bündeln sol­
che  komplexen  Abläufe   in  wenige  Kommandos  und  erleichtern 
dem Administrator die Arbeit erheblich.
1. Technologien
Das Cluster verwendet die Technologien Xen (Virtualisierung),   iSCSI (Daten­
übertragung   zwischen   Clusterserver   und   SAN),   LVM   (Datenmanagement), 
DRBD (Datenspiegelung zwischen Speicherservern) und Heartbeat   (Hochver­
fügbarkeit der Speicherserver).  
Alle Technologien sind Bestandteil  der opensuse Distribution und damit  frei 
verfügbar.
Für das Management des Clusters  setzt teegee das Framework LAX mit den 
Modulen instance (Clusterinstanzen beschreiben) und vx (Xen Virtualisierung) 
ein.
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2. Clusterstruktur
Zwei Besonderheiten zeigt die Struktur. Zum einen ist das SAN integraler Be­
standteil des Clusters. Details des SAN wie logische Volumina (LV) oder iSCSI­
Targets werden dort direkt administriert. Zum anderen wird kein Clusterfile­
system verwendet. Stattdessen werden virtuelle Maschinen direkt in LV instal­
liert.
3. Administration 
Für   Administrationsaufgaben  wie   z.B.   die   Installation   virtueller  Maschinen 
müssen Vorgänge auf mehreren Hosts ausgeführt werden. Als Teil des LAX Fra­
meworks wurden dazu Scripte entwickelt die die Softwarekomponenten konfi­
gurieren und dem Administrator viele Details abnehmen. Die Scripte sind in 
den LAX­Modulen instance und vx zusammengefasst.
Bild 1: Struktur des Clusters 
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Die LAX­Scripte sind auf einem zentralen Administrationsserver, dem LAX­Ser­
ver, installiert. Sie agieren auf den Servern des Clusters mittels openssh Autolo­
gin. 
3.1 Namenskonventionen
Der  Zusammenhang zwischen  virtueller  Maschine,   logischen  Volumina  und 
iSCSI­Target  wird  durch   eine  Namenskonvention  hergestellt.  Dadurch   ist   es 
möglich eine große Zahl virtueller Maschinen zu installieren und zu betreiben.
Host      LV_Name                   Block Gerät                           iSCSI­Target   
pc46 pc46-root /dev/mapper-pc46-root iqn.sancl.klasse.kurs:pc46
pc46-swap /dev/mapper-pc46-swap
pc46-data /dev/mapper-pc46-data
xp1 xp1-root /dev/mapper-xp1-root iqn.sancl.klasse.kurs:xp1
xp1-d /dev/mapper-xp1-d
3.2 Clusterinstanzen
Die LAX­Scripte sind in der Lage 3 verschiedene Typen von Virtualisierungssys­
temen zu verwalten:
•einzelne Virtualisierungsserver
•Active­Active Cluster bestehend aus zwei Servern
•iSCSI SAN Cluster
Die Clusterinstanzen beschreiben die Struktur des Virtualisierungssystems. Die 
Scripte benötigen daher die Clusterinstanz als Parameter.
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3.3 Admin-Scripte (Beispiele)
Das Script vx­install installiert eine virtuelle Maschine aus einer Vorlage und 
konfiguriert sie betriebsfertig. Es gibt Vorlagen für Linux­ und Windows.
vx­install 
[­i ip­address] [­m netmask] [­g gateway] 
[­a mac­address] [­n nameserver] [­r memory] 
[­f disksize] [­s swapsize] [­x filesystem] 
[­c vcpus] [­d description]   
instance template vm
vx­start instance vm [clusterserver]
vx­backup­restore instance backup # Desaster Recovery
3.4 LAX Clustermanager
Die LAX GUI­Tools verwenden die LAX­Scripte für die Admin­Logik..
Figure 2: LAX: Cluster Manager
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3.5 Backup und (Desaster) Recovery
LAX verfügt über Techniken virtuelle Maschinen im laufenden Betrieb (LVM 
Snapshots) zu sichern und per openssh auf einen Sicherungsserver zu übertra­
gen. Organisationsdaten werden ebenfalls gesichert, sodass eine Maschine aus 
einer Sicherung komplett wiederhergestellt werden kann. Die Sicherung selbst 
erfolgt logisch mit tar (Linux) und ntfsclone (Windows). 
3.6 Hochverfügbarkeit
Das SAN besteht bereits aus zwei per Heartbeat gekoppelten Speicherservern. 
Clusterserver, virtuelle Maschinen und Dienste werden durch das LAX Monito­
ring überwacht.  Dienste und virtuelle Maschinen können,   falls  sie  ausfallen, 
ggf. durch Alarmscripte neu gestartet werden. 
Bei Ausfall eines Clusterservers wird das gesamte Cluster reorganisiert. Dabei 
werden alle virtuellen Maschinen anhand einer einfachen 3­stufigen Priorisie­
rung und dem Speicherverbrauch auf die verbliebenen Clusterserver verplant. 
Falls die Ressourcen der verbliebenen Clusterserver   nicht ausreichen müssen 
ggf. unwichtigere laufende Maschinen gestoppt werden.
Die Reorganisation eines Clusters benötigt i. A. wenige Minuten.
Links:
http://www.teegee.de/lax
Vorträge und Tutorials unter www.teegee.de → Downloads
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Zusammenfassung
Eine aktuelle Forschungsvision beschreibt die Wandlung von herko¨mmlichen
Dienstleistungen und vereinzelten elektronischen Diensten hin zu zentralen
Dienstmarktpla¨tzen. Auf den Marktpla¨tzen soll der Handel und der Austausch
von Diensten mo¨glich werden. Ein bundesweites Vorhaben dazu ist das BMWi-
gefo¨rderte Projekt THESEUS/TEXO. Aus dem Projekt ist mittlerweile ein
Prototyp eines Dienstmarktplatzes entstanden und kann fu¨r erste Versuche
genutzt werden. Der Artikel stellt zuerst auf nichttechnischer Ebene die Ideen
hinter dem Internet der Dienste vor und pra¨sentiert anschließend mit mehr
technischem Tiefgang die dafu¨r vorgesehene Infrastruktur.
1 Hintergrund
Einhergehend mit der Verbreitung vernetzter Rechner sind Dienste u¨ber eine Netz-
schnittstelle zur Verfu¨gung gestellt worden. Bekannte Vertreter der ersten Gene-
ration sind dabei Mailserver, Chatsysteme, Zeitgeber und Dateiverwaltungen. Seit
dem Aufkommen des Web ist die Zahl der Dienste stark angestiegen, fu¨r fast je-
den Anwendungsfall gibt es gleich mehrere passende interaktive Webanwendungen
und programmatisch nutzbare Web Services1. Schlagworte wie Software-as-a-Service
(SaaS) und Cloud Computing sind dabei Indikatoren eines versta¨rkten Trends zur
Auslagerung von Datenverarbeitung auf verteilte, teils auch zentralisierte Systeme
im gescha¨ftlichen wie im privaten Bereich.
Die Zunahme an Dienstleistungen im Internet genießt gerade in Deutschland erho¨h-
te Aufmerksamkeit. Dem Eindruck, dass Innovation im Internet hauptsa¨chlich auf
wenige Regionen der Welt konzentriert ist und das Markenbewusstsein gerade im IT-
Bereich zu einem Vorteil fu¨r Monopolanbieter heranwa¨chst, soll dabei durch geziel-
te Leuchtturmprojekte begegnet werden. Politische Forderungen dieser Art ha¨ufen
sich demnach zunehmend2. Als wohl bekannteste Reaktion der europa¨ischen IT-
O¨ffentlichkeit gilt die Initiative Quaero, die im Jahr 2005 auf politischer Ebene in
Deutschland und Frankreich als Gegengewicht vorgesehen war und durch die Presse
1vgl. Programmable Web: http://www.programmableweb.com/apis
2vgl. Bitkom-Forderung nach deutscher Cloud am 21.01.2010
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wenig zielfu¨hrend als Google-Killer verbreitet wurde3. In der Folge entstanden rein
nationale Forschungsprogramme, THESEUS auf deutscher Seite im Jahr 20074 und
Quaero in Frankreich5.
Parallel dazu wird auch der Aufbau europa¨ischer Infrastrukturen durch weitere Fo¨r-
derprogramme weiterentwickelt. Das 7. Rahmenprogramm der EU sieht dabei ei-
ne zuku¨nftige Variante des Internets vor, welches von den unteren Schichten und
Protokollen bis hin zu den Diensten und interaktiven Anwendungen grundlegen-
de Neuerungen gegenu¨ber der heutigen Architektur mit sich bringt. Dieses Future
Internet entha¨lt auf der Software-Infrastrukturebene das Internet der Dienste mit
NESSI als gro¨ßtem und bekanntestem Projekt6. Die derzeitig entstehende abstrakte
Architektur wird dabei als NEXOF-Referenzarchitektur bezeichnet7.
Kritisch ist anzumerken, dass der Erfolg der Leuchtturmansa¨tze bisher nur begrenzt
sichtbar geworden ist. Eine Breitenfo¨rderung durch gezielte Unterstu¨tzung verfu¨gba-
rer Systeme und strikt spezifizierter Austauschformate, die eine Abha¨ngigkeit von
bestimmten Anbietern im Netz reduzieren wu¨rden, ist jenseits u¨blicher Absichts-
erkla¨rungen bisher auf keiner politischen Ebene erkennbar. Nachfolgend werden
die Auswirkungen des Internets der Dienste beleuchtet, die durch bisherige Ver-
o¨ffentlichungen bereits erkennbar sind und die Notwendigkeit einer nachhaltigen
Entwicklungsstrategie verdeutlichen. Nach Betrachtungen zu wiederverwendbaren
Diensten und Dienstplattformen im Allgemeinen wird schließlich eine konkrete der-
artige Plattform mit ihren Erweiterungen vorgestellt.
2 Auswirkungen der Dienstorientierung
Der Aufbau globaler Dienstleistungsverzeichnisse wird kein neues Wirtschaftssystem
errichten, wohl aber viele wirtschaftliche Abla¨ufe a¨ndern.
Heutige Branchenverzeichnisse erbringen ein sehr niedriges Preis-Leistungs-Verha¨ltnis.
Ein kleiner Eintrag einer Unternehmung schla¨gt schnell mit einer dreistelligen Sum-
me zu Buche. Eine feingranulare Angabe von Dienstleistungen ist sicherlich fu¨r die
gedruckte Ausgabe nicht praktikabel, wird aber paradoxerweise auch von den On-
lineausgaben nicht unterstu¨tzt. Preiswerte oder kostenlose Dienstleistungen lassen
sich somit u¨berhaupt nicht sinnvoll hinterlegen. Gerade die Kombination von kosten-
losen und kostenpflichtigen Diensten ist aber eines der Hauptmerkmale des Internets.
Die Akzeptanz von Google ist nicht zuletzt durch das Gescha¨ftsmodell less than free
gesichert8.
Ein alternativer Ansatz ist z.B. in Brasilien sichtbar. Ein Verzeichnis fu¨r Produk-
te und Dienstleistungen fu¨r Unternehmungen jeder Gro¨ße wird durch das Forum
3Quaero-Berichte, z.B. http://www.dw-world.de/dw/article/0,,1928217,00.html
4THESEUS-Forschungsprogramm: http://www.theseus-programm.de
5Quaero-Forschungsprogramm: http://quaero.org
6NESSI-Verbundprojekt: http://nessi-europe.com
7Referenzarchitektur NEXOF-RA: http://www.nexof-ra.eu
8Gescha¨ftsmodell “less than free”: http://abovethecrowd.com/2009/10/29/
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fu¨r solidarische Wirtschaft betrieben9. Mit fast 2000 registrierten Benutzern und
u¨ber 20000 planma¨ßig eingetragenen Unternehmungen kann eine kritische Masse an
Teilnehmern erreicht werden.
Fu¨r rein softwareseitig ausgefu¨hrte Dienste auf Web-Service-Basis existieren solche
Verzeichnisse bisher nur rudimenta¨r. Insbesondere wird meist nur der Zugriff auf
Dienstbeschreibungen, nicht jedoch bei entsprechender Lizenz auf die Dienste an sich
oder weitergehende strukturierte Informationen ermo¨glicht. Eine Erweiterung um
diese Aspekte wu¨rde Dienste greifbarer (tangible) und bei Bedarf im gescha¨ftlichen
Umfeld handelbarer erscheinen lassen und somit die Dienstentwicklung aufgrund
ku¨rzerer, kollaborativer Innovationszyklen beschleunigen.
3 Wiederverwendbare Dienste
Die Wiederverwendbarkeit eines Dienstes wird dadurch bestimmt, wie flexibel die
Inanspruchnahme durch einen Dienstnehmer direkt oder u¨ber zusammengesetzte
Dienste durchgefu¨hrt werden kann. Das Spektrum reicht dabei von rein elektro-
nischen Diensten, z.B. Web Services, bis hin zu konventionellen Dienstleistungen,
z.B. Hochzeitsplanung. Im Fall der Web Services ist der Automatisierungsgrad be-
zu¨glich Ausfu¨hung und Kopplung sehr hoch, die Handelbarkeit u¨ber das Auffinden
bis hin zur Abrechnung aber zur Zeit noch stark eingeschra¨nkt. Die konventionellen
Dienstleistungen sind hingegen im ta¨glichen Gescha¨ftsbetrieb etabliert, wobei sie oft
ungenu¨gend beschrieben und automatisierbar nutzbar sind.
Durch das Prinzip der Plattformen fu¨r wiederverwendbare Dienste la¨sst sich das
Spektrum an beiden Seiten vorteilhaft erweitern. Es entsteht ein Kontinuum an frei-
en und handelbaren, teilweise automatisiert nutzbaren Diensten mit einheitlichem
Zugang fu¨r menschliche und maschinelle Dienstnutzer.
4 Infrastruktur fu¨r Dienstplattformen
Plattformen fu¨r den Austausch von Dienstleistungen sollten die Benutzer in ihren
jeweiligen Rollen unterstu¨tzen. Prima¨r sind damit der Dienstanbieter (Produzent),
der Dienstnehmer (Konsument) und der Plattformbetreiber gemeint.
U¨ber die Plattform ko¨nnen aus Anbietersicht Dienste angeboten und verwaltet wer-
den. Jeder Dienst wird mit Hilfe semantischer Formalismen beschrieben. Dienstpake-
te umfassen zudem eine ausfu¨hrbare Implementierung im Fall von Web Services, Vor-
lagen fu¨r die vertragsgebundene Dienstnutzung, Benutzerschnittstellen und APIs fu¨r
Entwickler. Aus Dienstnehmersicht ko¨nnen Dienste gesucht, konfiguriert, mit Nut-
zungsvereinbarungen geschu¨tzt und schließlich nachvollziehbar ausgefu¨hrt werden.
Dabei steht auf Dienstmarktpla¨tzen der langfristig und einheitlich unterstu¨tzte Nut-
zungsprozess gegenu¨ber einer reinen ad-hoc-Nutzung von Web Services oder einer
anbieterabha¨ngigen Beauftragung einer klassischen Dienstleistung im Vordergrund.
9Cirandas-Verzeichnis: http://www.cirandas.net
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5 Realisierung der Infrastruktur
Nach der Einfu¨hrung in das Internet der (wiederverwendbaren) Dienste und der dazu
notwendigen Infrastrukturelemente pra¨sentiert dieser Abschnitt eine konkrete Platt-
form, die vom Autor konzipiert und umgesetzt worden ist. Die Publikationsliste10
sollte zur weiteren Vertiefung herangezogen werden.
5.1 Basisplattform ÒÅÑËÀ
Gesucht wurde eine Plattform, die sich durch Modularita¨t, Offenheit, Benutzerfokus
und integrierte Qualita¨tskontrollverfahren auszeichnet. Entstanden ist eine Platt-
form, die sowohl diese Attribute als auch eine bereits verfu¨gbare Umsetzung vor-
weisen kann. Die Plattform tra¨gt den Namen ÒÅÑËÀ Service Platform oder kurz
ÒÅÑËÀ11. Ihre Architektur sieht eine hohe Skalierbarkeit durch dezentrale Aus-
fu¨hrungsserver vor, die von einem auf logischer Ebene zentralen System verwaltet
werden. Die zentralen Komponenten sind explizit fu¨r die zu erwartende hohe Hete-
rogenita¨t an Formaten und Technologien ausgelegt. Aus der Web-Service-Welt be-
kannte technische Formate wie WSDL, USDL oder WSML zur Dienstbeschreibung,
WS-Agreement zur Vertragsgestaltung, SOAP und WS-Security zur Ausfu¨hrung so-
wie Axis oder BPEL zur Repra¨sentation der Implementierung werden durch die
Teilkomponenten der Plattform unterstu¨tzt. Bislang fehlende Spezifikationen sind
zudem durch Eigenentwicklungen abgedeckt worden, etwa WS-Payment zur Anga-
be von Tarifen oder Rusco zur containergestu¨tzten Ausfu¨hrung von Web Services in
Ruby.
5.2 Integration und Dissemination
Aufgrund der heterogenen und vera¨nderlichen Natur der Dienste ist die Installation
und der Aufbau eines Dienstmarktplatzes nicht trivial. Um einerseits die Modulari-
ta¨t und Autarkie der einzelnen ÒÅÑËÀ-Komponenten nicht zu Lasten der Flexibi-
lita¨t einschra¨nken zu mu¨ssen, andererseits aber auch ein integriertes Gesamtsystem
anbieten zu ko¨nnen, wurde fu¨r ÒÅÑËÀ die Systemintegration auf Basis von De-
bianpaketen umgesetzt. Die Integration und Konfiguration von Paketen nutzt dabei
vorhandene Bordmittel (z.B. dbconfig-common). Basierend auf den Paketen, einer
einheitlichen grafischen Umsetzung und eines einfachen Szenarios ist zudem mit der
Live-DVD ÒÅÑËÀÁÓÍÒÓ ein jederzeit vorfu¨hrbarer Ein-Personen-Marktplatz fu¨r
handelbare Dienste entstanden.
10Technische Publikationen: http://texo.inf.tu-dresden.de/publications/
11ÒÅÑËÀ-Projektseite: http://serviceplatform.org
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5.3 Einbindung in das Web und auf den Desktop
Als Referenzinstallation fu¨r die ÒÅÑËÀ-Plattform dient das Crowdserving-Portal12.
Eine Webseite mit Elementen bekannter sozialer Netzwerke verknu¨pft dabei die
Funktionen zum Auffinden und Austausch von Diensten unter einer Oberfla¨che. Ana-
log zu kollaborativen Ansa¨tzen der verteilten Entwicklung und Zusammenfu¨hrung
von Software13 wird durch das Prinzip von Crowdserving die Vielfalt an verfu¨gbaren
Diensten erho¨ht. Der Name des Portals suggeriert bereits die Wichtigkeit der Crowd,
die im Sinne des Begriffs Crowdsourcing ihre kollektive Intelligenz nutzen kann, um
Dienste iterativ zu verbessern. Zu dem Zweck ist es mo¨glich, Dienste anzubieten, zu
modifizieren, die Modifikationen ebenfalls anzubieten und zu verteilen. Diese Frei-
heiten sind hinla¨nglich aus den Grundprinzipien freier Software bekannt14. Sie lassen
ein partizipatives Internet der Dienste entstehen, welches einige der mit SaaS und
zentralisierten Dienstanbietern verbundenen Nachteile neutralisiert15.
Neben den u¨berall als Dienst nutzbaren Weboberfla¨chen wird auch an einer Deskto-
pintegration der ÒÅÑËÀ-Komponenten auf Basis von KDE 4 gearbeitet. Im Sinne
von Initiativen wie Joliecloud16 kann der Nutzer seine angebotenen und konsumier-
ten Dienste a¨hnlich wie lokale Anwendungen verwalten. Die Konvergenz aus lokaler
und globaler Funktionalita¨t wird gegenu¨ber den in Browserfenstern gehaltenen We-
banwendungen somit beschleunigt.
6 Aussichten
Mit der Dienstplattform ÒÅÑËÀ existiert ein Open-Source-Werkzeugkasten zum
Aufbau von Marktpla¨tzen fu¨r Dienstleistungen. Ein Betrieb als globales Dienst-
tauschportal auf Basis eines sozialen Netzwerks wie im Fall von Crowdserving ist
dabei nur eine von vielen mo¨glichen Ausbaustufen. Es liegt jetzt an der Akzeptanz
der Technologien und an einer weiteren Fo¨rderung und Stabilisierung der Plattfor-
men, um den Umgang mit elektronischen Dienstleistungen zwischen Unternehmen
und mit Privatpersonen so umzugestalten, dass die Rolle jedes Benutzers als Konsu-
ment oder Produzent von Diensten jederzeit nach Bedarf frei gewa¨hlt werden kann.
Die kollaborative Natur von Crowdserving fordert und fo¨rdert aus dem Grund die
Teilnahme jedes Interessenten an diesem Thema.
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16Desktopintegration von Diensten: http://www.jolicloud.com
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An 80 watt desktop computer with an
attched 25 watt monitor consumes about
920 kWh over a year if it is left on all the
time. Considerable savings, both in terms
of money and carbon dioxide emission, can
be obtained by simply switching the equip-
ment off after each working day: the con-
sumption of power can be reduced to ap-
proximately 198 kWh per year currently
equating to a saving of £87 and 387 kg car-
bon dioxide equivalence (CO2 eq) 1 [1]. In
the UK, Further and Higher education or-
ganisations own about 1,470,000 comput-
ers (of which about 20,000 are owned by
the University of Oxford) [2], thus a sim-
ple change in power management could re-
sult in an annual saving of up to £127M and
570,000 tons CO2 eq [2]. Even if this cal-
culation is based on many assumptions, we
believe that at least half of this saving is re-
alisable.
The University of Oxford encompasses
more than 100 autonomous groups (col-
leges, departments, libraries, museums, and
so forth), most of which manage their own
IT systems. This federal IT model results
in each group having significant variations
in hardware, operating systems, installed
applications, and central management soft-
ware, as well as differences in their require-
ments of IT services and skills. For this
reason, at Oxford, as in many other large
organisations, the development of a power
management system needs the considera-
tion of diverse needs.
Most computers possessed by the univer-
sity can easily be configured to automat-
ically switch into S3 (sleep/standby) and
S4 (hibernate) power-saving modes reduc-
ing power consumption to below 5 watts.
These modes consume just slightmy more
in comparison to power off, which we rec-
ommend in Oxford because it is technically
the safest method. However, IT managers
often disable this power management set-
ting because it can prevent remote access
by users as well as central services such as
software management or backup, or inter-
fere with network services by disconnect-
ing network drives or remote sessions [3].
Therefore, we developed monitoring and
wake-on-LAN services (WOL) [4] which
allow computers to be switched on remotely
just before they are accessed by third-party
services (such as for a scheduled backup)
or by users. Users can configure a schedule
to automatically wake their desktop shortly
before they arrive in the morning at the of-
fice (to reduce the time a person needs to
wait for them to start up) or wake their
desktop when they are away from the of-
fice (to enable researchers to log into their
∗Oxford University Computing Services
†Oxford e-Research Centre
1http://www.ieta.org/ieta/www/pages/index.php?IdSitePage=123
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uration. Post-installation we execute pup-
pet [7], a configuration management tool,
used to centrally maintain and update all de-
ployed systems. Puppet recipes to config-
ure the basic operating system as well as
the whole Apache Tomcat software stack
have been developed and are available on
request. A staging mechanism enables us
to test configuration changes or software
upgrades in the laboratory before pushing
them to all deployed systems throughout
the university. A Nagios monitoring sys-
tem checking all devices status completes
the set-up and provides real-time status in-
formation of all system components.
This highly automated approach, from de-
ployment to systems management, enables
Oxford University Computing Services to
operate this service with minimal resources
whilst not compromising its security or sta-
bility. The addition of new gateways or
the replacement of devices can be achieved
with just a few minutes effort making this
a very cost-effective operation. With the
infrastructure in place, all groups of the
University can gradually migrate by im-
plementing their monitoring and wake-on-
LAN service and thus, a lot of communica-
tion has to be done to share experiences of
implementing the initiative with others [8].
Overall, the usage of Free Software enabled
Oxford University to create a flexible but
also reliable low carbon desktop computing
solution within a short period of time, with
and a significantly low budget.
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Zusammenfassung
LAX ist eine Sammlung von Werkzeugen für die Administration 
vorzugsweise Linux basierter IT­Infrastrukturen. LAX versucht auf 
Basis   e i n e s   Netzwerkverzeichnisses die Aufgabenbereiche Be­
standsführung, Monitoring, Alarmierung, Administration und Vi­
sualisierung   abzudecken.   Schwerpunkt   ist   die   Administration. 
Zielgruppe sind kleine und mittlere Unternehmen und Einrichtun­
gen (KMU).
1. LAX-Konzepte
1.1 Scripting
LAX versucht die Herangehensweise eines versierten Linux Administrators ab­
zubilden indem Scripte für typische Administrationsaufgaben entwickelt wer­
den.  Scripte   reduzieren  die  Komplexität  der  Dienste­Administration  und er­
möglichen es Aufgaben zu automatisieren. Dabei bearbeiten Scripte die Konfi­
gurationsdateien wie es ein Administrator auch manuell tun würde. 
Alle LAX­Scripte bilden das LAX API (LAX administration programming inter­
face)
61
1.2 Dienstbasierte Administration
Die  Netzwerkstruktur   (Dienste,  Hosts   und  Geräte)   ist   in   der  Netzwerk­DB 
(openldap) beschrieben. Die LAX­Scripte arbeiten mit einem Dienstnamen oder 
LDAP­DN als Administrationsziel. Sie ermitteln aus dem Dienstnamen den Trä­
gerhost und agieren dort per openssh­Autologin. 
Der dienstbasierte  Ansatz  bietet  Unabhängigkeit  von der  Platzierung / Ver­
schiebung von Diensten auf Hosts wie sie im Zuge der Virtualisierung der IT­
Infrastruktur immer üblicher wird.
1.3 Distributionsunabhängige Konfiguration
LAX verwendet für die Beschreibung von Diensten Servicetypen wie z.B.  apa­
che2 oder apache2.debian. Servicetypen abstrahieren die konkrete Ausprägung 
eines Dienstes indem Konfigurationsdaten wie etwa die Start/Stopp­Komman­
dos oder Konfigurationsdateien und ­verzeichnisse beschrieben werden. LAX­
Scripte sprechen dadurch automatisch die korrekten Konfigurationsdaten eines 
Dienstes an. Komplexe distributionsspezifische Administrationsweisen werden 
in speziellen Scripten wie z.B. apache2­vhost­add.debian abgebildet. 
1.4 Administration zentralisieren
LAX wird auf einem separaten Server, dem LAX Server, betrieben. Administra­
tionsaufgaben werden hier ausgelöst und Informationen zum Netzwerk hier ge­
sammelt und gespeichert.
Hier befindet sich die Netzwerk­DB; weitere Konfigurationsdaten sind in den 
LAX­Verzeichnissen und ­Dateien gespeichert. Nur Administratoren haben Zu­
gang zum LAX­Server den sie i.A. per RDP oder NX nutzen (KDE­Desktop). Per 
VPN­Tunnel ist auch der Zugang vom Home Office bzw. für Dienstleister mög­
lich.  Der LAX Server soll keine produktiven Dienste tragen.
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1.5 Grafische Administration
LAX verwendet einen vorkonfigurierten KDE Desktop als Administrationspor­
tal. Für viele übliche Linux­Dienste wurden einfache grafische Administrations­
werkzeuge entwickelt  die  mindestens  Start/Stopp/Status eines  Dienstes  und 
das   direkte   Bearbeiten   der   Konfigurationsdateien   unterstützen.   Schrittweise 
werden diese Werkzeuge um Funktionen für weitere Admin­Aufgaben angerei­
chert. Grafische Administrationswerkzeuge implementieren keine eigene Logik 
sondern verwenden LAX­Scripte oder Kommandos (Trennung von GUI und Lo­
gik). Auch die LAX GUI­Tools arbeiten dienstbasiert.
1.6 Das Netzwerk visualisieren
Der  Administrator   richtet   sich   im KDE virtuelle  Desktops  ein  auf  denen er 
Netzwerkobjekte (Widgets) und weitere Informationen versammelt  die zu ei­
nem Aufgabengebiet gehören. Wechselt er auf diesen virtuellen Desktop sieht er 
auf einen Blick den Status aller Netzwerkobjekte und kann sich mit diesen ver­
binden. Es können auch aufgabenbezogene Accounts eingerichtet werden.
1.7 Administration individualisieren
Im LAX­Kontext können Administratoren eigene Scripte zur Lösung ihre Aufga­
ben schreiben. Dazu steht eine einfache Entwicklungsumgebung zur Verfügung 
die auch das Anlegen von Dokumenten und das Erstellen von kommander ba­
sierten grafischen Werkzeugen unterstützt. 
Individuelle  Scripte,  Werkzeuge und Dokumente  bleiben  bei  Updates  unbe­
rührt.
Figure 1: Desktop Widgets visualisieren Netzwerkobjekte
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2. LAX Komponenten und Tools
2.1 LAX Module
Inhaltlich zusammengehörige Scripte, GUI­Tools und andere Daten werden in 
Modulen  organisiert.  Module  haben   eine  definierte  Verzeichnisstruktur  und 
können aktiviert und deaktiviert werden. Sie werden häufig nach Diensten be­
nannt (apache2, bind9, postfix, ...). 
Es gibt auch Module für komplexe Aufgabenbereiche wie z.B. cert (X.509 Zerti­
fikate Management) oder vx (Xen Virtualisierung) und instance (Cluster Instan­
zen verwalten).
2.2 Netzwerkoperationen und Laufzeitumgebung
Zu   jedem   zu   administrierenden   Host   wird   ein   openssh   Autologin   Kanal 
lax→root etabliert.  Für häufig frequentierte Hosts,  z.B.  Clusterserver,  können 
statische Kanäle gelegt werden. Kommandos wie lax­run (Kommando auf Host 
ausführen), lax­login und lax­scp verwenden diese Kanäle automatisch.
Mit der Anmeldung am LAX­Server wird eine Laufzeitumgebung aufgebaut die 
den direkten Aufruf aller LAX­Scripte und die Nutzung der openssh Autologin­
Kanäle ermöglicht.
2.3 LAX Monitoring
LAX verfügt über ein einfaches eingebautes Monitoring. Ein Monitoring­Dae­
mon (kleinstes Intervall: 1 Minute) überwacht solche Netzwerkobjekte für die 
ein Prüfintervall festgelegt ist. Der Status der überwachten Objekte sowie etwai­
ge Fehlermeldungen werden in der Monitoring­DB (postgres) gespeichert. 
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2.4 LAX Alarmierung
Für Netzwerkobjekte die dem Monitoring unterliegen kann ein Alarmscript zu­
geordnet werden. Dieses Script wird ausgeführt wenn für das Objekt ein Fehler 
erkannt ist. LAX stellt einige Standard­Alarmscripte etwa zum Versenden einer 
eMail, zum Aufruf eines Popup­Fensters oder zum Neustart eines Objektes zur 
Verfügung. 
Alarme werden zudem mit Zeitpunkt und Fehlertext in der Alarm­DB (post­
gres) gespeichert.  Sie verbleiben dort als „offen“ bis ein Administrator das Pro­
blem  gelöst   hat   und  den  Alarm   schließt.  Auch  Alarmscripte   können   einen 
Alarm schließen wenn eine automatische Reparatur (z.B. Service neu starten) 
möglich war.
Alarmscripte können mit einem Zeitschema belegt werden. Individuelle Alarm­
scripte sind ebenso möglich. 
Die Alarm­DB kann zu statistischen Zwecken ausgewertet werden.
Figure 2: LAX DB – Services bearbeiten
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1 Kernel-Konsole
Auch im Zeitalter von ausgefeilten Softwarewerkzeugen sind Logausgaben auf die Kon-
sole immer noch die einfachste und schnellste Debuggingstrategie, von der im Linux-
Kernel und seinen Gerätetreibern auch ausgiebig Gebrauch gemacht wird.
1.1 Logmeldungen ausgeben
Im Kernel steht für Logausgaben die Funktion printk() zur Verfügung. Sie funktioniert
genauso wie printf() im Userspace, mit dem Unterschied, dass der Formatstring mit
einer Priorität beginnt. Die folgende Tabelle zeigt die verfügbaren Loglevel:
Konstante Wert Bedeutung
KERN_EMERG "<0>" Unbenutzbares System
KERN_ALERT "<1>" Benutzerintervention unmittelbar erforderlich
KERN_CRIT "<2>" Kritischer Zustand
KERN_ERR "<3>" Fehler
KERN_WARNING "<4>" Warnung
KERN_NOTICE "<5>" Wichtige Meldung, aber kein Fehler
KERN_INFO "<6>" Informationsmeldung
KERN_DEBUG "<7>" Debugmeldung
Ein printk()-Aufruf könnte also folgendermaßen aussehen:
printk(KERN_INFO "%d devices found\n", nr_devices);
In Gerätetreibern wird man printk() vornehmlich nicht direkt verwenden. Stattdes-
sen gibt es die Funktion dev_printk(), die als zusätzlichen Parameter einen struct
device-Zeiger erhält. Dadurch können die Logausgaben einem Gerät, für das der Trei-
ber verantwortlich ist, zugeordnet werden. In beiden Fällen existieren für jeden Loglevel
Abkürzungsmakros, zum Beispiel pr_info() und dev_info().
Zudem gibt es Zusicherungsmakros (Assertions): Während BUG_ON() bei nicht erfüll-
ter Bedingung eine Kernelpanic auslöst, wird bei WARN_ON() lediglich ein Backtrace ins
Kernellog geschrieben und das System läuft unverändert weiter.
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1.2 Logmeldungen anzeigen
Im Kernel sind die Logmeldungen als Ringpuffer organisiert. Im Userland gibt es zwei
Schnittstellen, um auf den Inhalt des Ringpuffers zuzugreifen:
• Die Datei /proc/kmsg wird vom klogd gelesen, der die Meldungen über den
Syslog-Mechanismus an den syslogd weitergibt. Dieser sorgt dann seinerseits da-
für, dass die Meldungen dauerhaft im Systemlog gespeichert bleiben.
• Zusätzlich kann jederzeit über die Funktion klogctl() auf den kompletten Inhalt
des Ringpuffers zugegriffen werden. Das Programm dmesg macht davon Gebrauch
und gibt den aktuellen Inhalt des Kernellogs aus.
Beide Mechanismen helfen allerdings nicht bei Systemabstürzen, da dann im Userspace
keine Daten mehr verarbeitet werden können. Hier ist man auf die Kernelkonsole ange-
wiesen. Standardmäßig ist dies die aktuelle Konsole, bei machen Distributionen werden
aber alle Kernelmeldungen in der Vorkonfiguration auf eine dedizierte Konsole umgelei-
tet. Diese Einstellung kann mit setlogcons bzw. klogconsole angepasst werden.
Der Loglevel der Kernelkonsole kann mit sysctl kernel.printk geändert werden. Der
Wert besteht aus vier Zahlen, wovon die erste die gerade aktive Logpriorität widerspiegelt.
Mit der Tastenkombination SysRQ-Loglevel ist eine Anpassung sogar noch dann möglich,
wenn ansonsten keine Kommandos mehr ausgeführt werden können.
Eine serielle Konsole empfiehlt sich während der Kernelentwicklung aus mehreren Grün-
den: Sie ist zuverlässiger, kann protokolliert werden und man ist nicht auf eine Kamera an-
gewiesen, um Ausgaben etwa per E-Mail zu versenden. Allerdings ist ein zusätzlicher PC
erforderlich, der mit einem Nullmodemkabel verbunden wird. Auf diesem läuft ein Termi-
nalprogramm wie screen oder picocom.Auf dem Zielrechner wird an die Bootkomman-
dozeile console=ttyS0,115200 angehängt. Soll weiterhin als Systemkonsole der Bild-
schirm verwendet werden, so ergänzt man diese Kommandozeile durch console=tty0.
Falls der Zielrechner keine serielle Schnittstelle besitzt, so gibt es mehrere Alternativen:
Bei Arbeitsplatzrechnern dürfte die einfachste Möglichkeit eine zusätzliche PCI-Karte
sein. Handelt es sich um einen Server, hat man gute Chancen, dass das System ohnehin
schon eine virtuelle serielle Konsole besitzt: Neben dem standardisierten IPMI gibt es
auch proprietäre Implementierungen wie iLO von HP oder AMT von Intel.
Ist auch dies keine Option, dann gibt es noch die Netconsole und als letzte Alterna-
tive einen USB-Adapter. Benötigt man die Logausgaben schon früh beim Booten, so
sind fest einkompilierte USB- bzw. Netzwerktreiber die Bedingung. Allerdings ist für
earlyprintk eine „echte“ oder eine emulierte serielle Schnittstelle unerlässlich.
2 Kernel-Crashdumps
Ein Crashdump bezeichnet den Speicherinhalt des Rechners unmittelbar vor dem Absturz.
Dieser stellt den Zustand des Systems dar, wodurch man durch dessen Analyse auf die
Fehlerursache schließen kann.
68
Während die „Debugging mit printk()“-Methode gut beim Entwickeln ist, kann man
sie nur schlecht zur Fehlersuche beim Kunden einsetzen. Somit ist es wenig verwun-
derlich, dass die Entwicklung von Crashdumps bei den Enterprise-Distributionen begon-
nen hat. Während SUSE auf LKCD setzte, hatten ältere Red-Hat-Versionen Netdump und
Diskdump integriert. All diese Vorgänger spielen heute keine Rolle mehr, wenngleich sie
natürlich die Entwicklung von Kdump beeinflusst haben.
2.1 Kexec und Kdump
Bei Kexec handelt es sich um einen Mechanismus, um Linux aus Linux heraus zu booten;
das BIOS wird dabei umgangen. Vorteile sind kürzere Startzeiten und das Vermeiden einer
teilweise komplizierten Bootloaderkonfiguration. Problematisch wirken sich fehlerhafte
Treiber aus, die von einem frisch initialisierten Gerät ausgehen.
Als einzige Voraussetzung für Kexec muss der Kernel mit der Option CONFIG_KEXEC=y
kompiliert worden sein und man muss die kexec-tools installieren.
Die Idee von Kdump ist es, Kexec so zu erweitern, dass im Falle eines Systemabsturzes
ein sog. Capture-Kernel gebootet wird. In dieser speziellen Umgebung ist es möglich, den
Speicher der kompromittierten Umgebung in Form eines Crashdumps zu sichern. Da das
Sichern in einer „sauberen“ Umgebung erfolgt, ist das Verfahren relativ zuverlässig.
Um Kdump zu nutzen, müssen im laufenden Kernel die Optionen CONFIG_KEXEC=y und
CONFIG_DEBUG_INFO=y gesetzt sein. Im Capture-Kernel wird CONFIG_CRASH_DUMP=y,
CONFIG_PROC_VMCORE=y und CONFIG_RELOCATABLE=y benötigt. Man kann diese Op-
tionen auch kombinieren und somit den normalen Kernel auch zum Schreiben des Dumps
verwenden. Folgende Schritte sind notwendig, um ein Speicherabbild zu erhalten:
1. Speicherreservierung
Der Panic-Kernel wird – im Gegensatz zu einem normalen, mit Kexec geladenen
Kernel – in einen speziellen Bereich geladen, von wo er auch direkt ausgeführt wird.
Dieser Bereich beinhaltet auch den Speicher, den man im Userspace zum Sichern
des Dumps zur Verfügung hat. Da der alte Bereich nicht überschrieben werden kann
bevor er gesichert wurde, braucht man also Speicher, der im normalen Betrieb vor
dem Absturz nicht angefasst wird.
Das Reservieren des Speichers erfolgt mit der Option crashkernel=MENGE auf
der Kernelkommandozeile. Eine Gute Wahl ist 64M bei „normalen“ und 128M bei
größeren Systemen.
2. Panic-Kernel laden
Das folgende Beispiel zeigt, wie man mit Kexec den Panic-Kernel lädt:
% kexec -p /boot/vmlinuz --initrd=/boot/initrd-kdump --args="\
root=... maxcpus=1 irqpoll elevator=deadline reset_devices"
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Die zusätzlichen Kerneloptionen erhöhen die Fehlertoleranz des Linux-Kernels, so
dass man auch unter ungünstigen Voraussetzungen in dieser speziellen Situation
einen Dump erhält.
3. Systemcrash
Der Systemcrash kann entweder eine Kernelpanic sein oder mit SysRq-C manu-
ell ausgelöst werden. Um bei jedem Kerneloops eine Panic auszulösen, setzt man
sysctl kernel.panic_on_oops=1, und um eine Panic bei einem NMI auszulö-
sen verwendet man sysctl unknown_nmi_panic=1.
4. Dump sichern
Das Wegkopieren des Dumps erfolgt in der Regel in der Initrd, damit unter be-
stimmten Umständen gar kein Zugriff auf das Rootdateisystem notwendig ist. Trotz-
dem hat man hier ein normales Linux-System zur Verfügung, wenn auch mit sehr
wenig Speicher. Der alte Speicher, der gesichert werden soll, steht als /dev/oldmem
zur Verfügung. Als Dump verwendet man aber /proc/vmcore, da hier bereits die
ELF-Header enthalten sind.
Das Sichern kann durch einfaches Kopieren von /proc/vmcore erfolgen. Bei cp
sollte man die Option --sparse=always verwenden. Speziell bei großen Systemen
ist es allerdings wünschenswert, den Dump nach speziellen Kriterien zu filtern und
seitenweise zu komprimieren. Beides leistet das Programm makedumpfile.
Dieser ganze Prozess kann bei den gängigen Linux-Distributionen mehr oder weniger auf
Knopfdruck automatisch konfiguriert werden. Leider gibt es keine einheitlichen Konfigu-
rationsmechanismen, so dass ein Blick in die Dokumentation unerlässlich ist.
2.2 Dump analysieren
Das Tool der Wahl zum Analysieren von Kerneldumps ist crash. Der Start erfolgt mit
% crash [Mapfile] Namelist Dumpfile
Hierbei bezeichnet die Namelist den Kernel im ELF-Format (normalerweise vmlinux),
der das Dumpfile erzeugt hat. Das Mapfile (System.map) ist optional und wird benötigt,
falls zwar Version und Konfiguration, nicht aber das Binary von Namelist mit dem eigent-
lich gecrashten Kernel übereinstimmen.
Bei crash selbst handelt es sich um einen GDB-ähnlichen Debugger mit vielen zusätzli-
chen Kommandos speziell für Kerneldumps. Neben dem „Crash Whitepaper“ [6] ist auch
die eingebaute Hilfe lesenswert. Sie kann über help KOMMANDO abgerufen werden.
Beispielsweise kann man sich mit dmesg den Inhalt der Kernelkonsole vor dem Crash an-
schauen, mit bt einen Backtrace des aktuellen Tasks – das ist beim Start der Prozess, der
zum Absturz geführt hat – betrachten. sys und mach zeigen allgemeine bzw. maschinen-
spezifische Systeminformationen an. Mit der SIAL-Erweiterung lassen sich auch eigene
Skripte in einer C-ähnlichen Syntax schnell implementieren.
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3 Interaktive Kerneldebugger
Während interaktive Debugger im Userspace unter Linux praktisch von Beginn an exis-
tierten, gab es im Kernel lange keinen offiziellen Debugger. Der Grund war nicht tech-
nischer sondern politischer Natur: LINUS TORVALDS lehnte Kerneldebugger ab, da sie
seiner Meinung nach zu schlechterem Code führen.
Beim KDB handelt es sich um einen von SGI externen gepflegten Kernelpatch. Er er-
möglicht das Debuggen auf demselben Rechner, auf dem der zu untersuchende Kernel
läuft. Natürlich kann aber auch ein zweiter Rechner mit einer seriellen Konsole verwen-
det werden. Mit der PAUSE-Taste springt man in den Debugger und hält das System an.
Im Gegensatz zum KGDB wird aber kein Debugging auf Quellcodeebene unterstützt.
Zur Verwendung des KGDB benötigt man zwei Rechner, die über ein Nullmodemka-
bel verbunden sind, analog zur seriellen Konsole. Beim Kernel müssen die Optionen
CONFIG_KGDB=y, CONFIG_KGDB_SERIAL_CONSOLE=(y|m), CONFIG_FRAME_POINTER=y,
CONFIG_DEBUG_RODATA=n (für Breakpoints) und CONFIG_DEBUG_INFO=y gesetzt sein.
Falls man kgdboc als Modul kompiliert hat, lädt man es mit modprobe und setzt die
Schnittstellenparameter als Modulparameter, z. B. kgdboc=ttyS0,115200. Mit Sysrq-G
startet man den KGDB. Dies bedeutet, dass das System anhält und man sich auf dem an-
deren Rechner mit dem GDB verbindet. Beim einkompilierten KGDB fügt man hingegen
den kgdboc-Parameter an die Bootkommandozeile an. Soll der KGDB gleich beim Sys-
temstart genutzt werden hilft kgdbwait. Das manuelle Starten mit SysRq entfällt dann.
Auf dem Entwicklungsrechner verbindet man sich dann mit dem GDB:
% gdb vmlinux
(gdb) set remotebaud 115200
(gdb) target remote /dev/ttyUSB0
Der GDB kann dann normal verwendet werden. Die Ausführung des Kernels wird mit
continue fortgesetzt. Breakpoints können mit bt gesetzt, Variablen mit print ausgele-
sen und der Code kann Schritt für Schritt mit next bzw. step ausgeführt werden.
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Zusammenfassung
KNOPPIX ("Knoppers Unix System") ist eine Zusammenstellung von GNU/Linux,
die mit automatischer Hardwareerkennung von einem mobilen Datenträger wie CD,
DVD, Flash-Disk oder über das Netzwerk gestartet und verwendet wird, ohne dass
das System auf Festplatte installiert werden muss. Das Live-System wird häufig
für das mobile Arbeiten an verschiedenen Computern, für Tests und Reparaturen,
für Unterricht und Multimedia-Anwendungen eingesetzt und feiert 2010 sein 10-
jähriges Jubiläum.
1 Historie
1.1 Der Anfang
Schon 1999 waren Mini-Linux-Systeme auf CDs im Visitenkarten-Format ein beliebtes
Werbegeschenk auf Computermessen. Diese starteten im Textmodus und enthielten le-
diglich eine Shell und Kommandozeilen-Tools, um eine ruinierte Partitionstabelle in Ord-
nung zu bringen und Daten von DOS- oder Linux-Partitionen herunterzukopieren, und
eigneten sich daher gut als Rettungssysteme für Probleme mit auf Festplatte installierten
Betriebssystemen, die nicht mehr starten wollten.
Wenn auf einen Datenträger mit weniger als 30 MB Kapazität bereits ein lauffähiges
Mini-System passt, ist die Idee naheliegend, auf einer Standard Daten-CD (650MB Kapa-
zität zum damaligen Zeitpunkt) einen vollständigen Arbeits-Desktop unterzubringen. Die
größte Schwierigkeit bei der Erstellung eines Live-Systems besteht allerdings darin, dass,
im Gegensatz zu einer Festplatteninstallation auf einem Computer, die Hardware auch
nach der „vorläufigen Installation“ bei jedem Start anders sein kann. Da der Anwender
nicht bei jedem Neustart noch einmal durch die „Systemkonfiguration“ geführt werden
soll, müssen Programme beim Start die Hardware erkennen und die Systemkonfiguration
in einen lauffähigen Zustand bringen (Abschnitt 3.5).
Die ersten Desktops unter Linux waren noch recht klein, und passten leicht auf eine CD,
doch mit größerem Software-Umfang ging dieser Platz schnell zur Neige. Durch Kom-
pression (Abschnitt 3.3) ließen sich aus 650 bzw. 700MB insgesamt 2GB Platz für die
Softwareinstallation erzeugen, was eine umfangreiche Softwareauswahl ermöglichte.
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Die Dateigrößen der bereits installierten Programme tendieren jedoch mit jedem Update
dazu, anzusteigen. Bei Version 3.5 war es bereits nicht mehr möglich, die beiden beliebten
Desktops KDE und Gnome gleichzeitig auf der CD unterzubringen. So war der Schritt zur
DVD-Version, in der mit der gleichen Kompression bis zu 12 GB auf dem Datenträger
untergebracht werden konnten, unvermeidlich. Parallel zur DVD-Version wird die CD-
Version mit einer „Minimalausstattung“ weitergepflegt, und dient als „Microknoppix“ ab
Version 6.0 mit dem kleinen und schnellen LXDE-Desktop wieder als Basis für viele
Derivate von KNOPPIX.
1.2 Versionsnummern und Erscheinungsdaten
Ursprünglich (bis Version 2.0) erhielt KNOPPIX lediglich ein Erstellungsdatum. Die
für viele Anwender gewohntere „Versionsnummer“ wird seit dem Umstig auf Debian
GNU/Linux als Distributionsbasis (Version 2.0) verwendet.
Version Datum
(1.0) 10.08.2000
2.1 14.03.2002
2.2 27.07.2002
3.1 19.01.2003
3.2 26.07.2003
3.3 16.02.2004
3.4 17.05.2004
3.5 20.06.2004
3.6 16.08.2004
3.7 08.12.2004
Version Datum
3.8 15.03.2005
3.8.1 12.04.2005
3.8.2 17.05.2005
3.9 01.06.2005
4.0 22.06.2005
4.0.1 28.08.2005
4.0.2 24.09.2005
5.0 15.03.2006
5.0.1 02.06.2006
5.1.0 30.12.2006
Version Datum
5.1.1 04.01.2007
5.2 15.03.2007
5.3 15.03.2008
5.3.1 27.03.2008
6.0.0 28.01.2009
6.0.1 10.02.2009
6.1 15.03.2009
6.2 18.11.2009
6.2.1 30.01.2010
6.3 02.03.2010
1.3 KNOPPIX-Logo
Als CD-Cover für die ersten verteilten Versionen und als „Maskottchen“ für KNOPPIX
wurde vom Autor, trotz zugegebenermaßen geringem zeichnerischen Talent, ein Pinguin
als Vektor-Grafik entworfen, der an eine Skizze von Leonardo Da Vinci angelehnt ist
(http://de.wikipedia.org/wiki/Der_vitruvianische_Mensch).
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Das Logo symbolisiert etwas verspielt die Konstruktion des gekapselten KNOPPIX-Datei-
systems und die Flexibilität im Aufbau von GNU/Linux, die für das Projekt eine große
Rolle spielt.
2 Lizenzen
Die meisten Komponenten von KNOPPIX entstammen freien Debian-Distribution und
stehen unter OpenSource Lizenz (GPL, LGPL, BSD, ...). Wenige Ausnahmen wie JA-
VA und Firmware für verschiedene WLAN-Adapter unterliegen anderen Lizenzen, die
aber zumindest die Verbreitung in Binärform nicht einschränken und die daher für die
Download-Version unter dem Aspekt breiter Anwendungs- und Hardwareunterstützung
akzeptabel sind.
Die Quelltexte der Debian-Pakete sind auf den üblichen Debian-Mirrors verfügbar, KNOP-
PIX-spezifische Komponenten und Skripte werden unter
http://debian-knoppix.alioth.debian.org/
bereitgestellt. Eine Komplett-Zusammenstellung aller Quelltexte kann jedoch, konform
zur GPL V2 §3b, auch direkt beim KNOPPIX-Autor bestellt werden.
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3 Technik
3.1 Bootlader
Als Realmode-Bootlader zum Laden des Initialsystems bestehend aus Kernel und initial
ramdisk wird für CD und DVD isolinux verwendet, bei Installation auf Flashdisk der
zu isolinux kompatible syslinux-Bootlader, und für die Festplatteninstallation grub.
isolinux und syslinux unterstützen von sich aus zwar keine Maus- oder Pfeiltastenge-
steuerten Menüs, bieten aber erfahrungsgemäß die beste Kompatibilität gerade bei alten
BIOS-Versionen und starten zuverlässig auf allen Rechnern, wenn diese den Start von CD
oder USB unterstützen.
3.2 Kernel und initial ramdisk
Der von KNOPPIX verwendete Linux-Kernel ist ein weitgehend originaler und unver-
änderter Standard-Kernel von www.kernel.org, und enthält die gängigsten SATA und
IDE/PATA sowie USB-Controllermodule im statischen Teil, so dass ohne Wartenzeit für
die Erkennung von Laufwerken sehr früh auf CD, DVD oder USB-Flash zugegriffen wer-
den kann. Hardware, die erst im späteren Verlauf des Bootvorgangs benötigt wird, wird
asynchron durch udev initialisiert.
Falls sich im Bootvorgang Hardware-Inkompatibilitäten zeigen, die verhindern, dass das
System komplett durchstartet, oder falls bestimmte Einstellungen gewünscht sind, können
Kernel-Parameter und Skripte durch Bootoptionen gesteuert werden. Diese sind in den so-
genannten „KNOPPIX Cheatcodes“ dokumentiert, die als Textdatei im Ordner KNOPPIX
beiliegen.
Die mit dem Kernel mitgeladene initiale Ramdisk hat die Aufgabe, das Bootlaufwerk
(welches nach Laden des Kernels und Verlassen des „Realmode“ der CPU unbekannt ist)
zu finden, und das komprimierte Dateisystem einzubinden, das den Hauptteil der Instal-
lation enthält.
Außerdem binden die Skripte auf der initial ramdisk optional ein persistentes Overlay (ei-
ne „virtuelle Festplatte“, die Datei KNOPPIX/knoppix-data.img), wahlweise verschlüs-
selt, ein, wenn von einem schreibbaren Datenträger gestartet wurde. So ist in dem Mo-
ment, in dem der Master Control Prozess init vom komprimierten System startet, das
Dateisystem bereits so vorbereitet, dass sämtliche Pfade im Dateisystem schreibbar sind,
entweder in der ramdisk oder im persistenten Overlay, das über den Neustart hinweg alle
Änderungen speichert.
3.3 cloop - (De)komprimierung
cloop, „compressed loopback device“, wurde ursprünglich von Paul ’Rusty’ Russel für
eine Visitenkarten-CD entwickelt, um den Platz auf dem Datenträger durch Kompression
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besser auszunutzen. Das Kernel-Modul wurde für KNOPPIX weiterentwickelt und auf
den jeweils aktuellen Kernel portiert, und unterstützt inzwischen auch mehrere parallel
nutzbare, komprimierte Dateisystem-Images, die wie beim bekannten Standard loopback-
device loop mit losetup verwaltet werden können.
cloop entpackt die Inhalte einer als Datei gespeicherten, mit dem gzip-Algorithmus kom-
primieren Partition blockweise bei Bedarf. Nach Einbinden der komprimierten Daten per
mount erscheinen die komprimierten Daten als normaler Dateisystembaum mit dem im
Image eingepackten Dateisystemtyp. Da Blockdevices unter Linux keine Funktionen zum
„Löschen“ von Blöcken besitzen, ist in cloop keine Schreibfunktionalität implementiert
(die Daten würden beim Schreiben expandieren und nicht mehr freigebbaren Platz bele-
gen), daher eignet es sich nur für „read-only“ Daten. Zum (scheinbaren) Überschreiben
von an sich nur-lesbaren Daten wird hingegen das schon im vorigen Abschnitt genannte
Overlay per Kernel-Modul aufs (http://aufs.sourceforge.net/) verwendet.
Durch die Kompression wird nicht nur bis zu 2/3 Speicherplatz eingespart, auch der
Durchsatz beim Lesen der Daten ist höher, da weniger physikalische Lesevorgänge statt-
finden müssen, und selbst langsame CPUs die Daten mit dem verwendeten Algorithmus
deutlich schneller dekomprimieren, als sie üblicherweise unkomprimiert von Datenträ-
gern gelesen werden können.
3.4 init - Skripte
Nachdem das Dateisystem von der initial ramdisk so „zusammengebaut“ wurde, dass es
sich wie eine übliche, schreibbare Festplatteninstallation verhält, startet der init-Prozess
das bei KNOPPIX einzige Systemstartskript, /etc/init.d/knoppix-autoconfig. Dies un-
terscheidet sich vom sonst üblichen Startvorgang bei Debian, bei dem für jeden Dienst
ein Skript, nacheinander, gestartet wird, und ist daher gerade bei langsamen Datenträ-
gern sehr viel schneller fertig mit der Systemeinrichtung. Nach der Systeminitialisierung
durch knoppix-autoconfigwerden die vom Anwender gewünschten zusätzlichen Dien-
ste über die Datei /etc/rc.local parallel zum weiteren Hochfahren des Rechners gestartet.
Der sehr resourcensparende Desktop LXDE schließt den Startvorgang in der graphischen
Benutzeroberfläche ab.
3.5 Konfiguration
Das Finden und Zuordnen von Hardware-Komponenten zu Kernel-Modulen ist spätestens
seit udev und - für Grafikkarten - xorg 7.4 kein Kunststück mehr. Zuvor waren in C ge-
schriebene Programme wie kudzu dafür zuständig, die richtigen Module und Einstellun-
gen festzustellen, die dann manuell oder per Skript in verschiedene Konfigurationsdateien
eingetragen wurden. In KNOPPIX Version 6.0 ist die Hardware- und Partitionserken-
nung von KNOPPIX eng mit udev verknüpft und skriptbasiert. Obwohl der Grafikserver
xorg ab Version 7.4 prinzipiell keine vorkonfigurierte /etc/X11/xorg.conf Konfigu-
rationsdatei mehr benötigt, erzeugen die KNOPPIX-spezifischen Skripte hwsetup und
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mkxorgconfig diese Datei mit Erfahrungswerten für die Umgehung von Grafikkarten-
Problemen, und, wenn unterstützt, mit den notwendigen Optionen für den 3D-Window-
manager compiz-fusion.
Festplatten-Partitionen, USB-Flashdisks und CD/DVD-Roms werden per rebuildfstab
automatisch in die Dateisystem-Konfigurationsdatei /etc/fstab eingetragen, und kön-
nen so im Dateimanager oder manuell auch ohne Root-Rechte mit den richtigen Optionen
eingebunden werden.
3.6 Security
Die Passwörter aller Benutzerkennungen inklusive root sind gesperrt, es gibt also keine
gültigen Passwörter, um sich anzumelden. Daher ist es auch nicht gefährlich, wenn ver-
sehentlich durch den Anwender ein Systemdienst gestartet wird, der üblicherweise den
Remote-Zugang zum System mit bekannten Benutzerpasswörtern erlaubt: Es ist nicht
möglich, sich nachträglich anzumelden, wenn nicht zuvor vom Anwender ein Passwort
für den Zugang gesetzt wurde. Um dennoch lokal arbeiten zu können, fährt das System
mit der bereits angemeldetem Standard-Benutzerkennung knoppix hoch, und stellt auf
den ersten vier Konsolen Administrations-Shells zur Verfügung. Wird mit der Option se-
cure gestartet, dann sind diese Zugänge allerdings unprivilegiert und alle Möglichkeiten
der Umschaltung zum Administrator-Account sind abgeschaltet.
Generell sind die meisten Anwendungen, die erweiterte Rechte benötigen, und die Ge-
rätedateien, auf die diese zugreifen, so eingestellt, dass das Arbeiten als Normalbenut-
zer ohne Administratorrechte komfortabel möglich ist, auch beispielsweise zum Brennen
von CDs/DVDs und Einscannen von Dokumenten (Zugriff auf Schnittstellen). Sollten
doch einmal Systemkonfigurationsaufgaben anstehen, kann mit dem Kommando sudo
passwortlos zur Administratorkennung gewechselt werden (mit Ausnahme des secure-
Modus).
4 Flash- und Harddisk-Installation
Da KNOPPIX für den Betrieb von Live-Medien optimiert ist, während die meisten an-
deren Distributionen den Fokus auf einer komfortablen Harddisk-Installation mit großen
Auswahl- und Konfigurationsmöglichkeiten haben, hat sich der Autor lange gegen eine
Festplatteninstallation gesträubt. Eine „Installation Light“ ist möglich, indem das Live-
System vom Read-Only-Datenträger CD oder DVD auf USB-Flashdisk kopiert wird, und
sich nach Einrichten und Aktivieren des persistenten Image wie eine Festplatteninstallati-
on verhält. Dies funktioniert grundsätzlich auch auf Festplatten. Eine weitere Möglichkeit
ist die Bootoption toram bzw. tohd, welche das System von CD komplett in die Ramdisk
bzw. als Ordner auf Festplatte kopiert und von dort startet, so dass das CD/DVD-Laufwerk
für andere Zwecke wieder frei wird.
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Eine „echte“ Harddisk-Installation ist inzwischen auch möglich, wenn auch die Einstel-
lungsmöglichkeiten hierfür sehr eingeschränkt sind. Es werden zwei Partitionen voraus-
gesetzt: Eine Swap-Partition von mindestens 1GB, um den für Programme verfügbaren
Hauptspeicher durch virtuellen Speicher zu erweitern, und eine Dateisystem-Partition,
die mindestens so groß sein muss wie der dekomprimierte Inhalt der cloop-Dateien im
KNOPPIX-Ordner (4GB in der CD, 12GB in der DVD-Version). Der Inhalt des jewei-
ligen Bootmediums wird komplett entpackt und kopiert, und ein Master Boot Record
eingerichtet, der den Kernel von Festplatte lädt und das System startet.
5 ADRIANE
Seit Version 3.8 ist ADRIANE (Audio Desktop Reference Implementation and Networ-
king Environment) in KNOPPIX integriert, um auch das Arbeiten am Computer und die
Nutzung von Internet-Diensten zu ermöglichen, wenn der Anwender kein Bild auf dem
Monitor sehen kann. KNOPPIX schaltet durch Angabe von adriane im Bootprompt in
diesen Modus, es wird aber auch eine bereits für den automatischen Start von ADRIA-
NE vorbereitete Version zum Download angeboten, die speziell blinden Anwendern den
Einstieg erleichtert. Die sprechenden Menüs von ADRIANE gewähren Zugang zu den
Internetdiensten WWW und E-Mail, vereinfachen die Benutzung eines Handys zum ver-
senden und Empfangen von SMS per Computer, und enthalten eine einfache Textverwal-
tung sowie OCR-Software zum Scannen und Vorlesen lassen von Texten. Die Bedienung,
so das erklärte Ziel von ADRIANE, soll für Einsteiger, die weder Linux- noch Windows-
vorbelastet sind, intuitiv, sicher und schnell sein, und ein Arbeiten mit dem Computer
erlauben, das in der Effizienz dem Arbeiten in der Mausgesteuerten Oberfläche um nichts
nachsteht.
Weiterhin ist für Anwender mit stark eingeschränkter Sehfähigkeit eine Zoom-Funktion
mit gleichzeitiger Sprachausgabe als Unterstützung auch in der graphischen Oberfläche
untergebracht, die durch ADRIANE aktiviert wird. Auch die Anbindung von Braillezeilen
wird unterstützt.
Mit den ADRIANE-Funktionen lassen sich auf Basis von Debian/KNOPPIX leicht bar-
rierearme Computer-Systeme aufbauen. (http://knopper.net/knoppix-adriane/)
6 Ausblick
KNOPPIX integriert eine repräsentative Auswahl an beliebten GNU/Linux Anwendun-
gen in einem selbstständig startenden Live-System, und wird nach Bedarf und Stand der
Technik aktualisiert. Durch die schmale Basis der CD-Version (Microknoppix) und die
einfache Erweiterungsmöglichkeit ist KNOPPIX auch als Basis für andere Live-Systeme
bekannt und beliebt.
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Zusammenfassung
In diesem Beitrag wird eine Einführung in energiesparende Linux­ 
Systeme gegeben. Dabei besprechen wir zuerst einige theoretische 
Grundlagen, die notwendig sind, um in Zukunft Computersysteme 
entwickeln zu können, die ohne grosse Einbussen in der Perfor­
mance weniger Energie verbrauchen. An einem konkreten Beispiel 
zeigen wir, wie der Energieverbrauch mit einer kleinen Änderung 
am Linux­Kernel um über 25% reduziert werden kann. Dies erfor­
dert allerdings ein tiefes Verständnis der Hardware und der im Li­
nux­Kernel ablaufenden Prozesse.  
1. Grundlagen
Der Stromverbrauch ist  heute ein sehr wichtiger ökonomischer  und ökologi­
scher Parameter für ein Gerät. Dies gilt insbesondere für den Bereich der einge­
betteten Informatiksysteme, also für Mikroprozessorsysteme, die in Geräte ein­
gebaut sind, ohne dass die Benutzer merken, dass sie eigentlich kleine Compu­
ter  bedienen   (Bsp:  Handy,  Waschmaschine  usw.).   In  diesem Bereich  werden 
häufig spezielle Prozessoren eingesetzt, die bereits gute Features zur Reduktion 
des Stromverbrauches implementiert haben. Wie so häufig werden allerdings 
diese Möglichkeiten von der Software noch nicht vollständig ausgenutzt. Linux 
bietet  aufgrund seiner  guten Dokumentation und seines  offenen  Quellcodes 
hervorragende Bedingungen, mit diesen Features zu experimentieren und   zu 
testen und somit ein System zu gestalten, dass weniger Energie benötigt.  
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1.1 Ein wenig Theorie
Der Stromverbrauch eines Mikroprozessorsystems wird primär  durch 3 Teile 
bestimmt:
1.)  Aktive Peripherie: Mikrocontroller beinhalten heute eine ganze Reihe von 
sogenannten internen Peripherien, d.h. Modulen, die im Controller einge­
baut sind und neben der Zentraleinheit Sonderaufgaben übernehmen. Als 
Beispiel seien hier UARTs, USB­Host­Controller, DMAs sowie AD­ und DA­
Wandler genannt.  Falls diese für eine Applikation nicht benötigt werden, 
können sie in modernen Prozessoren meistens stromlos geschaltet werden, 
was bereits eine grosse Einsparung an Energie bringt. Auch Peripherien, die 
nicht im Prozessor, sondern im gleichen System extern angebracht sind be­
nötigen Energie, die nur verbraucht werden muss, solange sie wirklich be­
nötigt werden (z.B. Festplatten, etc.).   
2.)  Die statische Leistungsaufnahme jedes Transistors innerhalb eines mikro­
elektronischen Systems: Pstatisch =U.ILeak. Dabei ist U die Corespannung und 
ILeak  der Leckstrom im entsprechenden Transistor.  Bei  zunehmender Zahl 
der Transistoren steigt also auch der statische Leistungsverbrauch an. Durch 
Abschalten von nicht benötigten Teilen innerhalb eines Systems kann also 
der Verbrauch gesenkt werden. Neue Halbleiter­Technologien setzen weiter 
auf geringere Corespannungen (ULV­Prozessoren) oder auf eine Verringe­
rung der Leckströme durch neuartige Dielektrika.    
3.) Die dynamische Leistungsaufnahme: Diese wird durch interne Umladungs­
prozesse in parasitären Kapazitäten C im Chip verursacht und ist damit ab­
hängig von der Taktfrequenz f, der Spannung U des Prozessors und der An­
zahl a der Transistoren, die bei einer bestimmten Funktion geschaltet werden 
müssen:  Pdynamisch = a . C . f  . U2 . 
Die Frage stellt sich nun, welcher der oben genannten Parameter eines Systems 
relativ einfach durch ein Betriebssystem verändert werden kann, damit das Sys­
tem weniger Energie verbraucht.  Mithilfe einer geeigneten Konfiguration des 
Systems kann sicherlich die notwendige Peripherie reduziert werden (Punkt 1). 
Dafür muss allerdings jede Applikation speziell analysiert werden. 
Eine weitere Möglichkeit besteht in der dynamischen Anpassung der Frequenz 
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an die Notwendigkeiten des Systems. Besonders im eingebetteten Bereich haben 
die Systeme oft lange Wartezeiten und müssen nur selten ihre Aufgaben mit 
voller Performance verrichten. In der Zwischenzeit warten sie häufig nur auf 
ein äusseres Ereignis, zum Beispiel auf eine Anfrage über Ethernet oder über 
eine serielle Schnittstelle. In dieser Zeit kann also ohne merkliche Performance­
einbusse die Frequenz verringert werden. 
2. Praktische Umsetzung 
Wir  möchten  an  einem konkreten  Beispiel   zeigen,  wie  mit   einem einfachen 
Patch  des  Kernels  der  Energieverbrauch  nicht  unerheblich   reduziert  werden 
kann.  Dabei erheben unsere Untersuchungen weder Anspruch auf Vollständig­
keit noch auf Neuartigkeit. Genauer gesagt gibt es in neueren Kernelversionen 
bereits einige viel versprechende Ansätze, die in eine ähnliche Richtung zielen 
und die bereits in der Kernel Main­Line eingebunden sind [1].  
2.1 Reduktion der Taktfrequenz
Wie   im   ersten   Kapitel 
dargestellt,   hängt   der 
dynamische   Stromver­
brauch eines Mikropro­
zessors   linear   von   der 
Taktfrequenz   ab.   Was 
liegt deshalb näher,  als 
die   Frequenz   des   Pro­
zessors   zu   reduzieren, 
wenn die volle Leistung 
nicht  benötigt  wird.   In 
Abbildung   1   ist   der 
Stromverbrauch   des 
Moduls UNC90 (www.­
digi.com/pdf/prd_em_unc90.pdf)   als   Funktion  der  Taktfrequenz  dargestellt. 
Moderne Prozessoren (hier  der  Prozessor AT91RM9200 von Atmel)  verfügen 
meistens über Möglichkeiten, die von aussen zugeführte Taktfrequenz über ver­
schiedene Teiler zu adaptieren. Oft existieren dabei mehrere Taktdomänen. In 
unserem Fall muss zum Beispiel zwischen einem Master­Clock und einem Pro­
Abbildung 1: Stromreduktion als Funktion der Taktfrequenz
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zessorclock unterschieden werden, letztere dient nur dem Prozessor­Core (d.h. 
der eigentlichen Recheneinheit) als Takt und wird aus dem Masterclock erzeugt, 
der Masterclock selbst ist auch noch für den Takt der im Prozessor enthaltenen 
Peripherie (z.B. UART, USB, Ethernet etc.) zuständig. Es ist relativ einfach, ein 
User­Space­Programm zu schreiben, das die Register im Prozessor so setzt, dass 
die  Master­Frequenz   reduziert  wird.  Allerdings  muss  dabei  darauf  geachtet 
werden, dass auch die Peripherien für den niedrigeren Takt umprogrammiert 
werden. So muss z.B. der Teilungsfaktor zur Berechnung der UART­Frequenz 
bei  einer  Halbierung der  Master­Taktfrequenz ebenfalls  halbiert  werden,  um 
eine serielle RS232­Kommunikation mit der selben Baudrate zu erreichen. USB 
und Ethernet benötigen beim verwendeten embedded Modul (UNC90) keine 
Anpassung,   da   hierfür   der   Takt  über   einen  weiteren,   aussen   angebrachten 
Quarz   zugeführt  wird.  Mit   einem solchen  Programm konnte  der   Stromver­
brauch durch Halbierung der Taktfrequenz um ca 25% reduziert werden, benö­
tigte allerdings ein manuelles Ein­ und Ausschalten dieser Stromsparfunktion. 
Viel interessanter ist es natürlich, wenn der Linux­Kernel selber erkennt, wann 
er die Frequenz entsprechend reduzieren kann. Um dies umzusetzen wurde zu­
erst ein älterer Linux­Kernel (Version 2.6.12) analysiert und ein 'dirty­patch' des 
Schedulers erstellt. Es wurde dieser Kernel verwendet, da bei ihm die Funktio­
nalität des O(1)­Schedulers [2] wesentlich einfacher zu verstehen und zu modi­
fizieren ist, als bei neueren Linux­Versionen mit dem "Completely Fair Schedu­
ler" oder seiner Nachfolger. In diesem kurzen Bericht können wir deshalb nicht 
die gesamte Entwicklung darstellen, sondern nur prinzipiell den Lösungsweg 
und die damit erreichten Ergebnisse darstellen.
Prozesse, also im weitesten Sinne Programme, werden in Linux­Systemen in ei­
nem von 3 Zuständen gehalten. Ein aktiver Prozess hat im Moment gerade die 
CPU­Ressource. Ein wartender Prozess benötigt die CPU, um weiterarbeiten zu 
können und ein  blockierter  Pro­
zess wartet auf externe Daten (z.B. 
von einer Festplatte) oder auf eine 
externe   Dateneingabe   (z.B.   über 
eine   serielle   Schnittstelle),   benö­
tigt also im Moment den Prozes­
sor nicht. Der Scheduler ist dafür 
verantwortlich, die Prozesse zu verwalten und jedem Prozess der den Prozessor 
benötigt, einige Zeit dieser Ressource zur Verfügung zu stellen. Dies ist in Ab­
laufend
wartend
blockiert
(unterbrechbar 
oder nicht)
Abbildung 2: Die möglichen Zustände von lauf-
bereiten Prozessen
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bildung 2 dargestellt. Alle aktiven Prozesse, d.h. Prozesse, die sich entweder im 
laufenden oder im wartenden Zustand befinden, werden in einer Liste, der so­
genannten Runqueue, geführt. Über ein einfaches Feld (nr_running) in der glo­
balen Struktur rq vom Typ runqueue_t kann die Anzahl der im Moment war­
tenden Prozesse eingesehen werden [3]. Unsere Implementierung der Frequenz­
skalierung basiert  nun darauf,  dass   in  der  Routine  schedule()   im Scheduler 
(File: linux/kernel/sched.c) dieses Feld laufend überprüft und falls keine akti­
ven Prozesse vorhanden sind,  die Frequenz um den Faktor 2 reduziert  wird 
(von 80MHz auf 40MHz). Sobald wieder ein neuer aktiver Prozess in die Run­
queue eingefügt wird, skaliert sich das   System wieder in seine normale Ar­
beitsfrequenz. Mithilfe dieses, sicherlich nicht universell einsetzbaren, Patches 
wurden die   in  der  Tabelle  dargestellten Ergebnisse erzielt.  Dabei  wurde der 
Stromverbrauch im Leerlauf gemessen, d.h.,  wenn die Runqueue leer  ist,  die 
Performance hingegen mit einem Programm, das eine einfache, aber langwieri­
ge mathematische Funktion durchführt. Die Einheit der Performance ist in Zeit­
scheiben von 10ms angegeben. Natürlich wurde der Patch so umgesetzt, dass 
sich die interne Zeitverarbeitung trotz Reduktion der Taktfrequenz nicht verän­
dert. Das eigentliche Umschalten der Taktfrequenz benötigt nur wenige Mikro­
sekunden. 
Name des 
Patches
Stromver­
brauch
Performance
[Zyklen] 
Beschreibung
ohne 254 mA 1581 ± 5 Standardkernel 2.6.12 ohne Patch
Nowait=1 188 mA 1670 ± 15 Patch,   bei   dem   beim   ersten  Auftreten 
einer   leeren   Runqueue   die   Frequenz 
reduziert wird. 
Nowait=5 188 mA 1583 ± 5 Patch, bei dem erst nach 5 aufeinender­
folgenden   leeren   Runques   auf   eine 
reduzierte Frequenz geschaltet wird.  
Der Patch 'Nowait=1' zeigte dabei, dass, obwohl ein aktiver Prozess vorhanden 
war, das nr_running Feld im Kernel immer wieder auf 0 ging. Unser Patch redu­
zierte also die Frequenz, nur um nach einigen Millisekunden die Frequenz wie­
der hoch zu skalieren. Dieser 'Bug' im Scheduler konnte umgangen werden, in­
dem vor einer Frequenzreduktion ein mehrfaches Auftreten von nr_running == 
0 verlangt wurde. Der Leistungsverbrauch wird mit diesem Patch um 25% redu­
ziert, die Performance nur um wenige Promille. 
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2.2 Zusammenfassung
Wie bereits oben angesprochen, handelt es sich beim hier vorgestellten Patch 
um einen 'dirty­Kernel­Hack', d.h. er entspricht nicht den hohen Anforderun­
gen des Linux­Kernels. Allerdings wollten wir hier einfach zeigen, dass noch 
grosses Potential vorhanden ist, einen Kernel so zu verändern, dass er für den 
stromsparenden Betrieb besser geeignet ist. Die Untersuchungen in diese Rich­
tung gehen natürlich weiter, sowohl bei uns, als auch bei anderen Gruppen [4]. 
Literatur:
[1]http://www.mjmwired.net/kernel/Documentation/cpu­freq/governors.txt
[2] Hynek Schlawack: Linux­O(1)­Scheduler; 
http://ox.cx/studies/sched_ausarbeitung.pdf, 2003. 
[3] Daniel P. Bovet, Marco Cesati:  Understanding the Linux Kernel, O'Reilly, 
ISBN: 978­0­596­00565­8
[4] http://www.lesswatts.org/projects/processor­power/downloads.php
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Mit Honig fängt man Würmer
Philipp Seidel
philipp@dinotools.de
http://www.dinotools.de/
Zusammenfassung
In diesem Beitrag werden verschiedene Honeypots vorgestellt. Dazu wird an Hand
von einigen ausgewählten Beispielen, deren Funktionsweise und Charakteristik auf-
gezeigt. Im Weiteren soll damit verdeutlicht werden, wie sie zum Analysieren von
Angriffen auf Computer eingesetzt werden können.
1 Einführung und Motivation
War vor über 10 Jahren die Verbreitung von Computer-Viren zum größten Teil noch auf
die Weitergabe von Datenträgern beschränkt, so haben sich im Laufe der Zeit auch die
Verbreitungswege von Malware stark gewandelt. Durch die immer stärkere Vernetzung
und den Trend, immer und überall online sein zu wollen, sind jetzt alle Geräte in einem
Netzwerk zu einem beliebten Angriffsziel geworden.
Bis heute hat sich das Internet zu einer Spielwiese für Malware entwickelt. Dabei scannen
unter anderem Würmer und Bots ständig auf der Suche nach neuen Zielen das Netzwerk.
Ziel dieser Angriffe sind nicht nur Server und Computer von Firmen, sondern zum Bei-
spiel auch Desktop-Computer von Heimanwendern. Nach einer Infizierung wird das be-
troffene Systeme wiederum zur Infektion weiterer Netzwerkteilnehmer sowie für Denial
of Service(DoS) Angriffe oder zum Versenden von SPAM verwendet.
Mit Hilfe von Honeypots können Einbruchsvorgänge erkannt und unter Verwendung der
aufgezeichneten Informationen analysiert werden. Dabei handelt es sich bei Honeypots
im Allgemeinen um ein Computer-System, das gezielt Schwachstellen aufweist und so
besonders anfällig für Angriffe ist. Um alle Vorgänge besser analysieren zu können, steht
es unter ständiger Beobachtung und protokolliert jeden Zugriff. Aus den so gewonnenen
Informationen können leicht Schwachstellen und die Vorgehensweisen von Angreifern
erkannt werden. Die daraus gewonnen Erkenntnisse fließen in die Entwicklung effektiver
Schutzmaßnahmen ein.
2 Server Honeypots
Server Honeypots stellen Netzwerkkomponenten und die von ihnen angebotenen Dienste
zur Verfügung. Im Weiteren wird die Funktionsweise an einigen ausgewählten Beispielen
erläutert.
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2.1 Low-Interaction
Low-Interaction Honeypots stellen kein reales System zur Verfügung, sondern simulieren
es nur. Aus dieser Eigenschaft entstehen einige Vorteile, jedoch auch einige Nachteile. Im
folgenden Abschnitt werden zwei von ihnen vorgestellt.
2.1.1 Honeyd
Honeyd ist wohl einer der bekanntesten Vertreter der Low-Interaction Honeypots. In erster
Linie ist er jedoch nicht auf das Einsammeln von Malware spezialisiert, sondern bietet viel
mehr die Möglichkeit, verschiedenste Systeme und auch ganze Netzwerke zu simulieren.
Um eine nahezu perfekte Nachahmung von verschiedenen Betriebssystemen, Switches,
Druckern und anderen Netzwerkkomponenten zu gewährleisten, wird der TCP/IP-Stack
dieser simuliert. Dafür kommt die Datenbank des bekannten Netzwerkscanners nmap1
zum Einsatz, welche zum jetzigen Zeitpunkt die Charakteristiken von mehr als 1500 Sy-
stemen beinhaltet. Zusätzlich können so auch ganze virtuelle Netzstrukturen mit Rou-
tern und Switches aufgebaut werden. Dabei werden bei der Simulation zusätzlich noch
weitere Merkmale wie Bandbreite, Verzögerungszeit, Paketverlust und einige weitere im
Netzwerk auftretende Phänomene nachgebildet.
Neben dem Vortäuschen von Netztopologien können für einen realistischeren Eindruck
zusätzlich noch angebotene Dienste emuliert werden. Dabei kann für jeden Port ange-
geben werden, wie er sich bei einer Anfrage verhalten soll. In diesem Fall stehen die
Funktionen reset, block, open, proxy und die Ausführung eines externen Programms zur
Verfügung. Ausgeliefert wird Honeyd in der aktuellen Version mit einem sehr geringen
Umfang an externen Programmen. Wesentlich interessanter ist deswegen die proxy Funk-
tion. Mit ihr wird es möglich, die gestellten Anfragen direkt an einen anderen Honeypot
weiterzuleiten.
An dieser Stelle sei nur kurz darauf hingewiesen, dass für den vollen Funktionsumfang
noch weitere Programme und Techniken wie statische Routen oder ProxyArp zum Einsatz
kommen müssen. (4) (2)
2.1.2 Amun
Unter dem Namen Amun wurde Anfang 2008 ein in Python geschriebener Honeypot ver-
öffentlicht. Die Realisierung in Python bietet gegenüber C oder C++ einige wesentliche
Vorteile, denn so ist es leicht möglich, Anpassung durchzuführen und eine einfache In-
stallation zu gewährleisten.
Im Gegensatz zu Honeyd ist Amun weniger auf die exakte Simulation von Netzwerk-
komponenten spezialisiert, sondern dient besonders dem Sammeln von Malware. Dazu
1http://insecure.org/
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werden verschiedene Schwachstellen von angebotenen Diensten nachgeahmt und auf An-
fragen entsprechend reagiert.
Durch seinem internen Aufbau wird ein möglichst geringer Ressourcenverbrauch ange-
strebt. Dafür werden alle Anfragen in einem einzigen Prozess sequentiell abgearbeitet.
Dennoch ist er sehr leicht erweiterbar und besteht aus sieben Komponenten, die im Fol-
genden vorgestellt werden.
Der Amun Kernel bildet das Herzstück des Honeypots. Dieser lädt und verarbeitet die
Konfiguration. Zusätzlich kümmert er sich um die Zuordnung der Vulnerability Module
zu den entsprechenden Ports. Die Vulnerability Module stellen bekannte Schwachstellen
zur Verfügung und bieten so dem Angreifer einen gewissen Spielraum bei der Interaktion
mit dem Dienst. Die Interaktion wird intern durch einen Zustandsautomaten repräsentiert,
der mit jedem weiteren Paket des Angreifers seinen Zustand ändert. Zu beachten ist je-
doch, dass nicht jeder mögliche Zustand realisiert wird, sondern nur die Zustände, die
auch zu einer Infektion des Systems führen.
Die eigentliche Zuordnung von eingehenden Daten zum verarbeitenden Modul wird durch
den Request Handler durchgeführt. Dieser versucht anhand des angesprochenen Dienstes
und der gesendeten Daten zu entscheiden, an welches Modul er die weitere Verarbeitung
übergeben soll. Kann keine eindeutige Zuordnung getroffen werden, wird das erste der in
Frage kommenden Module ausgewählt.
Zur weiteren Analyse dient der Shellcode Analyzer. Dieser versucht den in vielen Fällen
kodierten Shellcode zu entschlüsseln und dessen Funktion zu erkennen. In Listing 1 ist
ein entsprechendes Beispiel abgebildet. Zu sehen ist, dass in einem ersten Schritt versucht
wird, die Firewall zu deaktivieren. Anschließend werden in die Datei cmd.txt weitere Be-
fehle geschrieben, die im nächsten Schritt mit Hilfe des ftp Programms das Herunterladen
der Datei 2010.exe bewirken. Bei dem so beschafften Programm handelt es sich, wie zu
erwarten, um Malware, die natürlich noch ausgeführt werden muss und dann wieder-
um versucht weitere Aktionen durchzuführen. Wurde dieser Vorgang erfolgreich erkannt,
werden die Informationen dem Download Handler übergeben. Dieser kümmert sich dann
darum, dass die Malware sicher beim Honeypot landet. Dabei können die Downloads
mit Hilfe von verschiedensten Techniken realisiert werden. So ist zum Beispiel eine Aus-
lieferung über bekannte Protokolle, wie HTTP oder FTP, aber auch über das wohl eher
unbekannte Verfahren ”connect back filetransfer” (cbackf) möglich.
Das einfache Sammeln von Malware ist ohne Zusatzinformationen relativ nutzlos. Aus
diesem Grund gibt es die Logging- und die Submission Module. Mit Hilfe der Logging
Module werden alle Aktivitäten aufgezeichnet. Hierfür stehen wiederum verschiedene
Möglichkeiten zur Verfügung. So ist zum Beispiel eine einfache Protokollierung mit Hilfe
von Text-Dateien direkt im Dateisystem möglich, aber auch Dienste wie Syslog können
ohne große Umwege direkt genutzt werden. Über das surfnet Modul ist es sogar möglich
die Informationen an ein zentrales SURFids2 System zu schicken. Als Erweiterung hierzu
sind die Submission Module zu sehen. Sie sind dafür zuständig, dass die Malware sicher
abgespeichert oder an einen externen Analyse Dienst wie CWSandbox3 übermittelt wird.
2http://ids.surfnet.nl/
3http://www.cwsandbox.org/
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Solche externen Dienste bieten per Mail oder per Webseite weitere Informationen zur
zugesendeten Malware. (1)
1 n e t s t o p s h a r e d a c c e s s
2 echo open 1 2 5 . 9 3 . 7 4 . 1 3 4 > cmd . t x t
3 echo ok>> cmd . t x t
4 echo q1w2>> cmd . t x t
5 echo b i n a r y >> cmd . t x t
6 echo g e t 2010 . exe >> cmd . t x t
7 echo bye >> cmd . t x t
8 f t p −s : cmd . t x t
9 2010 . exe
10 2010 . exe
11 d e l cmd . t x t . / q / f
12 e x i t
13 e x i t
Listing 1: Beispiel Shellcode
2.2 High-Interaction Honeypots
Im Gegensatz zu Low-Interaction Honeypots simulieren High-Interaction Honeypots das
System und dessen Dienste nicht nur, sondern bieten ein reales System, welches direkt
angegriffen werden kann. Dabei steht es jedoch unter ständiger Beobachtung, damit ein-
geschleuster Schadcode sofort erkannt und analysiert werden kann. Der Betrieb dieser
Honeypotart ist zwar wesentlich aufwendiger und birgt wesentlich mehr Gefahren, je-
doch entsteht dadurch auch der große Vorteil, dass damit auch Zero-Day Angriffe erkannt
werden können. Im Folgenden wird Argos als Beispiel dieser Art vorgestellt.
2.2.1 Argos
Argos basiert auf der freien virtuellen Maschine Qemu4 und erweitert diese um einige
Funktionen. So ist es möglich, eingehende Daten aufzuzeichnen und zu markieren, bevor
sie an das in der virtuellen Umgebung laufende Betriebssystem weitergegeben werden.
Dabei werden alle Daten aus unbekannten Quellen, wie zum Beispiel der Netzwerkkarte,
als vergiftet(tainted) gekennzeichnet. Anschließend werden diese Daten so lange beob-
achtet, wie sie sich im Speicher oder in Registern befinden. Sollte der gekennzeichnete
Speicher durch einen JUMP-Befehl oder irgend eine andere Aktion zur Ausführung ge-
bracht werden, schlägt Argos Alarm und speichert den betroffenen Speicherabschnitt mit
Zusatzinformation ab. Dadurch wird es möglich, automatisch Signaturen zu erzeugen und
zusätzlich den Angriff im Nachhinein genauer analysieren zu können.
Argos ist unabhängig vom Gast-Betriebssystem und kann zum Beispiel mit Linux oder
Windows eingesetzt werden. (3)
4http://www.qemu.org/
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3 Honeyclients
In den letzten Jahren hat die Zahl der Angriffe auf Clienten stark zugenommen. So ver-
suchen Angreifer Lücken in Web-Browsern direkt auszunutzen, um den Schadcode in
das Zielsystem einzuschleusen. Im Folgenden wird PhoneyC als ein Vertreter der Low-
Interaction Honeyclients kurz vorgestellt. Natürlich gibt es auch hier High-Interaction
Varianten. Ein Vertreter hierfür ist Capture-HPC5, welcher an dieser Stelle jedoch nicht
weiter vorgestellt werden soll.
3.1 PhoneyC
PhoneyC ist ein in Python realisiertes modulares Framework, welches es ermöglicht,
schädliche Webseiten zu analysieren. Es ist eine Kombination aus Crawler und Ana-
lyse Engine. Webseiten werden durch ein Aufruf des curl Programms heruntergeladen
und anschliessend analysiert. Dabei werden enthaltene URLs herausgefunden und in den
weiteren Analysevorgang mit einbezogen. Durch die direkte Integration des SpiderMon-
key JavaScript Interpreters6 wird eine reale Browserumgebung nachgebildet. Zusätzlich
kommt zur Erkennung von schädlichem VisualBasic Code das Tool vb2py zum Einsatz,
welches VisualBasic Code in Python Code umwandelt und somit eine leichtere Analy-
se ermöglicht. Als Ergänzung zu den schon genannten Techniken kommt ClamAV als
Virenscanner zum Einsatz.
Literatur
[1] Jan Göbel. Amun : a python honeypot. Technical report, Department for Mathematics
and Computer Science, University of Mannheim, dec 2009. http://madoc.bib.
uni-mannheim.de/madoc/volltexte/2009/2595/.
[2] Thorsten Holz Niels Provos. Virtual Honeypots: From Botnet Tracking to Inrusion
Detection. Addison-Wesley, 2008.
[3] Georgios Portokalidis, Asia Slowinska, and Herbert Bos. Argos: an emulator for
fingerprinting zero-day attacks. In Proc. ACM SIGOPS EUROSYS’2006, Leuven,
Belgium, April 2006.
[4] Ralf Spenneberg. Intrusion Detection und Prevention mit Snort 2 & Co. Addison-
Wesley, 2 edition, 2005.
5http://projects.honeynet.org/capture-hpc
6http://www.mozilla.org/js/spidermonkey/
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OpenCL  mit Graﬁkkarten rechnen statt zocken
Jens Lang
1 Architektur
Die ersten Grafikkarten, auf denen Chips verbaut waren, die den Namen „Prozessor“
wirklich verdienen, waren die so genannten „Windows-Beschleuniger“, die Ende 1991
auf den Markt kamen. Sie besaßen die Fähigkeit, zweidimensionale Objekte wie Recht-
ecke und Linien selbständig zu zeichnen und so durch die Entlastung der CPU die Darstel-
lung grafischer Benutzeroberflächen zu beschleunigen. Grafikkarten mit 3D-Fähigkeiten
unter anderem zur schnelleren Grafikausgabe von Computerspielen kamen Ende 1995 auf
den Markt.
Um 2001 entstanden erste Arbeiten, die die Rechenleistung der Grafikprozessoren für
Berechnungen außerhalb des Grafikbereiches nutzten. Diese Berechnungen mussten um-
ständlich in OpenGL-Code eingebettet werden, um ausgeführt werden zu können. Im
Jahr 2007 erschien vom Grafikkartenhersteller Nvidia das CUDA-Framework. CUDA er-
möglichte es erstmals auch weniger erfahrenen Entwicklern, Grafikprozessoren zu pro-
grammieren. Im Dezember 2008 verabschiedete ein Konsortium verschiedener Hard- und
Softwarehersteller den OpenCL-Standard (Open Compute Language). Er verspricht ei-
ne plattform- und sogar architekturübergreifende Programmierung von Grafikprozesso-
ren (GPUs) und herkömmlichen CPUs. Der Clou bei OpenCL ist, dass ein OpenCL-Pro-
gramm theoretisch sowohl auf GPUs, als auch auf CPUs lauffähig ist und vom Betriebssy-
stem sogar auf jene Recheneinheit verschoben werden kann, die gerade nicht ausgelastet
ist.
Im Wesentlichen teilt sich ein OpenCL-Programm in zwei Teile auf: in den Host-Teil,
der auf der CPU ausgeführt wird, und den Device-Teil, der auf der GPU ausgeführt wird.
Im Host-Teil werden zunächst die benötigten Daten vom Haupt- in den Grafikspeicher
geladen. Außerdem muss der Quelltext des Device-Programms geladen und kompiliert
werden. Um die Plattformunabhängigkeit zu gewährleisten, wird das Device-Programm
erst zur Laufzeit übersetzt.
Der Device-Teil besteht aus so genannten Kernel-Funktionen. Eine Kernel-Funktion wird
einmal aufgerufen, jedoch viele Male parallel ausgeführt. Ein GPU-Programm besteht
typischerweise aus einigen hundert oder tausend Threads, die in der OpenCL-Terminolo-
gie auch als Work-Item bezeichnet werden. Mehrere Work-Items werden zu einer Work-
Group zusammengefasst. Alle Work-Items innerhalb einer Work-Group arbeiten nach
dem SIMD-Prinzip. Das heißt, dass auf allen parallelen Ausführungseinheiten derselbe
Befehl ausgeführt wird, jedoch jedesmal mit anderen Daten. Aus diesem Grund sollten
Verzweigungen oder Schleifen ohne feststehende Anzahl von Durchläufen möglichst ver-
mieden werden.
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2 Programmierung
2.1 Vorbereitungen
Wenngleich der Anlass für die Entwicklung des OpenCL-Standards die hohe Parallelität
der heutigen Grafikprozessoren war, wird auch die Ausführung des Codes auf herkömm-
lichen CPUs unterstützt. Werkzeugkästen zur OpenCL-Programmierung bieten für die
x86- und die amd64-Plattform unter Linux Nvidia mit dem CUDA SDK und ATI/AMD
mit dem Stream SDK sowie – bereits im Betriebssystem integriert – MacOS. Für die Po-
werPC-Architektur stellt IBM das OpenCL Development Kit for Linux on Power bereit.
Diese Anleitung soll sich im Folgenden auf das ATI Stream SDK konzentrieren.
Unter [2] lässt sich das ATI Stream SDK nach Registrierung in einer 32- und einer
64-Bit-Version für Linux herunterladen. Nach dem Entpacken und einem Verzeichnis-
wechsel nach samples/opencl/ kann man ein make starten, um die Beispielprogramme
zu übersetzen. Vor dem Ausführen ist es notwendig, die Bibliothek libOpenCL.so in
den Suchpfad aufzunehmen: export LD_LIBRARY_PATH=ati-stream-sdk /lib. Nach
dem Wechsel in das bin-Verzeichnis der entsprechenden Architektur und lässt sich bei-
spielsweise mit ./MatrixMultiplication ein Matrix-Multiplikationprogramm ausfüh-
ren. Sollte alles geklappt haben, werden drei Zahlenreihen ausgegeben: zwei für die Ein-
gabe, eine für das Resultat. Sofern keine passende Grafikkarte im Rechner vorhanden
ist, erscheint folgende Ausgabe: Unsupported GPU device; falling back to CPU
.... Das Programm sollte trotzdem korrekt funktionieren, es wird aber auf einer CPU-
Emulation ausgeführt.
2.2 Beispielprogramm
Als Beispiel soll hier ein kleines Programm dienen, das ein Feld mit Zahlen erzeugt, von
diesen Zahlen die Quadratwurzel bestimmt und jene hernach ausgibt. Werfen wir zunächst
einen Blick auf die Kernel-Funktion: Das Flag __kernel in der Funktionsdefinition zeigt
dem Compiler an, dass es sich um eine Kernel-Funktion handelt. In der Variablendefini-
tion gibt es das Eingabefeld input, das Ergebnisfeld output und die Feldlänge count.
Das Flag __global gibt an, dass sich diese Daten im globalen Speicher befinden. Die
Funktion get_global_id in Zeile 5 liefert die globale Thread-ID i zurück. Zur Feh-
lertoleranz wird geprüft, ob die ID des ausführenden Threads kleiner ist als die Anzahl
der zu berechnenden Wurzeln. Falls ja, wird die Wurzel der i-ten Zahl im Eingabefeld
berechnet und in das Ergebnisfeld geschrieben.
__kernel void square_root(__global float* input,
__global float* output,
const unsigned int count)
{
int i = get_global_id(0);
if (i < count)
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output[i] = sqrt(input[i]);
}
Das Hauptprogramm führt im Wesentlichen folgende Schritte durch:
• n Zufallszahlen erzeugen,
• OpenCL-Umgebung initialisieren,
• Quelltext des Kernel-Programms laden und übersetzen,
• Eingabedaten in Grafikspeicher kopieren,
• Argumente setzen und Kernel-Funktion ausführen,
• Ergebnisse aus dem Grafikspeicher holen,
• Ergebnisse überprüfen.
Zunächst muss für ein OpenCL-Programm ein Kontext definiert werden. Er besteht aus
den Ausführungseinheiten (Grafikkarte, CPU), den Kernel-Funktionen, dem Kernel-Quell-
text und den Speicherobjekten. Weiterhin wird eine Kommandowarteschlange benötigt.
Dort werden die Befehle zum Kopieren von Daten, zum Ausführen von Kernel-Funktio-
nen oder zum Synchronisieren gespeichert.
Das Kernel-Programm wird im Quelltext als Zeichenkette übergeben. Im Beispiel wird es
aus einer separaten Datei gelesen, es kann jedoch auch direkt im Quelltext des Hauptpro-
gramms eingegeben werden. Die Funktion clCreateProgramWithSource() erzeugt ein
Kernel-Programm, mit der Funktion clBuildProgram() wird es übersetzt. Theoretisch
ließe sich auch ein Programm aus einer Binärdatei erzeugen, praktisch existiert hierfür
jedoch kein übergreifender Standard.
Sind alle Routinen übersetzt, muss mit der Funktion clCreateKernel das Kernel-Objekt
angelegt werden. Sie erwartet als Parameter einen Zeiger auf das Programm und den Na-
men der aufzurufenden Funktion. Mit clSetKernelArg() werden die Aufrufparameter
spezifiziert.
Zum Reservieren von Grafikspeicher dient die Funktion clCreateBuffer(). Um Daten
zwischen Haupt- und Grafikspeicher zu kopieren, werden clEnqueueReadBuffer() und
clEnqueueReadBuffer() verwendet.
1 #include <stdio.h>
2 #include <stdlib.h>
3 #include <sys/stat.h>
4 #include <CL/cl.h>
5
6 const int NUMBERS = 1024;
7
8 int main(int argc , char** argv)
9 {
10 int err;
11 float input[NUMBERS], float output[NUMBERS ];
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12
13 /* Erzeugen eines Eingabefeldes */
14 int i = 0;
15 unsigned int count = NUMBERS;
16 for (i = 0; i < count; i++)
17 input[i] = rand() / (float) RAND_MAX;
18
19 /* Initialisierungen */
20 cl_device_id device_id;
21 clGetDeviceIDs(NULL , CL_DEVICE_TYPE_GPU , 1, &device_id ,
22 NULL);
23 cl_context context = clCreateContext (0, 1, &device_id ,
24 NULL , NULL , &err);
25 cl_command_queue queue = clCreateCommandQueue(context ,
26 device_id , 0, &err);
27
28 /* Einlesen des Kernel -Quelltextes */
29 FILE* kernel_file = fopen(" quadrat_kernel.cl", "r");
30 struct stat file_stat;
31 stat(" quadrat_kernel.cl", &file_stat );
32 int kernel_src_size = file_stat.st_size;
33 char* kernel_source = malloc (( size_t) kernel_src_size );
34 fread(kernel_source , 1, kernel_sre_size , kernel_file );
35 fclose(kernel_file );
36
37 /* Kompilieren des Programms */
38 cl_program program = clCreateProgramWithSource(
39 context , 1, (const char **) &kernel_source ,
40 NULL , &err);
41 clBuildProgram(program , 0, NULL , NULL , NULL , NULL);
42
43 /* Kernel erzeugen , Grafikspeicher reservieren */
44 cl_kernel kernel = clCreateKernel(program ,
45 "square_root", &err);
46 cl_mem input_dev = clCreateBuffer(context ,
47 CL_MEM_READ_ONLY , sizeof(float )*count , NULL , NULL);
48 cl_mem output_dev = clCreateBuffer(context ,
49 CL_MEM_WRITE_ONLY , sizeof(float)*count , NULL , NULL);
50
51 /* Eingabedaten in Grafikspeicher kopieren */
52 clEnqueueWriteBuffer(queue , input_dev , CL_TRUE , 0,
53 sizeof(float) * count , input , 0, NULL , NULL);
54
55 /* Setzen der Aufrufparameter */
56 clSetKernelArg(kernel , 0, sizeof(cl_mem), &input_dev );
57 clSetKernelArg(kernel , 1, sizeof(cl_mem), &output_dev );
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58 clSetKernelArg(kernel , 2, sizeof(unsigned int),
59 &count );
60
61 size_t local;
62 clGetKernelWorkGroupInfo(kernel , device_id ,
63 CL_KERNEL_WORK_GROUP_SIZE , sizeof(local), &local ,
64 NULL);
65
66 /* Aufruf der Kernel -Funktion */
67 clEnqueueNDRangeKernel(queue , kernel , 1, NULL ,
68 &count , &local , 0, NULL , NULL);
69 clFinish(queue );
70
71 /* Ergebnisse in Haupspeicher kopieren */
72 clEnqueueReadBuffer( queue , output_dev , CL_TRUE , 0,
73 sizeof(float) * count , output , 0, NULL , NULL );
74
75 /* Verifizierung des Ergebnisses */
76 unsigned int correct = 0;
77 for(i = 0; i < count; i++)
78 if(output[i] == sqrt(input[i])) correct ++;
79 printf ("%d/%d values correct !\n", correct , count );
80
81 /* Freigeben von Speicher */
82 clReleaseMemObject(input_dev );
83 clReleaseMemObject(output_dev );
84 clReleaseProgram(program ); clReleaseKernel(kernel );
85 clReleaseCommandQueue(queue ); clReleaseContext(context );
86 }
Bei diesem Beispielprogramm wurden der besseren Übersichtlichkeit halber sämtliche
Fehlerüberprüfungen weggelassen. Insbesondere für den Fall, dass die Kernel-Funktion
fehlerhaft ist, ist die Funktion clGetProgramBuildInfo() nützlich, die den Überset-
zungsfehler ausgibt. Das vollständige Programm findet sich auf der Vortragsseite [4].
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Zusammenfassung
Failover­Systeme für KVM können in einen Split Brain Zustand ge­
raten, in dem mehrere Hosts eine VM zu starten versuchen. Dies 
zerstört das mehrfach gemountete Remote­Dateisystem. Dieses De­
saster vermeidet ein Fencing Daemon. Er reguliert die Vergabe der 
iSCSI­Storage­Devices an die Hosts. Dazu arbeitet er mit Heartbeat 
2   und  dem   iSCSI­Storage­Daemon   zusammen.  Als  webbasierter 
Applikationsserver realisiert, übernimmt er auch die VM­Verwal­
tung.  Mit  dem OCF­konformen  Heartbeat2  Fencing­Client  kann 
man auch manuell in der Shell VMs starten/stoppen ­ ohne Angst 
vor zerstörten VMs haben zu müssen.
1. VM Failover mit iSCSI
Hochverfügbarkeit mit virtuellen Maschinen hat sich neben bare metal­Lösun­
gen etabliert. Mit XEN und KVM sind leistungsfähige Open Source­Virtualisie­
rungs Plattformen entstanden. Wir verwenden KVM, aber die Problemstellung 
gilt auch für XEN und andere Systeme. Als iSCSI­Target­Daemon kommt STGT 
zum Einsatz, da wir Infiniband einsetzen. Die vorgestellte Software kann aber 
leicht um andere ACL­fähige iSCSI­Target­Daemonen erweitert werden.
99
Abbildung 1 zeigt ein ty­
pisches VM Failover­Sys­
tem.   Ein   iSCSI­Storage­
Server   stellt   zwei  Host­
maschinen A und B iSC­
SI­Devices   zur   Verfü­
gung.   Dort   werden   die 
iSCSI­Devices  von KVM 
verwendet, um einer VM 
ein Dateisystem zur Ver­
fügung zu stellen. Heart­
beat  überwacht    die  Er­
reichbarkeit   und   Ge­
sundheit  der  Hosts  und 
entscheidet,   auf   wel­
chem  Host   die  VM   am 
besten aufgehoben ist. Die  gestrichelte iSCSI­Verbindung deutet an, dass es un­
terschiedliche Möglichkeiten für  dieses Setup gibt.  Bei  riskanten Setups sind 
permanent alle iSCSI­Devices auf allen Host verfügbar und Heartbeat entschei­
det nur wo die VM gestartet werden soll. Robustere Setups haben auch das Be­
reitstellen der iSCSI­Blockdevices (iSCSI­Login/Logout) auf den Hosts an He­
artbeat  delegiert.   So  kann   ein  versehentliches  Ausführen  von KVM auf  der 
Kommandozeile mangels Blockdevice nichts kaputt machen. Im Abbildung 2 
gehen wir vom letzteren  Setup aus.
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Abbildung 2 zeigt einen erfolgreichen Failover. a) Das iSCSI­Device und die VM 
laufen auf Host A. Ein Totalausfall von Host A tritt ein b).   Heartbeat reagiert 
und holt das iSCSI­Device auf Host B (Abb. c)).  In Abb d.) kann Heartbeat die 
VM auf dem iSCSI­Device hochfahren . Das System ist wieder einsatzfähig. 
Dieser Failover  ist  stark idealisiert.  Häufiger als Totalausfälle  sind Netzwerk­ 
und Software­Probleme sowie Fehler der Administratoren. Diese verursachen 
bei Failover­Systemen große Probleme. Drei dieser Probleme haben die gleiche 
vernichtende Wirkung: Manuelles mounten des iSCSI­Blockdevices, Scheintod 
und Split Brain.  Wird ein iSCSI­Device auf dem eine VM arbeitet auf einem an­
deren Host gemountet, so genügt ein Schreibzugriff, dessen Dateisystem zu be­
schädigen. Beim Scheintod ist Heartbeat auf Host A nicht mehr zu erreichen, 
die VM lebt aber noch. Bei einem Split Brain­Zustand ist die Kommunikation 
der Heartbeats gestört. Beide denken der andere jeweils andere ist außer Be­
trieb.  Sowohl Scheintod als auch Split­brain führen ohne Fencing dazu dass die 
VM auf zwei Hosts gestartet wird. Das Dateisystem der VM wird dabei meist 
schon beim Booten geschädigt. 
In Abb. 3a­d) sehen wir die Folgen eines  Split­Brain­Zustands. a) zeigt den Ab­
riss dr Verbindung. In b) fährt Heartbeat auf Host B das iSCSI­Device hoch. 
Wird dann noch die VM auf HOST B gestartet c) so wird das Dateisystem auf 
dem iSCSI­Device zerstört und die VMs auf beiden Hosts sterben d). Hochver­
fügbarkeit welche die Erreichbarkeit erhöhen sollte hat zu einen Totalverlust der 
VM geführt. Fencing versucht solche Desaster zu verhindern. 
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2. Fencing
Fencing (Umzäunen,  Fechten) sorgt dafür,  dass eine von mehreren Systemen 
verwendbare Ressource – hier das iSCSI­Device – exklusiv nur dem richtigen 
System zugeteilt wird und alle anderen Zugriffe abgewehrt werden. Da auch 
Fencing auf Kommunikation zwischen den beteiligten Servern angewiesen ist 
benötigt es eine eigene Netzwerk­Plattform, um nicht von den gleichen Störun­
gen wie Heartbeat getroffen zu werden.  Storage Netzwerke sind aber i.d.R. vom 
normalen Ethernet getrennt und bieten daher eine gute Plattform für ein Fen­
cing­Framework. 
Abb. 4 zeigt wie sich 
das   Fencing   Frame­
work   nahlos   in   das 
bestehende   Failover­
System   einfügt.   Der 
Fencing Client Fenctrl 
(FC)  ist  ein  OCF­He­
artbeat­Plugin.   FC 
schirmt   Heartbeat 
vom   iSCSI   und   der 
VM ab.  Der  Storage­
Server   beherbergt 
den Fencing Daemon 
(FD).  Der   FD   ist   ein 
in     GROK   (grok.zo­
pe.org) programmier­
ter   Applikations­Ser­
ver.  Er  stellt  die  per­
sistente Objektdatenbank für das ganze Framework zur Verfügung. Ein Webin­
terface ermöglicht die Konfiguration (fast) aller KVM­Parameter und der iSCSI­
Target­Einstellungen (siehe 2.1.). Zur Kommunikation mit dem FC bietet der FD 
eine JSON­Objekt­Schnittstelle. Der FC ist in purem Phyton programmiert. Er 
besitzt neben der JSON­Schnittstelle zum FD eine OCF­Schnittstelle, um als He­
artbeat­Plugin zu arbeiten. Da OCF auf Shell­Aufrufen und Exit­Codes beruht 
kann FC auch direkt als Kommandozeilen­Tool eingesetzt werden.
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2.1 Storage Manager und KVM Manager
Über das Modul iSCSI­Ctrl interagiert der FD mit dem iSCSI Storage Daemon. 
So können iSCSI Devices verwaltet und deren ACLs angesteuert werden. Der 
FD verwaltet aber auch die KVM­Parameter der VMs, wie die Konfiguration der 
Netzwerk­Devices,  die Zuordnung der NICs zu den Bridges, und die Zuord­
nung der iSCSI­Targets zu den VMs. 
Target Name Type TID Block Device Status Assigned VM ACL 
Connecti
ons 
de.inqbus.storage:easyshop TGT  28 /dev/vgstore/easyshop frozen easyshop 10.1.3.24 10.1.3.24
de.inqbus.storage:mail TGT  30 /dev/vgstore/mail in use mail 10.1.3.25 10.1.3.25
de.inqbus.storage:maildata TGT  31 /dev/vgstore/maildata in use mail 10.1.3.25 10.1.3.25
Name Running on PID CPUs RAM Storage NICs Monitor Console 
easyshop 10.1.3.25 26547 1 1024 de.inqbus.storage:easyshop eth0 eth1 
127.0.0.1:
7778
127.0.0.1:
7106
mail 10.1.3.25 26671 1 4096 de.inqbus.storage:mailde.inqbus.storage:maildata
eth0 
eth1 
127.0.0.1:
7000
127.0.0.1:
7100
*Interface Name eth0 eth1
*Inet Address 193.239.31.19 10.1.0.216
*Netmask 255.255.255.224 255.255.255.0
 Gateway 193.239.31.1
*Assigned VLAN 0 1
*bridge br0 br1
*Model virtio virtio
*Ifup Script Path /etc/kvm/kvm-ifup0 /etc/kvm/kvm-ifup1
Mac Address: 00:16:3E:EF:1F:13 00:16:3E:01:00:D8
2.2 Fencing in Aktion
Der Fencing Client   (FC)  kann  iSCSI­Devices  anfordern und abmelden sowie 
VMs starten und stoppen. Auch den Status einer VM (gestartet, gestoppt, Feh­
ler) kann er ermitteln. Die Erlaubnis, eine VM zu starten oder zu stoppen, erteilt 
aber in jedem Fall zunächst der FD. Der FD schränkt zusätzlich über die iSCSI­
ACLs Zugriffe auf die iSCSI­Devices ein.  Dies wirkt nicht nur bei Heartbeat. 
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Auch Bedienfehler der Administratoren beim manuellen Zugriff auf iSCSI­De­
vices können so verhindert werden.
Das Zusammenspiel  von Heartbeat  und FD wird in Abb.4a­d) anhand eines 
Verschiebens der  VM von Host A zu Host B erläutert.   Im Ausgangszustand 
Abb.4a)   ist  per  ACL das  iSCSI­Device Host  A exklusiv zugeteilt.   In Abb.  b) 
stoppt Heartbeat auf Host A über den FC die VM und meldet damit das iSCSI­
Device beim FD ab.   Im nun entstehenden Ruhezustand Abb. c) hat kein Host 
Zugriff auf das iSCSI­Device.  In Abb. d) fordert auf Host B Heartbeat über den 
FC beim FD das iSCSI­Device an. Da kein anderer Host das iSCSI­Device belegt, 
wird es Host B zugeteilt. Host B kann nun das Device holen und die VM star­
ten.
Abb. 5a) den gleichen Ausgangszustand wie Abb. 4a) nur mit einem Split Brain­
Zustand. Die beiden Heartbeats können sich nicht mehr erreichen. In Abb. b) 
versucht Host B, da das Heartbeat auf Host A nicht antwortet, das iSCSI­Device 
zu holen. Der FD kann aber Host A noch über das Storage­Netzwerk erreichen, 
und verweigert Host B nach wie vor den Zugriff auf das iSCSI­Device. Aber 
funktioniert dann ein Failover überhaupt noch? Abb. 5c) zeigt einen Totalausfall 
von Host A. Host B fragt beim FD an, ob er das iSCSI­Device holen darf. Der FD 
kann Host A nicht erreichen und modifiziert die ACL so, dass Host A keinen 
Zugriff mehr auf das iSCSI­Device bekommt aber Host B zugreifen kann.   In 
Abb. 5d) bricht der FD die iSCSI­Verbindung zu Host A ab und Host B holt sich 
das iSCSI­Device und fährt die VM hoch. 
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Es ist bei einem Totalausfall nicht notwendig die Verbindung zu Host A abzu­
brechen und per ACL ein erneutes Verbinden zu verhindern. Diese Vorsichts­
maßnahme dient dazu einen scheintoten Host A, welcher wieder zum Leben er­
wacht, oder einen Admin der sich auf Host A ans Debugging macht, davor zu 
bewahren das iSCSI­Device fälschlich wieder zu aktivieren.
2.3 Stärken und Schwächen des Fencing Daemon
Der Fencing Daemon (FD) erteilt also den Fencing Clients (FC) auf den Hosts 
die  Erlaubnis  eine  Ressource   (das   iSCSI­Device)  zu  verwenden.  Durch  diese 
Vermittlerrolle   ist   der   FD   in  der  Lage   einen  Split  Brain­Zustand  zu   „über­
brücken“. 
Der FD ist eine passive Komponente. Der Ausfall des FD hat keinen Einfluss auf 
den aktuellen Zustand der VMs und der iSCSI­Devices – alles geht so weiter 
wie bisher. Einzig das Umziehen von VMs geht nicht mehr, da der FC den FD 
nicht erreichen kann. Dieser Zugriff  vom FC zum FD sollte also mit Nagios 
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überwacht werden. Selbstverständlich sollte auch der FD als hochverfügbarer 
Dienst ausgeführt werden. Da Storage­Server i.d.R. bare metal und hochverfüg­
bar ausgelegt sind, bieten sie die ideale Plattform für den FD.
Der FD gibt ein iSCSI­Device exklusiv an einen Host. Gerade diese Einschrän­
kung auf niedriger Ebene ermöglicht es, auch manuelle Fehler der Administra­
toren zu verhindern. Z.B. das Mounten eines iSCSI­Devices zum Debugging auf 
einem Host, während Heartbeat auf einem anderen Host die VM schon wieder 
gestartet hat. 
Die größte Schwäche des hier vorgestellten Fencing Systems ist, dass Live­Mi­
gration nicht möglich ist. Dazu müsste zwei Hosts gleichzeitig Zugriff auf das 
iSCSI­Device gewährt werden. Wir arbeiten gerade daran eine Live Migrations­
funktion für das Fencing Framework zu entwickeln.
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stali – static linux
Anselm R Garbe
anselm@garbe.us
Abstract
stali is a new and unique linux distribution that
consists of static executables only (with some ex-
ceptions).
stali proves that statically linked executables start
faster, are smaller, use lesser memory and are eas-
ier to update.
Keywords: linking; static linking; linux; stali
1 Introduction
stali[1] is a very simple linux distribution, it
consists of a minimalist init system, a radically
cleansed file system structure, a hand selected
collection of the best open source tools for each
task, and does not need package management.
Its primary focus is the creation of small and fast
static executables, including a small monolithic
linux kernel that needs to be customised for each
specific system.
stali uses its own unique build chain around the
Plan 9 make tool mk[6]. Its build chain com-
pletely disregards the usual con f igure[4]-based
approach to build open source packages, mainly
because this approach is too slow and unflexible
for building static executables and libraries. The
build chain is the real value of stali, because it
enables developers to also cross-compile for em-
bedded devices.
2 Size
Contrary to the expectation, static executables can
be a lot smaller than their dynamic counterparts,
if one overcomes the use of bloated libraries at
linkage time.
Linking a stripped hello world program with
glibc[3] results in a 600kb executable. Linking
it with uClibc[2] results in a 7kb executable.
Statically linking stali’s default Korn shell[5]
(ksh) with uClibc results in a 170kb executable;
linking it with glibc dynamically results in a
234kb executable. This example scales for the
whole core userland of stali. Nearly all static ex-
ecutables are smaller than their dynamic counter-
parts in common linux distributions.
Another aspect of static executables is that they
are size-optimised at linkage time. Static executa-
bles do not contain complete static libraries but
just those objects from a library archive that ex-
pose required symbols. Dynamically linked exe-
cutables or libraries can’t be size-optimised in a
similar fashion.
3 Memory footprint
Due the observation that static executables are
generally smaller, the overall memory footprint is
less. stali does not have dynamic libraries that are
loaded into memory – even if only tiny portions
of a dynamic library are used.
Since the size of static executables outnumbers
the theoretical overhead of statically linked li-
brary functionality, the aspect of cloned objects
is neglectible.
4 Performance
The only measurable difference between static
and dynamic executables is the start up time.
Benchmarks published on the stali website[1]
show that a performance gain of 400% and more
is common to static executables. The slow start
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of dynamic executables is related to the system’s
symbol resolution.
5 Security
Several people argue (with implicitly requiring
ABI-stability) that dynamic executables benefit
from security fixes in dynamic libraries they de-
pend on. This is true, however the opposite is also
true: if there is a security flaw in a dynamically
linked library, all programs that depend on it are
affected; whereas statically executables are not.
Another argument often heard is that static library
functions have predictable addresses, whereas dy-
namic linking provides the ability of address ran-
domization. There are two answers to this.
The first is: Technically it is possible to use
platform-independent code in static executables
and assuming the kernel supports address ran-
domization for executables we have a similar fea-
ture.
The second is: In reality, address randomization is
predictable and we usually see the same addresses
when a dynamic library is loaded or has been pre-
loaded reproducibly.
Apart from that stali tends to link against libraries
with low footprint, such as uClibc instead of glibc
when possible. This leads to a higher probability
of lesser vulnerabilities in the dependent library,
simply because lesser code contains fewer bugs.
6 Durability
Static executables are durable and will run on the
same platform in a similar kernel environment for
years. They aren’t affected from ABI changes like
dynamic executables.
7 Updates
Updating a static userland only requires to replace
the static executables in the filesystem. There are
no side-effects of already running processes like
in a dynamic userland.
8 Conclusion
stali proves that a static linux distribution pro-
vides several advantages, in particular being
smaller, consuming lesser memory, starting faster
and being more secure.
Apart from this, stali’s build chain is also interest-
ing for embedded device development and cross-
compiling.
References
[1] http://sta.li (stali website)
[2] http://www.uclibc.org/(uClibc web-
site)
[3] http://www.gnu.org/software/
libc/(glibc website)
[4] http://www.gnu.org/software/
autoconf/(autoconf website)
[5] http://en.wikipedia.org/wiki/Korn_
shell(Korn shell wikipedia entry)
[6] http://swtch.com/plan9port/man/
man1/mk.html(Plan 9 mk man page)
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3 Zusammenfassungen der weiteren Vorträge
3.1 1.000.000 Gründe, Linux zu benutzen
Monika Eggers, kubuntu-de.org
monika(at)kubuntu-de.org, http://www.kubuntu-de.org
Klar, Linux ist cool. Aber kannst du auch deine Mutter davon überzeugen, es zu be-
nutzen? Vierundsechzig Gründe, auf Linux zu wechseln.
3.2 Acht Missverständnisse über Freie Software – oder sind es
Lügen?
Matthias Kirschner, Free Software Foundation Europe
kirschner@fsfeurope.org, http://www.fsfe.org
Der Referent klärt einige der häufigsten Missverständnisse über Freie Software auf, un-
ter anderem: 1) Freie Software ist kostenlos. 2) Mit Freier Software kann man kein Geld
verdienen. 3) Freie Software bringt mir nichts, wenn ich nicht programmieren kann. 4)
Wer Freie Software ändert, muss die Änderungen wieder allen verfügbar machen. 5)
Die GPL funktioniert nur in den USA. Nach dem Vortrag haben Sie Antworten, um
diese Missverständnisse in Zukunft zu entkräften.
3.3 Achtung, Angriff! Gefahren beim Websurfen
Frank Richter, TU Chemnitz
frank.richter@hrz.tu-chemnitz.de, http://www.tu-chemnitz.de
Der Webbrowser ist das Tor zur großen Internet-Welt. Leider lauern auch für norma-
le Webanwender Gefahren, denn Kriminelle finden immer neue Lücken. Der Vortrag
zeigt Ziele der Angreifer auf, erklärt Techniken (z.B. Cross Site Scripting, Cross Site
Request Forgery, Drive-by Pharming) sowie Schadpotentiale und erläutert mögliche
Schutzmaßnahmen für den Websurfer.
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3.4 (A)GPLv3: Wieso? Weshalb? Warum?
Erkan Yanar, grosses Telekomunikationsunternehmen
erkan.yanar@linsenraum.de
Dieser Vortrag erläutert die GPLv3 und AGPLv3. Hierzu werden in die historische
Entstehung des Geistigen Eigentums als notwendige Voraussetzung für Lizenzen ein-
geführt, das CopyLeft als Alleinstellungsmerkmal unter den Open-Source-Lizenzen
der GPL erläutert und Argumentationslinien für die Version 3 der GPL und der AGPL
dargestellt.
WWW-Seite zum Vortrag: www.fsf.org
3.5 Aktuelle Entwicklungen beim Linux-Kernel
Thorsten Leemhuis, Heise Zeitschriften Verlag GmbH & Co. KG
thl@ct.de, http://www.heise.de
Alle drei Monate erscheinen neue Linux-Kernel mit erweitertem Funktionsumfang so-
wie besserer Hardware-Unterstützung durch neue und überarbeitete Treiber. Der Vor-
trag gibt einen Überblick über solche und andere Neuerungen des im März erwarteten
Linux 2.6.33 sowie dessen zwei Vorgänger. Außerdem kommen Erweiterungen zur
Sprache, die Linux-Distributoren einsetzen oder Entwickler zur Aufnahme bei künf-
tigen Kernel-Versionen vorbereiten. In dem Zusammenhang kommen Entwicklungs-
prozess, Versionsschema sowie einige andere für die kurz- und langfristige Entwick-
lung von Linux wichtige Themen zur Sprache.
WWW-Seite zum Vortrag: http://www.heise.de/open/kernel-log-3007.html
3.6 Aktuelle Forschung aus der Computergraphik
Rainer Jochem, Deutsches Forschungszentrum für Künstliche Intelligenz
rainer.jochem@dfki.de, http://www.dfki.de/
Das eigens entwickelte XML3D-Format soll es ermöglichen, mit einfachen Webtechni-
ken interaktive 3D-Inhalte im Internet zu erstellen. Eine Implementierung dieser Tech-
nik läuft bereits in einer angepassten Version von Firefox.
BALLView dient zum molekularen Modellieren und Visualisieren, einem wichtigen
Teil von Anwendungen in der Bioinformatik, Chemie und Pharmazie. Kombiniert mit
der Raytracing-Engine RTfact können komplexe molekulare Strukturen mit hoher Qua-
lität in Echtzeit dargestellt werden.
Auch in der Stadtplanung kommen Techniken der Virtual Reality zum Einsatz. Ein
Ausblick zeigt Möglichkeiten für eigene Entwicklungen.
WWW-Seite zum Vortrag: http://graphics.cs.uni-sb.de/projects/
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3.7 Automatische Verarbeitung von LATEX-Vorlesungsskripten
Jörg Sommer, ATeO-Service
joerg@alea.gnuu.de, http://www.ateo.de
LATEX eignet sich gut zur Erstellung von Dokumenten und deren automatischer Ver-
arbeitung. Von dem Projekt http://uni-skripte.lug-jena.de werden verschiedene Mit-
schriften von Vorlesungen an der FSU Jena betreut. Die Skripten sind mit LATEX ge-
schrieben, da sie vorwiegend mathematischen/technischen Inhalts sind, was große
Vorteile für die automatische Verarbeitung bietet. In dem Vortrag wird am Beispiel
des Projekts gezeigt, wie man um LATEX herum mit SVN eine Infrastruktur zur auto-
matischen Erstellung der Ausgabeformate PS und PDF und eine einfache Qualitätssi-
cherung für LATEX bauen kann.
WWW-Seite zum Vortrag: http://uni-skripte.lug-jena.de
3.8 Automatisierte Dokumentenerzeugung mit
Open-Source-Werkzeugen
Uwe Brylla, ARC Solutions GmbH
uwe.brylla@arcsolutions.de, http://www.arcsolutions.de
Viele Unternehmen vor allem im Maschinenbau verwalten ihre Produktdaten in da-
für vorgesehenen Managementsystemen. Daraus ergibt sich oftmals der Bedarf, ver-
schiedene Dokumente auf Basis dieser Daten, zum Beispiel in Form von Stücklisten,
Aufbauübersichten und Konstruktionsständen, zu erstellen. Der Vortrag erläutert aus-
führlich, wie diese Dokumentenerstellung automatisiert unter Verwendung von Open-
Source-Mitteln wie XML, Formatting Objects, XSLT und XPath vollzogen werden kann.
3.9 Computerviren und Linux
Peter Eisentraut, F-Secure
peter@eisentraut.org, http://www.f-secure.com/
Computerviren und Linux. Gibt es das? Wie geht das? Für Windows gibt es abertau-
sende Viren, für Linux aber anscheinend fast gar keine. Dieser Vortrag wird einen
Überblick über die aktuelle «Virenszene» geben und ermitteln, inwiefern Linux-Sys-
teme betroffen sind oder sein können.
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3.10 Das Ardour-Projekt: freie Musikproduktion professionell
Hartmut Noack
zettberlin@linuxuse.de
Das Ardour-Projekt entwickelt eine Software, die konsequent an den Bedürfnissen
professioneller Musikproduktion orientiert ist. Im Gegensatz zu einfachen Audiopro-
grammen für den Hobbynutzer bietet Ardour2 alles, was für eine professionelle Mu-
sikproduktion im Studio benötigt wird. Der Vortrag erklärt und demonstriert die Be-
sonderheiten von Ardour, wie man es installiert und nutzt und was die neue Genera-
tion Ardour3 zu bieten hat. Weiterhin wird auf die Frage eingegangen, wie ein so an-
spruchsvolles Projekt nur mit Unterstützung der ganz normalen Nutzer-Community
gedeihen kann.
WWW-Seite zum Vortrag: http://ardour.org
3.11 Das Bundesverfassungsgericht – Bollwerk unserer
Grundrechte?
Johannes Lichdi, Fraktion BÜNDNIS 90/DIE GRÜNEN
Johannes.Lichdi@slt.sachsen.de
Wer gewährleistet unser Grundrecht auf Vertraulichkeit und Integrität informations-
technischer Systeme? Wird die Vorratsdatenspeicherung in Karlsruhe gekippt? An-
knüpfend an den Vortrag bei den Chemnitzer Linux-Tagen 2009 sollen aktuelle Ent-
scheidungen des höchsten deutschen Gerichts dargestellt und ihre Folgen auf Sicher-
heits- und Datenschutzgesetzgebung diskutiert werden. Am 15.12.2009 fand die münd-
liche Verhandlung zur Vorratsdatenspeicherung statt – eine Entscheidung wird im
Frühjahr 2010 erwartet.
3.12 Datenspuren im Internet vermeiden
Markus Zapke-Gründemann, Deutscher Django-Verein e.V.
info@keimlink.de, http://www.django-de.org/
Beim Surfen im Internet hinterlassen wir ständig Spuren, die Aufschluss über unsere
Interessen und Identität geben können. Bei jedem Abruf einer Seite oder dem Versand
einer E-Mail hinterlassen die Pakete eine Spur auf ihrem Weg zum Ziel. Auch können
die Informationen am Ziel, zum Beispiel einem Webserver, ausgewertet und auch ge-
speichert werden. In der Antwort des Servers können Cookies oder JavaScript enthal-
ten sein, die eine bessere Verfolgung des Besuchers ermöglichen. Im Vortrag werden
Möglichkeiten zum Schutz vor Datenkraken oder repressiven Regierungen mit Hilfe
von Anonymisierungsdiensten und Browser-Plug-Ins aufgezeigt.
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3.13 Die Helfer der Kommandozeile
Axel Beckert, ETH Zürich / Symlink
abe+clt2010@deuxchevaux.org
Der Vortrag ist ein Kommandozeilen-Crashkurs für Einsteiger. Zuerst werden für viele
Programme gültige Grundlagen wie typische Optionen erklärt und gezeigt, wie man
Hilfe bekommt und die Dokumentation findet. Danach werden anhand von Beispielen
wichtige Standard-Programme vorgestellt, die man für häufig anfallende Arbeiten wie
Kopieren, Verschieben, Umbenennen und Suchen braucht.
WWW-Seite zum Vortrag: http://noone.org/talks/commandline-helpers/
3.14 Die Maemo-Plattform – Nokias Zukunft?
Ingo Ebel, Hochschule der Medien Stuttgart / RadioTux
http://www.mi.hdm-stuttgart.de/
Viele Hersteller haben in den letzten Jahren neue Plattformen für Smartphones entwi-
ckelt oder sind einem Herstellerkonsortium beigetreten. Viele dieser Plattformen basie-
ren dabei auf Linux. Die von Nokia gegründete Open-Source-Mobileplattform Maemo
existiert seit 2005. Dieser Vortrag geht auf die Entwicklung der Maemo-Plattform und
der dahinterstehenden Community ein und gibt einen Vergleich mit anderen Mobile-
plattformen. Am Beispiel des N900 werden der aktuelle Funktionsumfang sowie die
Erweiterungs- und Softwareentwicklungsmöglichkeiten gezeigt und eine Prognose für
die zukünftige Entwicklung und Verbreitung gewagt.
WWW-Seite zum Vortrag: http://maemo.org
3.15 Die Pflicht zur revisionssicheren E-Mail-Archivierung
Peer Heinlein, Heinlein Prof. Linux Support GmbH
p.heinlein@heinlein-support.de, http://www.heinlein-support.de
Geöffnet, gelesen, gelöscht: Täglich landen geschäftliche E-Mails auf nimmer Wieder-
sehen im Müll. Während herkömmliche Briefe von der Poststelle mit Eingangsstem-
pel und Ablage pedantisch umsorgt werden, macht mit E-Mails jeder, was er will.
Doch Vorsicht: Die Narrenfreiheit für Geschäftspost per E-Mail ist endgültig vorbei.
§147 Abgabenordnung und die §§ 238, 239 und 257 Handelsgesetzbuch lassen keinen
Spielraum. E-Mails müssen bis zu zehn Jahre lang archiviert werden – revisionssicher,
elektronisch und auswertbar. Wer die Augen verschließt, spielt mit dem Finanzamt
Russisch Roulette.
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3.16 Disaster Recovery und P2V-Migrationen mit ReaR
Peer Heinlein, Heinlein Prof. Linux Support GmbH
p.heinlein@heinlein-support.de, http://www.heinlein-support.de
Es ist nur in bash programmiert – aber ReaR («Relax and Recover») hält, was der
Name verspricht: Auf Knopfdruck recovert ReaR einen einmal gesicherten Original-
server vollautomatisch. Auch schwierige Konfigurationen wie Software-RAID, LVM,
Netzwerkbondings und andere Konstellationen erledigt ReaR im Handumdrehen. Am
Ende bootet der restaurierte Server, als ob nichts gewesen wäre. Die neuesten Versio-
nen von ReaR können das Recovery auch bei geänderter Hardware durchführen. Da-
mit kann ReaR auch als universelles Migrationstool genutzt werden, um physikalische
Server zu virtualisieren (P2V).
WWW-Seite zum Vortrag: http://rear.sourceforge.net
3.17 DNS mit Bind9
Wolfgang Dautermann, FH Joanneum
http://www.fh-joanneum.at/fzt/
Linux ist ein erfolgreiches Serversystem. Viele betreiben einen eigenen Server als Web-
server, Datenbankserver, FTP-Server oder DHCP-Server für das eigene Netz. Doch der
eigene DNS-Server ist sehr selten – obwohl die Benutzung des Internets ohne DNS
eher umständlich wäre. Ein ISC-Bind9-Nameserver ist rasch eingerichtet, und auch
die Namensauflösung klappt schnell. Aber was ist damit sonst noch möglich? In die-
sem Vortrag werden erweiterte Features des Domain Name Systems und des Bind9-
Nameservers erklärt.
WWW-Seite zum Vortrag: https://www.isc.org/software/bind/
3.18 Dovecot: Warum man keinen anderen IMAP-Server haben
will
Peer Heinlein, Heinlein Prof. Linux Support GmbH
p.heinlein@heinlein-support.de, http://www.heinlein-support.de
Dovecot war der Shooting-Star der IMAP-Server in den letzten Jahren. Zu Recht – denn
was Timo Sirrainen auf die Beine gestellt hat, macht dem Admin einfach Spaß und
funktioniert. Dovecot ist den Kinderschuhen entwachsen und hat andere IMAP-Server
hinter sich gelassen: hohe Performance und Stabilität, einfache Konfiguration, schöne
Dokumentation und eine endlich mal sauber funktionierende SASL-Implementierung
– und am Ende sogar mit dbox der Entwurf eines eigenen offenen Speicherformats für
E-Mails, um alle Vor- und Nachteile bestehender Formate auszugleichen.
WWW-Seite zum Vortrag: http://www.dovecot.org
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3.19 DSLinux – «Linux spielen»
Uwe Berger, Brandenburger Linux User Group Brandenburg (Havel)
bergeruw@gmx.net, http://www.bralug.de
DSLinux ist eine Minidistribution für die Pocketspielkonsole Nintendo DS (NDS). Ne-
ben dem eigentlichen Linux-Kernel und den üblichen Kommandozeilentools beinhal-
tet DSLinux diverse Services und sogar eine X-ähnliche grafische Oberfläche mit eini-
gen dazugehörigen Anwendungen. Über das in der NDS standardmäßig vorhandene
WLAN-Modul kann das Gerät auch in ein Netzwerk integriert werden. Der Vortrag
gibt einen Überblick über die NDS-Hardware, erläutert die Installation sowie Konfi-
guration von DSLinux und beschreibt die Vorgehensweise zur Entwicklung eigener
Anwendungen für diese Plattform.
WWW-Seite zum Vortrag: http://dslinux.org
3.20 E-Mail-Verschlüsselung mit GPG
Birgit Hüsken, Hochschule Niederrhein, Abt. KIS – IT Service Management
birgit.huesken@hs-niederrhein.de, http://www.hs-niederrhein.de
«E-Mails soll man verschlüsseln», hört man als Anwender immer wieder; dass es so
etwas wie GnuPG gibt, auch – aber wie geht das Ganze? Von der Key-Erzeugung über
Fragen zum Web of Trust bis hin zur praktischen Anwendung möchte ich dies in mei-
nem Vortrag demonstrieren.
3.21 Einführung in CouchDB
Peter Dickten, dcs-fürth
mail@dcs-fuerth.de, http://www.dcs-fuerth.de
CouchDB ist eine neuartige, dokumentenorientierte Datenbank, die für den Einsatz in
Webanwendungen ideal ist. CouchDB unterscheidet sich grundsätzlich von herkömm-
lichen Datenbanken, verwendet kein SQL und bietet ausgezeichnete Möglichkeiten
zur Replikation und Konfliktbehebung. Im Rahmen des Vortrags wird CouchDB in-
klusive Livevorführung vorgestellt und beschrieben, warum dieser neue Ansatz ge-
rade für webbasierte Startups und Unternehmen mit komplexem Datenbestand eine
ausgezeichnete Alternative zu herkömmlichen Datenbanksystemen bietet.
WWW-Seite zum Vortrag: http://couchdb.apache.org/
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3.22 Einführung in das Linux Memory Management
Johannes Weiner, emlix GmbH
hannes@cmpxchg.org, http://emlix.com/
Der Vortrag gibt eine Einführung in die zentralen Datenstrukturen und die Implemen-
tierung von virtuellem Speicher im Linux-Kernel. Es wird erläutert, wie der Adress-
raum aufgebaut ist, virtueller und physischer Speicher effizient allokiert und wieder
freigegeben wird. Der Vortrag soll das Interesse an diesem wunderschönen Subsys-
tem des Kernels wecken und zur tieferen Auseinandersetzung mit dem Code selbst
animieren.
3.23 Einführung in die Virtualisierung mit KVM, QEMU und
libvirt
Sebastian Andres
sebastian@sebastianandres.de
Dieser Vortrag beleuchtet die Grundlagen der Virtualisierung mittels der Virtualisie-
rungslösungen KVM, QEMU, XEN und libvirt. Es werden die Unterschiede, Vor- und
Nachteile erklärt. Auf Virtualisierungslösungen mit VMWare, virtualbox und andere
für den Desktop gedachte Lösungen wird nicht eingegangen.
3.24 Einführung in Real-Time-Linux (Preempt-RT)
Stefan Assmann, Redhat
http://www.redhat.com/
Preempt-RT ist ein Unterfangen, dem Linux-Kernel Echtzeitfähigkeit beizubringen.
Doch was bedeutet das überhaupt? Welche Unterschiede gibt es gegenüber dem nor-
malen Linux-Kernel? Wie erhält ein Programm Real-Time Fähigkeiten und welche
Tools helfen bei der Entwicklung? Diese und weitere Fragen sollen im folgenden Vor-
trag einen Einblick in die Welt von Real-Time-Linux bieten.
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3.25 Einführung IPv6
Jens Link
jenslink@quux.de
Was bis jetzt in Augen vieler nur ein reines Spielzeug für Geeks war, fängt langsam
an, auch auf den Massenmarkt vorzudringen, teilweise ohne dass man es merkt. Es
wird also langsam Zeit, sich eingehender mit dem Thema zu beschäftigen. Der Vortrag
gibt eine Einführung in IPv6 und beschreibt die Anpassung der Dienste unter Linux.
Es wird auf die Netzwerkplanung, Adressvergabe, Sicherheit und die verwendeten
Routingprotokolle eingegangen. Neben Empfehlungen für die Migration werden auch
Hinweise für den Einsatz von IPv6 auf dem privaten PC gegeben.
3.26 Embedded Systeme – rechtliche Aspekte
Christian Klostermann, Rechtsanwaltskanzlei Dr. Klostermann
kanzlei@drklostermann.de, www.drklostermann.de
In unglaublich vielen Geräten arbeitet Linux als «Embedded System». Der Traum und
das Wort von Linus Torvald der «World Domination» liegt für Linux hier vielleicht
näher als auf dem Desktop. Aber wo liegen die rechtlichen Probleme? Wie schützt
man Software auf Embedded Systems, wie setzt man die GPL durch? Und was ist mit
Patentschutz? Und wie verwirklicht man bei Einsatz von GNU-Software die Forde-
rung der GPL, dass der Lizenztext mitgeliefert wird? Rechtsanwalt Dr. Klostermann,
Fachanwalt für IT-Recht, führt in die Rechtsprobleme von Embedded Systems und
Freier Software ein.
3.27 Evolution eines Open-Source-Managers für virtualisierte
Cluster
Alexander Schreiber, Google Switzerland GmbH
als@google.com, http://www.google.ch/
Der Vortrag beschäftigt sich mit der Entwicklung von Ganeti, einem Open-Source-
Manager für virtualisierte Cluster. Durch den Einsatz von Virtualisierung und Online-
Replikation verbindet Ganeti Hochverfügbarkeit mit effizienter Ressourcennutzung.
Im Rahmen des Vortrags wird die Entwicklung des Projekts von den ersten, sehr ein-
fachen Anfängen bis zum aktuellen Stand eines leistungsfähigen und flexiblen Clus-
termanagementsystems begleitet. Dabei wird die Entwicklung sowohl aus Sicht der
Softwareentwicklung als auch aus Sicht der Betriebsführung begleitet.
WWW-Seite zum Vortrag: http://code.google.com/p/ganeti/
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3.28 Firefox als Werkzeug zur Webentwicklung
Frank Richter, TU Chemnitz
frank.richter@hrz.tu-chemnitz.de, http://www.tu-chemnitz.de
Der Vortrag stellt nützliche Firefox-AddOns vor, ohne die man als Webentwickler ei-
gentlich gar nicht mehr auskommt, egal ob man ein paar Webseiten schreibt oder Web-
Anwendungen programmiert. Der Vortragende richtet sich an Einsteiger und hofft auf
rege Diskussion.
3.29 Frauen, Gleichberechtigung und Freie Software
Lena Simon, FSFE
lsimon@fsfe.org
Frauen haben viel für ihre Rechte gekämpft. Gerade in Bezug auf die Verteilung von
Macht möchten sie nicht länger unsichtbar sein. Umso verwunderlicher ist es, dass
sie sich oft aus der Informationstechnik raus halten. Wer Software gestalten oder zu-
mindest bedienen kann, ist klar im Vorteil. Software wird zum Machtwerkzeug, und
die meisten Frauen verzichten freiwillig darauf, es bedienen und verstehen zu können.
Warum verzichten Frauen auf diese Form gesellschaftlicher Mitbestimmung? Was sind
die Folgen? Was können Frauen und Männer tun, um mehr Frauen einzuladen? Wie
kann Freie Software hilfreich sein?
3.30 FreeBSD und Virtualbox
Marius Nünnerich, FreeBSD
www.FreeBSD.org
Virtualbox von innotek, einer Tochter von Sun, ist eine der am schnellsten weiterent-
wickelten Virtualisierungslösungen speziell für den Desktop. Vorgestellt wird Instal-
lation, Konfiguration und Einsatz von Virtualbox mit FreeBSD in einer Live-Demo mit
einem Showcase, der den Besuchern auch am FreeBSD-Stand zur Verfügung steht. Vir-
tualbox ist auch für Einsteiger sehr gut geeignet, um Windows-Applikationen auf ei-
nem FreeBSD-Rechner laufen zu lassen.
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3.31 Freie Software strategisch lizenzieren
Karsten Gerloff, Free Software Foundation Europe
gerloff@fsfeurope.org, http://fsfe.org
Die Wahl der Lizenz ist eine wichtige Frage für Unternehmen und Gruppen, die Freie
Software entwickeln. Dieser Vortrag der Freedom Task Force der Free Software Foun-
dation Europe bietet Unternehmern und Entwicklern einen Einstieg in die strategi-
schen Aspekte der Lizenzierung. Er befasst sich mit vier verbreiteten Freie Software-
Lizenzen (BSD-artige, GPL, LGPL, Apache) und diskutiert die Auswirkungen, die jede
von ihnen auf Software-Projekte hat. Der Vortrag befasst sich auch mit den Vor- und
Nachteilen der Übertragung von Nutzungsrechten (copyright assignment).
3.32 Freie Software in Cloud- und Servicewelten
Elmar Geese
Wir gehen der Frage nach, was Cloud Computing und Serviceorientierung für Freie
Software und umgekehrt bedeutet. Dabei finden Amazons und Googles Plattformen
genauso Berücksichtigung wie die AGPL-Lizenz, ihre Marktakzeptanz und ihre An-
wendung.
3.33 Freie Software in der Wolke
Peter Eisentraut, F-Secure
peter@eisentraut.org, http://www.f-secure.com/
Cloud Computing macht die Runde. Google, Amazon und Konsorten verschieben das
Kampfgebiet der Freie-Software-Bewegung in das Internet. Wie lassen sich die gewon-
nenen Freiheiten genießen, wenn Anwendungen und Daten auf fernen Servern liegen?
Was ist die Zukunft von Linux-Distributionen, wenn niemand mehr lokal Software in-
stalliert?
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3.34 Geodateninfrastrukturen (GDI) mit OpenSolaris
Andreas Luka
andreas@luka-online.de
OpenSolaris bietet hervorragende Voraussetzungen als Serversystem für Geodatenin-
frastrukturen, wo zuverlässige, skalierbare und offene Lösungen gefragt sind. Vor-
gestellt wird ein vollständiger, schlanker und modular aufgebauter Geo-Stack, der
mittels Image Packaging System (IPS) einfach zu installieren ist. An Beispielen wird
die Einbindung in eine Software/Web-Entwicklungsumgebung und die Kopplung mit
weiterer Software wie dem OpenModeler demonstriert.
WWW-Seite zum Vortrag: http://www.luka-online.de
3.35 Git is MacGyver – Kernelsourcen mit Git verwalten
Robert Richter
Pro Kernelversion mehr als 10.000 Patches, 1.000 Entwickler, 10.000 geänderte Dateien,
1.000.000 neue und 500.000 gelöschte Zeilen, . . . Wer hat den Code geändert, wann und
warum? Für den Umgang mit Kernelsourcen ist Git unerlässlich. Der reichhaltige Be-
fehlssatz bietet dabei ungeahnte Möglichkeiten. Git ist somit nicht nur für Entwickler
interessant, sondern auch für Administratoren und erfahrene Benutzer. Der Vortrag er-
klärt das Grundkonzept von Git, dessen Verwendung zur Verwaltung der Kernelsour-
cen und wie man Git bei der Entwicklung von eigenem Kernelcode einsetzen kann.
3.36 Hashfunktionen – soviel Mathematik wie nötig, sowenig wie
möglich
Wolfgang Dautermann, FH Joanneum
http://www.fh-joanneum.at/fzt/
Hashfunktionen sind häufig auf verschiedenen IT-Nachrichtenwebseiten zu finden –
meist dann, wenn ein Verfahren «geknackt» wurde. . . Der Vortrag gibt einen Überblick
über verschiedene Hashverfahren und ihre Anwendungsbereiche und geht auf Sicher-
heitsaspekte beim Design von Hashfunktionen ein. Es wird weiter erläutert, was man
unter dem «Knacken» eines Hashverfahrens versteht und welche Konsequenzen sich
daraus ergeben.
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3.37 Hochverfügbarkeit mit Linux: Wer, wie, was, warum, wozu,
weshalb?
Martin Gerhard Loschwitz, LINBIT Information Technologies GmbH
martin.loschwitz@linbit.com, http://www.linbit.com/
Für junge Unternehmen bedeutet der Ausfall der eigenen Online-Dienste Stress und
finanziellen Verlust. Zwar lassen sich Hardware-, Netz- und Stromausfälle nicht pla-
nen, mit einem ordentlichen HA-Konzept sind Sie allerdings vor den Auswirkungen
solcher Missgeschicke gefeit. In diesem Vortrag erfahren Sie, welche Komponenten in
der Linux-Welt grundsätzlich zum Einsatz kommen und wie man ein System baut, das
fast allen Problemen trotzt.
3.38 Hol dir deine IVO-Akte! Gegen ausufernde polizeiliche
Registrierung!
Kerstin Harzendorf
Kerstin.Harzendorf@slt.sachsen.de, http://www.akdatenbanken.de
Warum erfasst die sächsische Polizei über Jahre Anmelder von Demonstrationen? Wa-
rum notiert sie den Inhalt von Transparenten? Über 7 Millionen Personendatensätze
sind derzeit im Datenverarbeitungssystem IVO der Sächsischen Polizei gespeichert.
Der parteiübergreifende «Arbeitskreis Datenbanken» wendet sich gegen die ausufern-
de polizeiliche Erfassung und ruft mit der Kampagne «Hol dir deine IVO-Akte!» alle
Bürgerinnen und Bürger auf, Auskunft über die zu ihrer/seiner Person gespeicherten
Daten zu verlangen.
3.39 Homebanking sicher gestalten
Rainer Stütz, matrica.de
info@matrica.de
Worin besteht der Nutzen und der Vorteil beim Homebanking? Welche Funktionen
stellt Homebanking zur Verfügung? Welche Gefahren lauern beim Homebanking, und
wie nutze ich es sicher? Welche Techniken/Sicherheitssysteme gibt es derzeit am Markt
(HBCI, FinTS, iTAN, mTAN, SmartTAN, optisches TAN-Verfahren) und wie funktio-
nieren diese? Welches Zubehör gibt es und welche Betriebssysteme werden unter-
stützt?
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3.40 Instrumentation with perf events and ftrace
Frederic Weisbecker
fweisbec@gmail.com
This talk will detail some internals and the scopes of instrumentations provided by
both kernel subsystems and how they communicate and work together. Various ex-
amples of workflows will be presented, with practical usecases. Also a further part
will concern some future projects in this area and try to enlight what can be improved
in the existing facilities.
3.41 IT-Service-Management – für Open Source (k)ein Thema!?
Rico Barth, c.a.p.e. IT GmbH
info@cape-it.de, http://www.cape-it.de
Proprietäre Softwarehersteller sprechen nicht von Administration oder Monitoring.
Dort ist von IT-Service-Management und ganzheitlichen Prozessen die Rede. Mit we-
nigen Ausnahmen scheint dieses Thema bei Open Source noch nicht angekommen zu
sein. Der Vortrag beleuchtet den Stand der Entwicklungen von Open-Source-Produkten
im Bereich IT-Betrieb bzw. IT-Service-Management und beschäftigt sich mit den Fra-
gen: Wächst am Boden nur Gestrüpp, oder gibt es einen Weg zu einer Open-Source-
ITSM-Suite? Überwinden spezielle Administrationstools die Grenzen ihres Lösungs-
fokus und verfolgen integrative Ansätze?
WWW-Seite zum Vortrag: http://demo-otrs.cape-it.de/
3.42 Kartenlesegeräte der elektronischen Gesundheitskarte
Claudia Neumann, APW-Wiegand GmbH
neumann@apw-wiegand.de, http://www.apw-wiegand.de
Als Ärztin und Programmiererin für ein Arztpraxis-Programm bin ich wahrscheinlich
die Einzige, die sämtliche neuen Kartenlesegeräte der elektronischen Gesundheitskar-
te in der Praxis testweise eingesetzt hat. Ich berichte über die Einbindung der Geräte
unter Linux und anderen Betriebssystemen, unter anderem auch mit einem selbstge-
schriebenen Treiber für Geräte, die keinen Linux-Treiber zur Verfügung stellen. Da-
rüber hinaus möchte ich Empfehlungen geben, welche Geräte in der Praxis problem-
los einsetzbar sind. Sämtliche mir zur Verfügung stehenden Geräte können angesehen
und getestet werden.
WWW-Seite zum Vortrag: http://www.aerzteblatt.de/v4/plus/down.asp?typ=PDF&id=4429
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3.43 Kompetenzinitiative Usability – ergonomischer
Kundenservice
Rico Barth, c.a.p.e. IT GmbH
info@cape-it.de, http://www.cape-it.de
Ein Team der TU Chemnitz führte im Rahmen der «Kompetenzinitiative Usability»
(KiU) gemeinsam mit der c.a.p.e. IT GmbH ein Projekt zur Usability-Verbesserung
der Open-Source-Software OTRS::CiCS durch – einem Kundenservice-Modul basie-
rend auf dem bekannten OTRS. Im Vortrag wird das KiU-Projekt anhand der Planung,
des Vorgehens sowie der Aufbereitung der Ergebnisse erläutert. Ein Schwerpunkt liegt
auf der Blickverfolgungsmessung, die wichtige Erkenntnisse zur Optimierung liefer-
ten.
WWW-Seite zum Vortrag: http://demo-otrs.cape-it.de/
3.44 KVM auf PowerPC
Alexander Graf
alex@csgraf.de
Virtualisierung wirkt kompliziert. Auf x86 musste extra eine Prozessor-Erweiterung
erfunden werden, um sie alltagstauglich zu machen. Doch wie sieht die Welt auf ande-
ren Plattformen aus? Haben andere Architekturen dasselbe Problem? Haben sie even-
tuell bereits Erweiterungen, um Virtualisierung zu unterstützen? Sind diese zwingend
notwendig? Ist Virtualisierung am Ende doch ganz einfach? Dieser Vortrag gibt eine
technische Einführung in die Funktionsweise von Virtualisierung auf nicht-Embedded
PowerPC-Prozessoren am Beispiel von KVM.
WWW-Seite zum Vortrag: http://powerkvm.org/
3.45 LATEX – Das Multitalent
Jens Kubieziel
jens@kubieziel.de
LATEX hat seit vielen Jahren eine eingeschworene Fan-Gemeinde. Die Software wird
geschätzt, da sich mit einfachen Mitteln professionell ausschauende Dokumente her-
stellen lassen. Dennoch scheuen viele neue Nutzer den ersten Schritt. Im Vortrag stelle
ich kurz dar, wie eine LATEX-Datei grundlegend aufgebaut ist und wie schnell einfache
Dokumente erstellt werden können. Weiterhin zeige ich anhand einiger Beispiele die
Vielzahl der Möglichkeiten dieses Textsatzsystems.
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3.46 Live und in Farbe – Wie funktioniert Live Migration?
André Przywara, AMD Dresden
http://www.amd64.org
Die Fähigkeit, eine virtuelle Maschine zur Laufzeit von einem Rechner auf einen an-
deren zu verschieben, ist ein wichtiges Feature für Virtualisierungslösungen. Der Vor-
trag beleuchtet die technischen Grundlagen und Voraussetzungen für das Verschieben
eines laufenden Systems. Am Beispiel von KVM und Xen werden Details beleuchtet
sowie praktische Hinweise gegeben. Als Sonderfall wird auf die Migration zwischen
verschiedenen CPUs eingegangen.
3.47 LXDE: Fortschritte beim leichten X11-Desktop
Christoph Wickert, Fedora Project
http://fedoraproject.org/
LXDE ist die Abkürzung für «Lightweight X11 Desktop Environment». Hinter diesem
Namen verbirgt sich ein junges Projekt, das sich zum Ziel gesetzt hat, einen komfortab-
len, leicht benutzbaren und dennoch schlanken Desktop zu entwickeln. Dabei gab es
in letzter Zeit große Fortschritte für die weltweite LXDE-Community: mehr Benutzer,
neue Entwickler, viele neue Funktionen und sogar neue Programme, von denen im
letzten Jahr noch niemand gesprochen hat. Gleichzeitig gibt es auch neue Herausfor-
derungen, vor denen das Projekt heute steht.
WWW-Seite zum Vortrag: http://lxde.org
3.48 Mehrwertfunktionen in OpenOffice.org
Lothar K. Becker, .riess applications gmbh
lothar.becker@riess.de, http://www.riess.de
Seit der Version 3 von OpenOffice.org kann die Open-Source-Suite als Business-tauglich
eingestuft werden. Was heißt Business-tauglich? Welche Business-relevanten Funktio-
nen in OOo sind es, die den Einsatz für Wirtschaft und Verwaltung lohnenswert er-
scheinen lassen? Wo sind noch Lücken gegenüber dem Einsatz von Microsoft-Pro-
dukten und wie werden diese gefüllt? Im Vortrag sollen Funktionen von OOo vorge-
führt werden, mit der für Wirtschaft und Verwaltung Mehrwert generiert wird. Weite-
re Themen sind wichtige Extensions sowie Schnittstellen und Integration mit anderer
Desktop-Software.
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3.49 Music Player Daemon
Matthias Seßler
Music Player Daemon ist ein Daemon für Unixsysteme, der auf eine Musikbibliothek
zugreifen und aus dieser Musik abspielen kann. Daneben kann er mehrere Playlists
verwalten, die auch über Clients erstellt und bearbeitet werden können. Clients gibt
es für fast jedes Betriebssystem und für diverse mobile Geräte. So eignet sich der Mu-
sic Player Daemon ideal für eine zentrale Jukebox, die sich remote bedienen lässt. Der
Vortrag geht genauer darauf ein, was der Music Player Daemon kann und gibt Anre-
gungen, wie man ihn im eigenen Netzwerk einsetzen kann.
3.50 Musik für unterwegs
Thomas Winde, Thomas Winde Ausflugsfahrten
ausflug@web.de, http://www.ausflug-web.de
Viele besitzen einen MP3-Player, aber wie kommen die Musiktitel von der CD effek-
tiv in die entsprechenden Audio-Dateien? In dem Einsteigervortrag möchte ich einige
Wege aufzeigen, wie CDs ausgelesen und in die entsprechenden Datei-Formate umge-
wandelt werden können und wie man ein Musikarchiv aufbaut.
WWW-Seite zum Vortrag: www.ausflug-web.de
3.51 MySQL backups – best practices
Piotr Biel, Percona Inc
Piotr.Biel@gmail.com, http://www.percona.com
Do you really trust your backups? Are you sure you can use those if needed? Are your
backups consistent?
This talk will cover all topics related to backing up MySQL databases, present the most
popular techniques with comments about pros and cons of each discussed solution,
and introduce to mysqldump, LVM/ZFS/UFS snapshots, innodb hot backup and Per-
cona xtrabackup tool.
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3.52 Nesting the Virtualized World
Alexander Graf
alex@csgraf.de
In a virtual environment you can not run every hypervisor again. This is reasonable for
most use cases of KVM, but it can come in handy to have virtualization support within
your virtual machine. So we implemented nested SVM which exposes virtualization
capabilities into the virtual machine and allows you to run any hypervisor within your
virtual KVM machine. This talk will give you an overview on how this is achieved
(technically), what limitations there are and how fast we can get.
3.53 Neues in PostgreSQL 8.5
Andreas Scherbaum, PostgreSQL Usergruppe Deutschland
info@pgug.de, http://www.postgresql.org/
PostgreSQL 8.5 ist noch nicht veröffentlicht, allerdings sind bereits einige sehr inte-
ressante Features bekannt, die in der kommenden Version enthalten sein werden und
in diesem Vortrag vorgestellt werden sollen.
3.54 Open-Source-Konzepte beim Physik-Experiment «IceCube»
am Südpol
Martin Wolf, Max-Planck-Institut für Kernphysik Heidelberg
martin.wolf@mpi-hd.mpg.de, http://www.mpi-hd.mpg.de
IceCube ist ein 1-Kubikkilometer großes Neutrino-Teleskop am Südpol, mit dem u.a.
nach Neutrino-Quellen im Universum gesucht wird. Mit den ca. 300 Wissenschaft-
lern, die die Datenerfassung- und Auswertungssoftware des Teleskops selbst entwi-
ckeln, stellt die Kollaboration eine «Quasi-Open-Source-Community» dar. Der Vortrag
gibt zunächst einen Überblick über die physikalische Funktionsweise des Teleskops.
Anschließend wird das entwickelte Software-Framework «IceTray» besprochen, bevor
schließlich allgemeine Open-Source-Konzepte diskutiert werden, die in der Kollabora-
tion ihre Anwendung finden.
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3.55 OpenOffice.org:Calc ist keine Datenbank – oder doch?
Stefan Weigel, OpenOffice.org
http://de.openoffice.org
Entgegen ihrer ursprünglichen Zweckbestimmung werden Tabellenkalkulationspro-
gramme von vielen Anwendern vorwiegend zur Speicherung von Daten in Listen be-
nutzt. Wird die Tabellenkalkulation «missbraucht» als Datenbank? Welches sind die
Vorteile und Grenzen? Der Vortrag zeigt zahlreiche Tipps und demonstriert die sehr
einfachen und doch leistungsfähigen Funktionen von OpenOffice.org:Calc für die Ver-
waltung und Auswertung von Listen. Diese sind auch für Anfänger nutzbar und doch
vielen Profis nicht bekannt.
3.56 openPOWERLINK – Open Source Industrial Ethernet
Daniel Krüger, SYS TEC electronic GmbH
info@systec-electronic.com, http://www.systec-electronic.com
openPOWERLINK ist ein kommerziell entwickelter Protokollstack, der den Feldbus-
standard «Ethernet POWERLINK» implementiert. «Ethernet POWERLINK» ist ein
Kommunikationssystem zur Echtzeit-Datenübertragung über Ethernet z.B. in der Au-
tomatisierungs- oder Messtechnik. openPOWERLINK ist unter BSD-Lizenz verfügbar
und unterstützt sowohl Master- als auch Slave-Knoten. Der Vortrag gibt einen Einblick
in das POWERLINK-Protokoll. Darüberhinaus wird die Anwendung des Stacks unter
Linux und im FPGA mit einem kleinen POWERLINK-Netzwerk demonstriert.
WWW-Seite zum Vortrag: http://openpowerlink.sourceforge.net
3.57 OpenVPN – Open-Source-VPN-Lösung im
Unternehmenseinsatz
Felix Kronlage, bytemine GmbH
info@bytemine.net, http://www.bytemine.net
Der Vortrag gibt einen kurzen Überblick über die Software OpenVPN. Schwerpunkt
sind jedoch Installationen und Lösungen mit OpenVPN abseits von reinen Standard-
Szenarien. Anbindung an Verzeichnisdienste sowie redundante Installation werden
ebenso angeschaut wie die Abgrenzung zu anderen VPN-Technologien wie IPSec. Ab-
schließend soll ein Überblick über die aktuelle OpenVPN-Community im internatio-
nalen als auch im deutschsprachigen Raum gegeben werden.
WWW-Seite zum Vortrag: http://www.openvpn.net/
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3.58 OTRS Use Cases – mehr als nur ein Ticketsystem
Martin Edenhofer, OTRS.org Project
me@otrs.org, http://otrs.org/
In diesem Vortrag wird gezeigt, was das Open-Source-Projekt OTRS ist, wie und wo
es eingesetzt werden kann und wie andere, kleine, aber auch große Installationen wie
NASA, Wikipedia, das Auswärtige Amt und ubuntu Deutschland es einsetzen. Weiter-
hin wird ein Einblick in die weitere Entwicklung/Roadmap gegeben und ein Prototyp
des neuen OTRS Version 3.0 mit neuer GUI vorgestellt.
WWW-Seite zum Vortrag: http://otrs.org/
3.59 Patch Applied! – Arbeiten mit der Linux-Kernel-Community
Jörg Rödel, AMD – OSRC
http://www.amd64.org/
Der Vortrag ist an alle gerichtet, die sich an der Entwicklung des Linux-Kernels be-
teiligen wollen oder existierenden Code in den offiziellen Kernel einbringen möchten.
Viele Entwickler scheuen den Kontakt mit der Community oder sehen schlicht kei-
nen Vorteil darin, wenn der Code in den offiziellen Quellen enthalten ist. In diesem
Vortrag wird erklärt, warum es sinnvoll ist, seinen Code im offiziellen Linux-Kernel
aufnehmen zu lassen und wie man dieses Ziel erreicht. Dazu wird auch auf den Ent-
wicklungsprozess eingegangen.
3.60 Plone – das professionelle Open-Source-CMS
Maik Derstappen, Inqbus Hosting
maik.derstappen@inqbus.de, http://www.inqbus-hosting.de
Plone ist ein leistungsfähiges und flexibles Content-Management-System für den pro-
fessionellen Einsatz. Es basiert auf Zope, einem sicheren und ausgereiften Web-Frame-
work, sowie auf Python, einer schlanken, objektorientierten Programmiersprache. Ins-
besondere das ausgefeilte und sichere Zugangsmanagement für Benutzer und Grup-
pen sowie die Workflow-gesteuerte, kollaborative Verwaltung der Inhalte heben Plone
aus der Vielzahl anderer CMS heraus. Der Vortrag zeigt anhand der neuen Plone-4-
Version, wie einfach und dennoch leistungsfähig Content Management sein kann.
WWW-Seite zum Vortrag: http://www.plone.org/
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3.61 Poltergeister: Im Labyrinth der Linux-Sounddämonen
Hartmut Noack
zettberlin@linuxuse.de
Pulseaudio, Alsa, Gstreamer, Phonon, Xine – was sorgt denn nun eigentlich bei mir
dafür, dass Videos, Musikdateien und VOIP etwas Hörbares ausgeben? Und wer ist
dieser geheimnisvolle Jack, auf dem die Musikmacher immer so herumreiten und für
den ich sogar meinen ganzen Kernel austauschen soll? Der Vortrag bringt Licht in die
wilde Welt der Linux-Sounddämonen und -Backends. Er zeigt, wo man was einstellt
und was in einer modernen Distribution von selbst funktioniert. Für diejenigen, die
mehr wollen, geht der Vortrag auch auf den Soundserver Jack ein.
3.62 Programmieren war gestern: Heute ist GeneSEZ
Gerrit Beine, SQQD GmbH
gerrit.beine@sqqd.de, http://www.sqqd.de
GeneSEZ ist ein Open-Source-Framework für Modellgetriebene Softwareentwicklung.
Die Entwickler sind mit dem Anspruch «MDSD in 10 Minuten» angetreten. Vorgestellt
werden die Idee hinter GeneSEZ, die unterstützten Plattformen (Java, JEE, .NET, PHP,
C++) und die Möglichkeiten, GeneSEZ für die Verhaltensgenerierung und Software-
tests zu nutzen. Im Vortrag ist auch eine Demo eingeplant.
WWW-Seite zum Vortrag: http://www.genesez.de/
3.63 ReactOS – zu Windows binärkompatibles
Open-Source-Betriebssystem
Matthias Kupfer, ReactOS Deutschland e.V.
mkupfer@reactos.org
Aleksey Bragin
ReactOS® ist ein modernes Open-Source-Betriebssystem, welches auf dem Design von
Windows® XP/2003 basiert. Sein Ziel ist es, die Binärkompatibilität zur NT-Architektur
von der Hardwareebene bis zur Anwendungsebene herzustellen. Damit ermöglicht es,
Windows-Anwendungen und -Treiber weiterhin zu verwenden. Der Vortrag gibt einen
Überblick über das System und den aktuellen Stand des Projektes. Parallel dazu wird
ein aktuelles System kompiliert und im Anschluss vorgeführt.
WWW-Seite zum Vortrag: http://www.reactos.org
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3.64 Rechnungslegung mit SQL-Ledger
Christian Schuhart, Freier Programmierer
info@ossps.de, http://www.ossps.de
SQL-Ledger ist eine Open-Source-Buchhaltungssoftware. Der Vortrag bietet einen Ein-
blick in die Arbeit mit SQL-Ledger an einem Beispiel von der Installation bis zur Rech-
nungslegung.
WWW-Seite zum Vortrag: http://www.ossps.de
3.65 Robustere Python-Programme
Stefan Schwarzer, SSchwarzer.com
sschwarzer@sschwarzer.com, http://sschwarzer.com
Python ist eine recht leicht zu erlernende Skriptsprache, mit der man schnell zu Ergeb-
nissen kommt. Der leichte Einstieg in Python hat aber auch zur Folge, dass vor allem
Python-Einsteiger und -Gelegenheitsprogrammierer fehleranfälligen oder umständli-
chen Code schreiben. Der Vortrag zeigt typische Fallen und wie man sie vermeidet.
WWW-Seite zum Vortrag: http://www.python.org
3.66 Seminarix – Linux in die Lehrerausbildung?
Wolf-Dieter Zimmermann, Studienseminar Neuss
www.studienseminar-neuss.de
Mit Seminarix, basierend auf Sidux, gibt es nun endlich eine informative und informie-
rende Zusammenstellung von Freier Software für Lehrerausbildung und Schule unter
einer nutzerfreundlichen Oberfläche. Dazu kommen eine Reihe von Projekten unter
der CCL, die dazu beitragen könnten, Umstiegswillige zum Experiment «Linux in der
Ausbildung» einzuladen.
WWW-Seite zum Vortrag: http://www.seminarix.org
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3.67 Sichere Daten – Verschlüsseln von Festplatten und
Partitionen mittels Cryptsetup
Sebastian Andres
sebastian@sebastianandres.de
«Ich habe nichts zu verbergen»: Dem kann sicher nicht jeder zustimmen – ich auch
nicht.
In diesem Vortrag wird ausführlich erklärt, wie man eine komplette Festplatte oder
einen USB-Stick mit Cryptsetup verschlüsselt. Wenn die gesamte Festplatte verschlüs-
selt ist, braucht man sich keine Gedanken zu machen, ob die abgelegten Daten sicher
sind oder nicht. Dieser Vortrag richtet sich insbesondere an diejenigen, welche wenige
Erfahrungen mit Linux gesammelt haben, aber dennoch ihre Daten sicher verwahrt
wissen wollen.
3.68 Single Sign-on mit Kerberos
Alexander Wirt, credativ GmbH
formorer@formorer.de, http://www.credativ.de
Kerberos ist ein Authentifizierungsprotokoll, das es ermöglicht, eine Vielzahl von Diens-
ten und Betriebssystemen transparent einzubinden. Mit Hilfe von Tickets wird ein Sin-
gle Sign-on ermöglicht. Dies führt dazu, dass ein Benutzer mit einmaliger Anmeldung
auf alle Dienste zugreifen kann. Dieser Vortrag möchte eine praktische Einführung in
Kerberos und das Einrichten von Diensten wie SSH, Apache und IMAP bieten.
WWW-Seite zum Vortrag: http://www.h5l.org/
3.69 Sphinx: Improving MySQL weaknesses
Maciej Dobrzanski, Percona, Inc.
http://www.percona.com/
Sphinx – a standalone full text search engine can be paired with MySQL to help out
where the database is weak: complex searches, grouping, sorting, executing multiple
queries in one go, transparent data distribution across servers. Learn all about it.
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3.70 Tine 2.0 – anwenderfreundliche Open-Source-Groupware
Lars Kneschke, Metaways Infosystems GmbH
l.kneschke@metaways.de, www.metaways.de
Tine 2.0 ist eine webbasierte Open-Source-Groupwarelösung. Der Schwerpunkt bei der
Entwicklung von Tine 2.0 liegt auf der Benutzerfreundlichkeit. Tine 2.0 enthält die Mo-
dule Adressbuch, Kalender, Aufgaben, Email, Zeiterfassung, CRM, Synchronisation
per ActiveSync und Integration mit Asterisk für die Telefonwahl aus dem Adressbuch.
WWW-Seite zum Vortrag: http://www.tine20.org
3.71 Tipps und Tricks rund um die SSH
Axel Beckert, ETH Zürich / Symlink
abe+clt2010@deuxchevaux.org
Für Unix-Systemadministratoren ist die SSH ein unverzichtbares Arbeitsmittel, aber
die meisten nutzen und kennen nur ihre elementarsten Funktionen. Der Vortrag soll
Anfängern und Fortgeschrittenen zeigen, was man mit der SSH neben dem Einloggen
noch so alles anstellen kann: Dienste tunneln, Trigger auslösen, per SOCKS-Proxy auf
entfernten Rechnern surfen, SSH-Keys benutzen, komplexe Remote-Kommandos rich-
tig quoten, SSH vom Mobiltelefon aus benutzen.
WWW-Seite zum Vortrag: http://noone.org/talks/ssh-tricks/
3.72 Unser Exchange heißt Zarafa – Erfahrungsbericht
Andreas Rösler
SGT ist ein führender Hersteller von Sicherheitsglas in Europa mit 200 Mitarbeitern.
Bereits seit Jahren setzt Ingo Michler (IT-Leiter) in seinem Unternehmen auf Open
Source. Als vor einigen Jahren die Frage nach einem MS Exchange Server aufkam,
entschied man sich für Zarafa als MAPI-Server unter Linux. Ingo Michler spricht über
die Erfahrungen, die er und seine Kollegen mit Zarafa gemacht haben. Adressiert wer-
den neben dem Alltagsgeschäft mit MS Outlook, Zarafa WebAccess und Mobilgeräten
auch die Einführung der Groupware und die Updates des Servers.
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3.73 Virtual System Cluster mit KVM & Pacemaker
Ralph Dehner, B1 Systems GmbH
info@b1-systems.de, www.b1-systems.de
Der Vortrag beschreibt eine Virtual-System-Cluster-Lösung basierend auf Open-Source-
Software. Die Idee dahinter ist, zwei oder mehr Linux-Server mit Hilfe einer Cluster-
Software (Pacemaker) zu verbinden und dann mit einer Kernel Virtual Machine (KVM)
virtuelle Maschinen auf diesen Servern zu starten. Das Ergebnis ist eine Hochverfüg-
barkeitslösung für virtuelle Maschinen. Ebenfalls werden hier die Voraussetzungen
und Fallstricke dieses Ansatzes behandelt.
3.74 Virtualized Network Bridging
Arnd Bergmann
arnd@arndb.de
With the increasing introduction of cloud computing and virtualized servers into the
average data center, network management complexity also increases significantly. Main
problems include management of hypervisor internal switches, performance and secu-
rity of virtual networks.
3.75 Webanwendungen mit XUL entwickeln
Daniel Schreiber, Esda Feinstrumpffabrik
http://www.esda.com
XUL ist eine Technologie, auf der Mozilla Firefox und Mozilla Thunderbird maßgeb-
lich basieren. Man kann XUL aber auch zum Entwickeln von Webanwendungen be-
nutzen, die sich wie native Desktopanwendungen verhalten. Im Vortrag werden die
wichtigsten Techniken anhand einer einfachen XUL-Webanwendung erläutert.
3.76 Why CPU Topology Matters
Andreas Herrmann
Auf aktuellen x86-Prozessoren teilen sich die Rechenkerne verschiedenste Ressour-
cen (z.B. einzelne Ebenen in der Cache-Hierarchie und den Memory Controller). Dies
hat Einfluss auf die Systemperformance und auch auf das Power Management. Daher
muss das Betriebssystem (oder auch der Nutzer) damit umgehen können. Es wird dar-
auf eingegangen, wie der Linuxkern diese Topologie-Informationen benutzt und diese
für den User Space zur Verfügung gestellt werden. Basis für den Vortrag wird eine
aktuelle Kernelversion sein, z.B. 2.6.32.
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