Abstract
Introduction
It is common in e-business/commerce environments that different types of web requests are submitted for service. These requests have different requirements. Some requests do not have Quality-of-Service (QoS) requirements and are termed best-effort requests. Service providers attempt to supply effective and reliable service to this type of requests, but no guarantee is made as to the completion time. As long as a request is completed, a certain amount of revenue is earned.
Other requests are associated with QoS requirements under a Service-Level-Agreement (SLA) between the users and the service providers [11] . These requests are termed QoS-demanding request. If the request's QoS requirements are satisfied, the full revenue is earned by the service provider. Otherwise, depending on the SLA, only a discounted revenue (or no revenue) is gained. The QoS-demanding requests can be further divided into multiple service classes. The higher the service class of the requests is, the higher the revenue associated with the requests.
It is common practice in e-business/commerce environments that a service provider (often represented as a server or a cluster of servers) will only serve certain types of requests [12] . Therefore, different types of request are placed in separate queues, each of which is linked to a specific service provider.
The arrival rates of the different types of requests may also change over time. It is likely that the servers for one service provider are overused while the servers for another are underutilised. Therefore, it may be desired to adjust the server allocation accordingly to maintain the maximum profit. During the server re-allocation, the servers are switched from one service provider to another, which involves stopping the current service, leaving the current service provider, being reconfigured for the new service, and finally joining the server partition for another service provider. During this period, the servers being switched cannot process requests [12] .
In this paper we: (i) investigate profit optimization of best-effort and QoS-demanding requests through the partitioning of clusters of servers and, (ii) calculate dynamically the conditions for switching servers between partitions according to the changes in the arrival rates of the requests.
Related research has been carried out to optimise the performance of web requests in cluster environments [2] [13] . The work in [11] studies methods for maximizing profit for best-effort and QoS-demanding requests in a web-server farm. The difference between their work and that presented here is three fold. First, the application scenarios are different. [11] specifically addresses request allocation in a web-server farm. The method presented allocates the best-effort-and QoS-demanding requests across the whole server farm. In our work, these request types are derived from different applications; that is, two partitions of servers are configured with different services. One partition of servers can only serve either best-effort requests or QoS-demanding requests. Therefore, our focus is to achieve such a partition of the server pool that can gain maximum profit.
Second, the request allocation method developed in [11] assumes that the arrival rates of these requests are static. In our work, the arrival rates may change dynamically. Although the servers can be switched from one partition to the other, it is at the expense of spending time on reconfiguring the services. Therefore, an additional focus of our work is to investigate the optimised server switching policy to maintain the maximum profit when the arrival rates change.
Finally, in the workload model presented in [11] , if the QoS demand of a request is missed, a fixed penalty is incurred. In this paper, we generalise the problem. When the QoS demand of a request is missed, the revenue to be gained diminishes over time following a certain function. The profits are modelled in this general setting.
The work presented in [12] also addresses the problem of partitioning a server pool to process different types of web request. It is also the case that the servers in one partition may switch to another dynamically. In [12] the holding cost for different types of request is assumed and the aim is to optimise the costs by switching servers dynamically. The work presented in this paper is different from [12] in several respects. First, this work adjusts the partition (by switching servers between the partitions) as changes occur in the arrival rate of requests, while [12] assumes that the arrival rates of the requests are fixed and adjustments are made to the partition for every incoming request. Second, [12] focuses on the holding costs of the requests and aims to optimise the total costs due to server switching, while this work takes into account the revenue and the distribution of the QoS demands, and aims to optimise the profits gained by the system. The rest of the paper is organised as follows. Section 2 discusses the system and workload models. The server partitioning policy is derived in Section 3. In section 4 the server switching policy is proposed. Experimental results are presented in Section 5. This paper is concluded in Section 6.
System and Workload Models
The best-effort requests and QoS-demanding requests arrive at the system following Poisson processes. The arrival rates of best-effort requests and QoS-demanding requests are λ b and λ q , respectively. The mean service times of the best-effort requests and the QoS-demanding requests are 1/u b and 1/u q , respectively. Fig. 1 depicts the system model used in this work, which is often encountered in e-business scenarios. In the system, two types of requests are submitted through a common interface. However they are further placed in separate queues and served by different service providers. The pool of servers is divided into two partitions, one dedicated to serving best-effort requests (denoted as P b ) and the other to QoS-demanding requests (denoted as P q ). When a best-effort request is completed, the revenue A b is gained by the system. The Qualities-of-Service required by the QoS-demanding requests are expressed as the maximum waiting time that a request can tolerate before starting execution [1] [11] [15] . The full revenue of A (usually, A > A b ) is gained if the request's waiting time is less than its QoS requirement (maximum tolerable waiting time); otherwise, the revenue to be earned diminishes over time down to zero, following function g(t), where t is the actual waiting time of the request. In Fig.2 , the full revenue is gained until the waiting time reaches the QoS demand x, and then the revenue decreases linearly after x. When the waiting time exceeds the deadline by D 0 , no revenue is earned. g(t) in Fig. 2 can be formulated as Equation (1) ) ( ) (
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Fig.2. Illustration of the revenue function over time
There can be multiple discrete service classes in a typical e-business environment. The requests belonging to the same service class have the same QoS demands. It is shown in [7] [8] that the QoS demands of the requests follow a q-spike distribution, where q is the number of service classes. Its probability density function S(x) is formulated in Equation (2), where s k is the QoS demand of the requests in the service class k (1≤k≤q). A 2-spike distribution is illustrated in Fig. 3a . The discrete form of the service classes can be generalized into the continuous form, assuming that the QoS demand of the requests follow the continuous probability density function S(x). For example, it is found in [7] [8] that the QoS demands can follow a uniform distribution, as illustrated in Fig. 3b . Its probability density function S(x) is given in Equation (3), where s u and s l are the upper and lower limits of the tolerable waiting time respectively.
. Distribution of the QoS demands (maximum tolerable waiting time of the requests)
The requests in the different service classes are usually associated with different full revenues. Therefore, the full revenue A in Fig. 2 can be expressed as a function of the QoS demands. a(x) in Equation (4) is an example of such a function if the QoS demands of the requests follow the uniform distribution shown in Fig. 3 . In a(x), when the QoS demand of a request equals s l (i.e. the request has the greatest demand), its full revenue is A q (A q > A b ). When a request has the least demand, s u , its full revenue is
During the server switching period, the switching servers cannot process requests. c 1 denotes the cost of a host switching from partition P b to P q . c 2 denotes the cost of a host switching from P q to P b .
The server partitioning policy
The partitioning policy presented in this paper aims to optimise the profit gained by the server pool. In this subsection, we first model the profits in a time unit for a given partitioning of the server pool, and then construct the optimisation equations for achieving the optimal profits by taking the partitioning parameters as input.
Suppose the number of the servers in the server pool is m and the number of servers in partition P b and P q is m b and m q (m q =m-m b ), respectively. The partitioning of the server pool is denoted as (m b , m q )
Since the revenue of A b is awarded for completing a best-effort request, the profit gained in a time unit for completing the best-effort requests, denoted as p b , can be calculated using Equation (5), where T b is the throughput of the system for processing the best-effort requests. T b can be calculated as in Equation (6) [10]
It is non-trivial to calculate the profits gained for serving the QoS-demanding requests. The full revenue associated with a request is gained if its waiting time is no more than its QoS demand; otherwise, the revenue is discounted following function g(t), such as that shown in Fig. 2 . The expression for calculating the profit of the QoS-demanding requests is derived as follows.
The partition (with m q servers) used to serve the QoS-demanding requests is modeled as an M/M/mueue. As shown in [4] [10] , in an M/M/mueue, the cumulative probability distribution function of the job's waiting time, P w (x) (i.e., the probability that the job's waiting time is less than x is P w (x)), can be calculated using Equation (7), where q m P is the probability that the system has no less than m q requests. When the QoS demand of a request is x, the full revenue associated with it is a(x), such as that seen in Equation (4) . Therefore, the probability that the full revenue of a(x) will be gained is P w (x).
If the request's waiting time falls in the duration [x, x+D 0 ], as shown in Fig. 2 , the revenue to be earned follows the function g(t). w(t) is denoted as the probability density function of the request's waiting time in an M/M/mueuing model. According to queuing theory [10] , w(t) can be calculated as in Equation (9) 
Therefore, the expected revenue to be gained for processing the requests with the QoS demand of x can be calculated as
Since the probability density function of the requests' QoS demands is S(x) (s l ≤ x ≤s u ), the profit which can be gained (in a time unit) by the system for serving the QoS-demanding requests, denoted as p q , can be calculated as in Equation (10); where T q is the throughput of the system for processing the QoS-demanding requests. T q can be computed similarly as in Equation (6).
Applying Equation (1), (4), (3), (7), (8) and (6), the integral in Equation (10) can be reduced to Equation (11) , where K 1 , K 2 , S and H are calculated in expression (12) )) ( 1 ) ( )( Thus, the profit to be gained in a time unit by the system for serving both types of request, denoted as p, can be calculated as
The profit optimisation problem is now reduced to maximising Equation (14a), subject to the condition expressed in Equation (14b).
The optimised partition for achieving maximum profit can be identified by searching all possible partitions, of which there are m. Therefore, the time complexity of achieving the optimized profits is O(m).
The server switching policy
When the arrival rates of the requests change, the current partition may not be able to deliver the maximum profit. It is therefore desirable to switch the servers from one partition to the other accordingly. However, it is not a cost-free procedure. During the switching period, the servers being switched cannot serve requests. Therefore, decisions have to be made as to whether it is worthwhile to switch servers, and if so, how much computing power should be switched.
Assume that the time spent switching a server from partition P b to P q is C b and the time spent from P q to P b is C q .
Assume t 1 , t 2 , …, t n are a sequence of time points when the arrival rates of the requests change. If at time t i (1≤ i ≤n), the partition is (m b , m-m b ), we label the partition state at t i as m b , denoted as ST i (m b ) (0<m b <m). The server switching problem can be modelled as finding the optimal path for the state transition of the partition from t 1 to t n so that the total profits are maximised.
Assume that at time point t i (1≤ i ≤n) the arrival rates of the requests change to 
The server switching policy for achieving the maximum profit is outlined in Algorithm 1. Algorithm 1. The optimal server switching policy
apply Eq.8 to compute
apply Eq.9 to compute if m b ≠m' b ) . Therefore, achieving the maximum profit in the stated scenario is equivalent to finding the longest path to the root in a tree. Algorithm 1 is equivalent to the algorithm of finding the longest path in a tree. Thus, Algorithm 1 can achieve the maximum profit.
Experimental Studies
Simulation experiments have been conducted to evaluate the performance of the pool partitioning and the server switching policy.
λ b and λ q are determined in the experiments as follows, where WL is the percentage of the saturated workload and PA b is the proportion of the best-effort requests in the total workload.
When applying Equation (14) to search for the optimal partitioning, or reconfiguring the servers and switching them to the other partition, the arrival rates of the requests may be greater than the total service rates of a partition (oversaturated). When this happens to the best-effort partition, the profit gained in a time unit is calculated using Equations (5) and (6) . If this situation occurs to the QoS-demanding partition, the profit gained in a time unit is set to 0.
The default experimental parameters are given in Table 1 
Distribution of QoS demands
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Revenue function of waiting time The traditional policy for pool partitioning allocates computing power to different types of requests according to their proportions in the total workload [12] [14] . The performance metrics evaluated in these experiments are profit unit (profit gained in a time unit) and profit (total profit during the specified time period) Fig. 4 compares the performance between the partitioning policy presented in this paper and the traditional partitioning policies based on the proportions of these two types of requests.
Performance comparison with the traditional partitioning
It can be observed from Fig. 4 that the advantage of the optimal partitioning over the proportional partitioning becomes increasingly prominent as the workload level increases. This is because when the workload level is low, the demands of the QoS-demanding requests can be easily satisfied. Therefore, even if the pool partition generated by the proportional policy is different from that generated by the optimal policy, the demands of the requests can still be met. When the workload level becomes high, the small difference in the partitions generated by these two policies could lead to a big variance in the profits. 
Impact of partitioning
The experiments in Fig. 5 demonstrate the impact of the different partitioning on the profit, as well as the contributions that these two types of requests make. The number on the x-axis is the number of servers in partition P b . The remaining servers in the pool are used to serve the QoS-demanding requests. As can be observed from Fig. 5 , the profit unit first increases and then decreases as fewer servers are allocated to serve the QoS-demanding requests. Further observations show that the profit earned from the QoS-demanding requests remains constant until the number of servers processing the best-effort requests reaches 5. This is because the QoS demands of all requests can be satisfied and therefore, the full revenue associated with the QoS-demanding requests can be gained. Fig. 6 demonstrates the profit unit as a function of the proportions of these two types of requests. The contributions that these two types of requests make towards the profit are also demonstrated in this figure.
Impact of the request proportions
As shown in Fig. 6 , the portion of the profit earned by the best-effort requests increases as the proportion of the best-effort requests increases. However, the profit unit decreases as the proportion of the best-effort requests increases. This is because the higher revenue is associated with the QoS-demanding requests. Therefore, when the proportion of the QoS-demanding requests is higher, more revenue is expected to be gained. This suggests that the QoS-demanding requests play a bigger role in determining the profit gained by the system. Fig. 7 shows the impact of the QoS demands (i.e. s u ) on the unit of profit. The QoS demands are measured as the maximum waiting time that a request can tolerate, which follows a uniform distribution in [s l , s u ]. If the system fails to meet the QoS demand of a request, the revenue gained decreases following the function defined in Equation (1) .
Impact of QoS demands on profits
As shown in Fig. 7 , the results from the two workload levels show different trends. When the workload level is 0.5, the changes in the QoS demands have no obvious impact on the profit, while when the workload level is 0.8, the profit increases as s u increases. This is because when the workload is 0.5, the QoS demands of most requests can be satisfied under the system and workload settings in the experiments. It is therefore the case that further reducing the QoS demands (by increasing s u ) will not affect the profit. Under the higher workload level of 0.8 however, the QoS demands of more requests can be met by reducing the QoS demands, which leads to an increase in the profit.
Performance comparison with other server switching policies
Experiments have been conducted to compare the performance achieved by the optimal server switching policy presented in this work, with the proportional switching policy and a non-switching policy. The proportional switching policy is defined as follows: the servers are switched so that after switching, the computing power in each partition is proportional to the percentage of these two types of requests. Table 3 . Profits as the calculation of the optimal server switching policy progresses; the experimental parameters are the same as those in Table 2 . In the brackets, the first figure is the profit up to the current time point and the second figure is the partition state at the last time point when the workload level changes. Under the non-switching policy, the initial optimal partition is calculated using the pool partitioning policy. Then the partition remains unchanged throughout the sequence of changes in the workload level. Table 2 only shows the experimental results when the workload level changes, while the proportions of the two types of requests remain unchanged. The results for changing both workload level and request proportion demonstrate the greater advantages of the optimal policy over the other two policies.
It can be observed from Table 2 that the optimal server switching policy outperforms other two policies in all cases. This suggests that even if the request proportions remain unchanged, it may still be advantageous to adjust the partitioning when the workload level changes. Table 3 shows the progress of the optimal server switching policy at the sequence of time points when the workload level changes (i.e. the operations of Algorithm 1). The initial workload level is 0.1. It can be observed in this table that at any time point and for a given partition, the server switching policy calculates the state transition path from the current partition to a given partition to achieve the maximum sum of the profit. When the workload level is 0.9, in all possible partitions, the maximum profit is achieved when m b is 4. Tracing back the transition path, we can obtain the complete path of the partition state transition <1, 2, 2, 3, 3, 4, 4, 4>. This indicates that the server switching policy can judiciously adjust the partitioning and, as a result, the maximum profit is maintained.
Operations of the optimal server switching policy

Conclusion
This paper addresses profit optimisation for different types of requests in server pools. Both best-effort requests and QoS-demanding requests are considered in this paper. The QoS-demanding requests can be further classified into different service classes according to the urgency of their QoS demands under Service-Level-Agreements. The QoS demands are measured by the maximum waiting time that a request can tolerate before starting execution.
An optimal server partitioning policy is developed in this paper. In the policy, the profit gained in a time unit for serving the requests is mathematically modelled. The model respects the reality that the revenue gained for serving QoS-demanding requests depends on the satisfaction level. A general expression for calculating the profit is derived. Based on this expression, an optimisation equation is constructed to find the optimal partition of the server pool. The partition is optimal in the sense that the server pool can deliver maximum profit.
A server switching policy is also developed in this paper to adjust the server partitioning when the arrival rates of requests change. The server switching cost is taken into account in the switching model. The server switching policy can determine the optimal path of partition state transition so that the maximum profit can be maintained when the arrival rates of the requests change.
