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The inverse spectral problem for indefinite strings
Jonathan Eckhardt and Aleksey Kostenko
Abstract. Motivated by the study of certain nonlinear wave equations (in
particular, the Camassa–Holm equation), we introduce a new class of general-
ized indefinite strings associated with differential equations of the form
−u′′ = z uω + z2u υ
on an interval [0, L), where ω is a real-valued distribution in H−1
loc
[0, L), υ is
a non-negative Borel measure on [0, L) and z is a complex spectral parame-
ter. Apart from developing basic spectral theory for these kinds of spectral
problems, our main result is an indefinite analogue of M. G. Krein’s celebrated
solution of the inverse spectral problem for inhomogeneous vibrating strings.
1. Introduction
A classical object in spectral theory is the differential equation
−u′′ = z u ω(1.1)
on an interval [0, L), where ω is a non-negative Borel measure on [0, L) and z is
a complex spectral parameter. The relevance of this particular spectral problem
initially stems from the fact that it arises after applying the separation of variables
method to the wave equation describing small transversal oscillations of a vibrating
string of length L and with mass distribution given by ω. Spectral theory for these
kinds of problems was developed by M. G. Krein in the early 1950’s [50, 39] and
subsequently applied to study interpolation and filtration problems for stationary
stochastic processes; see [20]. Apart from this, it is also of use in connection with
the description of one-dimensional Markov birth and death processes [27, 41].
Probably the most prominent object in spectral theory for (1.1) is the so-called
Weyl–Titchmarsh function, which encodes all the spectral information. A remark-
able and well-known result of M. G. Krein identifies the totality of all possible
Weyl–Titchmarsh functions with the class of so-called Stieltjes functions (we refer
to [20, 39, 44, 49] for several surveys). In other words, he was able to solve the
inverse spectral problem for (1.1). The present article is concerned with further
questions in this direction which are not far to seek: What happens if ω is allowed
to be a real-valued Borel measure on [0, L) instead of just non-negative? Is there an
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equally concise analogue of M. G. Krein’s solution of the inverse spectral problem?
Although there are various results about spectral theory for (1.1) when ω is allowed
to be indefinite (we only mention [2, 6, 8, 28, 29, 47, 68] and the references therein),
there is still no satisfactory answer to these questions. A first guess could suggest
that instead of the class of Stieltjes functions (which are, roughly speaking, deter-
mined by not having singularities on the negative real axis) one obtains the entire
class of Herglotz–Nevanlinna functions (which may have singularities on the whole
real axis). However, this is not the case as it turned out that the class of spectral
problems (1.1) with real-valued Borel measures ω is too narrow in this respect, even
for simple cases. In fact, not even all rational Herglotz–Nevanlinna functions arise
as the Weyl–Titchmarsh function of such a spectral problem. The deeper reason
for why this fails in the real-valued case in some sense lies in the fact that the class
of real-valued Borel measures is not closed with respect to a particular topology,
whereas the class of non-negative Borel measures is; cf. Proposition 6.2. Altogether,
it does not seem very likely that there is a simple and concise description of the
class of Weyl–Titchmarsh functions that arise from the spectral problem (1.1) with
real-valued Borel measures ω.
One way to overcome this problem by means of extending the class of spectral
problems was suggested by M. G. Krein and H. Langer [51, 53], who considered the
modified differential equation
−u′′ = z u ω + z2u υ(1.2)
on an interval [0, L), where ω is a real-valued Borel measure on [0, L) and υ is
a non-negative Borel measure on [0, L). In particular, they showed in [51] that
indeed every rational Herglotz–Nevanlinna function arises as the Weyl–Titchmarsh
function of such a spectral problem. However, the totality of all Weyl–Titchmarsh
functions which are obtained in this way is still a proper subset of the class of
Herglotz–Nevanlinna functions. In fact, a further generalization of (1.2) yielding
all Herglotz–Nevanlinna functions which only admit finitely many singularities on
the negative real axis was later proposed by H. Langer and H. Winkler [54].
It is the purpose of the present article to show how to extend the class of spectral
problems such that the corresponding Weyl–Titchmarsh functions coincide exactly
with the class of all Herglotz–Nevanlinna functions. To this end, we will consider
the differential equation (1.2) on an interval [0, L) with ω being a real-valued dis-
tribution in H−1loc [0, L) and υ a non-negative Borel measure on [0, L). Of course, it
is not obvious at all how this differential equation has to be understood in this case
(also note that it is posed on a half-open interval). For this reason, we will first
discuss its precise notion in Section 3, as well as basic existence and uniqueness
results of solutions. In the subsequent section, we will then introduce an associated
linear relation in a suitable Hilbert space, which turns out to be self-adjoint. Note
that we can not use the usual L2([0, L);ω) for our class of coefficients as in [53] for
example. Moreover, although (1.2) looks quite similar to a Schro¨dinger equation
with an energy-dependent potential (see [35, 37, 45, 62] and the references therein),
the approaches employed there do not work in our case due to the low regularity
assumptions on our coefficients. For this reason, we had to come up with a new
way of treating (1.2) which is a modification of the left-definite theory for (1.1).
In Section 5 we will introduce the principal Weyl–Titchmarsh function associated
with our spectral problem, derive its basic properties and establish its connection to
the linear relation. The following section is then devoted to the main result of this
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article, the aforementioned solution of the corresponding inverse spectral problem,
supplemented by continuity properties of the correspondence. In the concluding
Section 7, we will show how our solution of the inverse spectral problem fits in with
the classical result of M. G. Krein by deducing it from our solution. Since the proof
of our main result relies on L. de Branges’ solution of the inverse spectral problem
for canonical systems, we collect the necessary basic facts in Appendix A in order
to make the exposition self-contained.
Although the solution of the inverse spectral problem for (1.2) may seem to
be of purely academic interest at first, it recently turned out to be important in
connection with the integration of certain nonlinear wave equations (namely the
Camassa–Holm equation [16, 3] and its two-component generalization [17, 34] as
well as the Hunter–Saxton equation [36] and the Dym equation [52]) by means of
the inverse scattering transform. In order to incorporate one of the most intriguing
features (that is, finite time blow-up which resembles wave breaking [18, 58, 59]) of
these equations, it is of essential importance to be able to allow ω to be real-valued.
This indefiniteness causes serious problems when dealing with these nonlinear wave
equations (noticeable from the discussions in [19], [46] or [55] for example), which is
why a lot of the literature actually restricts to the case of strictly positive ω. Most
of these complications can already be observed for the prototypical and explicitly
solvable example of a peakon–antipeakon collision for the Camassa–Holm equation,
described in detail in [4, 18, 22, 65]. All this is reflected by the fact that also inverse
spectral theory for (1.1) is much more intricate for real-valued ω and up to now
only insufficient partial results are available in this case [3, 5, 7, 9, 21, 23, 25]. The
results of the present article can be used to considerably generalize the best results
known so far obtained previously in [9, 21, 23, 25] to rather irregular coefficients
ω which could not be treated before. In view of applications to nonlinear wave
equations, the regularity of coefficients assumed in this article is exactly what is
desired (see [32] for the two-component Camassa–Holm system). Also note that
the references [9, 21, 23, 25] only treat the uniqueness part of the inverse spectral
problem and except for [23], they do not even include the additional Borel measure
υ. However, it is exactly this second term in (1.2) and the low regularity assumption
on ω which allow us to prove existence for the inverse spectral problem as well.
2. Preliminaries
In order to fix our notation, we will first introduce several spaces of functions
and distributions. For every fixed L ∈ (0,∞], we denote with H1loc[0, L), H
1[0, L)
and H1c [0, L) the usual Sobolev spaces. To be precise, this means
H1loc[0, L) = {f ∈ ACloc[0, L) | f
′ ∈ L2loc[0, L)},(2.1)
H1[0, L) = {f ∈ H1loc[0, L) | f, f
′ ∈ L2[0, L)},(2.2)
H1c [0, L) = {f ∈ H
1[0, L) | supp(f) compact in [0, L)}.(2.3)
Furthermore, we introduce the space of distributions H−1loc [0, L) as the topological
dual of H1c [0, L). One notes that the mapping q 7→ χ, defined by
χ(h) = −
∫ L
0
q(x)h′(x)dx, h ∈ H1c [0, L),(2.4)
establishes a one-to-one correspondence between L2loc[0, L) and H
−1
loc [0, L). The
unique function q ∈ L2loc[0, L) corresponding to some χ ∈ H
−1
loc [0, L) in this way will
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be referred to as the normalized anti-derivative of χ. We say that the distribution
χ ∈ H−1loc [0, L) is real-valued if q is real-valued almost everywhere on [0, L).
Let us mention that particular kinds of distributions in H−1loc [0, L) arise from
Borel measures on [0, L). In fact, if χ is a complex-valued Borel measure on [0, L),
then we will identify it with the distribution in H−1loc [0, L) given by
h 7→
∫
[0,L)
h dχ.(2.5)
The normalized anti-derivative q of χ is simply given by the distribution function
q(x) =
∫
[0,x)
dχ(2.6)
for almost all x ∈ [0, L), as an integration by parts (use, for example, [10, Exer-
cise 5.8.112], [33, Theorem 21.67]) shows.
In order to obtain a self-adjoint realization of the differential equation (1.2) in a
suitable Hilbert space, we finally also introduce the less common function space
H ′[0, L) =
{
{f ∈ H1loc[0, L) | f
′ ∈ L2[0, L), limx→L f(x) = 0}, L <∞,
{f ∈ H1loc[0, L) | f
′ ∈ L2[0, L)}, L =∞,
(2.7)
as well as the linear subspace
H ′∗[0, L) = {f ∈ H
′[0, L) | f(0) = 0},(2.8)
which turns into a Hilbert space when equipped with the scalar product
〈f, g〉H′
∗
[0,L) =
∫ L
0
f ′(x)g′(x)∗dx, f, g ∈ H ′∗[0, L).(2.9)
The space H ′∗[0, L) can be viewed as a completion of the space of all smooth
functions which have compact support in (0, L) with respect to the norm induced
by (2.9). In particular, if L is finite, then the space H ′∗[0, L) coincides algebraically
and topologically with the usual Sobolev space H10 [0, L). Finally, let us mention
the following simple growth estimate for functions in H ′∗[0, L)
|f(x)|2 ≤ x
(
1−
x
L
)
‖f‖2H′
∗
[0,L), x ∈ [0, L), f ∈ H
′
∗[0, L),(2.10)
which is obtained from an application of the Cauchy–Schwarz inequality. Here and
henceforth we employ the convention that whenever an L appears in a denominator,
the corresponding fraction has to be interpreted as zero if L is infinite.
3. The basic differential equation
Throughout this article, we fix some L ∈ (0,∞], let ω ∈ H−1loc [0, L) be a real-
valued distribution on [0, L) and υ be a non-negative Borel measure on [0, L). As
a first step, we will discuss the meaning of the inhomogeneous differential equation
−f ′′ = z ωf + z2υf + χ,(3.1)
where χ ∈ H−1loc [0, L) and z is a complex spectral parameter. Of course, this differ-
ential equation has to be understood in a distributional sense (cf. [30, 63]).
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Definition 3.1. A solution of (3.1) is a function f ∈ H1loc[0, L) such that
∆fh(0) +
∫ L
0
f ′(x)h′(x)dx = z ω(fh) + z2υ(fh) + χ(h), h ∈ H1c [0, L),(3.2)
for some constant ∆f ∈ C. In this case, the constant ∆f is uniquely determined
and will henceforth always be denoted with f ′(0−) for apparent reasons.
Of course, there are also several other ways of introducing the same notion of
solutions. Upon choosing particular test functions hx ∈ H1c [0, L) given by
hx(t) =
{
x− t, t ∈ [0, x),
0, t ∈ [x, L),
(3.3)
for every x ∈ [0, L), one observes that a function f ∈ H1loc[0, L) is a solution of (3.1)
if and only if one has
f(x) = f(0) + ∆fx− z ω(fhx)− z
2υ(fhx)− χ(hx), x ∈ [0, L),(3.4)
for some ∆f ∈ C (which is the same constant as in the definition above). Note
that this formulation simply reduces to the usual integral equation (as used in,
for example, [39, §1], [53, Section 1]) if ω and χ are Borel measures. Alterna-
tively, upon denoting with nz and q the respective normalized anti-derivatives of
the distributions z ω + z2υ and χ, the equation (3.4) takes the form
f(x) = f(0) + ∆fx−
∫ x
0
nz(t)(f(t) − f
′(t)(x− t))dt −
∫ x
0
q(t)dt, x ∈ [0, L).
(3.5)
From this, one readily verifies that a function f ∈ H1loc[0, L) is a solution of (3.1)
if and only if one has
f ′(x) + nz(x)f(x) + q(x) = ∆f +
∫ x
0
nz(t)f
′(t)dt(3.6)
for some ∆f ∈ C (which is again the same constant as before) and almost all
x ∈ [0, L). In fact, to this end one simply needs to differentiate (3.5), respec-
tively integrate (3.6). Since the right-hand side of (3.6) is clearly locally absolutely
continuous as a function of x, it can be used as a regularized quasi-derivative.
We will now use the latter equivalent formulation in order to prove a basic
existence and uniqueness result for the inhomogeneous differential equation (3.1).
Lemma 3.2. For every d1, d2 ∈ C there is a unique solution f of the inhomoge-
neous differential equation (3.1) with the initial conditions
f(0) = d1 and f
′(0−) = d2.(3.7)
If χ is real-valued as well as z, d1, d2 ∈ R, then the solution f is real-valued too.
Proof. If f is a solution of (3.1) with the initial conditions (3.7), then the function
F =
(
f
f ′ + nzf + q
)
has a locally absolutely continuous representative on [0, L) in view of (3.6). More-
over, this representative is clearly a solution of the initial value problem
F ′ =
(
−nz 1
−n2z nz
)
F − q
(
1
nz
)
, F (0) =
(
d1
d2
)
.(3.8)
6 J. ECKHARDT AND A. KOSTENKO
Since the coefficients of this first order system are locally integrable on [0, L), the
initial value problem (3.8) has a unique solution (see, for example, [68, Chapter 1]),
which proves the uniqueness part of the claim. Conversely, if F is a solution of the
initial value problem (3.8), then it is readily verified that F1 is a solution of (3.1)
with the initial conditions (3.7), which proves the existence part of the claim. 
In order to provide a representation of solutions to the inhomogeneous differential
equation (3.1), we also consider the corresponding homogeneous equation
−f ′′ = z ωf + z2υf.(3.9)
The Wronski determinant W (θ, φ) of two solutions θ, φ of this equation is defined
as the number
W (θ, φ) = θ(0)φ′(0−)− θ′(0−)φ(0).(3.10)
Corollary 3.3. If θ, φ are two solutions of the homogeneous differential equa-
tion (3.9), then the Wronski determinant W (θ, φ) is non-zero if and only if the
functions θ and φ are linearly independent. Moreover, one has
θ(x)φ′(x)− θ′(x)φ(x) =W (θ, φ)(3.11)
for almost all x ∈ [0, L).
Proof. It is readily verified using Lemma 3.2 that the Wronski determinantW (θ, φ)
is non-zero if and only if θ and φ are linearly independent. Moreover, applying [68,
Theorem 1.2.2] to the equivalent system (3.8) in the proof of Lemma 3.2 shows that
θ(φ′ + nzφ)− (θ
′ + nzθ)φ
is constant on [0, L) and equal to W (θ, φ), which proves the claim. 
Two linearly independent solutions θ, φ of the homogeneous differential equa-
tion (3.9) are called a fundamental system if their Wronski determinant W (θ, φ)
equals one. One notes that fundamental systems always exist due to Lemma 3.2.
Corollary 3.4. If θ, φ are a fundamental system of the homogeneous differential
equation (3.9), then any solution f of the inhomogeneous differential equation (3.1)
can be written as
f(x) = d1θ(x) + d2φ(x) −
∫ x
0
q(t) (θ(x)φ′(t)− θ′(t)φ(x)) dt, x ∈ [0, L),(3.12)
for some constants d1, d2 ∈ C.
Proof. Upon noting that the matrix function(
θ φ
θ′ + nzθ φ
′ + nzφ
)
is a fundamental matrix for the homogeneous first order system corresponding
to (3.8), the claim follows from the usual variation of parameters formula (see,
for example, [68, Theorem 1.3.1]). 
As a final result of this section, we show that the solutions of the inhomogeneous
differential equation (3.1) with fixed initial conditions of the form (3.7) depend
analytically on the complex spectral parameter z ∈ C.
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Corollary 3.5. Fix d1, d2 ∈ C and for every z ∈ C let fz be the solution of the
inhomogeneous differential equation (3.1) with the initial conditions (3.7). Then
for every g ∈ L2[0, L) with compact support, the function
z 7→
∫ L
0
g(x)f ′z(x)dx(3.13)
is entire. In particular, for every x ∈ [0, L) the function z 7→ fz(x) is entire and
locally uniformly bounded as long as x varies in compact subsets of [0, L).
Proof. If Fz denotes the solution of the corresponding initial value problem for the
equivalent system (3.8), then the function z 7→ Fz(x) is clearly entire for every
x ∈ [0, L). Moreover, locally uniform bounds are available (see, for example, [68,
Theorem 1.5.1]) as long as x varies in compact subsets of [0, L). Since we have∫ L
0
g(x)f ′z(x)dx =
∫ L
0
g(x) (Fz,2(x) − nz(x)Fz,1(x) − q(x)) dx, z ∈ C,
this shows that the function in (3.13) is entire as well. 
4. Realization as a self-adjoint linear relation
In the present section we will introduce a self-adjoint linear relation associated
with the differential equation (3.1). To this end, we first consider the space
H = H ′∗[0, L)× L
2([0, L); υ),(4.1)
which turns into a Hilbert space when equipped with the usual scalar product
〈f, g〉H =
∫ L
0
f ′1(x)g
′
1(x)
∗dx+
∫
[0,L)
f2(x)g2(x)
∗dυ(x), f, g ∈ H.(4.2)
The respective components of some function f ∈ H are always denoted by adding
subscripts, that is, with f1 and f2. For future purposes, we note that point evalu-
ations of the first component are clearly continuous on H in view of (2.10). Given
some x ∈ [0, L), we will denote with δx the unique function in H such that
〈f, δx〉H = f1(x), f ∈ H.(4.3)
It is readily verified that this function is explicitly given by
δx(t) =
(
1
0
){
t
(
1− x
L
)
, t ∈ [0, x),
x
(
1− t
L
)
, t ∈ [x, L).
(4.4)
We now introduce the linear relation T in the Hilbert space H by saying that
some pair (f, g) ∈ H×H belongs to T if and only if
−f ′′1 = ωg1 + υg2, υf2 = υg1,(4.5)
holds. In order to be precise, the right-hand side of the first equation in (4.5) has
to be understood as the H−1loc [0, L) distribution given by
h 7→ ω(g1h) +
∫
[0,L)
g2h dυ.(4.6)
Moreover, let us point out explicitly that the second equation in (4.5) holds if and
only if f2(x) = g1(x) for almost all x ∈ [0, L) with respect to υ.
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Although the linear relation T is in general not (the graph of) an operator, we
will employ the following convenient notation for elements of T: Given a pair f ∈ T,
we will denote its first component with f and its second component with τf .
Theorem 4.1. The linear relation T is self-adjoint in H.
Proof. Let us begin with proving that T is symmetric in H, that is, we have
〈τf, g〉H = 〈f, τg〉H, f , g ∈ T.
To this end, we let f ∈ T and first introduce the auxiliary function
f
[1]
1 (x) = f
′
1(0−) +
∫ x
0
w(t)τf ′1(t)dt −
∫
[0,x)
τf2 dυ, x ∈ [0, L),
where w denotes the normalized anti-derivative of ω. From the differential equation
which f1 satisfies, cast in the form (3.6), we then get
f ′1(x) + w(x)τf1(x) = f
[1]
1 (x)(4.7)
for almost all x ∈ [0, L). Employing this and an integration by parts (use, for
example, [10, Exercise 5.8.112], [33, Theorem 21.67]), one obtains for every h ∈ H∫ x
0
h′1(t)f
′
1(t)dt = h1f
[1]
1 |
x
0 −
∫ x
0
w(t)(h1τf1)
′(t)dt+
∫
[0,x)
h1τf2 dυ, x ∈ [0, L).
Now let g ∈ T, choose h = τg∗ in the equation above, subtract the corresponding
equation with the roles of f and g∗ interchanged, take also into account the second
equation in (4.5) and finally let x→ L to end up with
〈τf, g〉H = 〈f, τg〉H + lim
x→L
τf1(x)g
[1]
1 (x)
∗ − f
[1]
1 (x)τg1(x)
∗.
We are left to prove that the limit (which is already known to exist) is actually zero.
In view of (4.7) and the corresponding equation for g as well as the estimate (2.10)
for τf1, τg1 one infers that the function
|τf1(x)g
[1]
1 (x)
∗ − f
[1]
1 (x)τg1(x)
∗|2
x
(
1− x
L
) , x ∈ (0, L),
is integrable near L and it remains to note that this guarantees the existence of an
increasing sequence {xn}∞n=1 in [0, L) with xn → L as n→∞ such that
τf1(xn)g
[1]
1 (xn)
∗ − f
[1]
1 (xn)τg1(xn)
∗ → 0
as n→∞, which proves that T is symmetric in H.
In order to show that T is even self-adjoint, we fix some (f, fτ ) ∈ T∗ and let
h ∈ H. We are first going to show that there is a g ∈ H such that (g, h) ∈ T
provided that h vanishes near L. In fact, the first component of this g is given by
g1(x) = dx −
∫ x
0
h(t)dt, x ∈ [0, L), d = lim
x→L
1
x
∫ x
0
h(t)dt,
where h is the normalized anti-derivative of ωh1 + υh2. Since h is constant near L
(due to the fact that h vanishes near L), the function g1 is well-defined, belongs to
H ′∗[0, L) and is readily verified to satisfy the differential equation
−g′′1 = ωh1 + υh2
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in view of (3.5). Upon setting g2(x) = h1(x) for almost all x ∈ [0, L) with respect
to υ, we conclude that (g, h) ∈ T. As a consequence, we have
〈f, h〉H = 〈fτ , g〉H = −
∫ L
0
w(x)(fτ,1h
∗
1)
′(x)dx +
∫
[0,L)
fτ,2h
∗
1 + fτ,1h
∗
2 dυ
where we used the identity (4.7) rewritten for (g, h) ∈ T as well as an integration
by parts, also taking into account the second equation in (4.5). Since the above
equality holds for arbitrary functions h ∈ H vanishing near L, we infer that
−f ′′1 = ωfτ,1 + υfτ,2, υf2 = υfτ,1.(4.8)
In fact, upon taking functions h for which h2 vanishes identically, one arrives at the
differential equation in (4.8) cast in the form used in Definition 3.1. Let us note
that it does not matter that all our test functions h1 here vanish at zero, opposed
to the ones in Definition 3.1. On the other side, upon taking functions h for which
h1 vanishes identically, one readily infers the second equation in (4.8). Of course,
this means nothing but (f, fτ ) ∈ T and thus concludes the proof. 
The linear relation T is indeed closely related to the differential equation (3.1).
For any z ∈ C, a pair (f, g) ∈ H ×H belongs to T− z if and only if
−f ′′1 = z ωf1 + z
2υf1 + ωg1 + z υg1 + υg2, υf2 = z υf1 + υg1.(4.9)
This observation shows that some f ∈ H belongs to ker(T− z) if and only if f1 is
a solution of the homogeneous differential equation (3.9) and υf2 = z υf1. In other
words, some z ∈ C is an eigenvalue of T if and only if there is a non-trivial solution
φ of the homogeneous differential equation (3.9) such that φ lies in H ′∗[0, L) and zφ
lies in L2([0, L); υ). Furthermore, it is readily deduced from these facts that every
eigenvalue of T is non-zero and simple in view of Lemma 3.2.
Lemma 4.2. If z belongs to the resolvent set of T, then there is a (up to scalar mul-
tiples) unique non-trivial solution ψ of the homogeneous differential equation (3.9)
such that ψ lies in H ′[0, L) and zψ lies in L2([0, L); υ).
Proof. We consider the auxiliary space
K = H ′[0, L)× L2([0, L); υ),
which turns into a Hilbert space when equipped with the scalar product
〈f, g〉K = f1(0)g1(0)
∗ +
∫ L
0
f ′1(x)g
′
1(x)
∗dx+
∫
[0,L)
f2(x)g2(x)
∗dυ(x), f, g ∈ K.
Clearly, the space H can be regarded as a closed subspace of K and its orthogonal
complement H⊥ is spanned by a single function k ∈ K which is explicitly given by
k(x) =
(
1−
x
L
)(1
0
)
, x ∈ [0, L).
In view of this decomposition, the linear relation
T0 = T⊕
(
H⊥ × {0}
)
is self-adjoint in K. Moreover, it is a one-dimensional restriction,
T0 = {f ∈ Tmax | τf1(0) = 0} ,
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of the linear relation Tmax in K, defined by saying that some pair (f, g) ∈ K × K
belongs to Tmax if and only if (4.5) holds. As a consequence, the deficiency indices
of the symmetric linear relation T∗max are equal to one. This guarantees that
dimker(Tmax − z) = 1
for all z in the resolvent set of T0, which readily proves the claim. 
The existence of a solution ψ of the homogeneous differential equation (3.9) such
that ψ lies in H ′[0, L) and zψ lies in L2([0, L); υ) as in Lemma 4.2 can also be
established employing the usual Weyl circles method (see, for example, [39, §2.5]).
Proposition 4.3. If z belongs to the resolvent set of T, then one has
z (T− z)−1g(x) = 〈g,G(x, · )∗〉H
(
1
z
)
− g1(x)
(
1
0
)
, x ∈ [0, L),(4.10)
for every g ∈ H, where the Green’s function G is given by
G(x, t) =
(
1
z
)
1
W (ψ, φ)
{
ψ(x)φ(t), t ∈ [0, x),
ψ(t)φ(x), t ∈ [x, L),
(4.11)
and ψ, φ are linearly independent solutions of the homogeneous differential equa-
tion (3.9) such that φ vanishes at zero, ψ lies in H ′[0, L) and zψ lies in L2([0, L); υ).
Proof. First of all, we note that non-trivial solutions ψ, φ of (3.9) with the required
properties always exist due to Lemma 3.2 and Lemma 4.2. These solutions are
necessarily linearly independent since otherwise z would be an eigenvalue of T.
Furthermore, let us also recall that for every solution θ of (3.9) we have
θ′(x) + z w(x)θ(x) = θ[1](x) := θ′(0−) + z
∫ x
0
w(t)θ′(t)dt− z2
∫
[0,x)
θ dυ(4.12)
for almost all x ∈ [0, L). Now we fix some (f, g) ∈ T− z, introduce the function
f
[1]
1 (x) = f
′
1(0−) +
∫ x
0
w(t)(zf ′1(t) + g
′
1(t))dt −
∫
[0,x)
z2f1 + zg1 + g2 dυ, x ∈ [0, L),
and note that the differential equation in (4.9) yields
f ′1(x) + z w(x)f1(x) + w(x)g1(x) = f
[1]
1 (x)(4.13)
for almost all x ∈ [0, L). Given some x ∈ [0, L), we use (4.12) and an integration
by parts to obtain (here, G1 is differentiated with respect to the second variable)∫ r
0
G′1(x, t)g
′
1(t)dt+
∫
[0,r)
G2(x, · )g2 dυ − g1(x)−
φ(x)
W (ψ, φ)
ψ[1](r)g1(r)
= −z
∫ r
0
w(t)(G1(x, · )g1)
′(t)dt + z
∫
[0,r)
G1(x, · )(zg1 + g2) dυ,
which holds as long as r ∈ [x, L). Moreover, using (4.13) and another integration
by parts, the above equation is furthermore equal to
z
∫ r
0
G′1(x, t)f
′
1(t)dt−
φ(x)
W (ψ, φ)
zψ(r)f
[1]
1 (r)
+ z2
∫ r
0
w(t)(G1(x, · )f1)
′(t)dt− z3
∫
[0,r)
G1(x, · )f1 dυ,
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and upon invoking (4.12) as well as a final integration by parts, we end up with
zf1(x) +
φ(x)
W (ψ, φ)
(
ψ[1](r)zf1(r) − zψ(r)f
[1]
1 (r)
)
.
Altogether, upon letting r → L, these equations give
zf1(x) = 〈g,G(x, · )
∗〉H − g1(x)
+
φ(x)
W (ψ, φ)
lim
r→L
(
zψ(r)f
[1]
1 (r)− ψ
[1](r)(zf1(r) + g1(r))
)
.
Now one infers as in the first part of the proof of Theorem 4.1 that the limit is
actually zero, which gives the claimed representation of zf1 as in (4.10). Finally,
as an immediate consequence of the definition of T we have
zf2(x) = z (zf1(x) + g1(x)) = z 〈g,G(x, · )
∗〉H,
for almost all x ∈ [0, L) with respect to υ. 
5. The principal Weyl–Titchmarsh function
Associated with our spectral problem is the Weyl–Titchmarsh functionm defined
on C\R by
m(z) =
ψ′(z, 0−)
zψ(z, 0)
, z ∈ C\R,(5.1)
where ψ(z, · ) is a non-trivial solution of the homogeneous differential equation (3.9)
which lies in H ′[0, L) and L2([0, L); υ) as in Lemma 4.2. Note that the denominator
in this definition does not vanish since otherwise z would be an eigenvalue of T.
For every z ∈ C, we introduce the fundamental system of solutions θ(z, · ), φ(z, · )
of the homogeneous differential equation (3.9) satisfying the initial conditions
θ(z, 0) = φ′(z, 0−) = 1, θ′(z, 0−) = φ(z, 0) = 0.(5.2)
It follows readily from the very definition of m that the solution
ψ(z, x) = θ(z, x) +m(z) zφ(z, x), x ∈ [0, L),(5.3)
of (3.9) lies in H ′[0, L) and L2([0, L); υ) for every z ∈ C\R.
Let us recall that a function m on C\R is called a Herglotz–Nevanlinna function
if it is analytic, maps the upper complex half-plane into the closure of the upper
complex half-plane and satisfies the symmetry relation
m(z)∗ = m(z∗), z ∈ C\R.(5.4)
Lemma 5.1. The Weyl–Titchmarsh function m is a Herglotz–Nevanlinna function.
Proof. From Proposition 4.3 we infer that for every x ∈ [0, L) one has
z 〈(T− z)−1δx, δx〉H + x
(
1−
x
L
)
= (θ(z, x) +m(z) zφ(z, x))φ(z, x), z ∈ C\R.
(5.5)
Since for every z ∈ C we are able to find an x ∈ [0, L) such that φ(z, x) does
not vanish, this equation shows that the function m is analytic on C\R in view of
Corollary 3.5. Moreover, from Lemma 3.2 we deduce that
θ(z, x)∗ = θ(z∗, x), φ(z, x)∗ = φ(z∗, x),
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for all z ∈ C and x ∈ [0, L), which readily implies the symmetry relation (5.4).
Finally, the fact that m is a Herglotz–Nevanlinna function follows from the identity
m(z)−m(z)∗
z − z∗
=
1
|z|2
∫ L
0
|ψ′(z, x)|
2
dx+
∫
[0,L)
|ψ(z, x)|2 dυ(x), z ∈ C\R,
where ψ is given by (5.3) and we used (4.12), integration by parts as well as
lim
x→L
zψ(z, x)ψ[1](z∗, x)− ψ[1](z, x)z∗ψ(z∗, x) = 0, z ∈ C\R,
which can be proved as in the first part of the proof of Theorem 4.1. 
Let us mention that the Weyl–Titchmarsh functionm can also be introduced in a
different way using just the fundamental system of solutions θ and φ; cf. [39, §10.4].
The proof is fairly standard but we shall present it for the sake of completeness.
Lemma 5.2. The Weyl–Titchmarsh function m is given by
m(z) = lim
x→L
−
θ(z, x)
zφ(z, x)
, z ∈ C\R,(5.6)
where the convergence is locally uniformly.
Proof. For every x ∈ (0, L), we first consider the function
mx(z) = −
θ(z, x)
zφ(z, x)
, z ∈ C\R,
which is well-defined and analytic. Indeed, if φ(z, x) was zero, then integration by
parts using (4.12) would imply the contradiction∫ x
0
|φ′(z, t)|2dt+
∫
[0,x)
|zφ(z, t)|2dυ(t) = 0(5.7)
as long as z is non-real. Upon introducing the solutions
ψx(z, t) = θ(z, t) +mx(z) zφ(z, t), t ∈ [0, L), z ∈ C\R,
one shows (as in the proof of Lemma 5.1) via integration by parts using (4.12) that
mx(z)−mx(z)
∗
z − z∗
=
1
|z|2
∫ x
0
|ψ′x(z, t)|
2dt+
∫
[0,x)
|ψx(z, t)|
2dυ(t), z ∈ C\R.(5.8)
In particular, this means that mx is a Herglotz–Nevanlinna function.
Now let {xn}
∞
n=1 be a sequence in (0, L) with xn → L as n → ∞ and suppose
that mxn converges locally uniformly either to a function Q or to ∞. By the
fundamental normality test (see [64, Section 2.7]), it suffices to show that the first
case prevails and that Q coincides with the Weyl–Titchmarsh function m. To this
end, we first note that (5.8) yields the inequality
1
|z|2
∫ x
0
|ψ′xn(z, t)|
2dt+
∫
[0,x)
|ψxn(z, t)|
2dυ(t) ≤
mxn(z)−mxn(z)
∗
z − z∗
(5.9)
for every fixed z ∈ C\R and x ∈ [0, L) as long as n ∈ N is large enough. If the
functions mxn converged locally uniformly to ∞, then letting n→∞ in (5.9) after
dividing by |mxn(z)|
2, would yield the contradiction (5.7). Thus, the sequence mxn
converges locally uniformly to a function Q and in order to show that Q coincides
with the Weyl–Titchmarsh function m, we simply need to show that the function
ψL(z, t) = θ(z, t) +Q(z) zφ(z, t), t ∈ [0, L),
THE INVERSE SPECTRAL PROBLEM 13
lies in H ′[0, L) and L2([0, L); υ) for every z ∈ C\R. Letting n→∞ in (5.9), we get
1
|z|2
∫ x
0
|ψ′L(z, t)|
2dt+
∫
[0,x)
|ψL(z, t)|
2dυ(t) ≤
Q(z)−Q(z)∗
z − z∗
, z ∈ C\R,
which concludes the proof since x ∈ [0, L) was arbitrary. 
Remark 5.3. Comparing our definition of the Weyl–Titchmarsh function with the
definition used by M. G. Krein in the case when ω is a non-negative Borel measure
on [0, L) and υ vanishes identically (see [39, Theorem 10.1]), let us mention that the
Weyl–Titchmarsh function given by (5.6) coincides with the coefficient of dynamic
compliance of the corresponding dual string in this case (see [39, Equation (12.5)]).
As a Herglotz–Nevanlinna function, the Weyl–Titchmarsh function m clearly has
an integral representation [38], [61, Section 5.3] of the form
m(z) = c1z + c2 −
1
Lz
+
∫
R
1
λ− z
−
λ
1 + λ2
dµ(λ), z ∈ C\R,(5.10)
for some constants c1, c2 ∈ R with c1 ≥ 0 and a non-negative Borel measure µ on
R with µ({0}) = 0 for which the integral∫
R
dµ(λ)
1 + λ2
(5.11)
is finite. For reasons that will become clear soon we singled out a possible singularity
of m at zero in (5.10), that is, we removed a possible point mass from µ at zero.
The fact that m can be written in the particular form in (5.10) follows from
− lim
ε↓0
iεm(iε) =
1
L
,(5.12)
where we used the identity (5.5) to compute the limit.
The measure µ, which can be recovered fromm as usual via the Stieltjes inversion
formula (see, for example, [38, §2]), will turn out to be a spectral measure for the
(operator part of the) linear relation T. To this end, let us first define the transform
fˆ(z) =
∫ L
0
φ′(z, x)f ′1(x)dx +
∫
[0,L)
zφ(z, x)f2(x)dυ(x), z ∈ C.(5.13)
for every function f ∈ H with compact support in [0, L). One notes that this
transform is an entire function (due to Corollary 3.5) which vanishes at zero.
In order to state the next result, recall that for all f , g ∈ H there is a unique
complex Borel measure Ef,g on R such that
〈(T− z)−1f, g〉H =
∫
R
dEf,g(λ)
λ− z
, z ∈ C\R.(5.14)
Lemma 5.4. Given functions f , g ∈ H with compact support in [0, L), we have
Ef,g(B) =
∫
B
fˆ(λ)gˆ(λ)∗dµ(λ)(5.15)
for every Borel set B ⊆ R.
Proof. Using Proposition 4.3, a lengthy but straightforward calculation gives
〈(T− z)−1f, g〉H = m(z)fˆ(z)gˆ(z
∗)∗ +Hf,g(z), z ∈ C\R,
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for some entire function Hf,g and thus for all λ1, λ2 ∈ R with λ1 < λ2
Ef,g([λ1, λ2)) = lim
δ↓0
lim
ε↓0
1
pi
∫ λ2−δ
λ1−δ
〈Im (T− λ− iε)−1f, g〉H dλ
= lim
δ↓0
lim
ε↓0
1
pi
∫ λ2−δ
λ1−δ
fˆ(λ)gˆ(λ)∗ Imm(λ+ iε) dλ
=
∫
[λ1,λ2)
fˆ(λ)gˆ(λ)∗dµ(λ),
where we used the weak version of Stone’s formula (also note fˆ(0) = gˆ(0) = 0). 
In particular, the preceding lemma shows that the mapping f 7→ fˆ uniquely
extends to a bounded linear operator F from H into L2(R;µ). More precisely, for
every function f ∈ H with compact support we have
‖fˆ‖2L2(R;µ) =
∫
R
fˆ(λ)fˆ(λ)∗dµ(λ) = Ef,f (R) = ‖Pf‖
2
H,(5.16)
where P is the orthogonal projection onto the closure D of dom(T). This shows
that the transformation F is actually a partial isometry from H into L2(R;µ) with
initial subspace D. Of course, the result of Lemma 5.4 now immediately extends
to all functions f , g ∈ H, that is,
Ef,g(B) =
∫
B
Ff(λ)Fg(λ)∗dµ(λ)(5.17)
for every Borel set B ⊆ R. It will turn out that the transformation F maps
the (operator part of the) self-adjoint linear relation T to multiplication with the
independent variable in L2(R;µ). Before we get to prove this, we first need to
derive a few more properties of this transformation.
Lemma 5.5. For each x ∈ [0, L) we have
Fδx(λ) = φ(λ, x)(5.18)
for almost all λ ∈ R with respect to µ.
Proof. Firstly, we infer from equation (5.5) that
〈(T− z)−1δx, δx〉H =
(
m(z) +
1
Lz
)
φ(z, x)φ(z, x) +Hx,x(z), z ∈ C\R,
for some entire function Hx,x and as in the proof of Lemma 5.4 we conclude that
‖Pδx‖
2
H =
∫
R
|φ(λ, x)|2dµ(λ).
Secondly, given a function f ∈ H with compact support, Proposition 4.3 gives
〈(T− z)−1f, δx〉H = m(z)fˆ(z)φ(z, x) +Hf,x(z), z ∈ C\R,
for some entire function Hf,x. Again we infer as in the proof of Lemma 5.4 that
〈f,Pδx〉H =
∫
R
Ff(λ)φ(λ, x)dµ(λ),
which extends to all functions f ∈ H by continuity. This finally yields
〈Fδx, φ( · , x)〉L2(R;µ) = 〈δx,Pδx〉H = ‖Fδx‖
2
L2(R;µ) = ‖φ( · , x)‖
2
L2(R;µ),
which proves the claim. 
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Lemma 5.6. The adjoint of the operator F is given by
F∗g(x) = lim
r→∞
∫ r
−r
(
1
λ
)
φ(λ, x)g(λ)dµ(λ), x ∈ [0, L),(5.19)
for every g ∈ L2(R;µ), where the limit has to be understood as a limit in H.
Proof. Suppose that the function g ∈ L2(R;µ) has compact support, set
gˇ(x) =
∫
R
(
1
λ
)
φ(λ, x)g(λ)dµ(λ), x ∈ [0, L),
and note that gˇ1 belongs to H
′
∗[0, L) since
gˇ1(x) = 〈g,Fδx〉L2(R;µ) = 〈F
∗g, δx〉H = (F
∗g)1(x), x ∈ [0, L).
Now for arbitrary c ∈ [0, L) one obtains upon interchanging integrals
I2c =
∫
[0,c)
|gˇ2(x)|
2
dυ(x) =
∫
[0,c)
gˇ2(x)
∫
R
λφ(λ, x)g(λ)∗dµ(λ) dυ(x)
=
∫
R
g(λ)∗
∫
[0,c)
λφ(λ, x)gˇ2(x)dυ(x) dµ(λ) =
∫
R
g(λ)∗F
(
0
1[0,c)gˇ2
)
(λ) dµ(λ)
≤ ‖g‖L2(R;µ)
∥∥∥∥F
(
0
1[0,c)gˇ2
)∥∥∥∥
L2(R;µ)
≤ ‖g‖L2(R;µ) Ic,
which shows that gˇ belongs to H. Now if f ∈ H is such that f1 = 0 and f2 has
compact support, then upon interchanging integrals one sees
〈gˇ2, f2〉L2([0,L);υ) = 〈g, fˆ〉L2(R;µ) = 〈F
∗g, f〉H = 〈(F
∗g)2, f2〉L2([0,L);υ),
implying gˇ = F∗g and hence the claim. 
Lemma 5.7. The mapping F is onto with (in general multi-valued) inverse
F−1 = F∗ ⊕ ({0} ×mul(T)) .(5.20)
Proof. Let λ0 ∈ R and choose some x ∈ [0, L) such that φ(λ0, x) is not zero. Then
for every small enough neighborhood U ⊆ R around λ0, the function
G(λ) =
{
φ(λ, x)−1, λ ∈ U,
0, λ ∈ R\U,
is bounded. By a variant of the spectral theorem, there exists a g ∈ H such that
Eg,δc(B) =
∫
B
G(λ)dEδx ,δc(λ)
for every Borel set B ⊆ R and c ∈ [0, L). In view of (5.17) we conclude that
Fg(λ) = G(λ)Fδx(λ) = 1U (λ) for almost all λ ∈ R with respect to µ. Thus the
range of F contains all characteristic functions of bounded intervals, which shows
that F is onto since the range of a partial isometry is always closed.
In order to verify (5.20), it suffices to note that FF∗ is the identity operator in
L2(R;µ) and F∗F is the orthogonal projection onto D = mul(T)⊥ in H. 
In the following we will denote with Mid the maximally defined operator of
multiplication with the independent variable in L2(R;µ).
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Theorem 5.8. The transformation F maps the self-adjoint linear relation T to
multiplication with the independent variable in L2(R;µ), that is,
F TF∗ = Mid.(5.21)
Proof. First of all, we infer from (5.17) that for every g ∈ L2(R;µ) one has
g ∈ dom(Mid) ⇔ F
∗g ∈ dom(T) ⇔ g ∈ dom(F TF∗).
In this case, equation (5.17) and [26, Lemma B.4] show that
〈Midg, h〉L2(R;µ) =
∫
R
λ g(λ)h(λ)∗dµ(λ) =
∫
R
λdEF∗g,F∗h(λ)
= 〈f,F∗h〉H = 〈Ff, h〉L2(R;µ), h ∈ L
2(R;µ),
whenever (F∗g, f) ∈ T, which yields the claim. 
Note that Theorem 5.8 establishes a connection between the spectral properties
of (the operator part of) T and Mid. In particular, the spectrum of T coincides
with the support of the measure µ and thus can be read off the singularities of m.
6. The inverse spectral problem
We are now ready to present the main result of this article, the solution of the
inverse spectral problem for our class of generalized indefinite strings. In order to
state it in a concise form, we introduce the map
Ξ :
{
S → N
(L, ω, υ) 7→ m
(6.1)
where N is the class of all Herglotz–Nevanlinna functions and S is the set of gener-
alized strings, that is, the set S consist of all triples (L, ω, υ) such that L ∈ (0,∞],
ω is a real-valued distribution in H−1loc [0, L) and υ is a non-negative Borel measure
on [0, L). Our proof relies on L. de Branges’ solution of the inverse spectral problem
for canonical first order systems; see Appendix A for a very brief summary. More
precisely, we will transform the differential equation (3.9) to a canonical system in
standard form with a trace normed Hamiltonian on the semi-axis by modifying a
known transformation for usual strings; cf. [31, 40, 54].
Theorem 6.1. The map Ξ is a bijection.
Proof. Injectivity. With the definition in (4.12), we consider the matrix function
Y (z, x) =
(
θ(z, x) −zφ(z, x)
−z−1θ[1](z, x) φ[1](z, x)
)
, x ∈ [0, L), z ∈ C.
Note that θ[1]( · , x) has a double root at zero which renders Y well-defined. It is an
immediate consequence of (4.12) that this function satisfies the integral equation
Y (z, x) =
(
1 0
0 1
)
+ z
∫ x
0
(
−w(t) −1
w(t)2 w(t)
)
Y (z, t)dt
+ z
∫
[0,x)
(
0 0
1 0
)
Y (z, t)dυ(t), x ∈ [0, L), z ∈ C.
(6.2)
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In order to transform (6.2) into a canonical system in standard form with a trace
normed Hamiltonian, we first introduce the function ς : [0, L]→ [0,∞] by
ς(x) = x+
∫ x
0
w(t)2dt+
∫
[0,x)
dυ, x ∈ [0, L],(6.3)
as well as its generalized inverse ξ on [0,∞) via
ξ(s) = sup {x ∈ [0, L) | ς(x) ≤ s} , s ∈ [0,∞).(6.4)
Let us point out explicitly that ξ(s) = L for s ∈ [ς(L),∞) provided that ς(L) is
finite. On the other side, if ς(L) is not finite, then ξ(s) < L for every s ∈ [0,∞) but
ξ(s)→ L as s→∞. Since ς is strictly increasing, we infer that ξ is non-decreasing
and satisfies
ξ ◦ ς(x) = x, x ∈ [0, L); ς ◦ ξ(s) =
{
s, s ∈ ran(ς),
sup {t ∈ ran(ς) | t ≤ s}, s 6∈ ran(ς).
(6.5)
Moreover, it can be deduced from (6.3) that ξ is locally absolutely continuous with
0 ≤ ξ′ ≤ 1
almost everywhere on [0,∞). For future purposes, let us also mention that a sub-
stitution using, for example, [10, Theorem 3.6.1] shows that∫ ς(x)
0
F (ξ(t))dt =
∫ x
0
F (t)
(
1 + w(t)2
)
dt+
∫
[0,x)
F (t)dυ(t), x ∈ [0, L),(6.6)
for every continuous function F on [0, L).
After these preliminary definitions, we now introduce the matrix function
U(z, s) =
(
1 0
z(s− ς ◦ ξ(s)) 1
)
Y (z, ξ(s)), s ∈ [0,∞), z ∈ C.
Here note that if ξ(s) = L for some s ∈ [0,∞), then Y (z, ξ(s)) has to be interpreted
as the limit of Y (z, x) as x → L, which is known to exist in this case. Since ξ is
locally constant on [0,∞)\ran(ς), we first obtain the equality
ξ′(s)U(z, s) = ξ′(s)Y (z, ξ(s)), z ∈ C,(6.7)
for almost all s ∈ [0,∞). Moreover, the very definition of U guarantees that(
1 0
)
U(z, s) =
(
1 0
)
Y (z, ξ(s)), s ∈ [0,∞), z ∈ C.(6.8)
After using (6.2), applying formula (6.6), another substitution (use, for example,
[10, Corollary 5.4.4]) as well as the identities (6.7) and (6.8), we see that the function
U satisfies the integral equation
U(z, s) =
(
1 0
0 1
)
− z
∫ s
0
(
0 1
−1 0
)
H(t)U(z, t)dt, s ∈ [0,∞), z ∈ C,(6.9)
where the matrix function H is given by
H(s) =
(
1− ξ′(s) ξ′(s)w(ξ(s))
ξ′(s)w(ξ(s)) ξ′(s)
)
, s ∈ [0,∞).(6.10)
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Note that H is locally integrable (see [10, Corollary 5.4.4]) on [0,∞) and that H(s)
is real, symmetric, non-negative definite and trace normed for almost all s ∈ [0,∞).
In order to be precise, non-negative definiteness holds since the function∫ s
0
1− ξ′(t)− ξ′(t)w(ξ(t))2dt = s− ξ(s) −
∫ ξ(s)
0
w(t)2dt
= s− ς ◦ ξ(s) +
∫
[0,ξ(s))
dυ, s ∈ [0,∞),
is non-decreasing, which shows that detH is non-negative almost everywhere.
Our next observation is that the functionm is also the Weyl–Titchmarsh function
corresponding to the canonical system with Hamiltonian H on [0,∞), that is,
m(z) = lim
s→∞
U11(z, s)
U12(z, s)
, z ∈ C\R,(6.11)
which holds in view of Lemma 5.2 and the fact that ξ(s) → L as s → ∞. As
a consequence, the uniqueness part of Theorem A.2 guarantees that m uniquely
determines H almost everywhere on [0,∞). In particular, this shows that the
function ξ is uniquely determined and hence so are ς and L. Since ξ maps null
sets into null sets, we furthermore infer that w is determined almost everywhere on
[0, L) and thus the distribution ω is uniquely determined. Finally, the fact that the
measure υ is uniquely determined by m as well follows from (6.3).
Surjectivity. Let m ∈ N be an arbitrary Herglotz–Nevanlinna function. Accord-
ing to the existence part of Theorem A.2, there is a locally integrable, trace normed,
real, symmetric and non-negative definite 2 × 2 matrix function H on [0,∞) such
that the unique solution U of the integral equation (6.9) satisfies (6.11).
We introduce the locally absolutely continuous, non-decreasing function ξ by
ξ(s) =
∫ s
0
H22(t)dt, s ∈ [0,∞),(6.12)
as well as its generalized inverse ς : [0, L]→ [0,∞] via
ς(x) = sup {s ∈ [0,∞) | ξ(s) < x} ∪ {0}, x ∈ [0, L].
Here, the quantity L ∈ (0,∞] denotes the limit of ξ(s) as s→∞ which is non-zero
indeed since H22 does not vanish almost everywhere on [0,∞). The function ς is
readily verified to be left-continuous, strictly increasing and to satisfy (6.5). Next
we define the real-valued function w on [0, L) by
w(x) =
{
H22(ς(x))
−1H12(ς(x)), if H22(ς(x)) 6= 0,
0, if H22(ς(x)) = 0.
Since ξ is constant on [ς ◦ ξ(s), s] whenever ς ◦ ξ(s) 6= s, we infer that
ξ′(s)w(ξ(s)) = H12(s)
for almost all s ∈ [0,∞). Moreover, because detH is non-negative, we may estimate
ξ′(s)w(ξ(s))2 ≤ H11(s)(6.13)
for almost all s ∈ [0,∞). In view of [10, Corollary 5.4.4], this shows that w belongs
to L2loc[0, L) and thus gives rise to a real-valued distribution ω in H
−1
loc [0, L). Finally,
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we define the Borel measure υ on [0, L) via its distribution function by∫
[0,x)
dυ = ς(x)− x−
∫ x
0
w(t)2, x ∈ [0, L).
In order to see that the measure υ is actually non-negative, we perform a substitu-
tion using [10, Corollary 5.4.4] to obtain∫
[0,x)
dυ =
∫ ς(x)
0
1− ξ′(s)− ξ′(s)w(ξ(s))2ds, x ∈ [0, L),
and note that the integrand on the right-hand side is non-negative almost every-
where in view of (6.12) and (6.13) as well as the fact that H is trace normed.
With these definitions, we now introduce the matrix function Y by
Y (z, x) = U(z, ς(x)), x ∈ [0, L), z ∈ C.
Since ξ is locally constant on [0,∞)\ran(ς), we again obtain (6.7) for almost all
s ∈ [0,∞). Furthermore, the integral equation (6.9) shows that (6.8) holds as
well. Upon employing those identities, a substitution (use, for example, [10, Corol-
lary 5.4.4]) and applying formula (6.6), we obtain from (6.9) that the function Y
satisfies the integral equation (6.2). Clearly, the functions Y11 and Y12 are solutions
of the homogeneous differential equation (3.9) with the initial conditions
Y ′11(z, 0−) = Y12(z, 0) = 0, Y11(z, 0) = 1, Y
′
12(z, 0−) = −z,
for every z ∈ C. In view of Lemma 5.2 and (6.11), the function m turns out to be
the Weyl–Titchmarsh function corresponding to the triple (L, ω, υ). 
We conclude this section with a result about continuity properties of the corre-
spondence Ξ. To this end, we first equip N with the topology of locally uniform
convergence on C\R. Of course, the map Ξ will turn out to be a homeomorphism if
we endow S with a suitable topology. Instead of describing this topology in terms of
bases or open sets, we simply show what convergence with respect to this topology
means. For this purpose, let mn be a Herglotz–Nevanlinna function for every n ∈ N
and denote all corresponding quantities as usual but with an additional subscript.
In particular, the functions ςn are defined analogously to ς in (6.3).
Proposition 6.2. The Weyl–Titchmarsh functions mn converge locally uniformly
to m if and only if
sup {x ∈ {0} ∪ [0, lim inf
k→∞
Lnk) | lim sup
k→∞
ςnk(x) <∞} = L(6.14)
holds for each subsequence nk and
1
lim
n→∞
∫ x
0
wn(t)dt =
∫ x
0
w(t)dt, lim
n→∞
∫ x
0
ςn(t)dt =
∫ x
0
ς(t)dt,(6.15)
locally uniformly for all x ∈ [0, L). Moreover, the functions mn converge locally
uniformly to ∞ if and only if the supremum in (6.14) is zero for each subsequence
nk.
1Note that all quantities are well-defined for large enough n ∈ N in view of (6.14).
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Proof. Upon considering the corresponding Hamiltonians as in (6.10), we infer from
Proposition A.3 after a substitution (use, for example, [10, Corollary 5.4.4]) that
the Weyl–Titchmarsh functions mn converge locally uniformly to m if and only if
lim
n→∞
ξn(s) = ξ(s), lim
n→∞
∫ ξn(s)
0
wn(t)dt =
∫ ξ(s)
0
w(t)dt,(6.16)
locally uniformly for all s ∈ [0,∞). Moreover, if the functions mn converge locally
uniformly to ∞, then the functions ξn converge locally uniformly to zero.
To begin with, we first suppose that mn converge locally uniformly to m. Given
an x ∈ [0, L) we can find an s ∈ [0,∞) such that x < ξ(s) < L and from (6.16) we
know that x < ξn(s) < L for large enough n ∈ N. By monotonicity we also have
x < ξn(t) ≤ Ln for all t ∈ [s,∞), which shows the second inequality in
sup {x ∈ [0, lim inf
n→∞
Ln) | lim sup
n→∞
ςn(x) <∞} ≤ L ≤ lim inf
n→∞
Ln.(6.17)
In order to prove the first inequality, let x ∈ [0, lim infn→∞ Ln) such that ςn(x) is
uniformly bounded for all large enough n ∈ N. For every given ε > 0 we have
|x− ξ ◦ ςn(x)| = |ξn ◦ ςn(x) − ξ ◦ ςn(x)| ≤ ε
for all large enough n ∈ N by (6.16). Since the range of ξ is bounded by L, this
guarantees that x− ε ≤ ξ ◦ ςn(x) ≤ L and thus implies the first inequality in (6.17).
Now if this inequality was strict, then we would have lim supn→∞ ςn(x) = ∞ for
some x ∈ [0, L). Thus for every fixed s ∈ [0,∞) there would be infinitely many
n ∈ N such that
ξn(t) ≤ ξn ◦ ςn(x) = x, t ∈ [0, s).
But from (6.16) we would infer that ξ is bounded by x on [0, s) as well and thus
the contradiction L ≤ x. Of course, the same arguments apply to any subsequence
nk which establishes (6.14).
In order to verify the first limit in (6.15), one notes that
1
2
∣∣∣∣
∫ x
0
w(t)− wn(t)dt
∣∣∣∣
2
≤
∣∣∣∣
∫ ξ◦ς(x)
0
w(t)dt−
∫ ξn◦ς(x)
0
wn(t)dt
∣∣∣∣
2
+
∣∣∣∣
∫ ξ◦ς(x)
ξn◦ς(x)
wn(t)dt
∣∣∣∣
2
for every x ∈ [0, L) and all large enough n ∈ N (that is, such that x < Ln). Using
the Cauchy–Schwarz inequality, the second term can be further estimated by
|ξ ◦ ς(x) − ξn ◦ ς(x)| max(ςn(x), ς(x)),
where the last factor is uniformly bounded in n by (6.14). Since ς(x) varies in
compact subsets of [0,∞) if x varies in compact subsets of [0, L), we infer from (6.16)
that the first limit in (6.15) holds locally uniformly for all x ∈ [0, L). For the second
limit in (6.15), we first integrate by parts and use (6.6) to obtain∫ x
0
ςn(t)− ς(t)dt =
∫ ςn(x)
ς(x)
x− ξn(s)ds+
∫ ς(x)
0
ξ(s)− ξn(s)ds
for all x ∈ [0, L) and large enough n ∈ N. Since on the domain of integration the
integrand of the first integral can be estimated by
|x− ξn(s)| ≤ |x− ξn ◦ ς(x)| = |ξ ◦ ς(x)− ξn ◦ ς(x)|,
we again conclude from (6.16) that the second limit in (6.15) holds locally uniformly
for all x ∈ [0, L).
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Now let us suppose that the functions mn converge locally uniformly to ∞ and
pick an arbitrary subsequence nk. If lim infk→∞ Lnk is zero, then clearly so is the
supremum in (6.14). Otherwise, let x ∈ [0, lim infk→∞ Lnk) such that ςnk(x) is
uniformly bounded for all large enough k ∈ N. Since the functions ξn converge
locally uniformly to zero, we then have
|x| = |ξnk ◦ ςnk(x)| → 0, k →∞,
implying that x has to be zero. Thus, the supremum in (6.14) is zero as well.
In order to prove the converse directions, we first assume that (6.14) is valid
for every subsequence nk and (6.15) holds locally uniformly for all x ∈ [0, L). Let
mnk be a subsequence and note that by the fundamental normality test (see [64,
Section 2.7]), this subsequence has a subsequence that converges locally uniformly
either to a function m0 or to∞. Since the supremum in (6.14) is non-zero, we infer
that this subsequence has to converge to a function m0. If the corresponding triple
Ξ−1(m0) is denoted with (L0, ω0, υ0), then the first part of the proof shows that
L0 = L, ω0 = ω and υ0 = υ. Consequently, this guarantees that m0 = m and thus
we conclude that mn converges locally uniformly to m.
Finally, we suppose that the supremum in (6.14) is zero for every subsequence nk.
As before we note that every subsequence of mn has a subsequence that converges
locally uniformly either to a function m0 or to ∞. If this subsequence converged to
a function m0 with corresponding triple (L0, ω0, υ0), then the first part of the proof
would imply that the supremum in (6.14) equals L0 > 0 for some subsequence nk.
Thus, we infer that the functions mn converge locally uniformly to ∞. 
Remark 6.3. Note that the locally uniform convergence of (6.15) in Proposi-
tion 6.2 can be replaced by simple pointwise convergence upon employing a compact-
ness argument. In fact, an inspection of the last part of the proof of Proposition 6.2
shows that locally uniform convergence is not used at all.
7. Non-negative strings
In this concluding section we will show how our solution of the inverse spectral
problem fits in with the classical result by M. G. Krein [50]. To this end, we will first
single out all those generalized strings in S which give rise to purely non-negative
spectrum (the non-positive case can be treated analogously).
Lemma 7.1. The Weyl–Titchmarsh function m has the asymptotics
lim
η→∞
m(iη)
iη
= υ({0}).(7.1)
Proof. By Lemma A.1 and (6.10), we conclude that
lim
η→∞
m(iη)
iη
= sup {s ∈ [0,∞) | ξ(s) = 0}.
Upon taking (6.3) and (6.4) into account, we arrive at (7.1). 
Note that Lemma 7.1 yields the coefficient of the linear term in the integral
representation (5.10) for the Weyl–Titchmarsh function m. We will provide more
detailed high energy asymptotics for m as an application of the results in [24].
Lemma 7.2. The spectral measure µ is supported on [0,∞) if and only if υ vanishes
on (0, L) and w has a non-decreasing representative.
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Proof. First of all we obtain from an integration by parts using (4.5) and (4.7) that
〈τf, f〉H = −
∫ L
0
w(x)(|τf1|
2)′(x)dx + 2
∫
[0,L)
Re(τf1(x)
∗τf2(x))dυ(x)(7.2)
for every f ∈ T such that τf has compact support in [0, L). Also recall that we
saw in the second part of the proof of Theorem 4.1 that the range of T contains
all functions in H with compact support. Moreover, that proof showed that the
subspace of all functions inH with compact support in [0, L) is a core for the inverse
of T (which is a self-adjoint linear operator).
Under the assumption that µ is supported on [0,∞), the left-hand side of (7.2)
turns out to be non-negative by Theorem 5.8. Now if the measure υ would not
vanish on (0, L), then we could find an f ∈ T such that τf has compact support
in [0, L) and the second integral in (7.2) is non-zero. Upon rescaling the second
component of τf in a suitable way, the right-hand side of (7.2) would become
negative, giving a contradiction. Moreover, non-negativity of the right-hand side
of (7.2) implies that ω is a non-negative distribution on (0, L). In this respect
one should also mention that every non-negative smooth function with compact
support has a square root in H ′∗[0, L); see [1, Proposition 2.1]. As a consequence,
it is known [57, Theorem 6.22] that ω can be represented by a non-negative Borel
measure on (0, L) which shows that w has a non-decreasing representative.
In order to prove the converse, we assume that υ vanishes on (0, L) and that
w has a non-decreasing representative. Since this representative is the distribution
function of a non-negative Borel measure on (0, L), we may integrate the first
integral in (7.2) by parts to see that 〈τf, f〉H is non-negative for all f ∈ T such that
τf has compact support in [0, L). This readily extends to all f ∈ T by continuity
which guarantees that µ is supported on [0,∞) in view of Theorem 5.8. 
In order to guarantee that ω arises from a non-negative Borel measure on [0, L),
that is, when w has a non-negative and non-decreasing representative, we need an
additional growth restriction on the spectral measure µ. To this end, let us recall
that a Herglotz–Nevanlinna function m is called a Stieltjes function if the function
z 7→ zm(z) is a Herglotz–Nevanlinna function as well [38, Lemma S1.5.1]. It is
known that the spectral measure µ corresponding to such a function is supported
on [0,∞) and satisfies a growth restriction to the extent that the integral∫
(0,∞)
dµ(λ)
1 + λ
(7.3)
is finite. In conjunction with Theorem 6.1, the following result immediately recovers
the classical result of M. G. Krein [39, Theorem 11.1] (see also [49, Theorem 1.1]).
Proposition 7.3. The Weyl–Titchmarsh function m is a Stieltjes function if and
only if υ vanishes identically and ω is a non-negative Borel measure on [0, L). In
this case, the function m has the simplified integral representation
m(z) = ω({0})−
1
Lz
+
∫
(0,∞)
dµ(λ)
λ− z
, z ∈ C\R.(7.4)
Proof. If υ vanishes identically and ω is a non-negative Borel measure on [0, L),
then an integration by parts shows (here we use ψ′(z, · ) to denote the unique left-
continuous representative of the derivative of the solution ψ(z, · ) given by (5.3),
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which exists in this case)
zm(z)− z∗m(z)∗
z − z∗
=
ψ′(z, x)ψ(z, x)∗ − ψ(z, x)ψ′(z, x)∗
z − z∗
+
∫
[0,x)
|ψ(z, t)|2dω(t), z ∈ C\R,
(7.5)
for every x ∈ [0, L). Arguing as in the first part of the proof of Theorem 4.1,
we can show that the first term on the right-hand side of (7.5) converges to zero
along some increasing sequence xn → L. In particular, this implies that ψ(z, · ) is
square integrable with respect to ω and in turn that the first term on the right-hand
side of (7.5) actually converges to zero as x tends to L. Since ω is a non-negative
Borel measure, this guarantees that z 7→ zm(z) is a Herglotz–Nevanlinna function
as well, which means that m is a Stieltjes function. As such, it has an integral
representation of the form (7.4) and it remains to note that
lim
η→∞
m(iη) = ω({0}),(7.6)
which holds since the coefficient of the linear term in the integral representation of
z 7→ zm(z) is given by ω({0}) in view of [39, §11.3] (see also [26, Corollary 10.8]).
In order to prove the converse, assume that m is a Stieltjes function. Then [38,
Theorem S1.5.1] implies that the coefficient of the linear term in (5.10) is zero and
that the spectral measure µ is supported on [0,∞). In view of Lemma 7.1 and
Lemma 7.2, this guarantees that υ vanishes identically and w has a non-decreasing
representative. Thus we are left to show that w is non-negative almost everywhere
on [0, L). In order to prove this we first assume that the Weyl–Titchmarsh function
m is rational and show that w is almost everywhere equal to a step function with
only a finite number of jumps. To this end, let x ∈ [0, L) be a point of increase for
the non-decreasing representative of w and note that we have
〈g, δx〉H = g1(x) = 0, g ∈ mul(T),
since otherwise we could find an h ∈ H1c [0, L) such that ω(g1h) 6= 0 which con-
tradicts the fact that g belongs to the multi-valued part of T given by (cf. [9,
Proposition 2.8], [21, Lemma 6.2], [23, Equation (2.12)])
mul(T) = {g ∈ H |ωg1 = 0}.
In particular, this shows that there can only be finitely many such points since
the orthogonal complement of mul(T) is finite dimensional by Theorem 5.8. This
guarantees that ω is a Borel measure on [0, L), non-negative on (0, L) but with
a possible negative point mass at zero. Upon noting that adding a real-valued
constant to ω({0}) amounts to adding the same constant to m, we infer from the
first part of the proof that (7.6) holds. Since m is a Stieltjes function, this implies
that ω({0}) is non-negative and thus w is non-negative almost everywhere. In
the general case, we can approximate m locally uniformly with rational Stieltjes
functions and the claim follows from the first limit in (6.15) of Proposition 6.2. 
We are also able to recover a continuity result by Y. Kasahara [41] (see also [48])
for this subclass of strings in a slightly different dressing from Proposition 6.2.
Corollary 7.4. Suppose that the Weyl–Titchmarsh functions m and mn are Stielt-
jes functions for every n ∈ N. Then the functions mn converge locally uniformly to
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m if and only if (6.14) holds for every subsequence nk and
lim
n→∞
wn(x) = w(x)(7.7)
for almost all x ∈ [0, L).
Proof. The claim follows from Proposition 6.2 and [42, Theorem B]. 
Appendix A. Canonical first order systems
The purpose of the present appendix is to briefly review some facts about canon-
ical systems as far as they are needed in this article. In particular, we will state the
solution of the corresponding inverse spectral problem which is due to L. de Branges.
For more details we refer the reader to [11, 12, 13, 14, 15, 43, 56, 60, 66, 67].
In order to set the stage, let H be a locally integrable, real, symmetric and non-
negative definite 2 × 2 matrix function on [0,∞). Furthermore, we shall assume
that H is trace normed, that is,
trH(s) = H11(s) +H22(s) = 1, s ∈ [0,∞),(A.1)
and also exclude the cases when
H(s) =
(
1 0
0 0
)
(A.2)
for almost all s ∈ [0,∞). A matrix function H with all these properties is called a
Hamiltonian and associated with such a function is the canonical first order system(
0 1
−1 0
)
F ′ = zHF,(A.3)
where z is a complex spectral parameter.
Let us introduce the fundamental matrix solution U of the canonical system (A.3)
as the unique solution of the integral equation
U(z, s) =
(
1 0
0 1
)
− z
∫ s
0
(
0 1
−1 0
)
H(t)U(z, t)dt, s ∈ [0,∞), z ∈ C.(A.4)
The Weyl–Titchmarsh function m of the canonical system (A.3) is now defined by
m(z) = lim
s→∞
U11(z, s)
U12(z, s)
, z ∈ C\R.(A.5)
As a Herglotz–Nevanlinna function, the Weyl–Titchmarsh function m clearly has
an integral representation [38], [61, Section 5.3] of the form
m(z) = c1z + c2 +
∫
R
1
λ− z
−
λ
1 + λ2
dν(λ), z ∈ C\R,(A.6)
for some constants c1, c2 ∈ R with c1 ≥ 0 and a non-negative Borel measure ν on
R for which the integral ∫
R
dν(λ)
1 + λ2
(A.7)
is finite. The coefficient c1 of the linear term can be read off the Hamiltonian H
immediately as the following fact shows; see [12], [66, Lemma 3.1], [67, Lemma 2.5].
Lemma A.1. The Weyl–Titchmarsh function m has the asymptotics
lim
η→∞
m(iη)
iη
= sup
{
s ∈ [0,∞)
∣∣∣∣H(t) =
(
1 0
0 0
)
for almost all t ∈ [0, x)
}
.(A.8)
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It is a fundamental result of L. de Branges [11, 12, 13, 14, 15] (see also [66,
Theorem 1], [67, Theorem 2.4]) that indeed all Herglotz–Nevanlinna functions arise
as the Weyl–Titchmarsh function of a unique canonical system (A.3).
Theorem A.2. For every Herglotz–Nevanlinna function m there is a Hamiltonian
H such that m is the Weyl–Titchmarsh function of the canonical system (A.3).
Upon identifying Hamiltonians which coincide almost everywhere on [0,∞), this
correspondence is also one-to-one.
The next fact establishes a continuity property for L. de Branges’ correspondence
in Theorem A.2; see [12], [54, Proposition 3.2]. In order to state it, let Hn be
a Hamiltonian for every n ∈ N and denote with mn the corresponding Weyl–
Titchmarsh function.
Proposition A.3. The Weyl–Titchmarsh functions mn converge locally uniformly
to m if and only if
lim
n→∞
∫ x
0
Hn(t)dt =
∫ x
0
H(t)dt(A.9)
locally uniformly for all x ∈ [0,∞). Moreover, the functions mn converge locally
uniformly to ∞ if and only if
lim
n→∞
∫ x
0
Hn(t)dt =
∫ x
0
(
1 0
0 0
)
dt(A.10)
locally uniformly for all x ∈ [0,∞).
Remark A.4. Note that the locally uniform convergence of (A.9) and (A.10) in
Proposition A.3 can be replaced by simple pointwise convergence upon employing a
compactness argument.
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