ABSTRACT
INTRODUCTION
Named Entity Recognition is the process that involves finding the NEs in a corpus and then be able to distinguish them into various classes of NEs such as person, location, organization, time, river, sport, vehicle, country, state, quantity, number, time etc. The various applications of NER are: Question Answering, Information Extraction, Automatic Summarization, Machine Translation, Information Retrieval etc. [8] [11] There are many challenges that have to be dealt with while performing Named Entity Recognition in Indian languages. Indian languages lack in proper resources, so before performing Named Entity Recognition in Indian languages, we have to carry out the task of Corpus development which include doing annotation on the raw text, preparing Gazetteer etc. Indian languages are free word order, inflectional and morphologically rich in nature. In Indian languages, there are numerous named entities that also exist as common nouns in the dictionary.
RELATED WORK
Stanford Named Entity Recognizer (NER) is a java based NER toolkit that uniquely tags Named Entities such as Name of Person, Company, gene, proteins etc. Stanford NER is also known as CRF Classifier. [23] 
PROPOSED TOOL-NERHMM
Hidden Markov Model (HMM) is Statistical approach that was initially used for Speech Recognition but it can now be used to perform Named Entity Recognition also. HMM has three parameters: Start Probability ( ), Transition probability (A = aij) and Emission Probability (B = {bj(O)}), represented as λ = (A, B, ) . [12] Start Probability ( ) is the probability that a given tag occurs first in a sentence.
Transition probability (A = aij) is the probability of occurrence of the next tag j in a sentence given the occurrence of particular tag i at present. Emission Probability (B = {bj(O)}) is the probability of occurrence of output sequence given a state j.
For performing NER using HMM, we need to perform two tasks i.e. HMM Training and HMM Testing. Before, performing HMM Training, we need to perform Annotation that accepts raw data as an input and generates the annotated data or tagged data as an output.
Consider a raw text in Hindi:
geeta badminton kheti hai | The above sentence is a raw text and is not tagged. We need to perform annotation on this raw text to obtain the annotated data.
Output of Annotation is:
In the above sentence, geeta is a name of person, so it is tagged with a PERSON tag, badminton is a name of sport, so we have tagged it with SPORT tag. 'O' signifies not a named entity tag or not a proper noun.
The input to the HMM Training process is the annotated data and the output is the three parameters of HMM. The next step is the HMM Testing that accepts sentences as an input and generates optimal state sequence and Named Entities as an output. We have made a tool NERHMM that perform all the above mentioned tasks. Initially, our aim was to perform NER in the Indian languages. But, the tool we have developed is able to perform NER in all the natural languages. Figure1 displays the first screen of our tool.
When we click on the 'ANNOTATION' button, we have an option to either write the raw text or select the unannotated text or raw text using a browse button. We can then choose appropriate tag from the generated list to tag each token in a sentence to obtain annotated data. This process of converting the raw text into annotated data is known as 'corpus development phase'. Using NERHMM, we can annotate all the natural languages text by using any number and any kind of tags to obtain the annotated text. Still there are many languages for which annotated data do not exist on web. So, using NERHMM tool we can obtain annotated data that can be further be utilised to perform various Natural language processing task such as NER.
When we click on 'TRAIN HMM' button, we have an option to either write the annotated data or select from the existing using browse button. The output of TRAIN HMM is shown in Figure 2 . In Figure 2 , we have states= {'OTHER', 'LOC', 'PER', 'TIME', 'SPORT', 'MONTH'}.Here OTHER means not a Named Entity tag, PER is Name of Person tag and LOC is a location tag. Observation is a test sentence or set of test sentences on which we wish to perform NER. Figure 2 . Finally, on clicking 'TEST HMM', we can either write test sentence(s) or select from a file using browse button. Viterbi algorithm is made to run that accepts all the HMM parameters computed by the tool and displays optimal state sequence as shown in Figure 3 . Thus, in Figure 3 , Jammu Kashmir, Himachal Pradesh and Uttar Pradesh are the Names of locations, so the output of NERHMM is shown by a LOC tag. 'OTHER' signifies that the rest of the tokens are not Named Entities. 
FEATURES OF OUR PROPOSED TOOL
Some of the characteristic features of our NER tool are listed below: 1. Our tool works for all the Natural languages. This tool has been tested for languages such as English, Hindi, Bengali, Urdu, Punjabi, Marathi and Telugu. 2. This tool is not domain specific in nature. It has been tested for documents from tourism domain, general sentences and short stories. 3. If we perform large amount of training, then we obtain high accuracy. We have been able to achieve more than 90% of accuracy on testing. 4. The tags used in a document are not fixed. They can be even modified according to the individual desire. Hence, the tags used are of dynamic nature. 5. This tool is also suited to perform part-of-speech tagging, in which standard tags may be used such as NNP, VB, and JJ etc. 6. This tool can include rich tag set. E.g. the location tag may further get split into state, city, country, street, town, palace, temple etc. tags. 7. This proposed tool also facilitates in annotation of raw text to obtain annotated text. This tagged text can further be utilized for other NLP applications. 8. This tool can handle multilingual task i.e. it can perform Named Entity Recognition on document containing multiple languages. This has been tested for a document containing languages such as English, Hindi, Telugu, Bengali and Punjabi. 9. This tool is very user friendly. It solves the major problem of parameter estimation of Hidden Markov Model and it also assist in achieving annotated document from the raw text. Figure 4 shows analysis in terms of F-Measure for files of different sizes. It depicts that in a file having 12 tokens, we have achieved 15% F-Measure and in file having 29 tokens, 17.94% FMeasure is achieved. Till now, we have performed training and testing on multilingual data i.e. data from Hindi, Bengali, Urdu, English, Punjabi and Telugu are combined. We have done training on 42,784 tokens and we have observed that as the amount of training increases, the FMeasure also increases henceforth the performance of a NER based system is determined by the amount of training performed on it. 
RESULTS

CONCLUSION
HMM is considered as one of the simplest and efficient approaches of Named Entity Recognition. We have introduced a tool that provides an easiest way to perform NER in all the natural languages using HMM. There are many natural languages that are resource poor in nature. So, this tool also facilitates in annotation on the raw corpus to obtain the annotated or tagged corpus. In other words, this tool helps in the Corpus Development. In this tool, we have the facility to use the tags of our own choice according to the context of the corpus that we are referring to. At Present, we have performed NER in Hindi, Punjabi, Urdu, English, Marathi, Telugu and Bengali. We have used document of various sizes for NER and through analysis we arrive at a conclusion that as the amount of training increases, the Performance of a NER based system also improves.
