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ABSTRACT 
Given a solid polyhedral convex cone .%Y c II”, positively invariant under the 
differential system i(t) = Ar( t), where A E RI’,“, we consider the problem of 
determining the closure of the reachability cone 
X,(X) := (r(0) ER”j3i-20s.t. x(i) E_Zj = U emrAY. 
f>O 
A formula for X,( .W) is obtained, where the only additional assumption on A is that 
its spectrum is real. This formula involves “lower-dimensional” reachability cones, but 
nevertheless facilitates the computation of X,(x). A completely explicit formula for 
X,,( -W) is obtained under the additional assumptions that x is simplicial and that 
the Jordan form of A consists of a single block for the maximal eigenvalue, while all 
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other eigenvalues have linear elementary divisors. The main results are illustrated by 
examples. 
1. INTRODUCTION 
Consider the following problem: Given a polyhedral convex cone .$ c R” 
and a linear system of differential equations 
a(t) = Ax(t), (249) 
where A E R”-“, determine the reachability cone 
X,(Z) := {x E R”j3 t 2 0 s.t. e’*x E .2?j. 
We say that LU is positively invariant with respect to A if et*.%? c 3” 
Vt > 0. Under this condition, once a trajectory r( t ) = e”*r(O) enters .%, it 
remains in jY thereafter. In Neumann and Stem [2], formulas were derived 
for the closure X,( 3tr) of X,(Z) w en h Y is simplicial and positively 
invariant, in two distinguishable circumstances: (1) when A is diagonable and 
has a real spectrum, and (2) when there exists a vector k E int X such that 
- Ak E Y (int denoting interior); in this case A may have complex eigenval- 
ues. In the present paper, our goal is to characterize X,(x) in case x is a 
solid polyhedral convex cone which is positively invariant with respect to A, 
and where it is assumed that the spectrum of A is real. 
The case under consideration in this paper is harder to analyze than the 
diagonable case considered in [2]. There, under the aforementioned assump- 
tions on A, X,(x) was expressed explicitly in terms of .%7 and the 
eigenspaces of A. In the present nondiagonable case, however, our formula 
for X,(.X) involves reachability cones of “lower dimensions” on the right- 
hand side. This is so with one exception. When x is simplicial and the 
Jordan form of A consists of a single block for h,, with all other eigenvalues 
having linear elementary divisors, then recent advances in the Perron- 
Frobenius theory due to Rothblum [5] allow us to determine X,(Y) ex- 
plicitly in the sense discussed above. 
The reader is referred to [3] for an analysis of how one determines X,(.X) 
from its closure, the latter being the set of interest in the present work. 
Essentially, this analysis consists of determining the “effective” part of 
6)X,( .Y) ( 8 denoting boundary); namely, { X,(Y)} n { aX,( x)}. 
The plan of this paper is as follows: In Section 2 we introduce some 
notation and terminology. Furthermore, certain preliminary results which are 
essential to the development of the paper are also given. Our main results are 
presented in Section 3, while Section 4 consists of examples. 
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2. NOTATION AND PRELIMINARY RESULTS 
Some basic terminology and notation are given first. 
A nonempty set .% c R" is said to be a cone if cr.% C .% V’a > 0. A 
convex cone y c R" is polyhedral if it is the intersection of a finite number 
of closed half spaces, and 3? c R" is a simplicial cone if 3? = QR:, where Q 
is a nonsingular n X n matrix and R: denotes the nonnegative orthant. For 
any polyhedral convex cone .%? there exists a finite set of vectors 
{g,>g,,...? g, } such that Z is the smallest convex cone containing the gi, 
and such that no set of fewer than k vectors has this property. The gi are 
called generators of x. A convex cone is said to be solid if it has nonempty 
interior. Finally, a face of Z is a subset F c .Y such that F f .X and such 
that every line segment in J? with a relative interior point in F has both 
its endpoints in F. For more background material concerning cones see 
Rockafellar [4] and Berman and Plemmons [l]. 
A nonempty set I c R” is said to be positively invariant with respect to 
the matrix A E R”,” if 
efAI C I vt > 0. 
The class of all such l? is denoted by n(A). 
Given a nonempty set l? c R” and a matrix A E R”,“, we say that a point 
x E R” reaches I? if there exists t 2 0 such that e’*r E I. The set of all points 
which reach I is 
x,(r) := U cfAr, 
f>O 
since this is the set of all start points r(O) which yield trajectories of the 
differential equation i(t) = Ax(t) which intersect I. 
In the following lemma we both summarize and extend some basic facts 
given in [2] concerning positively invariant cones and reachability. 
LEMMA 2.1. Let A E R”,“, and let X be a polyhedral convex cone such 
that X E TI( A). Then the following hold: 
(i) ~7 E rl(A + hI) V’h E R, where I denotes the n x n identity matrix. 
(ii) X,(X) is a convex cone which contains X. 
(iii) X,(,X) and X,(x) are members of n(A). 
(iv) X,(3?) = X A+hl(Z) VA E R. 
(v) axA(x> l n(A). 
cvi) xA(xA(x)) =xA(x). 
(vii) X,(x) is polyhedral. 
(viii) There exist a >, 0 and B E R”,” suchthatBXcXandA=B-al. 
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Proof. Claims (i) through (v) were established in [2],’ and (viii) was 
proven in Schneider and Vidyasagar [6]. We, proceed to prove (vi). Since 
the cone X,(,X) is positively invariant [because of (iii)], it is contained in its 
own reachability cone; that is, X,(.X) c X,(X,( 2)). Conversely, let 
x E X, (X,(x)). Then for some tl> 0, 
e’% E X,(X) . 
But then there exists a vector 0 E R”, of arbitrarily small norm, such that 
e’% + u E X,(Y). Then in view of (iii), we have x E X,( ,X). 
In order to prove (vii) we first note that the set X,(x) consists of an 
increasing family of cones e -‘*A? each of which has the same number of 
generators, and that X,( .Y) = lim 1 _ m e ‘*Z, in the Hausdorff sense. In the 
remainder of our proof we shall make use of the simple fact that a compact 
convex set with an infinite number of extreme points cannot be arbitrarily 
closely approximated by internal polyhedra with a fixed number of extreme 
points. There are three cases to consider: 
Case 1: X,(x) is a half space. Then there is nothing to prove. 
Case 2: X,(Z) is pointed. Let .% be a support hyperplane to X,( .Y) 
at 0, with X,(x)n 2 = (0). Let 0 # x EX*( .X), and define 
Q:= {x+.P}n X,(3?). 
It is readily seen that the aforementioned fact implies that Q has a finite 
number of extreme points, and therefore X,( Z”) is polyhedral. 
Case 3: X,(.X) is not pointed and is not a half space. Then 
X,(.x-) =y+%?, 
where 9’ is the maximal subspace in X,(x) and 9 is a closed convex 
pointed cone in a complementary subspace of 9’ in R”. Denote this 
complementary subspace by Y”, and denote by PyC the projection of R” 
onto 9’ along 9’. Since V = Pyr X,( SC), the proof of case 2 applies here 
by replacing R” with 9”. n 
‘The proof in [2], which is for the case of X simplicial, extends immediately to the 
polyhedral case. 
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We shall require the following result: 
THEOREM 2.2 (Rothblum [5]). Let P be a nonnegative matrix, and 
denote its Perron root by p. Then the generalized eigenspace of P correspond- 
ing to p has a basis of vectors in R”,. Also, corresponding to p, P has a Jordan 
chain of generalized eigenvectors in R: of length equal to the degree of p in 
the minimum polynomial. 
REMARK 2.3. Actually, Rothblum’s theorem holds with R: replaced by 
any simplicial cone %‘“, and with P replaced by any matrix B which leaves x 
invariant. This is so because if 3? = QR”, for a nonsingular Q E R”‘” with 
Bx c X, then Q-‘BQ is nonnegative (and has a the same Jordan form as 
B). We can also apply Rothblum’s theorem in the case where .PY is a 
simplicial cone, and where P is replaced by any matrix A such that 
e’Ax c .f V t >, 0. Then Lemma 2.1 (viii) implies that A = B - olZ, where 
BX c X, and A has the same generalized eigenvectors as B. 
3. CONE REACHABILITY 
As indicated in the introduction, one goal of this section is to determine 
the closure of the reachability cone X,( .Y) when the convex polyhedral cone 
x is positively invariant with respect to A, and when the only other 
assumption on A is that its spectrum is real. 
Let AE R”,” and x E R”. The positive integer p, if it exists, such that 
APr f 0 and such that AP+‘x = 0 is called the dominant power (of the vector 
x). 
Suppose that x has a dominant power p and that _F is a convex 
polyhedral positively invariant cone with respect to A. According to Lemma 
2.l(vii), there exists a finite set of outward unit normals {vi, vs,. . . , v,,,} such 
that 
X,(x) = {y~R”l(v,,,y)<O, h=1,2 ,..., m}. (3.1) 
The dominant power will be called a terminator if for some 1 G ho 6 m, 
0%” A%) > 0. 
With regard to dominant powers, we have the following two lemmas. 
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LEMMA 3.1. Let X c R” be a convex polyhedral cone such that ~7 E 
n(A), where A E R”*“. If x EXx,( .X) has a dominant power p, then x 
eventually avoids X,(x); that is, there exists a scalar y > 0 and a time 
F > 0 such that 
dist( etAx, X,(,X) ) > y vt 2 2. 
Proof. Consider the characterization of X,(Y) given in (3.1) and the 
expansion 
P ti 
etAx = C -Ajx. 
j-0 j! (3.2) 
Since x 4 X,(x), it then follows that it is not possible that 
(v,,, APx) < 0 Vh=1,2 ,..., m, (3.3) 
for otherwise etAx E X,(,X) for all t sufficiently large, implying x E X,(Y). 
Suppose now that p is a terminator; that is, for some 1~ h, < m, 
h” APx) > 0. (3.4) 
Then 
,19mdist(e’Ax, X,(x)) > ~l~m~dist(e”Ar,H,~o)=o, (3.5) 
where 
I&,,:= (~ER~I(Q,>Y) do), (3.6) 
and there is nothing further to show. 
Now assume that p is not a terminator and the condition (3.3) does not 
hold simultaneously for h = 1,2,. . . , m. For a nonnegative integer k, define 
the sets 
L(k) := (hii G h < m, (vh% Akx) <Oj 
and 
E(k):= (hllgh<m, (~,,,A’~)=o)~ 
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and note that by our current assumptions, L(p) and E(p) are nonempty and 
L(p)uE(p)= {L%...,m}. (3.7) 
Now if (v,,, A P-lx) > 0 for some h E E(p), then by similar arguments to 
those that led to (3.4) and (3.5) which were developed for the case when p is 
a terminator, it follows that x avoids X,(x). Then (v/,, APP1r) < 0 Vh E 
E(p). The statement 
(v,%, AP+) < 0 vh E E(P) (3.8) 
is not possible, since together with (3.7) (3.8) would imply that x E X,(Z). 
Hence, if for no h E E(p) do we have (Y,,, ApPix) > 0, then the sets 
E( p - 1) and L( p - 1) are nonempty and 
E(p) = E(p - 1)~ L(p - 1). 
We proceed in this manner. If for no 1 < j < p is j a terminator, then 
there exists an index 
hEE(l)cE(2)c ... cE(p) 
such that ( v,~, x) > 0, for otherwise e % E X,( .K) for all t sufficiently large, 
violating condition (vi) of Lemma 2.1 [which says that x @X,(Z) cannot 
reach X,(x)]. n 
LEMMA 3.2. Let % c R” be a solid polyhedral convex cone. Suppose 
that x E int W has a dominant power p and that e’*x E 59 Vt z 0. Then x 
eventually avoids 8%; that is, there exists a positive constant y and a time 
t^ > 0 such that 
dist(e’*x, a%‘) > y vt > t^. (3.9) 
Proof. Since V is a polyhedral convex cone, there exists a set of outward 
unit normal vectors { p l,. . . , p I } such that 
%= {YERnl(k,,y) <OVh=l,...,z}. 
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Assume now that (3.9) is false. Then there exists an index h, E { 1,. . . , 1 } and 
a sequence of positive times { ti } such that 
lim (p,*,,, e’a*X) = 0. 
i-CC 
(3.10) 
Since (P,~,,, X) < 0, and since 
there exists an index q such that (p,,,,, A%) > 0 and such that (pllo, A%) = 0 
Vk > q. But then 
lim (I”,,,,, e’,*x) = co, 
i+m 
contradicting (3.10). n 
To prove the first major result of this paper we require a few necessary 
additional notations. If A E R”,” and X is an eigenvalue of A, we shall 
denote the associated generalized eigenspace by N, and by P, the comple- 
mentary eigenprojection; that is, P, is the projection of R” onto the direct 
sum of all the generalized eigenspaces of A corresponding to eigenvalues 
in + A along N,. Moreover, for a nonempty set I c R” we shall denote 
4(r) := NA n X,(r). 
THEOREM 3.3. Suppose that .T c R” is a solid polyhedral convex cone 
which is positively invariant with respect to A E R”, “. Assume further that 
the spectrum of A is real and that the distinct eigenvalues of A have been 
arranged in the strictly descending order X, > X, > . . . > A,. Then 
Proof. To show that the left-hand side of (3.11) is contained in the 
right-hand side we shall demonstrate the following inclusions: 
x,(x) = 'A( ‘AIx) @ N&f-) 3 (3.12) 
XA(Phi_, ’ . . 4,.x) = WA,. . . PA,4 * N&5_, . . . PA,4 3 
i=2 >***> m. (3.13) 
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We note that the inclusion of the left-hand side of (3.11) in its right-hand 
side follows recursively from (3.12) and (3.13) since when i = m, 
x‘4(pA,r~pA,t,-, . . . P,,X) = X*(O) = (0). 
To prove (3.12), let x E X,(x), and decompose x as 
x = P&X + (I - P,,)x. (3.14) 
Then 
et(A-X~z)X = ef(*-WpA,X + &A-X,Z)(z _ p&,. (3.15) 
The first term on the right-hand side of (3.15) tends to 0 as t + 00, since 
A - X,Z is a stability matrix on the subspace PAIR”. We next will show that 
u = (I - P,,)x EIVX,(;Y) Suppose that this is false. Then u EX,( S?), so 
that by Lemma 3.1, u eventually avoids X,(Y). [Here we have used Lemma 
2.l(iv) and the nilpotence of A - h, on N,,.] But then, as the first term on 
the right-hand side of (3.15) tends to 0, x 66 X,(x), which contradicts our 
assumptions. Thus 
and (3.12) follows from the fact that PA,x E X,(P,,x) (since P,,, and 
e’(* ‘1’) commute). 
Continuing, we next verify (3.13). For a fixed i, let x E X,(P,,_, . . . PAIY) 
and, analagously to (3.14), write 
x=P,,x+(Z-P,,)x. 
Then (3.13) is proven by following similar steps to the proof of (3.12) with Xi, 
PAS, and Z’,f , . . . P,,.T playing, respectively, the roles of X,, PA,, and %“. 
To prove the containment of the right-hand side of (3.11) in its left-hand 
side, we first note that from the definitions and Lemma 2.l(iv), 
%,@-) = 'Atx) 
and 
%,PA, , . . ’ pA,x) = 'A('A2_, ’ ‘. ‘AIy), i = 2,...,m. 
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(3.16) 
and 
%I( PA, . . . P,,Jf) = x.&y, . . . PAI ’ i=2 ,...> m. (3.17) 
We begin by proving (3.16). Suppose this containment is false. Then there 
exists a vector w 4 X,(x) such that w E X,(P,,x). Then w reaches a 
point y E PA,.%‘+. By Lemma 2.l(vi), we know that y 4X,(.X), because w 
does not reach X,(.X). Thus a contradiction will ensue if we can show that 
P,,K cX,( .X). For this containment to hold it suffices to show that 
P,, (int x) C X,( .?K). 
Suppose then that there exists a point k, E int x such that 
ij := P,,k, CE X,(X) . 
Consider the line segment joining the point k, with Q. There exists a unique 
value 0 < (Y < 1 such that 
z := (1- “)k, + &j E ax@). (3.18) 
Now 
.z - ij = (1 - “)k, - (1- +‘$, = (1 - ar)(Z - P,,)k, E Nx,. (3.19) 
Since X,>h,> .a* >X,, as before it follows that A - X,Z is a stability 
matrix on P,,(R”). Then 
lim et(A-A,Z)& = 0 
f’rn 
and therefore 
lim 11 e t(A-V+ _ c) _ ef(A-X,Z$, 11 = o. (3.20) 
t+m 
Before we continue, note that Lemma 2.4(v) implies that et(A-Xlz)z E 
ax,(x) Vt 2 0. We next consider the location of the vector z - 6. There are 
three distinct possibilities. 
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Case 1: z-@@X,(x). I n view of Lemmas 2.l(iv) and 3.1, z - fj 
eventually avoids X,(Z). But this is not possible in view of the fact that 
e’(APXlr)z E 8X,(Y) Vt > 0 and the limit (3.20). 
Case 2: z - ij E int X,(Z). Since z - ij E Nx,, z - ij has a dominant 
power. Then by Lemma 3.2, z - 0 eventually avoids 8X,(x), which 
contradicts (3.20) and the fact that ef(*-*lrk E ax,(Y) Vt > 0. 
Cuse 3: z - 2 E 8X,(x). Let F_- 5 be the smallest face of X,( 2) for 
which there exists i > 0 such that er(A-Xl’)(z - fj) E FzpO Vt E [0, f]; such a 
face exists because er(*-‘lr) is analytic and the polyhedral cone X,(9’) has 
a positively invariant boundary. Let ri denote the interior relative to 
span( F,- G). Then, taking into account also that .z - ij E N,,, 
e’(*~‘l’)(Z - 5) = ,co ;(A - X,Z)‘(Z-~) E ri(F,_e) vt E (0, q, 
. 
where p does not exceed the degree of hi in the minimal polynomial of A. 
But then, upon repeatedly differentiating the vector function et(*-‘ll)(z - fj) 
at t = 0, we obtain 
(A-X,Z)i(z-~)~span(F,_G) Vj=O,l,..., p, 
and so 
e’A(z-G)Espan(F,_k)nXA(.Y)= F,_s vt>,o. 
Hence by Lemma 3.2, z - 6 eventually avoids the relative boundary of Fzpc. 
However, x @ F;_@, for otherwise k, G int K. Thus we have a contradiction 
to (3.20), since the analytic vector function eL(APXl’)z, which remains in 
ax,(x), cannot exit the relative interior of one face, “turn corners,” and 
then enter the relative interior of another face. (See [3] for a detailed 
argument of this intuitive fact.) This completes the proof of (3.16). 
To show (3.17) fix i and let x E XA(PA, . . . P&x). Then the proof of 
(3.17) follows analogously to (3.16), with PAZ_ I . . . PA,x, P,, . . * PA,.%, and 
PA ... P,,R” playing, respectively, the roles of X, P,,X, and R” in the proof 
of (3.16). n 
COROLLARY 3.4 (Theorem 3.1 of [2]). Under the hypotheses of Theorem 
3.3, if A is diagonable, then 
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Proof. The result is a consequence of the readily verifiable fact that 
We now come to another special case of Theorem 3.3 in which X,(.X) 
can be expressed explicitly. This is when X is simplicial, and corresponding 
to h,, the Jordan canonical form of A has a single block, and the remaining 
root subspaces of A are spanned by eigenvectors only. 
For convenience we shall adopt the following notation. For an eigenvalue 
A of A and for Z= 1,2,... let 
N,:= (r~R"l(il-XZ)'r=O). 
THEOREM 3.6. Suppose that the cone Y is simplicial and positively 
invariant under A E R”)“. Assume that the spectrum of A is real and that the 
distinct eigenvalues of A have been arranged in the strictly descending order 
h I > X 2 > . . . X ,,,. If the Jordan canonical form of A consists of a single block 
of size k x k corresponding to X, and if the remaining eigenvalues of A have 
linear elementary divisors, then 
x,(x) = {{N,,nx}+N,ki-I)@ c @{N,,nP,, ,-Px,X} (3.21) 
i=2 
Proof. According to Rothblum’s theorem (Theorem 2.2 above) and the 
remark following it, there exists a Jordan chain of generalized eigenvectors of 
A, 0 # x,, xs,. . ., xk E 3Er, where 
xi = (A - X,1)x,_,, i= 2,3 ,..., k, (3.22) 
and 
(A-X,Z)X~=O. (3.23) 
Note that our assumptions on A imply that this chain forms a basis for 
Nx, = Nx”,. 
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To show the containment of the left-hand side of (3.21) in its right-hand 
side, let x E X,(T), and decompose x into 
x=y+z, 
where y E Nx, and z E Nx2@ . . . CB N,,,>. Now consider 
er(A-X,r)X = et(A-X,r) + 
Y e VA-h,OZ. 
As in the proof of Theorem 3.3, 
Since et(A-Xlz)3i E x for t sufficiently large, it follows that 
lim dist(e’(APXl’)y, z) = 0. 
1’30 
(3.24) 
Now, as the chain { x r, x2,. . . , xk } forms a basis for Nh,, there exist 
(unique) scalars { (or, LYE,. . , ak} such that 
Note that (3.22) implies that 
xi = (A - XII)‘-‘r,, i = 2,3 ,..., k. 
Then 
k-1 tj 
,Fo 7(A - A,Z)' 
I[ 




Since x1 E J?, (3.24) and (3.25) together imply that CI~ > 0, whence alrl E x. 
Since x E N:,- i + ’ c Ni,- ‘, i = 2,3,. . . , k, we have shown that t 
YE {NA,nX}+Nf,-l. (3.26) 
The fact that z E C~=s@ {N,, n PA,_, . . . P,,,X} follows from a straight- 
forward specialization of the proof of Theorem 3.3 (and, more directly, 
follows from the proof of Theorem 3.1 of [2]). 
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It remains to show that the right-hand side of (3.21) is contained in the 
left-hand side. To this end, let 
x=u+v+w, 
where u~N~,n.f, v~N,f-l, and WEC;=~@{N~ nP, . . . P,,X}. 
From the proof of Theorem 3.3, or Theorem 3.1 of [2], we-have that w 
E X,( ,X). We need to show that u + v E X,( ,X). 
There are two cases to consider. 
Case 1: u # 0. In this case, for each j = 1,2,. . . , k, the subspace Nl, is 
the one-dimensional space spanned by x~_~+~, where {x1, xs,.. . , xk} is a 
Jordan chain as in the first half of the proof. We can write 
for a unique set of scalars {PI, &, . . . , Pk }. Here we have scaled x 1 so that 
u = pixr. Analogously to (3.25), we have 
et(*-‘lr)(u v) = 
k-l tj 
,Fo 7(A - X,Z)’ I[ i$IPi(A-V)i-l ~1. 1 (3.27) . 
Direct calculation shows that 
et(ApXlr)(U + v) = (3.28) 
Now note that for each i between 0 and k we have 
i+1 
1 pjtj-l > 0. 
j=l 
for sufficiently large t, since pi > 0 (because u E -X). Then (3.28) implies 
that u + v E X,(x) [since (A - h,Z)‘x, E .Y for each i in the sum]. 
Case 2: u = 0. In this case, we must show that v E X,(-X) for any given 
v E NfP1. Let {sh}T=i be a sequence of positive numbers such that E,, + 0 
as h -‘co. Consider, for each h, the vector oh := (E,,x~ + v), where 0 f xi E 
N&, n X, e.g. x1 is the bottom of the Jordan chain. Then, just as we showed 
u + v E X,(x) in case 1, we now have u,, E X,(x) for each h = 1,2.. . . 
Since oh ---) u as h + co, we have shown that v E X,( Y). This concludes the 




This section consists of two simple examples, which provide illustrations of 
our main results. 
EXAMPLE 4.1. Consider the system of differential equations 
ir(t) =2x,(t)+ rq(t), 
qt) = 2x,(t), 
is(r) = 3r3(t), 
a,(t) =2x‘&), 
and take X = R:. Here 
2 
*=O I 
0 0 1 
2 0 0 
0 0 3 0 
0 0 0 2 
which has the Jordan canonical form 
WP) 
Then spec( A) = {3,2}. Note that J is not in the form required for Theorem 
3.6 to be applied;. only Theorem 3.3 is appropriate. 
The generalized eigenspaces of A are 
where R denotes range. Also, 
/ 
0 
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and 
Note also that 
Then 
and 
?,R4, = ( x E R"lx, a 0, x2 a 0, x3 = 0, x4 > O}. 
NsW > = { XE R4jx,=x2=x4= 0,x.+0} 
%( f’,R: ) = { hR4, } ” { x~R~)qcO, x,>O,x,2O,x,> 0). 
Applying Theorem 3.3, we obtain 
‘A( R4, > = N3( R4, > ’ N2(P3R: > 
The reader should note that the calculation of X,(-X) was a feasible task 
in the above example, because we were able to exploit the nilpotence of each 
matrix A - XiZ on the A-invariant subspace N,, (where presently i = 1,2). 
This is, in fact, the situation encountered in all applications of Theorem 3.3. 
By utilizing nilpotence and invariance, one never sees infinite expansions in t 
while evaluating the terms in the direct sum (3.11). 




&W = +)+5X4(t), 
i&)=2&), 
is(t) =x,(t), 
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and let X be the nonnegative orthant Rb;. The Jordan cannonical form of 
the coefficient matrix A is 
‘5 1 0 0 0 0’ 
051000 
j= 0 0 5 0 0 0 
0 0 0 2 0 0’ 
000020 
\o 0 0 0 0 1 
and spec( A) = {5,2, l}. Since J has only one block for X 1 = 5 (of size 3 X 3), 
while the blocks for X, = 2 and A, = 1 are 1 X 1, Theorem 3.6 may be 
applied. 
The theorem tells us that 
Straightforward calculations yield 





















It readily follows that 
A. BERMAN, M. NEUMANN, AND R. J. STERN 
REMARK 4.1. The reader might find it interesting to compute the reacha- 
bility cones in the above two examples by heuristic means, so as to intuitively 
verify the formulas obtained for their closures. This is possible, in view of the 
relatively clear structure of (9) in these examples. For instance, in Example 
4.1, X,(R: ) certainly contains R: itself, but also can be seen to contain all 
points x E R4 with x1 < 0, xg 2 0, xg > 0, and r4 > 0. Hence the answer we 
obtained for X,( R4, ) m ak es sense. Likewise, in Example 4.2, Rt is a subset 
of X,(R: ), with X,(R?, ) also containing points x E R” with rr > 0, r2 < 
0, xa > 0, x4 < 0, xs > 0, x6 > 0. [Here the situation is not as clear as in 
Example 4.1, however, since the positivity of x,(O) influences x4(t) directly, 
but influences x2(t) only indirectly.] 
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