In this paper a nonlinear boundary value problem for elliptic partial differential equations is considered. The principal result generalizes a previous result on a two point boundary value problem for a nonlinear second order ordinary differential equation. The solvability condition obtained for the nonlinear problem is related to the eigenvalues of an associated linear problem.
In [5] the second author and D. E. Leach considered the two point boundary value problem u" + p (x, u, u')u = h(x, u, vf) (1.1) u(0) = α, u(π) = b .
It was shown that, if for some integer N there exist numbers 7â nd y N+1 such that N 2 < y N ^ p(x, s, r) ^ y N+1 < (N + I) 2 , if p(x, s, r) and h (x, s, r) are continuous on [0, π] x (-oo, oo) x (-oo, oo), and h is bounded, then the problem (1.1) has at least one solution.
In this paper we consider the ^-dimensional analogue of the problem (1.1) which is (1.2) An + p (x, u,-,-- , -^-V = λία, %,-,•••,-
where D is a domain in R n and A is the ^-dimensional Laplacian. The corresponding result is that if D is a Dirichlet domain, if there exist numbers y N and y N+1 such that a N < y N ^ p (x, t,s 19 , s n ) ^ Ύ N+1 < a N+1 , there exists a function v continuously differentiable on D with v(x) = g(x) on dD which satisfies (1.2) in the distribution sense.
With the exception of the Schauder fixed point theorem the methods used in [5] were very elementary. The methods in this paper are similar to those of [5] but rely strongly on the spectral theory of symmetric completely continuous operators and variational properties of eigenvalues.
In the second section we consider the linear homogeneous problem
where L is a strongly elliptic self adjoint operator and D c R n is an arbitrary domain. Under suitable conditions on p and h we obtain an a priori bound for solutions of (1.4) .
Using this result and Schauder's method we obtain an existence theorem for the problem
The aforementioned result follows quickly from this theorem. A special case of our principal result follows in a straight-forward way from a result on Hammer stein integral equations due to C. L. Dolph [4] . Namely, if F(x, t) is continuously differentiable in t and x and continuous for (x, t) 6 D x R, if h(x) is continuously differentiable on D, and
g continuous, has a unique solution in the classical sense. To see that this problem is included in the problem (1.2) we note that the differential equation can be written + p(x, u)u = h(x) , where
Δu
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Let D be a bounded domain in R n . In the following L will denote a second-order, self adjoint, strongly elliptic differential operator involving only principal part. That is, a formal expression Let C x denote the inner product space of real continuously differentiable functions defined on R n and having compact support contained in D with real inner product given by for u, veC x . Let B be the symmetric bilinear form defined on C x by
The boundedness of the α ί:f , the strong ellipticity condition (2.1), and Poincare's inequality [1, p. 73] Applying the results of §93 and §94 of [7] to Γ^ we infer the existence of a sequence of real numbers {λ /c }Γ and a sequence {φ k }? in H Q such that:
for all feH Oί and it μ Φ X k for all A = 1, 2 the mapping [7-iJ 0 -> H o is bijective and has a continuous inverse defined by (2.12) [
Moreover, the sequence {λ k } has no finite cluster point so we may assume by (2.8) that
Using (2.7) and (2.9) we obtain o for all θ G Ή. γ Hence, for each k = 1, 2, ••-, ^ is a nontrivial weak solution of the boundary value problem
We therefore call X k a weαfc eigenvalue corresponding to p. In the following we will want to consider different functions which satisfy a condition of the form (2.2) so henceforth we write λ fc = λaίp), k = 1, 2, . A result in §93 of [7] and (2.8) 
B(θ, θ) = ±
Using (2.7) and (2.9) we may rewrite this in the more convenient form
The identities (2.14) and (2.15) together with (2.13) now yield the following variational characterization of the weak eigenvalues in terms of the inner products B and <( >",": The proofs of the following two lemmas are essentially the same as the proofs given for similar results in [2, Chapter 6] . LEMMA 2.1 (Courant) .
If for v 19 -*,v k 
Let v 19
, v k e H o be arbitrary, k ^ 1. We assert that
To prove this inequality we note that if ε > 0 it follows from the definition of μ k (p) (v ί9 , v k ) that there exists θ e H t such that <0, θ\ p = 1, <θ, vχ p -0; j = 1, ...,&, and
If θ* = (l/l/<<?, 0> o , ff )0 then using (2.20) we obtain <^% ^i>o, ff = <<?*, vX P = 0; i = 1, .. , ft .
Consequently, since ^*, #*X ? = 1, we have the inequality and this proves (2.19) for j ^ 2. The proof for j = 1 follows from the first identity of (2.16) and an argument similar to that given above.
In the following lemma the sequence {a k }T will be defined by
so that each a k is a weak eigenvalue for the problem Lu + Xu -0, 16 = 0 on 3Z> .
We let Ί N and 7^+1 denote fixed numbers such that for a fixed integer N, 
Moreover there exists a number M, independent of p e if v denotes this weak solution then (2.28) B(v, v) P
roof. The condition that v be a weak solution of (2.27) is equivalent to the condition that for all φ e fli.
β(9>, v) = <^, pv -h\ = (φ,v -h/p> 0>p
or by (2.7) that (2.29) [
I -T,]v = T p [-h/p] .
By (2.12) From (3.8) it follows that for arbitrary integers p and q and arbitrary φ e H 19
Thus, taking φ = uZ q -uZ p in the above and using the Schwartz inequality and (3.7)
Thus, since the sequence {uZ k } is Cauchy with respect to the | | 0 norm, it follows from (2.4) that {^* } is Cauchy with respect to the o o H x norm and hence converges to a member of H λ . This proves Lemma 3.1. The proof of the continuity of the mapping G is less straightforward. We will first show that regarded as a map from H ι -* H o , G is continuous and then apply an argument similar to that given above. For convenience we set (3.11) ) \ u m {X), -, Proof. Since D is a Dirichlet domain there exists a function w such that w is continuous on D, Aw = 0 on Z), and w(α ) = ^(^) on 32?. If P(x, t, s 19 , s n ) From the representation (4.7) and the fact that F is in L°*{D), it follows by standard arguments of potential theory that V has continuous derivatives and vanishes on the boundary of D. Setting v = V + w we see that v satisfies the assertion of Theorem 4.1.
