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Abstract
We show that most random walks in the domain of attraction of a symmetric stable law have
a non-trivial almost sure central limit theorem with the normal law as the limit. c© 1998 Elsevier
Science B.V. All rights reserved.
AMS classication: primary 60F17; secondary 60G10
Keywords: Stable distribution; Logarithmic average; Wiener process; Central limit theorem
1. Introduction
Let X; X1; X2; : : : be independent, identically distributed random variables with
EX =0, EX 2 = 1. The almost sure central limit theorem (Brosamler, 1988; Schatte,
1988; Fisher, 1989; Lacey and Philipp, 1990) states that
lim
n!1
1
log n
X
16k6n
1
k
a

S(k)
k1=2

=
1
(2)1=2
Z 1
−1
a(t)e−t
2=2 dt a:s:; (1.1)
where a is the indicator function of any interval and S(k)=
P
16i6k Xi. For extensions
of Eq. (1.1), see e.g. Peligrad and Revesz (1991), Schatte (1991), Berkes and Dehling
(1993), Berkes (1995); for local versions of Eq. (1.1); see Csaki et al. (1993), Horvath
and Khoshnevisan (1995). Weigl (1989) and Csorg}o and Horvath (1992) showed that
under some additional conditions on X we have
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16k6n
1
k
a

S(k)
k1=2

− 1
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Z 1
−1
a(t)e−t
2=2 dt
)
D−!N(0; 2);
(1.2)
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for some >0 where N(0; 2) stands for a normal random variable with mean zero and
variance 2. Berkes and Horvath (1998) pointed out that =0 if and only if the function
a is a constant almost everywhere. For extensions of Eq. (1.2) for multidimensional
(Xn) we refer also to Berkes and Horvath (1998).
The main aim of this note is the extension of the central limit theorem in Eq. (1.2)
to the logarithmic averages of random variables in the domain of attraction of a stable
law. Let F(x)=PfX6xg. We assume that
PfX6− xg=PfX>xg for all −1<x<1; (1.3)
and
1− F(x)= cx− +O(x−(log x)−) for all x>3 (1.4)
where c>0, 0<<2 and >0. Conditions (1:3) and (1:4) imply that X is in the
domain of attraction of a symmetric stable law with index , i.e.,
n−1=(X1 + X2 +   + Xn) D−! Y; c; (1.5)
where Y; c is a symmetric stable random variable with characteristic function
exp(−jtj), where =2c R10 y− sin y dy. Let p; c(x) denote the density function of
Y; c at x.
We also need some conditions on the Borel measurable function a. We assume that
sup
−1<t<1
ja(t)j<1; (1.6)
and Z 1
−1
g(x; h)p; c(x) dx=O(h) with some >0 as h! 0; (1.7)
where
g(x; h)= sup
jyj6h
ja(x + y)− a(x)j:
Condition (1:7) is satised if a is a Lip  function and it is easy to see that Eq. (1.7)
is also valid (with =1) if a is the indicator function of a (nite or innite) interval.
Let
2 = 2
Z 1
0
Z 1
−1
Z 1
−1
a(x)a(y)fp(x; y; u)− p; c(x)p; c(y)g dx dy du;
where
p(x; y; u)= (1− e−u)−1=p; c(x)p; c(y(1− e−u)−1= − x (eu − 1)−1=) (u>0):
As we shall see, for xed t>0 p(x; y; t) is the density function of the vector (U (0);
U (t)) where U is the generalized Ornstein{Uhlenbeck process introduced at the begin-
ning of Section 3. Lemma 3.1 and its proof will show that the expression dening 2 is
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non-negative and nite. The logarithmic averages of random variables with distribution
function F satisfying Eqs. (1.3) and (1.4) are dened as (log n)−1T (n), where
T (n)=
X
16k6n
1
k
a

S(k)
k1=

:
Our main result is a strong approximation for T (n).
Theorem 1.1. Suppose Eqs. (1.3), (1.4), (1.6) and (1.7) are satised for some >1=+
1=. Then on a suitable probability space we can redene the process T together with
a Wiener process fW (t); t>0g such that for any > 512 , as n!1,T (n)− log n
Z 1
−1
a(t)p; c(t) dt − W (log n)
=o((log n)) a:s:
The next result is an immediate consequence of Theorem 1.1.
Corollary 1.1. Suppose Eqs. (1.3), (1.4), (1.6) and (1.7) are satised for some >
1=+ 1=. Then as n!1,
(log n)1=2

1
log n
T (nt)− t
Z 1
−1
a(x)p; c(x) dx

D[0;1]−! W (t); (1.8)
where fW (t); 06t61g is a Wiener process. Further,
lim sup
n!1
(log n)−1=2(2 log log log n)−1=2
T (n)− log n
Z 1
−1
a(x)p; c(x) dx
 =  a:s:
and
lim inf
n!1 (log n)
−1=2(log log log n)1=2 max
16k6n
T (k)− log k
Z 1
−1
a(x)p; c(x) dx

=

81=2
 a:s:
Finally, with regard to the constant , we have the following result:
Theorem 1.2. Suppose 1<<2 and assume that a is an upper (or lower) semicontin-
uous function satisfying Eqs. (1.6) and (1.7). Then =0 if and only if the function
a is a constant almost everywhere.
Section 2 contains an approximation for the process T . In Section 3 we prove a
continuous-limit analogue of this approximation, thereby proving Theorem 1.1. The
proof of Theorem 1.2 is given in Section 4.
2. Approximation for T
Following Mijnheer (1975), we say that V; c(t) is a symmetric stable process with
parameters (; c) if V; c has independent increments, V; c(0)= 0 and V; c(t)−V; c(s) is
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distributed as (t−s)1=Y; c for all 06s<t<1. First, we need an almost sure invariance
principle for S(n); the following lemma, which follows from the results of Stout (1979),
is all we need.
Lemma 2.1. If Eqs. (1.3) and (1.4) are satised for some >1= + 1=, then on a
suitable probability space we can redene the process S together with a symmetric
stable process V; c with parameters (; c) such that as n!1,
jS(n)− V; c(n)j=o(n1=(log n)−(1+")=) a:s: (2.1)
for some ">0.
Let
Z(n)=
Z n
1
1
t
a

V; c(t)
t1=

dt:
Lemma 2.2. Under the assumptions of Theorem 1.1 we have, as n!1,
jT (n)− Z(n)j=O(1) a:s: (2.2)
Proof. It follows from Eq. (2.1) that there is a random variable n0 = n0(!) such that
for all n>n0,
jS(n)− V; c(n)j6n1=(log n)−(1+")=: (2.3)
Now, Eq. (1.7) yields
X
n>1
1
n
Eg

V; c(n)
n1=
; (log n)−(1+")=

<1:
Therefore, by Eq. (2.3) we get
X
n>1
1
n
a

S(n)
n1=

− a

V; c(n)
n1=
<1 a:s: (2.4)
Next, we note that by Eq. (1.6),Z 1
1

1
[t]
− 1
t
 a

V; c([t])
[t]1=
 dt<1 a:s: (2.5)
Now,
uk = sup
k6t<k+1
V; c(k)k1= − V; c(t)t1=

6C1

k−1−(1=) sup
k6t6k+1
jV; c(t)j+ k−1= sup
k6t6k+1
jV; c(t)− V; c(k)j

6C1

k−1−(1=)jV; c(k)j+ 2k−1= sup
k6t<k+1
jV; c(t)− V; c(k)j

; (2.6)
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E
V; c(k)k1=


<1 for all 0<<; (2.7)
sup
k6t6k+1
jV; c(t)− V; c(k)j D= sup
06t61
jV; c(t)j (2.8)
and
E

sup
06t61
jV; c(t)j

<1 for all 0<<: (2.9)
For any >0 we have
sup
k6t6k+1
a

V; c(k)
k1=

− a

V; c(t)
t1=

6g

V; c(k)
k1=
; k−

+ 2 sup
y
ja(y)jIfuk>k−g: (2.10)
Using Eq. (1.7), we see that
Eg

V; c(k)
k1=
; k−

=O(k−): (2.11)
Choosing both  and  to be smaller than min(1; ; 1=) and using (x + y)6x + y
(x>0; y>0; 0<<1), we get from Eqs. (2.6){(2.9)
Pfuk>k−g6kEuk6C3(k(−1) + k(−1=)): (2.12)
Putting together Eqs. (2.10){(2.12), we obtain for some "0>0:
E
a

V; c(t)
t1=

− a

V; c([t])
[t]1=
6C4t−"0 :
Hence,Z 1
1
1
t
E
a

V; c(t)
t1=

− a

V; c([t])
[t]1=
 dt<1
and, consequently,Z 1
1
1
t
a

V; c(t)
1=

− a

V; c([t])
[t]1=
 dt<1 a:s:
The proof of Lemma 2.2 is complete.
3. Approximation for Z
Let
U (t)= e−t=V; c(et)
and
 (t)=
Z t
0
a(U (s)) ds:
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We note that
Z(t)= (log t): (3.1)
We start with some technical lemmas.
Lemma 3.1. If Eq. (1.6). holds, then
E (r)= r
Z 1
−1
a(x)p; c(x) dx (3.2)
and
var  (r)= 2r +O(1) as r!1: (3.3)
Proof. It is easy to see that U (t) is a stationary Markov process. The density function
of U (t) is p; c for each t. Therefore,
Ea(U (s))=
Z 1
−1
a(x)p; c(x) dx for all s>0
proving Eq. (3.2). Next, we observe that the joint density function of (U (t); U (t+ u))
at (x; y) is p(x; y; u). Therefore,
var  (r) = E 2(r)− (E (r))2
=
Z r
0
Z r
0
E[a(U (t))a(U (s))] dt ds
−
Z r
0
Z r
0
E[a(U (t))]E[a(U (s))] dt ds
=
Z r
0
Z r
0
l(t − s) dt ds=
Z r
0
Z r−s
−s
l(u) du ds
= r2 −
Z r
0
Z −s
−1
l(u) du ds−
Z r
0
Z 1
r−s
l(u) du ds;
(3.4)
where l(u) is the even function dened for u>0 by
l(u)=
Z 1
−1
Z 1
−1
a(x)a(y)(p(x; y; u)− p; c(x)p; c(y)) dx dy:
We show that
l(u)6A1e−a1juj for u>u0 (3.5)
with some constants A1; a1>0. To this end we rst note that p; c is symmetric, strictly
positive and innitely dierentiable; it decreases on (0;1) and satises
lim
x!1 x
+1p; c(x)= 1; lim
x!1 x
+2jp0; c(x)j= 2 (3.6)
for some positive constants 1; 2. Much of the above information can be found in
Sections 2:4; 2:5 and 2:7 of Zolotarev (1986). When 0<<1, Eq. (3.6) is a conse-
quence of (4) of Bergstrom (1952); when 16<2, Eq. (3.6) can be inferred from the
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methods leading to (5) of Bergstrom (1952). Now to prove Eq. (3.5) we observe that
the marginal densities of p(x; y; u) are the stable densities p; c(x) and p; c(y) and
thus the integral of p(x; y; u) + p; c(x)p; c(y) over the domain f(x; y) : jxj>eu=(2)g
is at most A2e−u=2. On the other hand, on the domain f(x; y): jxj<eu=(2)g we have
for u>1
y(1− e−u)−1= − x(eu − 1)−1==y(1 + O(e−u)) + O(e−u=(2));
where the constants in the O depend only on . Thus using the denition of p(x; y; u)
in Section 1 together with the mean value theorem, we get on f(x; y): jxj<eu=(2)g for
u>1
jp(x; y; u)− p; c(x)p; c(y)j
6j1− (1− e−u)1=jp(x; y; u) + p; c(x)jp0; c()j(jyj+ 1)e−c1u;
where  is a value in the interval (y=2; 2y) provided jyj>1, u>u0. For jyj<1 the
same estimate holds, just the last term p; c(x)jp0; c()j(jyj+1)e−c1u should be replaced
by const p; c(x)e−c1u. In view of Eq. (3.6) we have jp0; c()j6A3jp0; c(y)j; on the
other hand, p0; c has a constant sign on the intervals (−1; 0) and (0;+1) and thus
integration by parts shows that
R1
−1 jp0; c(y)j dy<+1. These facts, together with the
above estimates, immediately imply Eq. (3.5). We can now derive Eq. (3.3) from Eqs.
(3.4) and (3.5) by elementary arguments.
Let r<p<q and dene
=
Z eq
ep
1
t
a

V; c(t)
t1=

dt
and
=
Z eq
ep
1
t
a

V; c(t)− V; c(er)
t1=

dt:
Lemma 3.2. If Eqs. (1.6) and (1.7) hold, then
Ej− j46Ae−(p−r)(q− p)4
for all r<p<q with some constants A; >0.
Proof. Without loss of generality, we can assume that ja(x)j61. Let
Q(t)=
a

V; c(t)
t1=

− a

V; c(t)− V; c(er)
t1=
 :
By Holder’s inequality,
Ej− j46
Z eq
ep
Z eq
ep
Z eq
ep
Z eq
ep
1
tsxy
E[Q(t)Q(s)Q(x)Q(y)] dt ds dx dy
6
Z eq
ep
Z eq
ep
Z eq
ep
Z eq
ep
1
tsxy
(EQ4(t)EQ4(s)EQ4(x)EQ4(y))1=4 dt ds dx dy:
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Therefore, it suces to show that
EQ4(t)6A1e−1(p−r); ep6t6eq; (3.7)
where A1; 1>0 are constants. We write
Q(t)=
a

V; c(t)
t1=

− a
 
V; c(t)
t1=
−

er
t
1= V; c(er)
er=
! :
Since e−r=V; c(er)
D= Y; c,
Pfe−r=jV; c(er)j>e(p−r)=(2)g6A2e−(p−r)=2:
By ja(x)j61 we have jQ(t)j62 and thus we obtain for ep6t6eq:
EQ4(t)6 16Pfe−r=jV; c(er)j>e(p−r)=(2)g
+
Z 1
−1
g4(x; e−(p−r)=+(p−r)=(2))p; c(x) dx:
In view of Eq. (1.7), the above implies Eq. (3.7), since jgj62 and thus g4(x; h)
68g(x; h).
We are now ready to work on an approximation for Z(n). We divide [1;1) into
consecutive intervals 1 = [p1; q1], 01 = [p
0
1; q
0
1], 2 = [p2; q2], 
0
2 = [p
0
2; q
0
2], : : :, where
p1 = 1, qk =p0k and q
0
k−1 =pk . We choose these intervals so that
jk j= [k1=2] (3.8)
and
j0k j= [k1=4]; (3.9)
where jj denotes the length of the interval . Let
k =
Z eqk
epk
1
t
a

V; c(t)
t1=

dt;
k =
Z eq0k
e
p0
k
1
t
a

V; c(t)
t1=

dt;
k =
Z eqk
epk
1
t
a

V; c(t)− V; c(eqk−1 )
t1=

dt;
and
k =
Z eq0k
e
p0
k
1
t
a
 
V; c(t)− V; c(eq0k−1 )
t1=
!
dt:
We show that Z(n) can be approximated by the partial sums of k ’s and that the
contributions of k ’s are negligible.
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Lemma 3.3. If Eqs. (1.6) and (1.7) hold, then as k!1,X
16i6k
(i − Ei)=O(k5=8(log log k)1=2) a:s: (3.10)
Proof. By Lemma 3.2,
Ejk − k j46Ae−(p
0
k−q0k−1)(q0k − p0k)46Ake−[k
1=2]: (3.11)
Therefore,X
i>1
ji − i j<1 a:s: (3.12)
Next, we observe that
k
D= (q0k − p0k):
Therefore, by Lemma 3.1
var k = 2k1=4 + O(1): (3.13)
Since V; c has independent increments, the random variables fk , k>1g are indepen-
dent. Therefore, Eqs. (3.11) and (3.13) yield
var
 X
16i6k
i
!
=
4
5
2k5=4 + O(k):
For all k large enough,
jk j6(q0k − p0k) sup
x
ja(x)j6
 
var
 X
16i6k
i
!!1=4
:
Therefore, Eq. (3.10) follows from Kolmogorov’s version of the law of the iterated
logarithm (cf. Chow and Teicher, 1988, p. 355).
Lemma 3.4. If Eqs. (1.6) and (1.7) hold, then for any ">0
E( (n)− E (n))4 =O(n2+"): (3.14)
Proof. We can assume again ja(x)j61 and also R1−1 a(x)p; c(x) dx=0 which implies
E (n)= 0. Let
k =
Z ek
ek−1
1
t
a

V; c(t)
t1=

dt:
Clearly,  (n)=
P
16k6n k and
E
 X
16k6n
k
!4
=
X
16k6n
E4k + 6
X
16i<j<n
E[2i 2j ] + 4
X
16i; j6n
i 6=j
E[3i j]
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+12
X
16i 6=j 6=k6n
E[2i jk ] + 24
X
16i<j<k<l6n
E[ijkl]
=D1(n) +   + D5(n):
Observing that jij61, we get that
D1(n) + D2(n) + D3(n)=O(n2): (3.15)
Next, we show that for any ">0,
D5(n)=O(n2+"): (3.16)
First, we prove that if 16i<j<k<l6n and at least one of j − i and l− k is larger
than n"=2, then
jE[ijkl]j68n−4: (3.17)
Assume that j − i>n"=2 and dene
j; i=
Z e j
e j−1
1
t
a

V; c(t)− V; c(ei)
t1=

dt:
Using Lemma 3.2, we see that whenever 16i<j6n with j − i>n"=2,
Ejj − j; ij6(Ae−( j−1−i))1=46A1e−1n
"=2
(3.18)
for some constants A1, 1. Since jjj61 and jj; ij61, relation (3:18) implies that for
all 16i6j − n"=2<j<k<l6n,
jE[ijkl]− E[ij; ik; il; i]j63A1e−1n
"=2
:
Observing that i and j; i

k; i

l; i are independent and Ei=0, we see that whenever
16i6j − n"=2<j<k<l6n,
jE[ijkl]j63A1e−1n"=2 : (3.19)
Similarly, Eq. (3.19) holds if 16i<j<k6k + n"=26l6n. All terms satisfying
Eq. (3.19) cannot contribute more than 3A1n4e−1n
"=2
to the value of D5(n). It is also
clear that the number of 4-tuples (i; j; k; l) satisfying 16i<j<k<l6n with j− i6n"=2
and l− k6n"=2 is O(n2+"). Since jij61, Eq. (3.16) follows. Similar arguments show
that for all ">0,
D4(n)=O(n2+"):
Lemma 3.4 follows.
Lemma 3.5. If Eqs. (1.6) and (1.7) hold, then on a suitable probability space we can
redene the sequence fk ; k>1g together with a Wiener process fW (t); t>0g such
that for any ">0,
X
16i6k
(i − Ei)− W

2
3
k3=2

=o(k(1+")=2) a:s: (3.20)
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Proof. By Lemma 3.2,
Ejk − k j46Ak2e−[(k−1)
1=4]: (3.21)
Therefore,
X
k>1
jk − k j<1 a:s: and
X
k>1
jEk − Ek j<1: (3.22)
Hence it is enough to approximate
P
16i6k(

i −ci) where ci= Ei . Using k D= (qk−
pk), Eq. (3.21) and Lemmas 3.1 and 3.4, we get for all ">0
var k = 
2k1=2 + O(1); (3.23)
and
Ejk − ck j4 =O(k1+"): (3.24)
Note also that fk ; k>1g is an independent sequence. Thus by the Skorohod rep-
resentation theorem (cf. Hall and Heyde, 1980), we can nd a reconstruction of the
k ’s, together with a Wiener process fW (t); t>0g and non-negative random variables
T1; T2; : : : ; such that fTi; i>1g is an independent sequence and( X
16i6k
(i − ci); k>1
)
D=
(
W 
 X
16i6k
Ti
!
; k>1
)
; (3.25)
ETk =var k ; (3.26)
and
ET 2k6DE(k − ck)4; (3.27)
with some absolute constant D. It follows from Eqs. (3.23), (3.24), (3.26) and (3.27)
that for any ">0,
ETk = 2k1=2 + O(1); (3.28)
and
ET 2k =O(k1+"): (3.29)
By Eq. (3.29),
X
k>1
E(Tk − ETk)2
k2+2"
<1:
Therefore, the Khintchine{Kolmogorov convergence theorem (cf. Chow and Teicher,
1988) implies that
X
k>1
Tk − ETk
k1+"
is a.s. convergent.
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Now the Kronecker lemma (cf. Chow and Teicher, 1988) gives
lim
k!1
1
k1+"
X
16i6k
(Ti − ETi)= 0 a:s:
Therefore, by Eq. (3.28), for any ">0,
X
16i6k
Ti − 23
2k3=2 = o(k1+") a:s: (3.30)
Combining Eq. (3.30) with the modulus of continuity for Wiener process (cf. Csorg}o
and Revesz, 1981, Theorem 1.2.1), we obtain the following for all ">0:W 
 X
16i6k
Ti
!
−W ( 232k3=2)
 =o(k(1+")=2
p
log k) a:s:
Clearly, W (t)= −1W (2t) is also a Wiener process. The proof of Lemma 3.5 is
complete.
Lemma 3.6. If Eqs. (1.6) and (1.7) hold, then for the probability space of Lemma
3.5 and for the Wiener process W constructed there, as t!1,
 (t)− E (t)− W (t)=O(t5=12(log t)1=2) a:s:
Proof. By Lemma 3.1 the value of  does not change if we replace a(x) by a(x)+c and
thus we can assume
R1
−1 a(x)p; c(x) dx=0 which, by Lemma 3.1, implies E (t)= 0
for all t>0. In view of Lemmas 3.3, 3.5 and E (qk)= 0, we can nd a Wiener process
fW (t); t>0g such that as k!1,
 (qk)− W ( 23k3=2)= o(k5=8(log log k)1=2) a:s: (3.31)
By the denition of qk , we have
qk = 23k
3=2 + 45k
5=4 + O(k): (3.32)
For any t>1, we dene ~k(t) by the unique integer solution to q ~k(t)−1<t6q ~k(t). It
follows from the denition of qk and Eq. (3.32) that
jq ~k(t) − tj=O(t1=3) (3.33)
and
j ~k(t)− ( 32 t)2=3j=O(t1=2): (3.34)
We write
 (t)− W (t) = (t)−  (q ~k(t)) +  (q ~k(t))− W

2
3
~k
3=2
(t)

+

W

2
3
~k
3=2
(t)

−W (t)

:
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By Eqs. (1.6) and (3.33),
j (t)−  (q ~k(t))j6 jt − q ~k(t)j sup
x
ja(x)j
=O(t1=3):
Now, Eqs. (3.31) and (3.34) together imply (q ~k(t))− W

2
3
~k
3=2
(t)
=o(t5=12(log log t)1=2) a:s:
Also, Eq. (3.34) and the mean value theorem yield
j 23 ~k
3=2
(t)− tj=O(t5=6)
and thus using the modulus of continuity of W (cf. Csorg}o and Revesz, 1981, Theorem
1.2.1), we get
jW ( 23 ~k
3=2
(t))−W (t)j=O(t5=12(log t)1=2) a:s:
This completes the proof of Lemma 3.6.
4. The Proof of Theorem 1.2
In what follows, we assume 1<<2. Let Px denote the probability conditional
on U (0)= x. As usual, Ex denotes the corresponding expectation. The strong Markov
process U has transition densities qt(x; y) given by
qt(x; y)=
p(x; y; t)
p; c(x)
:
That is, qt(x; y) is the density of U (t) at y conditional on U (0)= x. For all >0,
dene the corresponding -resolvents:
u(x; y)=
Z 1
0
e−sqs(x; y) ds: (4.1)
Lemma 4.1. For each >0 and −1<x; y<1, u(x; y) exists and is nite.
Proof. By Zolotarev (1986), Section 2:7 we have p; c(u)6p; c(0) for all u and thus
qs(x; y)6p; c(0)(1− e−s)−1=:
By >1 the function s 7! e−s(1− e−s)−1= is integrable over [0; 1) and the lemma
follows.
Observe that the argument leading to Eq. (3.5) shows that for any xed −1<x;
y<1 we have
jp(x; y; u)− p; c(x)p; c(y)j=O(e−c1u) as u!1
for some constant c1>0. Also, the denition of p(x; y; u) shows that
jp(x; y; u)− p; c(x)p; c(y)j=O(u−1=) as u!+0:
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(Note that the constants in the O in both relations can depend on x; y.) Thus using
also the fact that p; c(u)>0 for any u (see Zolotarev, 1986, Section 2:7), we get
Lemma 4.2. For all −1<x; y<1, and every j=0; 1; 2; : : : ; Rj(x; y) is absolutely
convergent, where
Rj(x; y)=
Z 1
0
s j[qs(x; y)− p; c(y)] ds:
We need a lemma from potential theory. Let Tx=inffs>0: U (s)= xg. From 1<<2
and the results of Getoor and Kesten (1972) it follows that the stopping times Tx are
nite and the following lemma holds (see Eq. (4.4) of Getoor and Kesten, 1972):
Lemma 4.3. For all −1<x; y<1 and all >0,
Ex exp(−Ty)= u
(x; y)
u(y; y)
:
Lemma 4.4. For all −1<x; y<1 and all k>1 we have Ex(Ty)k<1. In particular,
ExTy =
R0(y; y)− R0(x; y)
p; c(y)
; (4.2)
Ex(Ty)2 =
R0(y; y)(R0(y; y)− R0(x; y))− p; c(y)(R1(y; y)− R1(x; y))
1
2p
2
; c(y)
: (4.3)
Proof. Note that for all x; y,
u(x; y)=R0(x; y) +
Z 1
0
(e−s − 1)[qs(x; y)− p; c(y)] ds+ 1p; c(y): (4.4)
Put 	x;y()= u(x; y). Multiplying Eq. (4.4) with  and using Lemma 4.2 it follows
that 	x;y is innitely dierentiable for any >0 and 	
(k)
x; y (0+) exists for any k>1.
Eq. (4.4) also shows that 	y;y() converges to p; c(y)>0 as ! 0+ and thus 	−1y;y
is also innitely dierentiable on [0; 0) for some 0>0. The same holds for the ratio
	x;y()=	y;y()= u(x; y)=u(y; y) and thus Lemma 4.3 shows that Ex(Ty)k is nite for
any k>1 and
Ex(Ty)k =(−1)k d
k
dk
	x;y()
	y;y()
(0+): (4.5)
Relations (4:2) and (4:3) follow from Eq. (4.5) by computing 	(k)x; y (0+) for k =1; 2
and using simple algebra.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Fix −1<x; y<1 and iteratively dene 0 = 0, 1 = inffs>0:
U (s)= xg, 01 = inffs>1: U (s)=yg, 2 = inffs>01: U (s)= xg, 02 = inffs>2:U (s)
=yg; : : : . Put
Yj =
Z j+1
j
a(U (s)) ds:
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By the strong Markov property of U ,
(
Yj; j>1

are i.i.d. Moreover, since a is bounded,
Lemma 4.4 shows that Yj’s have a nite mean (x; y) and a nite variance 2(x; y).
Indeed, by the strong Markov property,
E(Y1)26sup
u
ja(u)j2E(2 − 1)2
= sup
u
ja(u)j2fEx(Ty)2 + Ey(Tx)2 + 2ExTyEyTxg;
which is nite by Lemma 4.4. Note that
 (n) =
n−1X
j=1
Yj +
Z 1
0
a(U (s)) ds
=
n−1X
j=1
Yj +O(1):
Therefore, by the law of the iterated logarithm,
lim sup
n!1
 (n)− (n− 1)(x; y)p
2n log log n
= (x; y): (4.6)
Moreover, Lemma 4.4 and the strong Markov property of the process U together
show that fj+1− j; j>1g is an i.i.d. sequence of random variables with nite mean
m(x; y). Sample path properties of U show immediately that m(x; y)>0 for all x 6=y.
(Actually, the strong Markov property and Lemma 4.4 imply that m(x; y)= ExTy +
EyTx.) Therefore,
lim
n!1
n
n
=m(x; y): (4.7)
By Eq. (4.6),
lim
n!1
 (n)
n
= (x; y):
By Lemmas 3.1 and 3.6,
lim
t!1
 (t)
t
=
Z 1
−1
a(u)p; c(u) du:
Therefore,
(x; y)
m(x; y)
=
Z 1
−1
a(u)p; c(u) du for x 6=y: (4.8)
For the same reason as in the proof of Lemma 3.6 we can assume thatZ 1
−1
a(u)p; c(u) du=0: (4.9)
Then by Eq. (4.8) we have (x; y)= 0 for all x 6=y and thus Eqs. (4.6) and (4.7) yield
lim sup
n!1
 (n)p
2n log log n
=
(x; y)
m1=2(x; y)
for x 6=y:
50 I. Berkes et al. / Stochastic Processes and their Applications 77 (1998) 35{51
By Lemmas 3.1, 3.6 and the classical LIL for Brownian motion,
lim sup
t!1
 (t)p
2t log log t
= :
Therefore,
>
(x; y)
m1=2(x; y)
for any x 6=y. In particular, if =0, then for all x 6=y, (x; y)= 0. Since (x; y)= 0,
this means that for all x 6=y,
E
Z 2
1
a(U (s)) ds
2
= 0: (4.10)
We can now easily complete the proof of the theorem. Let a be an upper semicon-
tinuous function (if a is lower semicontinuous, replace a by −a) satisfying Eqs. (1.6),
(1.7) and (4.9). Assume that =0; we show that a=0 almost everywhere. In view of
Eq. (4.9) this will follow if we show that for each ">0 the set A"= fu: a(u)<−"g
is empty. By the upper semicontinuity of a the set A" is open, and thus if it is not
empty, there exist −1<x0<x1<1 such that for all x0<u<x1 we have a(u)<−".
Recall that the choice of x and y has thus far been arbitrary. Now, we pick x such
that x0<x<x1; y will be chosen later. Let
S = inf (s>0: U (1 + s) =2 (x0; x1)):
Note that 1 + S is a nite stopping time. Since U has regular paths (in particular,
right continuous with left limits), we have P(S>0)=1 and thus there exists 0<<1
such that
P(S>)>: (4.11)
Recall from Eq. (4.1) and the properties of p; c that u1(x; y) is a jointly continuous
function. Thus from Lemma 4.3 we obtain:
lim
y!x Ex exp(−Ty)= 1:
In other words, as y! x, Ty converges to 0 in Px probability. In particular, choosing
y 6= x suciently close to x, we have for the  of Eq. (4.11),
P

01 − 1>

4

=Px

Ty>

4

6

4
:
Similarly, choosing y 6= x suciently close to x, we will also have
P

2 − 01>

4

=Py

Tx>

4

6

4
:
Thus
P

2 − 1>2

6

2
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and hence by Eq. (4.11)
P(2 − 1<S)>P

2 − 162 ; S>

>P(S>)− P

2 − 1>2

>

2
: (4.12)
Note that the event f2− 1<Sg implies that for all 1<s<2 we have x0<U (s)<x1
and thusZ 2
1
a(U (r)) dr<−"(2 − 1)<0:
Thus, Eq. (4.12) implies
P
Z 2
1
a(U (r)) dr<0

>

2
which contradicts to Eq. (4.10). This completes the proof of Theorem 1.2.
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