Recommender systems aggregate information about users and items to be recommended to generate adequate recommendations. This paper proposes two approaches to include information about spatial relationships of users and items in order to improve the quality of recommendations. The two approaches are compared with non-spatial recommendation using two synthesized data sets and four different evaluation metrics. The results show how spatial information can improve recommender results. Furthermore each of the two approaches can perform better than the other, depending on what assumption of user behaviour is represented by the data set. Special ramp-up problems, occurring when including spatial information into recommender systems and different application areas for spatial recommender systems are discussed.
Introduction
Most applications of recommender systems are based in online domains like recommendations of articles in online shopping systems, news or scientific publications. In a lot of the remaining applications the recommendations are more or less independent from spatial context as well. For instance movie recommendations are to a high degree independent from location, as movies can be seen nearly everywhere in cinemas, TV or bought or rented in DVD stores.
Given this background it is somewhat understandable that spatial relation has not often been considered as valuable information in recommender systems. But with increasing adoption of such systems into other domains it is more and more reasonable to have a closer look at different contextual information to add new methods to the recommender system tool box.
The remaining part of this paper is organised as follows: The next section introduces our approaches to add spatial awareness to known recommender system techniques. Our approach to evaluate the quality of recommendation results is described in section 3, the according results are summarised in section 4 and discussed in section 5. Ramp-up problems in this kind of systems are considered in section 6, an overview of related work is given in section 7. Sections 8 and 9 end this paper with an outline of future works on this topic within our research group and a conclusion.
Extension of known Recommender Systems
In order to incorporate spatial information into recommender systems we propose two extensions to well known recommender systems. Although the approaches are shown only for one distinct recommendation algorithm they can be transferred to other algorithms based on user similarity as well.
Non-Spatial Recommender Systems
The task of a recommender system is to select the item(s) out of a large set of items I which the user does not know but will most likely like and/or purchase. To do so it predicts the ratingr(u, i) of an item i for the current user u by comparing it with ratings of users with similar tastes or decision behavior out of a set of users U . User-based collaborative filtering approaches for this prediction use similarity patterns in past ratings of the users to determine the similarity between the users. The sparse matrix R of size dim(U ) × dim(I) contains these past ratings and a certain rating can be addressed as r(u, i) = R u,i , where r(u, i) might be empty.
With this information the predicted rating is in most cases calculated by a function similar tô where
is a weighting factor and sim(u, k) is a weight of similarity between user u and k. Common functions used to describe similarity are correlation or cosine-based vector similarity over the vector of items both users have rated [2] . Other approaches to predict ratings include item-based filtering which incorporates meta-data about the items into the prediction. But as this methods are not important for the approach proposed in this paper they will not be discussed in detail here.
Spatial Approach 1
When information about the location of the users and of the items are available, the rating prediction can be adapted using the assumption that items are more interesting if users who have to come a long way to the item rank them high. One easy way to incorporate this information is to estimate the variance of the distribution of users out of U who rated item i around the item and to compare it with the distance of the current user and this item. The variance can be estimated by
where x i and x k are the locations of the item i and the user k respectively, while x i − x k 2 is the euclidean distance between both locations. k i is the number of users that rated item i. Further equation (1) is modified tô
with the weight w d calculated as
where x u is the location of the current user. This algorithm does not distinguish between high or low ratings of the users but only weights the result of equation (1), which already includes these ratings.
Spatial Approach 2
The drawback of the approach just described is its inability to reflect different behaviour within different groups of users. This can be done by weighting every user rating according to the distance of each of the other users to the item in comparison to the current user. The equation
is used to depict this weighting. To use this equation, equation (1) is modified tô
weighted by
According to the classification of hybrid recommender systems, given by Burke in [6] , both approaches would classify as Feature Combination hybrids.
Evaluation
Evaluation of recommender algorithms can be difficult as most algorithms are designed to adapt to certain user behaviour and show different results according to the data set and performance metric used. Therefore it is important to set up an evaluation strategy fitted to the needs of the aimed field of application.
Data Sets
As summarised by Herlocker et al. [8] and naturally comprehensible, the best way to evaluate recommender systems is to use real world data sets from the domain of intended application. But as we are in an early stage of developing spatial aware recommender systems we could not yet extract data sets from our application domain. Existing data sets used for benchmarking recommender systems mostly lack spatial information or the spatial information is not applicable to our problem (as in the Chicago Entree restaurant recommender usage data set of Burke available at [3] .)
On the other hand, Herlocker et al. also state that "it may be appropriate to first evaluate algorithms against synthetic data sets to identify the promising ones for further study", as long as there is enough knowledge about the user preferences in the applications domain.
The aimed user group within our project are elderly persons with a broad range of personal interests and personal abilities. For this user group, services from daily live, care and health are to be recommended to overcome possible information deficits or to improve existing channels of information. At the moment first user surveys were conducted (see [11] ) and first results show that personal mobility is a strong influencing factor for grouping users. This implies that distance is important when selecting a service.
Therefore we generated data sets which include different locations (the centers of "cities" or "neighbourhoods") around which users and services are located. In a square area with edge length of 20 km, 30 cities were randomly placed. Services and users are normal distributed around those city centres with different standard derivations. Two cities had a standard derivation of 1.5 km around the city centres, additionally three cities with 1 km, 10 cities with 0.5 km and 15 cities with 0.3 km derivation where added. The placement of the cities and their standard variation can be seen in Figure 1 a) . In each city of this four groups 100, 50, 10 and 5 users respectively where placed, making up a total of 525 users as depicted in Figure 1 b ). On the other hand 10, 5, 5 or 1 services in these cities make up a total of 100 services. The placement of the services can be seen in Figure 1 
c).
To see, how the algorithms perform when different user behaviour is given, two sets of user ratings here created:
• In the first rating set each service is randomly assigned with a service area. Ten of the services had a service area of 5 km around their location, 40 services were added with a service area of 3 km around their location and the remaining 50 services have a service area of 2 km. The ratings for the services were chosen from a five point scale, where 1 represents dislike and 5 represents like. For each of the first 500 users an average of 20 ratings were added where the services were selected randomly and the rating was picked randomly as a value between 1 points to 5 · exp(−
• The second rating set was created to depict clustered user groups within the users. The assumed behaviour of these groups differs from the other users in having different preferences according to the distance to certain services. All in all ten such groups were created, with six groups consisting of ten users each, two groups with 20 users each and two groups with 50 users each. The number of services in which the behaviour of the users coincides was either five, ten or 20 services, the service area either 3.0 km or 5.0 km. All service/user combinations not covered by this allocation were set to a service area of 2 km. When creating the user groups and the according set of services, duplicate picks were allowed, so an user can be in more than one group and a service can be assigned to more than one group. If a service/user combination is covered by more than one user group, the service area assigned to the group created later was favoured. Furthermore the ratings in this rating set were calculated as described before.
Additionally in both data sets 25 users were added as noise users, also with a mean of 20 ratings and random ratings between 1 and 5 points.
Evaluation Experiments
To evaluate the efficiency of the proposed algorithms, we run several checks with both data sets against different metrics as suggested by Herlocker et al. [8] . Comparing the advantages and disadvantages of each metric with the requirements of our recommender system, we choose the following metrics for comparison: Mean Absolute Error, Mean Square Error, Pearsons Correlation per User and Pearsons Correlation Absolute. At the current stage of research we could not determine which items can be considered relevant or nonrelevant to the future user group. Therefore other metrics suggested by Herlocker et al. like the area under ROC-curves were not used for validation.
We assumed the "correct" prediction to be the expectation value of a standard distribution around the service with the given service area as standard variation at the location of the user. As this prediction is available for both data sets and any combination of users and services, we were able to run the metrics over all of the first 500 users and all services. Recommendations were calculated using the algorithms described in equations (1), (4) and (7) using a Pearsons correlation approach as similarity measure between the users.
Results
The test runs described in the previous section confirmed that both algorithms which include geospatial information into predicting a recommendation can adapt better to our data sets than the conventional recommender algorithm.
The mean absolute errors of the test runs with data set 1 are displayed on the left side in Figure 2 . The non-spatial recommender system had an error of 1.7718, which could be decreased to 0.3642 with the algorithm according to equation (4) and to 1.5514 with the algorithm according to equation (7) respectively. The same trend is observable in the mean squared errors (second group of bars in Figure 2 ). Here the error decreased from 1.8533 to 0.7849 and 1.6204 respectively. It was observed that none of the algorithms predicted ratings over 3.5. This might be due to the high amount of low ratings in the synthesised data set. Methods to compensate this behaviour like adjustment to the mean rating of users were not implemented as we just wanted to demonstrate the ability of the algorithms to adapt to spatial dependencies.
The correlation metrics, displayed in Figure 3 are not prone to such an offset in the predicted ratings. The Pearsons Correlation per user (left side of Figure 3 ) calculated the correlation between all predicted ratings of a user to the expected ratings, the value displayed is the mean value of all per user correlation. The correlation of 0.5989 from the conventional recommender algorithm was increased to 0.9095 with the algorithm according to equation (4) and to 0.7731 with the algorithm according to equation (7) respectively. The correlation of all ratings from all users is displayed by the second group of bars in Figure 3 . The correlation of 0.3068 increased to 0.9392 and 0.6171 for the two algorithms incorporating spatial information.
When using the second data set, most results were noticeably worse than with data set 1. This is most probably due to the more complex user behaviour simulated within this data set. In contrast to the results of the first data set, the best results regarding the error metrics were achieved with the non-spatial recommender. The mean square error was determined to be 1.2976 for the non-spatial recommender, 2.0121 for the spatial recommender according to equation (4) and 1.8245 for the spatial recommender according to equation (7) . The results can be seen in the third group of bars in Figure 2 . Respectively the mean absolute error was determined to be 1.5678, 2.4813 and 2.3247 for the three recommender systems, as can be seen in the right group of bars in Figure 2 .
Regarding the correlation measures, the non-spatial recommender and the spatial recommender according to equation (4) performed both nearly equally well, with the nonspatial recommender providing slightly better results. In contrast, the spatial recommender according to equation (7) was able to provide results which were significantly better than the results of the other two recommender approaches. For the Pearsons Correlation per User (third set of bars in Figure 3 the results were 0.2726 for the non-spatial recommender system and 0.2557 and 0.4689 for the two spatial recommender system according to equations (4) and (7). The results of Pearsons Correlation over all data was even more significant: The non-spatial recommender had a correlation of just 0.1414 and the spatial recommender according to equation (4) of 0.1188, while the spatial recommender according to equation (7) 
Discussion
The considerably better results of the algorithm according to equation (4) when using data set 1 show that the algorithm is able to adapt to basic user preferences without distinct differences between the users. As already predicted in [15] these advantages dilute if more complex user behaviour is present, as within our data set 2. Here the results of the first spatial aware algorithm perform only as good as the non-spatial recommender system.
To combine the advantages of both spatial aware recommender approaches a hybridisation seems to be advisable. Regarding Burke's classification of hybridisation approaches [6] , either weighted or cascaded hybrid recommender systems seem to be applicable. In a weighted hybrid recommender system, the algorithm according to equation (4) can improve the results in early stages, when no or little user group behaviour can be predicted from the user ratings. In later stages the results of a recommender system according to equation (7) can improve the results by adapting to user group behaviour. By further extending this approach by the extension to the first algorithm as proposed in [14] , the Ramp-Up problems (as discussed in the following section) might further be extenuated.
A cascaded hybridisation of the two approaches discussed in this paper might select services from a larger scale by using the algorithm according to equation (4) , which are then further improved by the algorithm according to equation (7) . This can be helpful to reduce computing time when a spatial recommender system is used in a wide area and with a mixture of services that are only interesting locally and services with a larger service area.
Spatial Ramp-Up Problems
It's well known that recommender systems need a certain amount of data to give beneficial recommendations. This is called the Jump-Starting [10] or Ramp-Up [6] effect. Besides the ramp-up in the starting phase of the system this applies to new users as well as to new items added to system. When these effects are handled properly, systems gain a crucial amount of usefulness.
When considering spatial recommendations, related effects can occur in addition to the before mentioned. By addressing these effects, the advantage of spatial aware recommender systems over conventional systems can be even higher:
• Moving User: In the operation of a spatial aware recommender system it might occur that the location of a user changes at a certain time. For instance, when the user moves from city A to city B, he will expect to get adequate recommendations for city B but the system only knows how his behaviour was in city A. Instead of learning the habits of the user again from scratch, spatial aware recommender systems should be able to find out if the user is willing to accept longer ways into the old, well known surrounding. Otherwise it should be able to find new items that can fill the gap of the items the user liked in the old surrounding.
• New Area: Additional to the problem of new items and new users in the system, in spatial aware recommendation systems deploying the system into new areas can evoke additional problems. Neither information about the area an item will cover nor about the interests of the users preferences are known. Here an item-based recommendation concept might help to predict the area a service will cover based on knowledge from similar services from other areas. Thus the system needs less time to provide reliable recommendations.
Related Works
Recommender systems have been the topic of a large amount of research. Comprehensive reviews of existing approaches and discussion of their pros and cons have been given for instance by Adomavicius and Tuzhilin [2] or Burke [6] .
Burke's Chicago Entree restaurant recommender [5, 6, 7] transported knowledge from one spatial domain to a new one: The system gave recommendations of Chicago restaurants, based on restaurants from other US cities the user liked. But this information was mainly used to find a similar restaurant in Chicago as a starting point based on similarity of the restaurants features.
Until recently, only few works known to the authors included spatial information into recommender systems. These works emerge from the systems COMPASS by van Setten et al. [18] , PILGRIM by Brunato and Battiti [4] and GeoWhiz by Horozov et al. [9] . In the last years more and more publications on this topic are published, mainly due to the increasing popularity of mobile internet and the associated applications. One example of these works is the system of Matyas and Schlieder described in [12] .
COMPASS is a system based on mobile clients recommending Points of Interest (POIs) to tourists. The recommender system is a hybrid approach incorporating different prediction strategies, but none of them considers spatial information comparable with our approach.
The restaurant recommendation system GeoWhiz incorporates the distance between the residences of the users to implement a kind of demographic filtering. The selection of the items to be recommended is simply determined by a user setting. Thereby it is not possible to differentiate between items "worth a walk" and items that are only interesting if you are nearby.
The PILGRIM system is most similar to our approach; their ellipse fitting is comparable to our first algorithm. Both approaches disregard the fact that different user groups might have different preferences of the acceptable distance to a recommended item. This is addressed by the second algorithm proposed in this paper.
Matyas and Schlieder use geographical information associated with photographs available in online community portals. By creating a heatmap-model of geographical places they implement a user-based recommender system which is able to transport information about user preferences to new locations.
Furthermore, spatial information could be regarded as a context-dimension as proposed by Adomavicius et al. in [1] . But this work names the location just as a possible part of the user context, but does not give an approach of how to incorporate geographical information into the recommender algorithm.
Future Work
The proposed methods constitute one part of current research in the project WEITBLICK. The aim of the project is to provide elderly people with an assistance system for finding and making use of a diverse range of services. Such services include amongst others recreational and educational services, care and medical services as well as housekeeping services [16] .
Currently requirements analysis on the user side [11] and conceptual design of hard-and software modules [13] are undertaken. The recommender system will be one of the main modules in the system and will be used to provide service recommendations according to the customer's needs. The user group targeted by the system includes self independent elderly people as well as residents of care homes with diverse physical and psychic limitations. Within the project mainly elderly people living in one city will be targeted. Nevertheless the ability to deploy the system into a wider area is an intended functionality.
In addition to this application, well implemented spatial recommender systems can be utilised in a wide range of other applications. In our case we assume the location of the user to be known and constant, but spatial recommendations are also realisable for mobile users. First of all location based services on mobile clients will benefit from such systems. For instance an electronic tourist guide might select interesting landmarks according to the personal interests of the user and the distance he is willing to walk to certain landmarks. This improves most current approaches which mainly use fixed distances to decide whether an item should be considered for recommendation or not.
Main goal for our research group is the implementation of a comprehensive recommender system for service relaying within the WEITBLICK project as described in the previous section. Thereby it will be possible to evaluate the proposed methods with real world data as well and get more realistic results of how well the algorithms work.
Further enhancements of the algorithms will address the problems described in section 6 to make the application of our recommender system more scaleable in real world operation. The possible hybridisation discussed in section 5 will be implemented to improve quality. As all the results within this paper are only achieved by using synthesised data sets, test runs with real world data have to be made. Thereby it has to be revised whether the underlying assumptions of user behaviour are valid or not.
So far only the euclidean distance between users and items is taken into consideration. But other distance measures might be incorporated into the system easily. In the past our research group developed a route planning algorithm [17] which adapts to abilities and handicaps of (disabled) persons. This algorithm estimates the energy costs for the best way between two locations. It is expected that using this energy costs instead of simple euclidean distance will favor items that are easier to reach for the user over items with worse accessibility.
Conclusions
We presented an approach to add spatial awareness to recommender systems. Although no real world data was available to evaluate the algorithm, tests with synthesised data sets showed promising results. So far only basic methods for recommender systems were used to show the idea of the concept.
When the proposed method is further augmented with other well known approaches to recommender systems, it is most likely to benefit from recognising spatial relations between users and items. This might become quite useful in applications of location based services and other domains where local spatial relations influence the significance of an item to the user.
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