Researchers have proposed that an explicit reasoning system is responsible for learning rule-based category structures and that a separate implicit, procedural-learning system is responsible for learning information-integration category structures. As evidence for this multiple-system hypothesis, researchers report a dissociation based on category-number manipulations in which rule-based category learning is worse when the category is composed of 4, rather than 2, response categories; however, informationintegration category learning is unaffected by category-number manipulations. We argue that within the reported category-number manipulations, there exists a critical confound: Perceptual clusters used to construct the categories are spread apart in the 4-category condition relative to the 2-category one. The present research shows that when this confound is eliminated, performance on information-integration category learning is worse for 4 categories than for 2 categories, and this finding is demonstrated across 2 different information-integration category structures. Furthermore, model-based analyses indicate that a single-system learning model accounts well for both the original findings and the updated experimental findings reported here.
An important debate in the perceptual classification literature concerns whether category learning is best described in terms of a single representational system or in terms of multiple systems (e.g., Ashby, Alfonso-Reese, Turken, & Waldron, 1998; Erickson & Kruschke, 1998; Love & Gureckis, 2007; Newell, Dunn, & Kalish, 2011; Nosofsky & Johansen, 2000; Nosofsky & Zaki, 1998; Smith, 2008) . A variety of models that posit single-system representational formats exist; however, most multiple-system proposals assume that category learning is governed by an explicitreasoning system and at least one implicit system. Ashby et al.'s (1998) COVIS (Competition between a Verbal and an Implicit System) model is representative of the class of models that posit multiple systems. According to COVIS, category learning is accomplished by an explicit system that formulates and tests hypotheses based on verbalizable rules and an implicit system that is rooted in procedural learning. Furthermore, the processing assumptions of COVIS are motivated by the functions of underlying neurobiological structures. Whereas learning in the explicit system is mediated largely within the anterior cingulate, prefrontal cortex, and head of the caudate nucleus, learning in the implicit system is dominated by the tail of the caudate nucleus. Learning in the implicit system involves linking clusters of visual cortical cells with a category label and learning to associate this linkage with the correct motor response. Large groups of cells from visual cortex project to single cells in the striatum, which includes the caudate nucleus. Essentially, a map of the perceptual space is represented by the striatal units, and as experience with the task increases, each striatal unit becomes associated with a particular categorization response.
Numerous studies have attempted to verify COVIS, and a major source of supporting evidence has been reported dissociations of classification learning involving two basic categorization tasksrule-based and information-integration (for reviews, see Ashby & Maddox, 2005; Maddox & Ashby, 2004; ) . Rule-based tasks are ones in which the observer can easily verbalize the optimal rule for classifying the stimuli. Rule-based category structures allow the observer to make separate decisions about the percept's value along each of the component dimensions and then combine these decisions at a postdecisional stage to make a classification response. Maddox, Filoteo, Hejl, and Ing's (2004) unidimensional category structure is an example of a rule-based task (see Figure  1a) . The stimuli are lines varying in length and angle, and the vertical boundary depicts the optimal boundary for classifying the stimuli. In the Figure 1a example, only the length of the line determines category membership, and the angle of the line is irrelevant. If the percept falls to the left of the decision bound, it belongs to Category A, whereas if it falls to the right, it belongs to Category B. The hallmark of a rule-based task is that the optimal boundaries are orthogonal to the coordinate axes. For the rulebased task illustrated in Figure 1a , an observer might formulate a verbal rule that corresponds to "Category A lines are short, and category B lines are long."
An example of an information-integration category structure is Maddox, Filoteo, et al.'s (2004) diagonal category structure, depicted in Figure 1b . The diagonal boundary represents the optimal decision bound for this category structure. In an informationintegration categorization task, obtaining optimal accuracy requires that the observer combine perceptual information from at least two of the dimensions prior to making his or her response (Ashby & Gott, 1988) . Importantly, the optimal boundary for an information-integration categorization problem is difficult or impossible to verbalize. Although it is possible to define a rule such as "Respond A if the angle of the line is greater than its length," this description has little psychological validity because angle and length are not directly comparable.
According to the processing assumptions outlined in COVIS, rule-based tasks are learned predominately by the explicit system, whereas information-integration tasks are learned predominately by the implicit system. Most of the empirical support for the separate explicit and implicit systems proposed in COVIS has involved reported dissociations of rule-based and informationintegration categorization performance. In particular, numerous studies have reported experimental manipulations that affect learning of rule-based tasks but not information-integration tasks, or vice versa (for a review, see Maddox & Ashby, 2004) . Figure 1 . Two rule-based and two information-integration category structures and the corresponding optimal decision boundaries for partitioning the space. RB-2 ϭ two-category rule-based task; RB-4 ϭ four-category rule-based task; II-2 ϭ two-category information-integration task; II-4 ϭ four-category information-integration task.
Although the results of these dissociation studies are consistent with the predictions from COVIS, single-system theorists (e.g., Dunn, Newell, & Kalish, 2012; Lewandowsky, Yang, Newell, & Kalish, 2012; Newell, Lagnado, & Shanks, 2007; Nosofsky, Stanton, & Zaki, 2005; Stanton, 2013; Stanton & Nosofsky, 2007) have argued that many of the dissociations may stem from certain extraneous variables that are not held constant across the rulebased and information-integration tasks. When these extraneous variables are controlled, the reported dissociations are often eliminated and in some cases reversed (we provide a brief review in the General Discussion). The purpose of the present research was to address a fundamentally new type of dissociation between rulebased and information-integration category learning that multiplesystem theorists claim provides a major challenge to single-system models. Maddox, Filoteo, et al. (2004) reported a dissociation in which manipulating the number of response categories impacted rulebased category learning but not information-integration learning. Because COVIS posits that learning in the explicit system requires working memory and executive attention, Maddox, Filoteo, et al. reasoned that increasing the number of response categories in a rule-based task should lower overall performance. In particular, increasing the number of categories would require the observer to form additional decision bounds, which would place increased demand on working memory and executive attention. For example, the rule-based task in Figure 1a is actually composed of four separate bivariate normal distributions that, according to Maddox, Filoteo, et al., constitute four distinct perceptual clusters. Only the length of the line is relevant for the two-category task depicted in Figure 1a , so only a single decision boundary is needed. However, for the four-category rule-based task in Figure 1c , both length and angle are relevant, and adding a second decision bound is needed to partition the perceptual space into the four response regions. According to Maddox, Filoteo, et al., COVIS predicts that this additional decision bound should render the four-category rulebased task (RB-4) more difficult to learn than the two-category rule-based task (RB-2) due to the increased demand on working memory and attention.
By contrast, Maddox, Filoteo, et al. (2004) reasoned that as long as the number of perceptual clusters is maintained, adding decision bounds to an information-integration task will not impact the learning difficulty of the task because the implicit system relies only on linking clusters of cortical cells to category responses. Based on this reasoning, Maddox, Filoteo, et al. hypothesized that the two-category information-integration task (II-2), depicted in Figure 1b , would yield equivalent learning performance to the four-category information-integration task (II-4), depicted in Figure 1d , because both category structures are composed of the same four perceptual clusters.
Across several experiments, Maddox, Filoteo, et al. (2004) demonstrated that increasing the number of response categories for a variety of rule-based tasks lowered overall accuracy. Interestingly, however, accuracy on the II-2 and II-4 tasks was roughly equal across the two levels of category number.
1 Maddox, Filoteo, et al. argued that this striking dissociation was in accord with the a priori predictions from the multiple-system COVIS model. Indeed, as we explain below, under the types of conditions outlined by Maddox, Filoteo, et al., many influential single-system models would tend to predict deleterious effects of category number on information-integration category learning. Thus, on the surface, it appears that Maddox, Filoteo, et al.' s results pose a fundamental challenge to such models.
In deriving their prediction, Maddox, Filoteo, et al. (2004) emphasized that it was important to control other extraneous factors that might vary with category number, including optimal accuracy, the number of stimulus clusters, and the distributional parameters within each cluster (such as within-cluster scatter). Unfortunately, despite controlling these extraneous factors, the central thesis of our present work is that Maddox, Filoteo, et al.' s category-number dissociation resulted from the presence of a major confound across the II-2 and II-4 tasks. In particular, to equate maximum accuracy across tasks, Maddox, Filoteo, et al. increased the distance between clusters in the four-category condition so that the maximum accuracy that could be achieved in both the twocategory and four-category conditions was 95%.
2 That is, they simply spread apart the component clusters in the four-category condition. It is therefore the case that in Maddox, Filoteo, et al.' s design, the variable of category number was confounded with the variable of between-cluster distance. In effect, these two variables were pitted against one another, making it difficult to ascertain the effects of each variable considered separately. Furthermore, in our view, because the variable of between-class similarity is generally recognized as one of the most important controlling variables in category learning (e.g., Medin & Schaffer, 1978; Nosofsky, 1986; Rosch, Mervis, Gray, Johnson, & Boyes-Brehm, 1976; Smith & Medin, 1981) , this confound is likely to be an extremely serious one.
Importantly, were it not for the confound involving betweencluster distance, then under the types of conditions outlined by Maddox, Filoteo, et al. (2004) , many influential single-system models would indeed tend to predict effects of category number on information-integration category learning. To take an example, consider Nosofsky's (1984 Nosofsky's ( , 1986 generalized context model (GCM). According to the GCM, people represent categories by storing individual exemplars of the categories in memory and classify objects on the basis of their similarity to the stored exemplars. Before proceeding, we should clarify that besides being a single-representation system model, the GCM provides an example of a model that implements an information-integration strategy of classification. That is, perceptual information from multiple dimensions is combined (integrated) in the form of whole exemplars, and classification decisions are based on global similarity comparisons to these exemplars. Indeed, for the types of information-integration tasks illustrated in Figure 1 , the model 1 Because chance performance is lower in the II-4 condition (25%) than in the II-2 condition (50%), Maddox, Filoteo, et al. (2004) predicted and observed that early in training accuracy would be lower in the II-4 condition.
2 It is unclear whether the 95% optimal performance criterion imposed by Maddox, Filoteo, et al. (2004) was with respect to the theoretical stimulus population or the specific sample on which subjects were trained. Throughout the present research, we interpret optimal accuracy as that which can be produced by an ideal observer who uses linear decision boundaries to classify the stimuli in a given sample. A single linear decision boundary partitions the space in the II-2 condition, and a pair of linear decision boundaries partitions the space in the II-4 condition. We consider alternative definitions and boundary conditions on optimal accuracy in our General Discussion. tends to predict patterns of responding that are similar to those produced by the diagonal boundaries depicted in the figure. We should also clarify that whereas COVIS theorists presume that the information-integration component of their multiple-system model is fully implicit, the GCM does not make strong claims regarding the implicit versus explicit nature of the stored exemplars. We discuss this latter issue in greater detail in our General Discussion.
Consider the GCM's predictions of the effects of category number on learning in the perceptual-cluster paradigm conducted by Maddox, Filoteo, et al. (2004) . Suppose there are four perceptual clusters, denoted A1, A2, B1, and B2. Suppose further that in a four-category task, each cluster defines its own category. By contrast, in a two-category task, Clusters A1 and A2 are merged to define Category A, whereas Clusters B1 and B2 are merged to define Category B. Assume that the locations of the perceptual clusters are held fixed across the tasks (unlike in the Maddox, Filoteo, et al., 2004, design) and that test item i from Cluster A1 is presented. In a baseline version of the GCM, the probability that item i is correctly classified into Category A1 in the four-category task is given by
where S A1 denotes the summed similarity of item i to the exemplars of Cluster A1 (and likewise for S A2 , S B1 , and S B2 ). By comparison, in the two-category task, the probability that item i is correctly classified in Category A is given by
As discussed in more detail in the Modeling Analyses section of this article, in the baseline model, the summed similarities S A1 , S A2 , S B1 , and S B2 are invariant across the two-category and fourcategory information-integration tasks. Thus, comparing Equations 1a and 1b, it is easily seen that correct classification in the two-category information-integration task would always be greater than in the four-category one. Although these predictions stem from an extremely simple, baseline version of the GCM, the core ingredients described above continue to exert a major influence when more elaborate versions of the model are applied. In particular, holding the locations of the perceptual clusters fixed, the model will often predict more accurate classification performance for two-category informationintegration tasks than for four-category ones because the summed similarity of test items to their target category will be greater in the two-category case. Of course, if one does not hold stimulus conditions constant across tasks and instead spreads farther apart the perceptual clusters in the four-category case (as Maddox, Filoteo, et al., 2004 , did in their design), then superior performance for the two-category task may no longer be observed. For example, if the values S B1 and S B2 are made arbitrarily small by spreading apart the B clusters from the A clusters in the four-category task, then extremely good performance on the four-category task can be achieved. The precise predictions from the model will depend on the detailed structure of the experimental design. Although we have described these predictions for only one representative from the class of single-system models, we believe that similar principles operate for other members from this broad class, including prototype models and clustering models (e.g., Love & Gureckis, 2007; Reed, 1972) .
The goal of the present research is to investigate whether the dissociation reported by Maddox, Filoteo, et al. (2004) does indeed challenge single-system views of category learning. We pursue this goal in two ways. First, we examine the role of increasing the number of response categories in information-integration category-learning tasks while avoiding the confound of increased between-cluster distance. Our plan is to test a variety of information-integration structures, using procedures that parallel the ones adopted by Maddox, Filoteo, et al. but in which the locations of the perceptual clusters are held fixed. Under such conditions, we predict that performance will often be worse in the four-category tasks than in the two-category tasks. Such demonstrations would provide a strong challenge to Maddox, Filoteo, et al.' s hypothesis that information-integration category learning is not affected by category number and would remove another source of dissociation evidence that has been taken in support of multiplesystem models compared to single-system ones. Indeed, to the extent that Maddox, Filoteo, et al.' s reasoning about the predictions from the COVIS model is correct, such effects of category number on information-integration category learning would appear to constitute a strong challenge to COVIS.
Second, beyond providing these new experimental findings, we also conduct modeling-based investigations of whether the Maddox, Filoteo, et al. (2004) results challenge single-system views of category learning. To anticipate, we demonstrate that a simple version of a single-system learning model (namely, the GCM) accounts well for both the original Maddox, Filoteo, et al. information-integration category-learning data and the new data reported herein. Taken together, the empirical evidence and the single-system modeling account of the results place the Maddox, Filoteo, et al. category-number dissociations in a new light and indicate that they do not challenge the general class of singlesystem category-learning models.
Experiment 1
Our initial experiment sought to replicate the Maddox, Filoteo, et al. (2004) results. Such replication was important in order to ensure correspondence between this study and the Maddox, Filoteo, et al. study. Furthermore, this replication provides a baseline with which to compare the results obtained in the experiments reported later in this article. Because the results pertaining to the rule-based categories tested by Maddox, Filoteo, et al. are not in question nor in opposition to the predictions from single-system models, we sought to replicate the results obtained for only the II-2 and II-4 tasks. In Experiment 1, we followed the exact procedure used by Maddox, Filoteo, et al. 
Method
Participants. Forty observers participated in this experiment in partial fulfillment of an introductory psychology course requirement. There were 20 participants in the II-2 condition and 20 in the II-4 condition. The participants were instructed that they could earn a $4 bonus for good performance in the task. If the observer achieved 80% accuracy in the final block, he or she earned the bonus; however, the participants were unaware of this criterion and were instructed that they would earn the bonus if they achieved "good performance."
Stimuli. There were 100 stimuli in both conditions. In the II-2 condition, there were 50 stimuli in Categories A and B, and in the II-4 condition, there were 25 stimuli in each of Categories A, B, C, and D. The stimuli were lines varying in their length and angle, and the procedure used for generating the stimuli was the same as used by Maddox, Filoteo, et al. (2004) . The II-2 stimuli were generated by randomly sampling from the bivariate normal distributions defined by the parameters listed in Table 1 . The II-4 stimuli were created by shifting each of the 100 II-2 stimuli either 13 or 14 units in the appropriate direction; thus, it was not necessary to resample the distributions when creating the II-4 category structure. The underlying population parameter values for the four-category condition are also listed in Table 1 . The population parameters are identical to those used by Maddox, Filoteo, et al. Both the II-2 and II-4 conditions were constrained such that an ideal observer using linear boundaries could achieve 95% correct in both conditions. The population distributions were sampled until both the II-2 and II-4 samples met this criterion. Each point in the distribution was transformed into a line by converting the x value to a line length (specified in pixels) and the y value to an angle (given in radians). In accord with Maddox, Filoteo, et al., the scaling factor /500 was applied to the y value so that angle and length were of roughly equal salience. The length values of the stimuli were increased by 50 units so that all stimuli were at least 50 pixels in length. The structures depicted in Figure 1 are based on these length-shifted values. The stimuli were displayed as white lines drawn on a black background and were presented on a 15-in. monitor in a dimly lit room.
Procedure. Category number was a between-subjects variable. The instructions informed participants of the number of categories in their task (either two or four). For both conditions, a fixation appeared for 1 s, and then the stimulus appeared. After the participant provided a categorization response, corrective feedback was provided for 1 s. In accord with the methods used by Maddox, Filoteo, et al. (2004) , the correct category label was presented along with the word wrong for incorrect responses and the word right for correct responses. This was followed by a 500-ms black screen before the next trial began. There were six blocks of trials with all 100 stimuli presented once per block. The order of presentation of the stimuli was randomized anew in each block for each individual participant. Self-paced rest breaks were allowed between each block.
Results and Discussion
The mean proportion of correct responses is displayed in Figure  2 as a function of category number (two or four) and block. The pattern of results mirrors that obtained by Maddox, Filoteo, et al. (2004) . As in the Maddox, Filoteo, et al. study, performance in the II-4 task was initially worse due to lower chance performance, but performance was roughly equal by the third learning block. A 2 (category number) ϫ 6 (learning block) analysis of variance (ANOVA) was performed on the accuracy data. The main effect of blocks was significant, F(5, 190) ϭ 94.561, MS E ϭ .003, p Ͻ .001, reflecting that performance improved across the blocks. There was no significant difference in II-2 and II-4 learning performance, F(1, 38) ϭ 0.828, MS E ϭ .054, p ϭ .369. However, the Block ϫ Category Number interaction was significant, F(5, 190) ϭ 16.119, MS E ϭ .003, p Ͻ .001, likely reflecting the performance advantage in early blocks for the II-2 condition. To verify that a performance advantage in the early blocks was the source of the interaction, we tested the simple main effect of category number at each level of block. The simple main effects analysis revealed that accuracy on II-2 was significantly higher than II-4 for the first block, F(1, 38) ϭ 15.851, p Ͻ .001, but that there was not a significant difference in II-2 accuracy and II-4 accuracy at any other level of block (all ps Ͼ .20).
The results of Experiment 1 replicate the main finding of Maddox, Filoteo, et al. (2004) that learning performance in the later blocks does not differ between the II-2 and II-4 conditions. This pattern of data is consistent with the Maddox, Filoteo, et al. hypothesis that as long as the number of perceptual clusters is maintained, adding response categories to an informationintegration task does not affect the learning difficulty of the task. As stated previously, however, it is unclear what aspect of the task produced this pattern of results because category number is confounded with between-cluster distance in this design. Therefore, we now test designs in which between-cluster distance is held fixed across tasks, while category number is varied. Under such conditions, we hypothesize that performance in the four-category tasks will be worse than in the two-category tasks.
Experiment 2
In Experiment 2, we test two information-integration conditions based on a resampling of the same population parameters that were used to generate the II-2 condition from Experiment 1. Crucially, in the current design, the locations of the four bivariate normal distributions (i.e., the perceptual clusters) are held fixed across the Note. Condition II-4 of Experiment 1 is sometimes referred to in the text as II-4(spread). L ϭ mean length; A ϭ mean angle; L 2 ϭ variance length; A 2 ϭ variance angle; LA ϭ covariance length-angle; II-2 ϭ two-category information-integration task; II-4 ϭ four-category information-integration task; Diag-2 ϭ two-category diagonal informationintegration task; Diag-4 ϭ four-category diagonal information-integration task.
two-category and four-category tasks. To avoid the need to increase the between-cluster distance across tasks, we constrained the sampled stimulus configuration such that an ideal observer using linear decision boundaries could achieve 100% accuracy in both the two-category and four-category conditions. For ease of discussion, we refer to these modified category structures in which the clusters are held fixed across conditions as the II-2(fixed) and II-4(fixed) conditions. By contrast, we refer to the Experiment 1 four-category condition, in which the perceptual clusters were spread apart, as II-4(spread).
The II-2(fixed) and II-4(fixed) categories are illustrated together in Figure 3 . For the II-2(fixed) condition, the solid symbols represent the Category A stimuli, the open symbols represent the Category B stimuli, and the solid diagonal boundary is the optimal linear boundary for classifying the stimuli. In the II-4(fixed) condition, each of the four categories is represented by a unique shading/shape combination (e.g., Category A stimuli are solid circles), and the solid and dashed boundaries are the optimal linear boundaries.
Importantly, note that the present design was generated in a manner that is closely parallel to the one used in the original Maddox, Filoteo, et al. (2004) study. In particular, there are four perceptual clusters defined by bivariate normal distributions. Each cluster forms its own category in the four-category task, whereas two adjacent pairs of clusters are each merged to form categories in the two-category task. The boundary conditions for the category-number manipulation that were deemed important by Maddox, Filoteo, et al. (2004, p. 229) are all satisfied in the present design. In particular, both the two-category and four-category structures are composed of four perceptual clusters, within-cluster scatter is held fixed across conditions, the distributional parameters within each cluster are held fixed, and maximum accuracy for an observer using linear decision boundaries is equated across conditions. Thus, according to Maddox, Filoteo, et al.' s stated reasoning, the multiple-system model predicts that performance in the later learning blocks should be the same across the two-category and four-category tasks.
Method
Participants. Forty-eight observers participated in this experiment in partial fulfillment of an introductory psychology course requirement. There were 24 participants in the II-2(fixed) condition and 24 in the II-4(fixed) condition. All other aspects pertaining to the participants were the same as in Experiment 1.
Stimuli. The stimuli were again lines varying in length and angle. The category structures were generated by sampling from four bivariate normal distributions. The parameter values for these distributions are listed in Table 1 , and the resulting category structures are depicted in Figure 3 . The sampled distributions were constrained such that an observer using linear decision boundaries could achieve 100% accuracy in both conditions. The same stimulus values were used in both the II-2(fixed) and II-4(fixed) conditions. There were 25 stimuli sampled from each of the four bivariate normal distributions. In the II-2(fixed) condition, there were 50 stimuli in each of Categories A and B, and in the II-4(fixed) condition, there were 25 stimuli in each of Categories A, B, C, and D. Procedure. The procedure was identical to the one used in Experiment 1.
Results and Discussion
The mean proportion of correct responses is displayed in Figure  4 as a function of category number (two or four) and block. In contrast to the results of Experiment 1, it is clear that performance in the two-category condition was better than performance in the four-category condition. To verify this observation, a 2 (category number) ϫ 6 (learning block) ANOVA was performed on the accuracy data. The main effect of block was significant, F(5, 230) ϭ 51.347, MS E ϭ .004, p Ͻ .001, indicating that accuracy was increasing with additional learning blocks. Performance in the II-4(fixed) condition was significantly worse than performance in the II-2(fixed) condition, F(1, 46) ϭ 32.639, MS E ϭ .063, p Ͻ .001. The Category Number ϫ Block interaction was significant, F(5, 230) ϭ 8.173, MS E ϭ .004, p Ͻ .001, reflecting greater improvement across the early learning blocks in the II-4(fixed) condition compared to the II-2(fixed) condition. It is clear from inspection, however, that performance in the II-4(fixed) condition remained worse than performance in the II-2(fixed) condition during the later learning blocks.
To confirm that the pattern of results from Experiment 2 differs significantly from the one observed in Experiment 1, we conducted a three-way ANOVA using as factors experiment, category number, and learning block. The most important result was that there was a significant two-way interaction between experiment and category number, F(1, 84) ϭ 11.17, MS E ϭ .059, p Ͻ .001. This result reflects the much larger effect of category number that we observed in Experiment 2 compared to Experiment 1.
In sum, in experimental conditions that directly parallel the ones generated by Maddox, Filoteo, et al. (2004) , we found that the variable of category number significantly impacted the learning of information-integration category structures. Furthermore (based on the stated reasoning from Maddox, Filoteo, et al., 2004, p. 229) , we observed these effects of category number under conditions in which the implicit, procedural-learning system of COVIS predicts they should have been absent.
The results suggest strongly that Maddox, Filoteo, et al. (2004) failed to find an advantage for their II-2 task compared to their II-4(spread) task because they increased the distance between stimulus clusters in the II-4(spread) condition.
Experiment 3
The purpose of Experiment 3 was to provide another test of whether category number impacts information-integration category learning by using another category structure. To maintain consistency with the Maddox, Filoteo, et al. (2004) procedures, we sought to test a structure that is closely related to the sort of tasks used by these researchers.
Recall that in our introduction, we reviewed two rule-based category-learning tasks tested by Maddox, Filoteo, et al. (2004) see Figures 1a and 1c. The RB-4 task required that the observer attend to both stimulus dimensions; however, there was only a single relevant dimension in the RB-2 task. As a result, it was possible that increased attentional demands, rather than a greater number of response categories, caused the lower performance in the RB-4 task. To assess the effects of category number on rule-based categorization while holding the number of relevant dimensions fixed, Maddox, Filoteo, et al. (Experiment 3) tested two-category and four-category unidimensional rule-based tasks (Uni-2 and Uni-4). A slightly modified version of these category structures is depicted in Figure 5a . For the Uni-2 condition, Category A stimuli are represented by solid symbols, Category B stimuli are represented by open symbols, and the solid vertical boundary is the optimal boundary for classifying the stimuli. Each of the four Uni-4 categories is represented by a unique shading/ shape combination (e.g., Category A stimuli are solid circles), and the solid and dashed boundaries are the optimal classification boundaries. Maddox, Filoteo, et al. found that performance for Uni-2 was superior to that for Uni-4, and thus, they concluded that category number impacts rule-based category learning regardless of the number of relevant dimensions.
These unidimensional category structures provide a starting point for further testing the Maddox, Filoteo, et al. (2004) hypothesis concerning the effect of category number on informationintegration tasks. In the same manner that Maddox, Filoteo, et al. produced their II-2 and II-4 conditions by basically rotating the RB-2 and RB-4 structures by 45°(see Figure 1) , diagonal information-integration category structures can be produced from the Uni-2 and Uni-4 conditions. In particular, rotating the unidimensional category structures 45°clockwise produces two-and four-category diagonal information-integration category structures (see Figure 5b ). Diagonal categorization tasks have been used extensively in many of the dissociation studies reported in support of COVIS (e.g., Ashby, Ell, & Waldron, 2003; Ashby, Maddox, & Bohil, 2002; Maddox, Ashby, & Bohil, 2003) . Importantly, the present stimulus configuration is composed of four separate perceptual clusters, each of which can be produced by sampling from a bivariate normal distribution. Furthermore, the configuration can be tested as either a two-category task (Diag-2), where the solid and open symbols represent the two categories, or as a fourcategory task (Diag-4), where each unique shading/shape combination represents a category. Finally, as was the case in Experiment 2, the distributions are sampled such that an ideal observer using linear boundaries can achieve 100% accuracy in both tasks. Based on the reasoning outlined by Maddox, Filoteo, et al. (2004) , each of the stimulus clusters qualifies as a distinct perceptual cluster because they all were sampled from separate bivariate normal distributions. Also, as was the case in our Experiment 2, the number of clusters is held fixed across the Diag-2 and Diag-4 conditions, and the other extraneous variables listed by Maddox, Filoteo, et al. are also controlled. Thus, the Maddox, Filoteo, et al. hypothesis predicts that learning performance will be roughly equal during the latter training blocks of these two informationintegration conditions. By contrast, if our hypothesis is correct and category number does impact information-integration learning (when the number of categories is not confounded with changes to the physical structure of the stimulus set), then the Diag-4 condition should yield worse learning performance than the Diag-2 condition.
Method
Participants. Forty-five observers participated in Experiment 3 in partial fulfillment of an introductory psychology course requirement. Twenty-three observers participated in the Diag-2 condition, and 22 participated in the Diag-4 condition. All other aspects of the participants were identical to those of Experiments 1 and 2.
Stimuli. As in Experiments 1 and 2, the stimuli were lines varying in length and angle. The category structures were generated by sampling from four bivariate normal distributions. The parameter values for these distributions are listed in Table 1 , and the category structure is depicted in Figure 5 . The same stimulus values were used in both the Diag-2 and Diag-4 conditions. Across both conditions, the sampled distributions were constrained such that an ideal linear classifier (using a single boundary in the Diag-2 task and three boundaries in the Diag-4 task) could achieve 100% accuracy on the tasks. Twenty-five stimuli were sampled from each of the four bivariate normal distributions. For the Diag-2 condition, there were 50 stimuli in each of Categories A and B, and there 25 stimuli in each of the four categories tested in the Diag-4 condition.
Procedure. The procedure was identical to the one used in Experiments 1 and 2.
Results and Discussion
The mean proportion of correct responses is displayed in Figure  6 as a function of category number and learning block. It is immediately apparent that performance in the Diag-2 condition was much better than performance in the Diag-4 condition. To Figure 5 . Experiment 3: The Uni-2 and Uni-4 category structures and the Diag-2 and Diag-4 category structures, as well as the optimal decision boundaries. Diag-2 ϭ two-category diagonal information-integration task; Diag-4 ϭ four-category diagonal information-integration task; Uni-2 ϭ two-category unidimensional rule-based task; II-4 ϭ four-category unidimensional rule-based task.
verify this observation, we performed a 2 (category number) ϫ 6 (learning block) ANOVA on the learning data obtained in Experiment 3. The main effect of learning block was significant, F(5, 215) ϭ 24.784, MS E ϭ .003, p Ͻ .001, indicating that accuracy was improving with additional training. Performance in the Diag-2 condition was significantly better than performance in the Diag-4 condition, F(1, 43) ϭ 451.789, MS E ϭ .023, p Ͻ .001. The Learning Block ϫ Category Number interaction was significant, F(5, 215) ϭ 13.158, MS E ϭ .003, p Ͻ .001.
Performance in the Diag-4 condition was very poor, and perhaps some observers found the task too demanding and stopped trying to learn the task. If some subset of observers did stop trying and randomly guessed, this would lower average performance in this task. Possibly a subset of the observers performed quite well, but this effect was masked by the other subset that simply gave up. To further assess the ability of the observers to learn the Diag-4 task, we analyzed the accuracy data for the top 50% of performers in this condition, that is, the 11 participants with the highest average accuracy in the final three blocks. The mean proportion of correct responses for this subset of participants is displayed in Figure 6 as asterisks with a dotted connecting line. It is clear from inspection that, even restricting the analysis to this subset of participants, performance was quite poor in the Diag-4 condition.
A potential objection to our Experiment 3 design is that, despite being generated by single bivariate normal distributions, the individual categories in Figure 5b do not constitute perceptual clusters. To reiterate, in constructing the designs tested here, we followed the logic and methods set forth in the original Maddox, Filoteo, et al. (2004) article. Specifically, these researchers defined perceptual clusters in terms of bivariate normal distributions, which were sometimes circular in form and other times elongated along individual dimensions (see Figures 1 and 5a) . They produced information-integration structures by rotating the space by 45°, sometimes producing categories that were elongated in diagonal directions (see, e.g., Figure 1b) . In the present design, we produced the two-category and four-category tasks by using parallel methods. Future research into these issues might benefit, however, by formalizing more precisely what counts as a perceptual cluster.
In sum, the results from Experiment 3 provide another example in which a four-category information-integration task yielded worse learning performance than a two-category informationintegration task formed from identical perceptual clusters. This result again challenges the Maddox, Filoteo, et al. (2004) hypothesis that, for designs with fixed perceptual clusters, the number of response categories does not impact performance on informationintegration tasks. Furthermore, the results of Experiments 1-3 support the claim that Maddox, Filoteo, et al. failed to obtain an advantage for their two-category information-integration task because the variable of category number was confounded with the between-cluster distances in their design.
Model-Based Analyses
Our argument is that in Maddox, Filoteo, et al.'s (2004) original study, II-4(spread) performance was roughly equal to II-2 performance because the stimulus space was altered across the two conditions. Thus, we argue that those results do not provide evidence against the predictions from single-system models. To make this argument more convincing, it is important to demonstrate that a single-system model can in fact account for the data. Thus, in this section, we report analyses from the exemplar-based GCM (Nosofsky, 1984 (Nosofsky, , 1986 , which is a well-known representative from the single-system class. In our introduction, we briefly described predictions from a simple, baseline version of the model. In this section, we apply a fuller version designed to account for more of the details of the learning performance across the different conditions.
According to the GCM, people represent categories in terms of exemplars stored in memory and make classification judgments on the basis of the similarity between a test item and the stored exemplars. Each exemplar is represented as a point in psychological space, and the similarity between two items is a decreasing function of their distance in this space. Let x im denote the value of exemplar i on dimension m. In the present case, the stimuli are composed of separable dimensions (Garner, 1974; Shepard, 1964) ; therefore, the distance between exemplars i and j is computed by using a weighted city-block distance metric
where x im and x jm are the psychological values of items i and j on dimension m, and w m (0 Յ w m Յ 1, ⌺w m ϭ 1) is the attention Figure 6 . Experiment 3: Mean probability of correct classifications as a function of category number and learning block. Error bars are withinblock standard errors pooled across subjects. Diag-2 ϭ two-category diagonal information-integration task; Diag-4 ϭ four-category diagonal information-integration task.
weight given to dimension m. For simplicity, in the present analyses, the psychological coordinate values of the exemplars were assumed to be identical to those in the logically defined category space (see Table 1 ). In addition, in these initial analyses, the attention weights were set equal to one another (i.e., w 1 ϭ w 2 ϭ .5) because both dimensions were roughly equally relevant to classification in the present information-integration tasks. The similarity of exemplar i to exemplar j is an exponential decay function of their psychological distance (Shepard, 1987) given by
where c is an overall scaling parameter. The probability of classifying item i as a member of Category A is determined by the summed similarity of the item to the Category A exemplars relative to the item's summed similarity to all exemplars in all categories,
where ⌺s(i, a) is the summed similarity of item i to all previously experienced exemplars of Category A and ␥ is a response scaling parameter (Ashby & Maddox, 1993; McKinley & Nosofsky, 1995) . In Equation 4, B represents a fixed level of background noise (Nosofsky, Kruschke, & McKinley, 1992) , and N is the number of response categories in the task. A process interpretation is that background elements exist in memory prior to the start of training. If a background element is retrieved from memory, the observer chooses randomly among the available category responses. Note that as learning proceeds, more and more category exemplars will be experienced and stored in memory. Thus, the summed similarity of presented items to category exemplars increases with additional experience. Early in the learning sequence, the level of background noise is high relative to the summed similarities, so there is a good deal of random responding. However, with increased experience, the magnitude of the summed similarities begins to outweigh the background noise, producing higher levels of accuracy as learning continues.
3
Qualitative Predictions of Averaged Learning Data
In our initial analyses, we sought to determine the ability of the GCM to account for the main qualitative pattern of results in our Experiments 1 and 2. To do so, we fitted the model to the averaged learning data for each of the conditions. In particular, we conducted a computer search for the values of the free parameters c, ␥, and B that minimized the sum of squared deviations between predicted and observed values. We constrained the model by forcing it to fit all four conditions with a single set of parameter values (best fitting parameters: c ϭ .052, ␥ ϭ 1.30, B ϭ 3.549).
The predicted learning curves are shown alongside the observed data in Figure 7 . The model does a good job of capturing the main qualitative pattern of results in these averaged data. It predicts nearly equal performance during the later blocks of training across the II-2 and II-4(spread) conditions, as was observed by Maddox, Filoteo, et al. (2004) and in the present replication (see the top panels of Figure 7 ). At the same time, it predicts clearly better performance for the II-2(fixed) than for the II-4(fixed) condition throughout all blocks of training (see the bottom panels of Figure  7 ). The quantitative fit of the model is reasonably good as well. However, because these are averaged data, the focus here is on the general qualitative pattern of predictions rather than on finegrained quantitative fit.
In our view, if even a narrow range of parameter values from the model yields an excellent account of the qualitative pattern of results, it already begins to cast doubt that such data strongly challenge single-system approaches. 4 In the present case, however, the argument is even stronger because it turns out that these general qualitative predictions hold over a wide range of parameter values from the model. To document this point, in Table 2 , we report learning-curve predictions for an assortment of parametervalue combinations. For purposes of generality, we chose different combinations of c and ␥ that produced asymptotic predictions of performance in the II-2 condition that ranged from approximately .70 to .85. (Because c and ␥ tend to trade off with one another, different combinations of c and ␥ can yield similar predictions of overall percentage correct scores.) Holding fixed each parameter combination, we also display learning curves predicted for conditions II-4(spread), II-2(fixed), and II-4(fixed). (In each case, a fixed value of B was chosen to produce learning, but the asymptotic predictions do not depend on B.) As can be seen from inspection of the table, the deterioration in performance for II-4(fixed) compared to II-2(fixed) is always far greater in magnitude than is any deterioration in performance for II-4 (spread) compared to II-2. Furthermore, it is often the case that predicted asymptotic performance for the II-2 and II-4(spread) conditions is nearly equal. In a nutshell, the complete pattern of information-3 This background-noise approach to modeling learning in the GCM was first applied by Nosofsky et al. (1992) . In addition, Nosofsky and Palmeri (1997) developed a mechanistic account of categorization decision making based on a random-walk process that yields the Equation 4 decision rule as a special case. It is important to understand that the asymptotic predictions from the model (i.e., the performance levels where the learning curves flatten out) are not influenced by the background-noise construct. The background-noise version of the model is applied here simply to produce the learning curves. The present version of the learning model (involving the term B/N) assumes that there is a fixed total amount of background noise (divided evenly among the categories) that is independent of the number of categories to be learned. Alternative versions might assume that the total amount of background noise is proportional to the total number of categories. (Such versions would substitute the term B for B/N.) These alternative versions would produce slightly different predictions of the rate at which learning approaches asymptote across the two-category and four-category conditions (i.e., the steepness of the learning curves during the early learning blocks). Because the patterns of performance during the early learning blocks are not central to the present investigation, we made no attempt to distinguish among these more fine-grained alternatives. 4 We acknowledge that if one model predicts a result across a broad range of parameter settings whereas another predicts the result only within a narrow range of its parameters, then the former model provides the favored explanation. In practice, however, the demonstration of interesting empirical results such as dramatic dissociations may sometimes involve a highly specific and crafted design. In that case, it may not be surprising that the second model requires highly specific parameter settings to account for the effect. For that reason, dissociations become far more convincing when they are demonstrated in very general fashion rather than under highly specified conditions. If the dissociation disappears with minor variations in procedure, then the multiple-system explanation becomes suspect. integration category-learning data reported by Maddox, Filoteo, et al. (2004) and in our Experiments 1 and 2 lies solidly within the model's scope.
As a further test, we examined the model's predictions for the diagonal categorization tasks of Experiment 3. Holding fixed the best fitting parameters from the previous analysis, the predicted learning curves are shown alongside the observed learning curves in Figure 8 . Although the model underpredicts the magnitude of the effect, it clearly predicts that performance in the Diag-4 condition is much worse than in the Diag-2 condition, as was observed in the data reported here. Again, this general qualitative pattern of predictions held across a wide range of parameter values, so it may be considered a true a priori prediction from the model.
The focus of the present study was on the role of category number in influencing category learning in information-integration tasks. Nevertheless, for completeness, it is of interest to also consider the GCM's predictions of learning performance for the RB-2 and RB-4 tasks that were tested by Maddox, Filoteo, et al. (2004) -see the left panels of our Figure 1 for a review of those category structures. Recall that Maddox, Filoteo, et al. observed significantly better learning for the RB-2 structure than for the RB-4 structure, despite the fact that the perceptual clusters for the RB-4 task were spread farther apart than for the RB-2 task. As is apparent from inspection of Figure 1 , however, a crucial difference between the RB-2 structure compared to the RB-4, II-2, and II-4 structures is that only a single dimension is relevant for the RB-2 Figure 7 . Observed and predicted accuracies for Experiments 1 and 2 shown as a function of category number and learning block. Error bars are within-block standard errors pooled across subjects. II-2 ϭ two-category information-integration task; II-4 ϭ four-category information-integration task.
task. Since its inception, a fundamental assumption of the GCM is that people learn to attend selectively to relevant dimensions and to ignore irrelevant ones (Nosofsky, 1984 (Nosofsky, , 1986 . Following previous approaches, in applying the GCM to the present rule-based tasks, we assumed that subjects learned to optimize their attention weights by attending to just the single relevant dimension of the RB-2 task and giving equal attention to both relevant dimensions of the RB-4 task (Nosofsky, 1984) . That is, whereas we continued to assume w 1 ϭ w 2 ϭ .5 in Equation 2 for the RB-4 task, we set w 1 ϭ 1 and w 2 ϭ 0 for the RB-2 task.
In Figure 9 , we display the predicted learning curves from the model for all four Figure 1 structures simultaneously. The particular values of c, ␥, and B that we used to generate these learning curves were the best fitting parameters from our previous fits to the four information-integration conditions of our Experiments 1 and 2 (see Figure 7) . However, the same qualitative pattern of predictions as is displayed in Figure 9 holds over a very broad range of parameter settings from the model. To begin, note that at the same time that the model predicts nearly identical asymptotic performance for the II-2 and II-4(spread) conditions, it predicts clearly better performance for the RB-2 task compared to the RB-4 task. Thus, the model naturally predicts the fundamental dissociation of the effect of category number on rule-based and informationintegration category learning that was the central theme of Maddox, Filoteo, et al.'s (2004) original report. The results, however, are far more impressive than simply capturing this dissociation result. In particular, in summarizing their empirical data, Maddox, Filoteo, et al. (2004, p. 231 ) also emphasized that learning performance in the Note. II-2 ϭ two-category information-integration task; II-4 ϭ four-category information-integration task.
RB-2 task was better than in either information-integration task, whereas learning performance in the RB-4 task was worse than in either information-integration task (see Maddox, Filoteo, et al., 2004 , Figure 2 ). As can be seen in our Figure 9 , the GCM provides a natural account of this more intricate pattern as well. Although Maddox, Filoteo, et al. (2004, p. 231 ) made special note of the ordering of performance across their RB-2, II-2, II-4, and RB-4 conditions, they did not provide a theoretical explanation for the ordering. Their reasoning led them to predict that RB-2 performance would be better than RB-4 performance and that II-2 and II-4(spread) performance would be nearly equal, but nothing in their theoretical account allowed them to make direct comparisons across the rule-based and information-integration conditions. Because they provided no formalization of how learning actually took place in the explicit rule-based system and the implicit information-integration system, such theoretical comparisons were not possible. The success of the GCM in generating these qualitative predictions across the four conditions should therefore be viewed as a major achievement of that single-system model.
It is straightforward to understand the reason why the GCM predicts better performance in the RB-2 condition compared to the other conditions. As described in previous articles, the geometric interpretation of attention-weighting is that the psychological space is stretched along attended relevant dimensions and shrunk along unattended irrelevant ones (Nosofsky, 1984 (Nosofsky, , 1986 . When the observer attends selectively to the single relevant dimension of the RB-2 structure, it has the consequence of maximizing within-category similarities among exemplars and minimizing between-category similarities, thereby leading to greatly enhanced learning performance. The reason why the GCM predicts worse performance in the RB-4 condition compared to the II-4 condition is more subtle. Although the II-4 condition is a 45°rotation of the RB-4 condition and observers are presumed to attend equally to both dimensions in both tasks, it does not follow that similarities among exemplars are invariant across these conditions. In particular, for the highly separable-dimension stimuli used in these experiments, distances between exemplars are computed using a city-block distance metric (Equation 2; Garner, 1974; Shepard, 1964) . Although distance is rotation invariant according to an (unweighted) Euclidean distance metric, such is not the case when distances are computed using a city-block distance metric. The 45°r otation of the RB-4 coordinate space in fact tends to produce slightly greater city-block distances between exemplars of contrasting categories than when the space is not rotated, thereby leading to improved category learning in the II-4 condition.
In sum, a fairly simple model based on a single representational system of stored exemplars accounts for the main qualitative pattern of results of the effects of category number on learning difficulty. Although our main focus was on the role of category number in influencing learning in information-integration tasks, an added bonus is that the model predicts the effects of category number on rule-based category learning as well, capturing the complete pattern of dissociation effects reported by Maddox, Filoteo, et al. (2004) .
Quantitative Predictions of Individual-Subject Data
The focus of the previous section was on the general qualitative predictions from the GCM. However, a limitation of those analyses is that they pertained to patterns of averaged subject data. As is well known, averaged data are often not representative of the behavior patterns of individual subjects. Indeed, in evaluating the present work, an anonymous reviewer noted that although the manipulation of category structures across our Experiments 1 and 2 seemed relatively minor, a large performance difference was observed. This result led Figure 8 . Observed and predicted accuracies for Experiment 3 shown as a function of category number and learning block. Error bars are within-block standard errors pooled across subjects. Diag-2 ϭ two-category diagonal information-integration task; Diag-4 ϭ four-category diagonal information-integration task. the reviewer to hypothesize that there may have been a qualitative change in strategies across the experiments (despite our finding that the GCM naturally predicts the large performance change-see Figure 7 and Table 2 ). In particular, the reviewer hypothesized that individual observers may have reverted to the use of suboptimal verbal rules in the II-4(fixed) condition of our Experiment 2, which would explain why performance in that condition was so much poorer than in the II-2(fixed) condition.
To evaluate this possibility, we conducted formal modeling analyses at the individual-subject level in which we compared the quantitative fits of information-integration and rule-based models. Although the key issue pertained to the II-4(fixed) condition, we fitted the models to the individual-subject data of all four information-integration conditions across Experiments 1 and 2. Following similar analyses conducted by Maddox, Filoteo, et al. (2004) , our focus was on the performance data from the final three blocks, where most subjects appeared to have reached asymptote. As a representative from the class of single-system informationintegration models, we again fitted the GCM to the data. Because the background-noise parameter B contributes negligibly to the predictions of asymptotic performance, we set B ϭ 0 in these fits. However, because our focus was now on quantitative fitting of the data, we allowed the attention-weight parameter w 1 to vary freely for each individual subject. Except for extreme values, the magnitude of the attention weight has little influence on the general qualitative predictions of overall learning performance for the information-integration category structures. However, its value will have an important influence on the response-probability predictions associated with individual stimuli in the space.
Following Maddox, Filoteo, et al. (2004) , as a plausible representative from the class of rule-based models, we fitted an extreme-values model to the data from the II-4(spread) and II-4(fixed) conditions. Using the layout illustrated in Figure 3 , according to this model, the observer responds "A" if the line is short, responds "D" if the line is long, responds "B" if the line is medium in length and high in angle, and responds "C" if the line is medium in length and low in angle. Fitting this model requires estimation of the locations of two decision boundaries along the length dimension (to partition short lines from medium lines and to partition medium lines from long lines), a decision boundary along the angle dimension (to partition low angles from high angles), and an overall noise parameter to estimate the proportion of each stimulus distribution that falls into each of the response regions (see Maddox, Filoteo, et al., 2004, pp. 232-233, for details) .
We fitted the models to each individual subject's data by conducting computer searches for the values of the free parameters that minimized the Bayesian information criterion (BIC), a wellknown statistic for comparing fits of models with differing numbers of free parameters. (A very similar pattern of results was obtained with use of the alternative Akaike information criterion statistic.) The BIC is given by
where lnL is the log-likelihood of the data given the best fitting parameters from the model, p is the number of free parameters in the model, and M is the total number of data points. The term pln(M) in Equation 5 is a penalty term that penalizes a model for its number of free parameters. The model that yields the smaller value of BIC is considered to provide the more parsimonious account of the data. For the present II-4 structures, the results were overwhelming: The GCM provided a better BIC fit than did the rule-based model for 18 of the 20 participants from Experiment 1 and for 21 of the 24 participants from Experiment 2. These analyses provide no evidence that participants switched to use of a rule-based strategy in the critical II-4(fixed) condition.
On the other hand, we should acknowledge that evidence for use of information-integration strategies was less clear-cut in the II-2 conditions. (Maddox, Filoteo, et al., 2004 , observed a similar pattern of model-fitting results in their study.) For the twocategory conditions, in addition to fitting the extreme-values rule model described above, 5 we also fitted plausible unidimensional rule-based models to the data. In particular, we fitted a model that assumed that subjects established a single decision boundary along the length dimension and also fitted a model that assumed that subjects established a single decision boundary along the orientation dimension. As it turned out, the GCM provided a better BIC Figure 9 . Predicted learning curves for all four structures depicted in Figure 1 . II-2 ϭ two-category information-integration task; II-4 ϭ fourcategory information-integration task; RB-2 ϭ two-category rule-based task; RB-4 ϭ four-category rule-based integration task.
fit than did any of the rule-based models for 14 of the 20 participants in Experiment 1 and for 13 of the 24 participants in Experiment 2.
Although this evidence for use of information-integration strategies in the two-category conditions is equivocal, we do not believe that this modeling result compromises the main conclusions of our research. First, both II-2 conditions are basically replications of the original Maddox, Filoteo, et al. (2004) design. Thus, there is nothing about these conditions that might promote greater use of rule-based strategies. Second, the hypothesis that, for some reason, observers may have adopted rule-based strategies to a greater extent in the II-2 task of Experiment 2 than of Experiment 1 goes against the proposed explanation of our findings. In particular, to the extent that observers used suboptimal rule-based strategies in the II-2(fixed) condition, one would expect to see lower overall performance in that condition. Instead, we observed a greater difference between two-category and fourcategory performance in Experiment 2 compared to Experiment 1.
Most important, in light of these individual-subject modeling results, we reanalyzed the overall learning performance from Experiments 1 and 2 by including only those subjects for which the information-integration model (i.e., the GCM) provided a better quantitative fit than did the rule-based models. The pattern of learning curves for these subsets of subjects was identical to that reported for the full sets of subjects. Furthermore, statistical analysis of these subjects' data in each experiment yielded the same results as already reported for the full sets of subjects. Thus, restricting the analysis to only those subjects for which modeling suggested use of information-integration strategies, there is still clear evidence that learning performance in the II-4(fixed) condition is worse than in the II-2(fixed) condition.
Our inferences in this section were based on comparing one particular information-integration model (namely, the Equations 2-4 version of the GCM) to some particular plausible rule-based models. We acknowledge that alternative inferences may be derived through comparisons of alternative representatives of these model classes. Because it is impossible to compare the entire class of information-integration models to the entire class of rule-based ones, any such undertaking seems ultimately limited in principle. Nevertheless, in an online supplement, we report an investigation that considers a broader set of models from each class (and that also considers the results from the diagonal conditions of Experiment 3). The results from this investigation led to the same conclusions we have already reported above. There was no evidence that the poor performance observed in our II-4(fixed) and Diag-4 conditions resulted from subjects using suboptimal rulebased strategies in these information-integration tasks.
General Discussion

Summary
An extensive body of research, based on the demonstration of a variety of experimental dissociations, has sought to support the COVIS hypothesis that an explicit system learns rule-based categories and a separate implicit system learns informationintegration categories (for reviews, see Ashby & Maddox, 2005; Ashby & O'Brien, 2005; Maddox & Ashby, 2004) . In the present research, we addressed a single study that is representative of the larger set of studies that claim to have dissociated rule-based and information-integration category learning. Maddox, Filoteo, et al. (2004) derived a prediction from COVIS that if the number of perceptual clusters is constant across conditions, then the number of response categories will not impact performance on information-integration tasks. They argued, however, that rulebased tasks with a greater number of response categories would yield worse performance than rule-based tasks with fewer response categories. Consistent with this hypothesis, Maddox, Filoteo, et al. reported several experiments in which increasing the number of categories did lower performance on rule-based tasks, yet increasing the number of categories did not adversely affect performance on an information-integration task. They interpreted this dissociation as being consistent with the predictions from COVIS and as challenging single-system models of category learning.
We have argued, however, that within the Maddox, Filoteo, et al. (2004) studies, there exists a critical confound. To equate maximum accuracy across the two-category and four-category conditions, Maddox, Filoteo, et al. increased the distance between the perceptual clusters in the four-category task. Thus, the variables of category number and between-cluster distance were basically pitted against one another, making it difficult to ascertain the effect of category number per se.
The goal of the present studies was to test whether Maddox, Filoteo, et al.'s (2004) dissociation results do indeed challenge single-system models. We pursued this goal through both new empirical investigations and through model-based analysis.
Empirical results. First, we conducted informationintegration category-learning studies that paralleled closely those tested by Maddox, Filoteo, et al. (2004) , but where the betweencluster-distance confound was removed. We generated twocategory and four-category structures in the same manner as did Maddox, Filoteo, et al., by creating perceptual clusters from bivariate normal distributions and merging pairs of adjacent clusters in the two-category tasks. In addition, we controlled the same extraneous variables that Maddox, Filoteo, et al. deemed to be important in demonstrating their dissociation, including the number of perceptual clusters across tasks, within-cluster scatter, distributional parameters of each cluster, and optimal accuracy. We controlled the latter variable not by spreading apart the perceptual clusters in the four-category task but instead by resampling values from the underlying population distributions.
In dramatic contrast to the results reported by Maddox, Filoteo, et al. (2004) , we observed significantly worse learning in the four-category tasks compared to the two-category tasks. This significantly worse learning was observed for two different information-integration category structures. These results strongly challenge the generality of the category-number dissociation reported by Maddox, Filoteo, et al. They suggest strongly that the main basis for the null effect of category number in Maddox, Filoteo, et al.' s original design is that it confounded changes in between-cluster distance with the variable of interest. Furthermore, to the extent that Maddox, Filoteo, et al.' s reasoning about the predictions from the multiple-system COVIS model is correct, the result appears to challenge the predictions from COVIS.
Boundary conditions. It is crucial to acknowledge that it is impossible to control all extraneous factors while manipulating only category number in tasks of information-integration category learning. Although our design controlled all of the stated extrane-ous factors deemed important by Maddox, Filoteo, et al. (2004) , one can always identify new factors that are no longer controlled. For example, using our procedure, an ideal observer's accuracy for classifying objects into their underlying populations would be higher for the II-2 task than for the II-4 task because there is overlap in the population distributions. Although such overlapping stimuli were never presented in our design, a multiple-system theorist could still posit that the factor forms an important boundary condition on whether there will be effects of category number on information-integration category learning.
In our view, the uncertainty over what are the crucial boundary conditions arises because the original category-number hypothesis was not strongly motivated. The stated reasoning from Maddox, Filoteo, et al. (2004, pp. 229 -230) was as follows:
Category learning in the II2 and II4 conditions is predicted to be the same . . . . The reasoning is as follows: Learning in the II2 and II4 conditions relies on an implicit, procedural-learning based system . . . . This system links clusters of "percepts" to categorization responses . . . . Because the complexity of the categories was held constant across conditions (i.e., the number of stimulus clusters was held fixed at four), and because each observer was informed of the number of categories prior to each condition, there is no a priori reason to expect a performance difference between information-integration category learning with two versus four categories.
Although these ideas are intriguing, they do not seem to provide a direct line of reasoning that explains why a system that "links clusters of 'percepts' to categorization responses" predicts a null effect of category number on learning performance. Therefore, it is difficult to know what are the crucial extraneous factors to control when testing that hypothesis.
Modeling results. In addition to the empirical results, our theoretical investigations involving single-system models provide an equally important demonstration that the Maddox, Filoteo, et al. (2004) result does not challenge the single-system viewpoint. The bottom line is that we showed that a simple representative from the class of single-system models (namely, the GCM) provided a good account of the complete set of results. That is, investigation of the qualitative predictions from the model showed that, across a fairly wide range of parameter settings, it naturally predicted the nearabsent effect of category number on information-integration category learning in Maddox, Filoteo, et al.'s spread-cluster design, yet the big effect of category number in our own fixed-cluster designs. (As noted earlier, the model also accounts in natural fashion for the effects of category number in Maddox, Filoteo, et al.'s, 2004 , rule-based category-learning tasks.) Thus, the category-number dissociation reported by Maddox, Filoteo, et al. does not appear to discriminate between the predictions from the single-system versus multiple-system approaches.
On the Status of Dissociations of Rule-Based and Information-Integration Category Learning
As noted in the introduction, Maddox, Ashby, and their colleagues have reported a wide variety of dissociations between rule-based and information-integration category learning that they have taken as supporting evidence for the COVIS model. Although we cannot address each and every individual study, in past work, researchers have tried to address studies that are representative of several main themes identified and reviewed by Ashby and Maddox (2005) . The present research has continued that approach by addressing a new theme of dissociations involving the effect of category number on classification learning. To place the present work in perspective, however, we briefly review the manner in which some of the other major dissociations have been addressed. This brief review is intended to make clear that the present demonstrations are not an isolated response to the multiple-systemtheorist claims but rather part of a more cohesive picture.
One of the themes identified by Ashby and Maddox (2005) uses procedural manipulations to interfere with the procedural learning component of the implicit system (e.g., Ashby et al., 2003; Maddox, Bohil, & Ing, 2004) . Seeking to interfere with the implicit system's performance on information-integration categories, Ashby et al. (2003) implemented a procedural manipulation based on switching the mapping of category membership to response buttons. The manipulation impaired performance on an information-integration category structure but not a rule-based one. Ashby et al. interpreted this result as support for the view that rule-based categories are learned by an explicit system and information-integration categories are learned by a separate implicit system. The button-switch manipulation interfered with performance, according to these researchers, because the implicit system learns to associate a procedure with categorization decisions. However, Nosofsky et al. (2005) argued that all category learning involves a procedural learning component. They hypothesized that the rule-based task was unaffected by the procedural manipulation because the task Ashby et al. used was too simple and the observers had sufficient time to overcome any interference caused by the button-switch. Nosofsky et al. demonstrated that the button-switch does interfere with processing of the simple rulebased task when a more stringent time constraint is imposed. Furthermore, they were able to produce procedural interference for a more complex rule-based task even when using the longer response-time deadline.
A second theme of dissociation manipulations seeks to interfere with the explicit system's reliance on working memory and executive attention (e.g., Maddox, Filoteo, et al., 2004; Waldron & Ashby, 2001 ). Maddox, Filoteo, et al. (2004) reported experiments in which performing a concurrent memory-scanning task impaired learning of a rule-based category structure, leaving performance on an information-integration category structure intact. However, an important confound existed in their study. To equate learning difficulty across the rule-based and information-integration tasks, Maddox, Filoteo, et al. used a rule-based task with lower perceptual discriminability than the corresponding informationintegration task. Stanton and Nosofsky (2007) demonstrated that when rule-based and information-integration category structures with highly discriminable stimuli are used, the memory-scanning task does not interfere with learning of either category structure. Furthermore, they demonstrated an example of interference from the memory-scanning task for an information-integration category structure with low perceptual discriminability. Interestingly, across these conditions, Stanton and Nosofsky demonstrated the reverse dissociation from that reported by Maddox, Filoteo, et al. Recent work reported by Newell, Moore, Wills, and Milton (in press) has also strongly questioned previous research purporting to show that concurrent memory load does not interfere with learning of information-integration categories.
In the third theme of dissociation manipulations, several studies have altered the delivery of corrective feedback to produce poor information-integration performance while rule-based performance is unaffected (e.g., Ashby et al., 2002; Maddox et al., 2003; Maddox & Ing, 2005) . Ashby et al. (2002) demonstrated that learning performance on an information-integration category structure was worse for observational training than for feedback training; however, learning of a rule-based task was unaffected by the type of training. However, Stanton (2013) argued that the rule-based task Ashby et al. used involved learning of a simple category structure based on a single relevant dimension, whereas the information-integration category structure was cognitively complex. He argued that learning of all cognitively complex category structures may be impaired under observational training compared to feedback training. In accord with this hypothesis, Stanton provided examples of two cognitively complex rule-based category structures that yielded worse performance when the method of training was observational rather than feedback based. Related studies have strongly questioned previous research purporting to demonstrate dissociations between informationintegration and rule-based category learning based on the timing of corrective feedback (e.g., Dunn et al., 2012; Stanton, 2013) .
In sum, although numerous dissociations between rule-based and information-integration categorization have been reported, when critical extraneous variables are controlled, the dissociations often disappear or can even be reversed. 6 Moreover, many of the findings contradict the predictions derived from the multiplesystems COVIS model.
An interesting question that arises is how the debate between single-system versus multiple-system approaches in the domain of category learning relates more generally to the distinction between explicit and implicit memory. In our view, there may be no simple one-to-one mapping between alternative hypothesized categorization processes and these posited memory systems. Consider, for example, the exemplar-based representative from the class of single-system models. Conceivably, some types of exemplar retrieval may rise to the level of consciousness and have explicit properties, whereas others may operate under the surface and be implicit. Regarding neural underpinnings, although an interesting goal is to build bridges between the cognitive level of explanation provided by the GCM and specific neural systems, such bridges may be exceedingly complex. For example, Nosofsky, Denton, Zaki, Murphy-Knudsen, and Unverzagt (2012) suggested that the summed similarity signal that serves as the main decision variable in the GCM most likely receives contributions from a wide variety of neural components and structures, some of which have been implicated as part of explicit memory systems and others in implicit memory systems. Although COVIS theorists have hypothesized very direct mappings between rule-based processing and explicit neural systems and between information-integration processing and implicit/procedural neural systems, we wonder if the connecting bridges here may be complex as well. These questions are made even more complicated because, although the distinction between explicit and implicit memory is a major one in the fields of cognitive psychology and cognitive neuroscience, debate continues on the extent to which those phenomena reflect completely separate systems (e.g., Berry, Shanks, Speekenbrink, & Henson, 2012) .
In any case, the present work converges with the studies reviewed above in questioning the dissociation logic that has been used to argue that rule-based category learning and informationintegration category learning rely on separate, isolable systems. It is probably impossible to simultaneously control for all extraneous variables when comparing performance on rule-based and information-integration category structures. In addition, as illustrated in this article, single-system models often predict that dissociations between rule-based and information-integration category learning will be observed. As such, alternative approaches that do not rely solely on demonstrating dissociations may be useful in making progress in this field (e.g., see Newell & Dunn, 2008) . Another fruitful avenue might be to develop more fully specified versions of both single-system and multiple-system models and evaluate their ability to provide comprehensive accounts of performance across a wide array of categorization tasks (e.g., Wills & Pothos, 2012) .
