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Abstract
A field theory on a three-dimensional manifold is introduced, whose field equations are
the constraint equations for general relativity on a three-dimensional null hypersurface.
The underlying boundary action consists of two copies of the dressed Chern – Simons
term for self-dual Ashtekar variables, a kinetic term for the null flag at the boundary
plus additional junction conditions for the spin coefficients across the interface. In fact,
there is a doubling of the field content, because the null hypersurface will be considered
as an internal boundary between two adjacent slabs of spacetime. The paper concludes
with a proposal for a construction of the gravitational transition amplitudes in the bulk
via the auxiliary boundary field theory alone, namely by gluing amplitudes for edge states
across two-dimensional corners, thus providing a proposal for a quasi-local realisation of
the holographic principle at the light front.
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1. Introduction
Recent developments have put to the forefront the role of gravitational boundary symme-
tries [1, 2] in the context of the black hole information paradox, [3, 4]. The corresponding
boundary charges are defined on the event horizon of a black hole. The definition of a
black hole horizon is highly non-local, and it can be argued, therefore, that these bound-
ary charges [1–6] arise quite generally on all null surface boundaries: at null infinity as
the generators of BMS transformations [7–9], but they also arise at generic null surfaces,
as recently stressed in the context of non-perturbative quantum gravity [10–12].
The question is then whether the dynamics of these boundary charges can be un-
derstood holographically [13], without any reference to the bulk by strictly restricting
ourselves to an auxiliary field theory intrinsic to the null boundary. The purpose of this
paper is to demonstrate that such a boundary field theory exists for vacuum general rela-
tivity in four dimensions and non-vanishing cosmological constant Λ. The construction is
based on earlier ideas in the context of non-perturbative quantum gravity and spinfoams
[14–16], where a curved manifold is constructed by successively gluing patches of space-
time across boundaries. In fact, our basic strategy is to construct the boundary field
theory at a null surface by gluing two adjacent slabs of spacetime, in each one of which
the full non-linear Λ-vacuum Einstein equations are satisfied.1 At the null boundary,
the fundamental configuration variables are therefore doubled. The underlying action
has a very simple fundamental structure. In fact, it describes a prototypical example
of a timeless system [18, 19], which consists of two composite systems on either side of
the interface plus additional matching conditions for the quasi-local charges across the
boundary. Schematically, the boundary action assumes the following form
S[p±, q±, N I ] =
∫ (
p+i dq
i
+ − p−i dqi− − dtN I
(
HI(p+, q+)−HI(p−, q−)
))
, (1)
where N I are Lagrange multipliers imposing gluing conditions for the boundary charges.
What were constraint equations for general relativity on a null hypersurface before, will
now turn into evolution equations for gravitational corner data (edge modes) along the
null generators. The propagating fields of the three-dimensional boundary theory are
the gravitational edge modes alone, the two radiative modes (bulk gravitons) appear as
external sources in the action.
The paper is divided into three parts: the first part, section 2, introduces the kine-
matical framework, which is based on the constraint equations for general relativity
in terms of self-dual Ashtekar variables [20, 21] on a null hypersurface. The second
part, section 3, develops the boundary field theory and demonstrates that the resulting
boundary field equations are nothing but the constraint equations for general relativity
on a null boundary. The third part, section 4 concludes the paper and provides an out-
look for what are the next steps ahead: the basic idea is to define the quantum states
1No restriction on the algebraic structure of the Weyl tensor at the boundary will be imposed. An
approach to quasi-local holography for algebraically special solutions of Petrov type D can be found in
e.g. [17].
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for general relativity in the bulk via the auxiliary boundary field theory. Transition
amplitudes between edge states at two consecutive cross-sections of the null boundary
will depend parametrically on external sources, namely the gravitational flux that may
cross the null surface in between. A boundary transition amplitude defines, therefore,
a complex-valued functional on an extended boundary state space, which now captures
both the radiative modes along the null surface (as external sources) as well as gravita-
tional edge states at the two-dimensional corners. The distinction between states and
amplitudes is therefore a matter of perspective: what represents an amplitude from the
perspective of the boundary field theory defines a state on a three-dimensional portion of
a null hypersurface. This viewpoint clearly resonates with the general boundary formal-
ism [18, 22] and more recent developments in loop quantum gravity, where a quasi-local
realisation of the holographic principle has been developed within non-perturbative and
three-dimensional quantum gravity, see [23–27].
A few remarks regarding our conventions. In the following, we will be working on an
oriented three-manifold N of topology N ≃ [0, 1]×S2. If reference to a four-dimensional
spacetime manifold M is needed, N will be part of its boundary: N ⊂ ∂M. Most of
our considerations are, however, strictly intrinsic to N, and reference to the bulk is only
made to identify the field content and its boundary dynamics. In addition, we will use
the abstract index convention: three and four-dimensional tensors will carry abstract
co(tangent) indices a, b, c, . . . . If there is a chance of confusion, we will use the prefix 4 to
distinguish differential forms in the bulk from fields intrinsic to the null surface. Greek
indices α, β, . . . will denote internal Lorentz indices with respect to a (co)tetrad e αa in
M. Upper case indices A,A′, B,B′, . . . will denote SL(2,C) spinors in the spin (12 , 0)
resp. complex conjugate spin (0, 12 ) representation. The metric signature is (−+++).
Lorentz vectors V α are therefore indentified with anti-hermitian (12 ,
1
2 ) spinors V
AA′ =
−V¯ A′A. Spinor indices are raised and lowered with the skew-symmetric ǫAB-tensor and
its inverse, i.e. ǫAB : ǫACǫBC = δAB ≡ ǫAB , such that ξA = ǫABξB and ξAηA = −ηAξA.
A final comment on the status of the soldering forms and internal vectors from the
perspective of the space of histories: the skew-symmetric ǫAB-tensors as well as the
internal Minkowski metric ηαβ will be treated as internal background structures, whose
field variations vanish, while the dynamical fields of the theory consist of the soldering
forms eαa and the spin connection coefficients Aαβa at the null hypersurface.
2. Ashtekar variables on a null surface
2.1. Spinors, dyads, triads, tetrads on the null boundary
On a spacelike hypersurface Σ, there is a canonical projector hab = gab + nanb and
a canonical normal direction na : nana = −1 with respect to which we can always
decompose tensor fields T a...b... ∈ T rsM into their respective space and time components.
On a null hypersurface N, no such decomposition is available, because the normal
direction lies now within the null hypersurface itself. A useful way to still speak about
the boundary intrinsic geometry is to restrict attention to Lorentz-valued differential
forms ω αβ...[ab... ], for which there still exists a natural notion of projection, namely the
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pull-back, which does not require a metric. Consider, for example, the pull-back of the
cotetrad e αa to the null boundary N,
ϕ∗N e
 α
a = e
α
a. (2)
Any such cotetrad on N can be then parametrised in terms of a cotangent space triad
(ka,ma, m¯a) ∈ T ∗N and a pair of spinors that parametrise the internal directions,
eαa ≡ eAA′a = −iℓAℓ¯A′ka + iℓAk¯A′ma + ikAℓ¯A′m¯a, (3)
where we introduced an ǫ-normalised basis (kA, ℓA) : ǫABkAℓB = 1 in the spin (12 , 0)
frame bundle overN, and implicitly identified internal Lorentz vector fields with sections
of the anti-hermitian spin (12 ,
1
2) spin bundle over the boundary, see e.g. [28] for the details
of the notation.
The dyadic component (ma, m¯a) plays an important role in the following. It provides
sufficient data to reconstruct both the induced signature (0++) three-metric,
ϕ∗N g

ab =: qab = 2m(am¯b), (4)
as well as the canonical area two-form on N,
εab = 2im[am¯b]. (5)
Notice also that the boundary dyad (ma, m¯a) is charged under an internal U(1) gauge
symmetry: given the pull-back qab of the spacetime metric g

ab alone, the one-forms
(ma, m¯a) are unique up to the U(1) gauge transformations
ma −→ eiφma eiφ : N → U(1). (6)
For any given such triadic cobasis (ka,ma, m¯a) on N, we then also have a dual tangent
space basis (ℓa,ma, m¯a), whose elements satisfy
ℓaka = −1, ℓama = 0, mama = 0, m¯ama = 1. (7)
The vector ℓa ∈ TN is a null generator of N and lies tangent to the null generators of
the null hypersurface N. Since there is no preferred normalisation for ℓa, we must also
consider the dilatations,
ℓa −→ eωℓa, ω : N → R. (8)
On field space, the direction of these null generators will be considered as a universal
structure shared between different spacetimes. The ruling of N is therefore seen as a
fiducial background structure, which can be identified with the kernel of the complex-
valued one-form ma ∈ T ∗CN.
The dyadic one-form ma is canonical on N: given the geometry in the bulk, it is
unique only up to the residual U(1) gauge transformations (6). The one-form ka, on the
other hand, depends on the foliation. If the null boundary N carries a preferred time
orientation, as we assume in here, we can always choose a time function u : N → R such
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that la∂au > 0 for any future pointing null generator la ∼ ℓa. We may then foliate N
into u = const. hypersurfaces S2u ≃ {u} × S2. Given such a fiducial foliation, we then
also have a decomposition of the boundary one-form ka into the lapse and shift functions
Φ : N → R> and N : N → C,
ka = −Φ∂au+ N¯ma +Nm¯a. (9)
From the perspective of the boundary field theory, we will treat the spin dyad (kA, ℓA) as
a dynamical field at the boundary. It is then always possible to introduce a trivial field
redefinition to absorb the lapse and shift functions into the spin dyad: the transformation
ℓA −→ ℓA∗ =
√
ΦℓA, (10a)
kA −→ kA∗ =
1√
Φ
(
kA −NℓA) , (10b)
preserves our canonical normalisation, i.e. ǫABkAℓB = ǫABkA∗ ℓ
B
∗ = 1 and defines an
internal SL(2,C) Lorentz transformation that maps (kA, ℓA) into (kA∗ , ℓ
A
∗ ). Such a field
redefinition brings the boundary tetrad (3) into the following simplified form,
eαa ≡ eAA′a = iℓAℓ¯A′∂au+ iℓAk¯A′ma + ikAℓ¯A′m¯a. (11)
Hence
ka = −∂au (12)
without loss of generality. Notice that this procedure is different from fixing lapse and
shift by introducing supplementary gauge conditions, by demanding, for example, that
ℓa be affinely parametrised, because we have merely reabsorbed the lapse and shift
functions Φ and N into the spin dyad (kA, ℓA) without imposing any conditions on the
connection coefficients.
To conclude this brief introduction, consider the following spinor-valued two-form,
ηA =
(
ℓAk − kAm) ∧ m¯, (13)
which satisfies
ηAabℓB =
1
2i
εabǫAB +ΣABab, (14)
where ΣABab denotes the self-dual Plebański two-form on the null hypersurface, which
is defined as the self-dual part of the bivector eα ∧ eβ ,
ΣAB = −1
2
eAC′ ∧ eBC′ = ϕ∗N Σ AB. (15)
The two-form ηAab plays an important role for the quasi-local Hamiltonian analysis
on a null surface. Given the symplectic structure in the bulk, the pull back of ηAab
to a two-dimensional u = uo cross-section S2o of the null boundary is the canonical
conjugate momentum to the null flag ℓA, such that the boundary spinors ℓA and πA :=
1/(8πiG) × ϕ∗
S2
ηAab generate an infinite-dimensional Heisenberg algebra on the cross-
section of the null hypersurface [11, 29].
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2.2. Ashtekar connection on a null boundary
On a null hypersurface, and in the absence of additional universal structures, such as
a preferred foliation, symmetries, restricted boundary conditions such as those imposed
by isolated horizons or null infinity, there is no preferred metric-compatible, torsionless
covariant derivative intrinsic to a null hypersurface [30, 31]. In the general case, the
only available boundary connection is the one inherited by taking the pull-back from
the bulk. At the level of the spin bundle, the resulting boundary spin connection is the
generalisation of the self-dual Ashtekar connection2
Aia = Γ
i
a + iK
i
a (16)
from spacelike hypersurfaces to null hypersurfaces. The only difference to the spacelike
case is that there is now no unique way to split Aia into real and imaginary parts,
simply because there is no unique reference connection Γia with respect to which we
could decompose Aia into extrinsic and intrinsic components.
Given a connection, we also have a covariant derivative: if ψ A denotes a smooth
spinor-field in the vicinity of the null boundary N, and if ψA denotes the restriction of
this field to the boundary, the covariant derivative Da is simply given by
Daψ
A = ϕ∗N∇a ψ A, for ∇a : 2∇[a e αb] = 0. (17)
In fact, if we want to describe initial data for general relativity on a null hypersurface, the
Ashtekar connection must be compatible with the pull-back of the torsionless condition,3
2D[ae
AA′
b] = 0. (18)
To understand how this condition imposes restrictions on the affine space of connec-
tions on the null hypersurface, it is useful to consider first the anholonomy coefficients
of the triadic basis: for any generic null cotriad (ka,ma, m¯a) on N, we introduce the
exterior derivatives and define the corresponding component functions,
dm = −1
2
(
ϑ(ℓ) + 2iϕ
)
k ∧m− σ(ℓ)k ∧ m¯+ iγm ∧ m¯, (19a)
dk = λk ∧ m¯+ λ¯k ∧m+ iτ(k)m ∧ m¯, (19b)
where d denotes the ordinary exterior derivative on N. All coefficients have a clear
geometric interpretation: σ(ℓ) and ϑ(ℓ) are the shear and expansion of the null generators
TN ∋ ℓa : kaℓa = −1, whereas ωa = ϕka + γ¯ma + γm¯a defines a boundary intrinsic
U(1) connection; τ(k), on the other hand, is the twist of the transversal (and internal)
2On a spacelike hypersurface Σ, the real part Γia of the Ashtekar connection denotes the intrinsic su(2)
spin connection with respect to a cotriad eia on Σ, while Kab = K
i
beia is the extrinsic curvature.
3In this paper, we are only considering vacuum general relativity. In the presence of half-integer spin
fields, and depending on the coupling to gravity, the spin density of fermions may appear on the right
hand side of this equation.
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null direction4 kAA
′
= ikAk¯A
′
and λ is the ℓa-component of the Lie bracket [ℓ,m]a =
ℓb∂bm
a −mb∂bℓa = Lℓma.
The torsionless conditions impose 4× 3 = 12 constraints on the Ashtekar connection
onN, which has 6×3 = 18 independent algebraic components. By imposing the torsion-
less conditions DeAA
′
= 0, there remain, therefore, six unconstrained spin coefficients,
which are a measure for the extrinsic curvature of the null hypersurface. To see how
these six unconstrained coefficients lie within the Ashtekar connection on N, consider
first the difference tensor,
∆AB := k(ADℓB) − ℓ(ADkB), (20)
that satisfies
Dak
A = ∆ABak
B , Daℓ
A = ∆ABaℓ
B . (21)
Given the exterior derivatives (19a, 19b) of the triadic cobasis (ka,ma, m¯a) on N, it
is straight-forward to show that the torsionless condition (18) on a null hypersurface
restricts a generic such difference tensor ∆ABa to the following algebraic form,
∆ABa =−
[
(κ+ iϕ)ka + i
(
γ¯ + i(λ¯− α¯))ma + i(γ + i(λ− α))m¯a
]
ℓ(AkB)+
−
[1
2
(
ϑ(k) − iτ(k)
)
m¯a + σ¯(k)ma + α¯ka
]
ℓAℓB+
+
[1
2
ϑ(ℓ)ma + σ(ℓ)m¯a
]
kAkB . (22)
The only unspecified components of the Ashtekar connection on a null boundary are
therefore the transversal shear σ(k), the transerval expansion ϑ(k), the acceleration (non-
affinity) κ and the additional spin coefficient α. All other components are fixed by the
boundary intrinsic exterior derivatives (19a) and (19b). The acceleration κ and the
transversal expansion ϑ(k) are real-valued functions on N, the shear σ(k) an the spin
coefficient α are complex-valued. This leaves us with six unspecified degrees of freedom
(κ, ϑ(k), σ(k), α) per point on N that we interpret, in analogy to the spacelike case, as a
measure for the extrinsic curvature, which is now no longer a boundary intrinsic tensor,
as in the spacelike case, but merely a collection of certain preferred spin coefficients on
the null hypersurface.5
If we want to impose the torsionless condition (18) at the level of a boundary field
theory, it will prove useful to decompose the constraint into its irreducible spin compo-
nents. For instance, the traceless and symmetric spin (1, 1) tensor contribution is given
by
XABA′B′ = e
(A
A′ ∧DeB)B′ = 0. (23)
4If we only know the pull-back of the cotetrad to the null surface, namely (2), then kα = ikAk¯A
′
only
exists as an internal null vector, because we do not have the inverse tetrad e aα at hand to map k
α
into ka = kα e aα ∈ TM.
5Under dilatations (8), the non-affinity κ transforms like the u-component of an abelian connection.
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The spin (1, 0) bivector constraint, on the other hand, is
XAB = eAC′ ∧DeBC′ = DΣAB, (24)
which is nothing but the exterior covariant derivative of the self-dual Plebański two-form
(15). There is also the scalar component eAA′ ∧ DeAA′ , but it is redundant. In fact,
the system of constraints (23, 24) is equivalent to (18). This can be shown explicitly
by comparing the individual components, but it is way more instructive to compare
the number of algebraically independent constraints directly: the spin (1, 0) constraint
XAB = 0 imposes three complex conditions, the constraint XABA′B′ , on the other hand,
satisfies XABA′B′ = X(AB)(A′B′) = X¯A′B′AB and
6 XABA′B′ℓ
Aℓ¯A
′
ℓB ℓ¯B
′
= 0, which give
9 − 1 = 8 independent real conditions. In addition, the components XABℓAℓB and
XABA′B′ℓ
AℓB ℓ¯A
′
k¯B
′
are linearly dependent,
XABℓ
AℓB = −im¯ ∧ ℓAℓ¯A′DeAA′ != 0, (25a)
XABA′B′ℓ
AℓB ℓ¯A
′
k¯B
′
= −im¯ ∧ ℓAℓ¯A′DeAA′ != 0, (25b)
such that XAB = 0 and XABA′B′ = 0 together impose 6 + 8− 2 = 12 real and linearly
independent constraints, which are obtained linearly from Deα = 0 on N, which are
4 × 3 = 12 constraints as well. In summary, imposing (23) in addition to (24) is the
same as to say that the pull-back to the null surface of the torsion two-form vanishes.
Notice also that XABA′B′ has the same algebraic structure as the traceless part of
the Ricci tensor in the bulk. This observation is an important hint for how to construct
the gravitational boundary field theory on a null hypersurface N. We will see, in fact,
that Lagrange multipliers that impose constraints on the connection coefficients (22)
will turn into sources for the pull-back of the curvature tensor to a null hypersurface.
2.3. Field strength, constraints, evolution equations
Before introducing the boundary field theory, let us first recall the algebraic structure of
the Riemann curvature tensor for a generic solution of the Λ-vacuum Einstein equations
on a null hypersurface [28]. Consider first the decomposition of the four-dimensional
Riemann curvature tensor into its irreducible components,
R αβcd = δ
A′
B′ F
 A
Bcd + δ
A
B F¯
 A′
B′cd , (26a)
F ABcd =
R
12
Σ ABcd +Ψ
AB
CD Σ
 CD
ab +Φ
AB
A′B′Σ¯
A′B′ , (26b)
where R = R¯ is the Ricci scalar, ΦABA′B′ = Φ(AB)(A′B′) = Φ¯ABA′B′ is the traceless part
of the Ricci tensor and ΨABCD = Ψ(ABCD) denotes the spin (2, 0) Weyl spinor. The
Λ-vacuum Einstein equations imply
R = 4Λ, ΦABA′B′ = 0. (27)
6This happens because of iℓAℓ¯A′e
AA′ = ϕ∗Nℓα e
 α
a = ϕ
∗
Nℓa = 0.
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Taking the pull-back to N, we obtain the curvature of the selfdual Ashtekar connection
on the null boundary,
FAB =
Λ
3
η(AℓB) + ψABCη
C , (28)
where ψABC = ψ(ABC) = ΨABCDℓ
D. Next, we define the boundary intrinsic components
of the Weyl tensor, namely
Ψ4 = ψABCℓ
AℓBℓC , (29a)
Ψ3 = ψABCℓ
AℓBkC , (29b)
Ψ2 = ψABCℓ
AkBkC , (29c)
Ψ1 = ψABCk
AkBkC . (29d)
Using the definition of the curvature tensor on N, namely
FAB = D∆AB −∆AC ∧∆CB , (30)
we may then express the spin curvature components (29a–29d) in terms of the connection
coefficients (22). There are two sets of equations. First of all, we have the constraint
equations,
Ψ1 =
1
2
Lm¯
(
ϑ(k) − iτ(k)
)− 1
2
β¯(ϑ(k) − iτ(k))+
−Lmσ¯(k) + i(2γ − iβ)σ¯(k) + iα¯τ(k), (31a)
Ψ2 =
Λ
6
− 1
2
[
iLm¯
(
γ − iβ)− γ¯(γ − iβ) − iLm(γ¯ − iβ¯) − γ(γ¯ − iβ¯)+
+ iτ(k)(κ− 12ϑ(ℓ) + iϕ) + 12ϑ(k)ϑ(ℓ) − 2σ(ℓ)σ¯(k)
]
, (31b)
Ψ3 =
1
2
(
Lmϑ(ℓ) + βϑ(ℓ)
)−Lm¯σ(ℓ) − i(2γ¯ − iβ¯)σ(ℓ). (31c)
where LV is the Lie derivative for e.g. V a = ma ∈ TN and β denotes the abbreviation
β := α− λ, (32)
for spin coefficients α and λ defined as in (22) and (19b). On the other hand, there are
also the boundary intrinsic evolution equations
Lℓσ(ℓ) +
(
ϑ(ℓ) − κ− 2iϕ
)
σ(ℓ) = −Ψ4, (33a)
Lℓϑ(ℓ) +
(
1
2ϑ(ℓ) − κ
)
ϑ(ℓ) + 2σ(ℓ)σ¯(ℓ) = 0 (33b)
Lℓσ¯(k) + (κ+
1
2ϑ(ℓ) + 2iϕ)σ¯(k) = −Lm¯α¯+ iγ¯α¯+ α¯α¯− 12(ϑ(k) − iτ(k))σ¯(ℓ), (33c)
Lℓ
(
ϑ(k) − iτ(k)
)
+
(
κ+ 12ϑ(ℓ)
)(
ϑ(k) − iτ(k)
)
=
= −2Lmα¯+ 2iγα¯ + 2αα¯− 2σ(ℓ)σ¯(k) +
2Λ
3
+ 2Ψ2, (33d)
Lℓ
(
γ¯ − iβ¯) + (12ϑ(ℓ) + iϕ)(γ¯ − iβ¯) + σ¯(ℓ)(γ − iβ) =
= iLm¯
(
κ+ iϕ
)
+ iλ¯
(
κ+ iϕ
)
+ iα¯ϑ(ℓ), (33e)
Lℓ
(
γ − iβ) + (12ϑ(ℓ) − iϕ)(γ − iβ) + σ(ℓ)(γ¯ − iβ¯) =
= iLm
(
κ+ iϕ
)
+ iλ(κ + iϕ) + 2iα¯σ(ℓ) + 2iΨ3. (33f)
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The set of equations (31a–31c) and (33a–33f) is underdetermined: the gravitational flux
that may cross the null hypersurface is unconstrained and may be encoded into Ψ4,
which must be characterised as an external datum. Besides the flux, additional gauge
fixing conditions for κ, λ, τ(k) and ϕ must be chosen to integrate the evolution equations
along the null generators ℓa. A possible choice is e.g. ϕ = 0, λ = 0, τ(k) = 0 and
κ = 12ϑ(ℓ). Notice also that (33e), (33f) and (31c) are linearly dependent, which follows
from the integrability condition derived from d2m = 0.
The remaining Einstein equations that contain the off-boundary components of
the curvature two-form and torsion two-form, namely F ABab k
b and T AA
′
ab k
b for a
transversal null direction ka ∈ TM : g abℓakb = −1 have an altogether different status
from the perspective of the boundary field theory: they turn into transversal evolution
equations7 that continue the boundary intrinsic fields into the bulk. In here, we are
only interested in the field theory intrinsic to the boundary, and do not consider the
transversal evolution equations, because we regard these hypersurface deformations as
gauge. This viewpoint is motivated by background invariance, which implies that the
location of the boundary with respect to a given coordinate system has no physical mean-
ing, and is justified by the fact that a transversal vector field ξa ∈ TM : ξa|N /∈ TN of
compact support on the null boundary generates a field-variation δξ[·] = Lξ(·) on the
covariant phase space that lies in the kernel of the pre-symplectic two-form [2].
3. Generating functional and boundary field theory
3.1. What is to be fixed at the boundary?
The purpose of this paper is to present a generating functional for null initial data—an
action for a field theory on the three-manifold N, whose equations of motion are the con-
straint equations for gravitational initial data on a partial8 and light-like Cauchy hyper-
surface N. Since we are working on a partial Cauchy surface, such a three-dimensional
boundary field theory must necessarily depend on additional sources that characterise
the missing data, e.g. gravitational radiation that might cross the null boundary.9 The
most immediate way to specify this data is to treat the radiative component of the Weyl
tensor on N, namely
Ψ4 = ΨABCDℓ
AℓBℓCℓD (34)
as an external source at the boundary. Instead of fixing Ψ4, we may, however, also just
fix its potential, namely the shear σ(ℓ) of the null generators ℓ
a, see (33a). Since the shear
σ(ℓ) is obtained, in turn, from the Lie derivative Lℓm = ℓy(dm) of the dyad, we may
remove yet another ℓa-derivative and impose yet another class of boundary conditions,
7In Bondi coordinates, the transversal evolution equations turn into the radial evolution equations with
respect to the affine Bondi r-coordinate.
8For definiteness, we assume that the null boundary has a definite topology N = [0, 1] × S2 with
boundaries S2− = {0} × S
2 and S2+ = {1} × S
2.
9To integrate the initial data on an initial u = const. cross-section along the null generators, additional
gauge fixing conditions for the spin coefficients κ, λ, τ(k) and ϕ must be chosen.
10
namely require conditions on the allowed field variations of the dyadic basis (ma, m¯a).
This is, in fact, Sachs’s original choice [32].
Following this logic, we introduce restrictions on the allowed field variations at the
boundary. Consider first the definition of lapse and shift on the null hypersurface, as
given in (9). We have seen in equation (10a) and (10b) that the lapse and shift functions
can be reabsorbed always into the definition of the spin dyad (kA, ℓA). But now that
the dyad is taken itself as an independent field at the boundary, whose field variations
are subject only to the normalisation condition,
kAδℓ
A − ℓAδkA = 0, (35)
we may always absorb variations of lapse and shift via (10a) and (10b) into variations
of the spin dyad. We can therefore always assume that the variations of ka vanish, in
other words
δka = 0, (36)
without loss of generality. This in turn allows us to align ka with a fiducial foliation on
N, and we thus say,
ka = −∂au ∈ T ∗N. (37)
Since we now also have dk = 0, the spin coefficients λ = α − β and τ(k) vanish, which
simplifies the Ashtekar connection (22) and the constraint and evolution equations, (31a–
31c) and (33a–33f) on the null hypersurface.
We are now left to specify the variations of the dyadic one-forms (ma, m¯a). A general
variation of ma on N can be decomposed again into the triadic basis (ka,ma, m¯a),
δma = fma + ςm¯a + ζka, (38)
Sachs’s choice [32] is essentially a conformal gauge,10 where the off-diagonal variations
ς and ζ are set to zero, and we are left with only conformal variations
δma = fma. (39)
What is kept fixed as an external source at the boundary is therefore an equivalence
class of complex-valued one-forms,
h := [ma] ∋ m′a ⇔ ∃ ef : N → C : m′a = efma, (40)
namely the conformal two-structure at the boundary [32, 34]. The conformal boundary
conditions can be therefore summarised as
δh = 0. (41)
Let us now briefly recall the prescription to integrate the evolution equations along
the null generators ℓa. First of all, we have to fix supplementary gauge conditions on
10Analogous gauge conditions also exist in euclidean gravity, see e.g. [23, 33] for recent applications.
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the diagonal ℓa-components of the self-dual connection (22) at the boundary. A possible
choice is
κ =
1
2
ϑ(ℓ), (42a)
ϕ = 0. (42b)
Next, and in order to integrate the equations of motion (33a–33f), we pick a fiducial
representative m◦ a in the equivalence class of dyadic one-forms ma,
m◦a ∈ [ma]⇔ ∃Ω : ma = Ωm◦a, (43)
where Ω : N → C is the conformal factor. Consider then the exterior derivative of the
fiducial one-form m◦ a ∈ T ∗N. We introduce a decomposition as in (19a) and write
dm◦ = −1
2
(
ϑ◦(ℓ) + 2iϕ
◦
)
k ∧m◦ − σ◦(ℓ)k ∧m◦ + iγ◦m◦ ∧ m¯◦. (44)
Comparison with (19a) provides,11
γ = iΩ−1LmΩ+ Ω¯
−1γ◦, (45a)
σ(ℓ) = Ω¯
−1
Ωσ◦(ℓ), (45b)
1
2ϑ(ℓ) = Ω
−1
LℓΩ+
1
2ϑ
◦
(ℓ) + i(ϕ
◦ − iϕ). (45c)
The prescription to integrate the boundary equations of motion (33a–33f) along the
null generators can be now summarised as follows, see [32] and [35–37] for a 2 + 2
Hamiltonian approach to the problem. Consider first (45b), which implies that the
shear σ(ℓ) is completely fixed by the shear σ
◦
(ℓ) of the fiducial one-form m
◦
a and the
phase of Ω. The U(1) connection γ, on the other hand, is determined by the spatial
derivatives of the conformal factor, see (45a). If we go then back to the constraint
equation (31b) for Ψ2 and also take into account the gauge conditions (61a) in addition
to λ = 0 and τ(k) = 0, which are a consequence of dk = 0, we immediately see that
the system of evolution equations (45c), (33b), (33c) and (33e) defines a system of first-
order differential equations for Ω, ϑ(ℓ), ϑ(k), σ(k) and α, which determine the so far
unconstrained spin coefficients, see (22). The initial data (the gravitational edge modes,
so to say) on an u = uo cross-section of the null boundary are therefore given by the value
of the conformal factor Ω|uo, the boundary intrinsic expansion ϑ(ℓ)|uo , the transversal
shear and expansion, σ(k)|uo and ϑ(k)|uo, plus the value of the additional spin coefficient
α|uo at a two-dimensional u = uo initial cross-section of the null boundary.
So far, we have merely discussed and reorganised past results. The next step ahead
is to present an action S[p±, q±|h] for certain dynamical fields p±, q± and fixed external
sources h = [ma] : δh = 0 such that the resulting boundary field equations return us
11Since (ℓa, m◦ a, m¯◦ a) = (ℓa,Ω−1ma,Ω−1m¯a) is the TN tangent space basis dual to (ka,m
◦
a, m¯
◦
a), the
Lie derivatives Lm can expressed in terms of the fiducial derivatives L m◦ and Lℓ alone.
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back the constraint equations (33a–33f) and (31a–31c) of general relativity on a null
hypersurface. In this way, the constraint equations of general relativity on a null surface
turn into actual dynamical field equations, thereby realising a quasi-local version of the
holographic principle at the light front.
3.2. Kinematical structure
The key idea of the proposal is to double the field content. We will treat, in fact, the
null boundary N as an interface between two adjacent slabs M+ and M− of spacetime,
in each one of which the Λ-vacuum Einstein equations are satisfied.12 The question
is then how to glue the two slabs together without introducing new and unphysical
degrees of freedom at the interface. On top of that, we will only consider those Λ-
vacuum geometries, where the Ψ4, Ψ3, Ψ2 and Ψ1 components of the Weyl tensor are all
continuous across the interface, thus excluding, unfortunately, many interesting solutions
of impulsive gravitational waves [38–40], such as e.g. the Penrose –Khan geometry [41].
Having doubled the field content, we now have two independent SL(2,C) principal
bundles P±(SL(2,C),N) and associate spin bundles on either side of the interface. Our
fundamental configuration variables of the boundary field theory are therefore given by
the SL(2,C) Ashtekar connection on either side, the dyadic frame fields and the triadic
basis: a point h in the space of histories is given by field configurations
h =
(
[A+]
A
B, (k
A
+, ℓ
A
+), (k
+
a ,m
+
a ); [A−]
A
B, (k
A
−, ℓ
A
−), (k
−
a ,m
−
a )
)
(46)
on N. The key idea to construct the boundary field theory is then to impose matching
conditions across the interface. Our first condition concerns the metric degrees of free-
dom. The assumption is that the entire intrinsic geometry is matched across the null
hypersurface,13
m+a = m
−
a = ma, (47a)
k+a = k
−
a = ka = −∂au. (47b)
Given the triadic basis (ka,ma, m¯a) and the spin dyads (kA±, ℓ
A
±) on N, we have a hierar-
chy of composite fields on the null hypersurface. There are the tetrads, the spinor-valued
two-forms (13), and the self-dual Plebański two-form on N, namely,
eAA
′
± = iℓ
A
±ℓ¯
A′
± du+ iℓ
A
±k¯
A′
± m+ ik
A
±ℓ¯
A′
± m, (48a)
η±A = −
(
ℓ±Adu+ k
±
Am
) ∧ m¯ (48b)
Σ±AB = η
±
(A
ℓ±
B)
, (48c)
for normalised spin dyads14 ǫABkA+ℓ
B
+ = ǫABk
A
−ℓ
B
− = 1.
12The assumption is that the Λ-vacuum Einstein equations Rab −
1
2
Rgab+Λgab = 0 are satisfied in some
neighbourhood of the common null interface.
13These conditions can be weakened. Depending on whether we only match the area two-form (5) or the
entire three-metric (4), we would generate twisted geometries [42] or ordinary impulsive gravitational
waves [38–40]. In this paper, we do not consider such distributional configurations.
14Geometrically speaking, there are two distinguished such epsilon tensors ǫ±AB in either frame, but we
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3.3. Kinetic term
Before introducing the boundary field theory in the next section, and as warm up for
our construction, consider first the self-dual action for gravity in the bulk [43, 44], which
is given by
S[ Σ , A ,Ψ] =
i
8πG
∫
M
[
Σ AB∧ F
 AB− 1
2
ΨABCD Σ
 AB∧ Σ CD−Λ
6
Σ AB∧ Σ AB
]
, (49)
where the Weyl spinor ΨABCD serves as a Lagrange multiplier for the simplicity con-
straints Σ (AB∧ Σ CD) = 0. On a null hypersurface, and for the usual Dirichlet boundary
conditions we need an analogue of the Gibbons –Hawking boundary term to cancel the
connection variation from the bulk. In terms of complex variables, this boundary term
is given by the integral [11]
S[ηA, ℓ
A|A] = i
8πG
∫
N
ηA ∧DℓA. (50)
This term is essentially a symplectic structure for our boundary fields (η±A , ℓ
A
±). Indeed,
the natural kinetic term for the boundary field theory is simply the integral,
Skin[(k±, ℓ±), A±,m|h] = i
8πG
∫
N
[
η+A ∧DℓA+ − η−A ∧DℓA−
]
. (51)
The notation S[. . . ,m|h] indicates that we only take such variations of ma into account
that satisfy (39) and treat the equivalence classes h = [ma] as an external and fixed
source, see (41).
3.4. Dressed Chern – Simons term
At the null boundary, we will treat both the connection as well as the boundary spinors
(kA, ℓA) as dynamical variables. An action, which realises this principle, is given by the
dressed SL(2,C) Chern – Simons functional,
SCS[k
A, ℓA, AABa] =
1
2
∫
N
Tr
[
F ∧∆− 1
3
∆ ∧∆ ∧∆], (52)
where the sl(2,C) trace is defined as Tr(FX) = FABXAB = −FABXAB and ∆ABa is
the difference tensor (22) for the normalised spin dyad (kA, ℓA) : ǫABkAℓB = 1. The
variation of this action with respect to the spin dyad vanishes up to a boundary term
thanks to the Bianchi identity DFAB = 0. Variations of the SL(2,C) connection, on
the other hand, return us back the curvature plus a boundary term,
δASCS[k
A, ℓA, AABa] = +
1
2
∫
∂N
∆AB ∧ δAAB −
∫
N
FAB ∧ δAAB . (53)
can drop the ± suffix without the possibility of confusion. For the same reason, we write D±ℓA ≡
DℓA± = dℓ
A + [A±]
A
Bℓ
B
±.
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3.5. Boundary action and boundary field theory
In this section, we will develop the boundary action, whose equations of motion are
the evolution and constraint equations of four-dimensional vacuum general relativity on
a null hypersurface, namely (31a–31c) and (33a–33e). The basic idea is to couple the
kinetic term (51) for the boundary spinors to the dressed Chern – Simons functional (52)
and impose additional gluing and gauge-fixing conditions. In fact, already by adding
the two terms (51) and (52) alone, we are left with an action, which is a generating
functional for the self-dual part of the De Sitter curvature Fαβ = Fαβ − Λ3 eα ∧ eβ on a
null hypersurface,
δA±
[
Skin +
3i
8πΛG
SCS
]
= ± 3i
8πΛG
∫
N
(
F±AB −
Λ
3
η±(Aℓ
±
B)
)
∧ δAAB± . (54)
As it stands, this action is, however, defective: the resulting field equations are way too
restrictive, because the Weyl spinors Ψ1, Ψ2, Ψ3 and Ψ4 would all vanish on N. There
would be no gravitational radiation crossing the null hypersurface nor static solutions in
the bulk. What makes matters even worse is that the action (54) violates the torsionless
conditions (18). In fact, only one half of them would be imposed by (54), namely the
spin (1, 0) components DΣ±AB = 0, which follow from the Bianchi identities DF
±
AB = 0
and Fαβ = 0.
To improve (54) and turn it into a generating functional for Λ-vacuum general rel-
ativity on a null hypersurface, additional gluing conditions have to be imposed: so far,
we only matched the intrinsic metric geometries across the null interface, namely (47a)
and (47b). The connection coefficients are still completely uncorrelated. Accordingly,
two sets of constraint equations will be imposed, namely for both the boundary intrin-
sic connection coefficients (ϕ, γ, λ, τ(k), ϑ(ℓ), σ(ℓ)) and the extrinsic curvature components
(κ, ϑ(k), σ(k), α), see (22). First of all, we introduce additional spin (1, 0) and spin (1, 1)
Lagrange multipliers B±AB and B
±
ABA′B′ = B
±
(AB)(A′B′) = B¯
±
A′B′AB to impose the tor-
sionless conditions (23) and (24). Since we have already matched the intrinsic metric
geometry across the null interface, the imposition of the torsionless condition will then
also imply matching constraints for the boundary intrinsic spin coefficients,
ϕ+ = ϕ−, γ+ = γ−, ϑ+(ℓ) = ϑ
−
(ℓ), σ
+
(ℓ) = σ
−
(ℓ), τ
±
(k) = 0, λ
± = 0, (55)
where e.g. γ± is the spatial m¯a component of the diagonal U(1) part of the difference
tensor ∆± ABa, which is defined in above (22). Notice also that τ(k) and λ
± vanish thanks
to our gauge conditions, namely k+a = k
−
a = −∂au, see (47b).
Next, we have to impose that also the extrinsic components of the spin connection are
matched across the interface. To impose these constraints in a gauge invariant fashion,
consider first the transition function that brings us from one spin frame into the other,
UAB = ℓ
A
+k
−
A − kA+ℓ−A ∈ SL(2,C). (56)
Going back to the defining properties of the difference tensor (21), we immediately find
DUAB = dU
A
B + A
+ A
CU
C
B − UAC A− CB = ∆+ ACUCB − UAC ∆− CB . (57)
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To match the extrinsic components κ±, σ±(k) and α
± across the null hypersurface N,
consider the following spin (32 , 0) constraint,
15
CABC = η
+
(A ∧ [UDU−1]BC) = −η+(A ∧∆+BC) + η−(A ∧∆−BC) = 0. (58)
This constraint has four independent components, namely
C3 = ℓ
A
+ℓ
B
+ℓ
C
+CABC = m ∧ m¯ ∧
(
ℓ+ADℓ
A
+ − ℓ−ADℓA−
)
, (59a)
C2 = k
A
+ℓ
B
+ℓ
C
+CABC =
1
3
k ∧ m¯ ∧ ℓ+ADℓA+ +
2
3
m ∧ m¯ ∧ k+ADℓA+ − (+↔ −), (59b)
C1 = k
A
+k
B
+ℓ
C
+CABC =
1
3
m ∧ m¯ ∧ k+ADkA+ +
2
3
k ∧ m¯ ∧ k+ADℓA+ − (+↔ −), (59c)
C0 = k
A
+k
B
+k
C
+CABC = k ∧ m¯ ∧ k+ADkA+ − k ∧ m¯ ∧ k−ADkA−. (59d)
If the torsionless conditions (24) and (23) are satisfied, we can use the decomposition of
the difference tensor (22) to immediately see that C3 vanishes by itself,16 ℓAℓaDaℓA = 0,
while the three remaining constraints impose the matching conditions
C2 = 0⇔ κ+ = κ−, (60a)
C1 = 0⇔ α¯+ = α¯−, (60b)
C0 = 0⇔ σ¯+(k) = σ¯−(k). (60c)
At this point, we are now only left to specify the gauge conditions to integrate the
spin coefficients along the null generators. Our choice will be the following,
κ+ = κ− =
1
2
ϑ(ℓ), (61a)
ϕ+ = ϕ− = 0. (61b)
To complete the construction of the action, we introduce additional Lagrange multipli-
ers and add the matching conditions (58), the torsionless conditions (24, 23) and the
previously mentioned gauge conditions to the generating functional (54) for the self-dual
15The matching of ϑ(k) will then follow from the matching of the initial conditions ϑ
+
(k)|uo = ϑ
−
(k)|uo and
the evolution equation (33d).
16The null hypersurface is ruled by lightlike geodesics, the null generators ℓa are tangent to them, hence
ℓAℓ
aDaℓ
A = 0.
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part of the De Sitter curvature. The resulting gauge-fixed action is therefore given by
Sgf
[
(kA±, ℓ
A
±), A
± A
Ba, ψABC ,ma, B
±
αβ , B, ξ˜
∣∣h] =
=
3i
8πΛG
∫
N
[
+
Λ
3
η+A ∧DℓA+ −
1
2
Tr
[
F+ ∧∆+ − 1
3
∆+ ∧∆+ ∧∆+]+
− Λ
3
η−A ∧DℓA− +
1
2
Tr
[
F− ∧∆− − 1
3
∆− ∧∆− ∧∆−]+
+ ψABC η
A
+ ∧
[
UDU−1
]BC
+
+B+αβe
α
+ ∧Deβ+ −B−αβeα− ∧Deβ−+
− 3B(ℓ+(Aℓ+Bk+C)ηA+ ∧∆BC+ − ℓ−(Aℓ−Bk−C)ηA− ∧∆BC− )+ 32 ξ˜B2
]
. (62)
This action consists of three parts that all play a different role. The first two lines are the
generating functional for the De Sitter curvature on either side of the null hypersurface.
The third term is the matching condition for the extrinsic curvature components, and
finally, there are the terms that involve the auxiliary B-fields: the Bαβ-terms impose the
torsionless conditions (18), whereas the gauge fixing conditions for the spin coefficients
κ and ϕ, see (22), are imposed via the auxiliary B-field. The variation of the scalar
density ξ˜ yields the supplementary gauge condition B = 0.
It will prove useful to split the B±αβ-variations into irreducible components. The
variation of the traceless part is redundant and can be dropped: as explained in above,
the spin (1, 0) and spin (1, 1) components (24) and (23) are already enough to impose
the pull-back of the torsionless equation at the null boundary. Accordingly, we may
always assume that Bαβ is traceless, and introduce the decomposition,
Bαβ = −ǫABB¯A′B′ − ǫ¯A′B′BAB +CABA′B′ . (63)
The variations of BAB = BBA impose the spin (1, 0) component (24) of the tor-
sionless equation on the null hypersurface, while the Lagrange multiplier CABA′B′ =
C(AB)(A′B′) = C¯A′B′AB belongs to the spin (1, 1) contribution (23), since
Bαβe
α ∧Deβ = −B¯A′B′DΣ¯A′B′ −BABDΣAB +CABA′B′eAA′ ∧DeBB′ , (64)
which we will need in below.
3.6. Boundary equations of motion
Having defined the gauge-fixed action (62), we must now consider the corresponding
field equations and check whether they generate null initial data for Λ-vacuum general
relativity on a partial and light-like Cauchy hypersurface.
A number of variations have already implicitly been performed: as seen from (24)
and (23), the variation of B±αβ = −ǫABB¯±A′B′ − ǫ¯A′B′B±AB + C±ABA′B′ impose the pull-
back of the torsionless equation on either side of the null interface, namely Deα± = 0.
The variation of the spin (32 , 0) Lagrange multiplier ψABC , on the other hand, imposes
the matching conditions (60a–60c) for the extrinsic spin coefficients, κ±, σ¯±(k) and α
±.
17
There are therefore, only three remaining field variations to be considered: the variation
of the connection coefficients, the variation of the normalised spin basis (kA±, ℓ
A
±) and the
variation of the codyad (ma, m¯a) for given boundary conditions (47a, 47b) and (41).
Consider first the variation of the Lorentz connection A± αβ, which splits into self-
dual and anti-self-dual components,
Aαβa = δ
A
BA
A
Ba + δ
A′
B′A
A
Ba. (65)
The action (62) is complex, and the anti-self-dual connection only appears linearly in
the B±αβ-terms that impose the torsionless condition,
DeAA
′
= deAA
′
+AAB ∧ eBA′ + A¯A′B′ ∧ eAB′ . (66)
It follows, therefore, that the variation of the action with respect to the anti-self-dual
connection A¯± A
′
B′a must be a linear function of the auxiliary B
±
αβ-fields. Indeed,
δA¯±Sgf = ±
3i
8πΛG
∫
N
[
C±ABA′BΣ
AB
± ∧+2B¯±C′(A′ Σ¯± C
′
B′)
]
∧ δA¯A′B′± . (67)
The corresponding field equations impose an algebraic constraint on the components of
the auxiliary B±αβ-field, namely
C±ABA′B′Σ
AB
± + 2B¯
±
C′(A′ Σ¯
± C′
B′) = 0. (68)
Since B±αβ is real-valued, this also implies
C±ABA′B′Σ¯
A′B′
± + 2B
±
C(A Σ
± C
B) = 0. (69)
Consider next the variation of the self-dual part of the connection. The A+ AB variation
can be immediately inferred from the variation of the generating functional, namely
(54), and the covariant derivative DU = dU + A+U − UA− of the transition function
appearing in the gluing conditions (58). A short calculation yields
δA+Sgf ≈
3i
8πΛG
∫
N
[
− Λ
3
η+Aℓ
+
B + F
+
AB + C
+
CAC′D′e
CC′
+ ∧ [e+]BD
′
+
+ 2B+CA[Σ
+]CB −ΨABCηC+
]
∧ δAAB+ , (70)
where ≈ denotes equality up to terms that vanish on-shell. In the same way, we then
also have
δA−Sgf ≈
3i
8πΛG
∫
N
[
+
Λ
3
η−Aℓ
−
B − F−AB − C−CAC′B′eCA
′
+ ∧ [e−]BC
′
+
− 2B−CA[Σ−]CB +ΨEFCηC+UEAUFB
]
∧ δAAB− . (71)
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If we now go back to the definition of the self-dual Plebański two-form (15), and insert
back the equations of motion for the auxiliary B-field, namely (69), we arrive at the
boundary field equations
F±AB =
Λ
3
η±(Aℓ
±
B) + ψ
±
ABCη
C
±, (72)
where we defined the boundary Weyl spinors on either side of the interface, namely
ψ+ABC := ψABC , and ψ
−
ABC := ψEFDU
E
AU
F
BU
D
C . (73)
Since the connection is torsionless and the pair (η±A , ℓ
A
±) of boundary spinors encodes
the entire intrinsic geometry of the null hypersurface, the resulting field equations (72)
are equivalent to the constraint equations (31a–31c) and (33a–33f) of general relativity
on a null hypersurface.
Before discussing these results in more detail, let us first complete the variation of
the action with respect to the remaining boundary fields, namely the spin bases (kA±, ℓ
A
±)
and the dyadic one-forms (ma, m¯a) for given conformal boundary conditions (41). The
variation of the dyadic basis, (kA+, ℓ
A
+) can be performed as follows. Consider a gauge
parameter [φ+]AB : N → sl(2,C)+, and define a corresponding field variation δφ+ ,
whose only non-vanishing components are given by
δφ+ [k
A
+] = [φ+]
A
Bk
B
+ , (74a)
δφ+ [ℓ
A
+] = [φ+]
A
Bℓ
B
+, (74b)
δφ+ [ψABC ] = −3ψF (AB [φ+]F C). (74c)
All other field variations vanish, in particular δφ+A± = 0. The dressed Chern – Simons
functional is invariant under infinitesimal such frame rotations, and the only contribution
to the δφ+-variation of the gauge-fixed action is therefore given by,
δφ+Sgf ≈
3i
8πΛG
∫
N
[
− Λ
3
η+(Aℓ
+
B) ∧DφAB+ − ψABCηC+ ∧DφBC+
]
, (75)
where ≈ denotes equality up to terms that are constrained to vanish provided the gauge
fixing conditions (61a) and (61b) are satisfied. Since φ+AB vanishes at the boundary of
N and the Bianchi identities hold on all of N, i.e. DF+AB = 0, the δφ+-variation yields
a total derivative and vanishes, therefore, on shell,
δφ+Sgf ≈ 0. (76)
In the same way, one can then also demonstrate that the variations of the spin basis
(kA−, ℓ
A
−) vanish: let [φ−]
A
B : N → sl(2,C)− gauge element that generates an infinitesi-
mal gauge transformation of the (kA−, ℓ
A
−) frame fields,
δφ− [k
A
−] = [φ
−]ABk
B
− , (77a)
δφ− [ℓ
A
−] = [φ
−]ABℓ
B
−, (77b)
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whereas all other field variations on the space of histories vanish. From the invariance
of the Chern – Simons functional (52) under small SL(2,C) gauge transformations and
thanks to φAB−
∣∣
∂N
= 0, we are then again left with
δφ−Sgf ≈
3i
8πΛG
∫
N
[
+
Λ
3
η−(Aℓ
−
B) ∧DφAB− + ψCEFηC+UEAUFB ∧DφAB+
]
. (78)
As for the δφ+-variations, the right hand side vanishes on shell: going back to the field
equations (72), we can replace the integrand by F−AB∧DφAB− , which is a total derivative,
because of the Bianchi identities DFAB− = 0.
We are now only left to consider the variations of the boundary dyad ma for given
boundary conditions (41), which will be studied in the next section.
3.7. Conformal transformations
Sachs’s boundary conditions (41) restrict the field variations of the dyadic coframes
(ma, m¯a) to conformal transformations,
δfma = fma, f : N → C, (79)
while δfka = −δf∂au = 0 without loss of generality see section 2.1. In the last section,
we have already considered the field variations of all other configuration variables on the
space of histories (46). We are therefore free to declare how the vector field δf on field
space (46) acts on the spin bases (kA±, ℓ
A
±). A particularly useful choice is given by
δf ℓ
A
± = +
f
2
ℓA±, (80a)
δfk
A
± = −
f
2
kA±. (80b)
In this way, the transition function from one basis into the other, namely (56), remains
δf -invariant,
δfU
A
B = 0. (81)
It is now also useful to split f : N → C into its real and imaginary parts ω and φ
respectively,
f = ω + iφ. (82)
The variation of the composite fields (48a–48c) yields,
δf e
± AA′
a = ω e
± AA′
a, (83a)
δf η
± A
ab =
3ω − iφ
2
η± Aab , (83b)
δf Σ
± AB
ab = 2ω Σ
± AB
ab. (83c)
The variation of the difference tensor (22), on the other hand, is given by
δf∆
AB = k(AℓB)df. (84)
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It is now easy to evaluate the variation of the dressed Chern – Simons action (52), with
respect to such transformations. A short calculation gives
δfSCS =
1
2
∫
N
[
− FABkAℓB ∧ df + df kAℓB ∧∆AC ∧∆CB =
=
1
2
∫
N
[
− FABkAℓB ∧ df + df ∧DkA ∧DℓA
]
. (85)
The integrand is a total derivative. This can be seen as follows. Consider first the
one-form
a = kADℓ
A ∈ T ∗N, (86)
which is the abelian part of the Ashtekar connection (22). Its exterior derivative is given
by
da = DkA ∧DℓA − FABkAℓB, (87)
such that the conformal variation of the Chern – Simons functional vanishes up to a
boundary term,
δfSCS =
1
2
∫
N
df ∧ da = 1
2
∫
∂N
fda. (88)
Consider then the conformal variation of the entire gauge-fixed action (62) for boundary
conditions f |∂N = 0. From (83a–83c) and (88), we immediately find,
δfSgf =
3i
8πΛG
∫
N
[
2Λ
3
ω
(
η+A ∧DℓA+ − η−A ∧DℓA−
)
+
Λ
6
(
η+Aℓ
A
+ − η−AℓA−
) ∧ df+
− 2(B+ABΣAB+ −B−ABΣAB− + cc.) ∧ dω
]
. (89)
where ≈ denotes again equality up to terms that vanish on-shell. The first term vanishes
thanks to the gluing conditions (60a) and (55), and the second term vanishes due to the
matching conditions for the codyad (ma, m¯a), namely (47a). We are therefore left with
the last term that implies a condition on the spin (1, 0) part of the auxiliary B±αβ-fields,
namely that the corresponding two-form is closed,
d
(
B+ABΣ
AB
+ −B−ABΣAB− + cc.
)
= 0. (90)
In summary, the field equations derived from the gauge-fixed boundary action (62)
are (i) the torsionless conditions (18) for the pull back of the spin connection to the
boundary, derived from the variation of the auxiliary B±αβ-fields, (ii) the curvature con-
straints (72), which are equivalent to the constraint equations (31a–31c) and (33a–33e)
of general relativity on a null hypersurface and (iii) the supplementary conditions (69)
and (90) for the auxiliary B±αβ-fields.
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4. Boundary phase space and quasi-local amplitudes
4.1. Torsionless condition as a gauge fixing term
In the last section, we saw that the field equations for the gauge-fixed boundary action
(62) impose the constraint equations of general relativity on a null hypersurface: the
variation of the auxiliary B±αβ-fields impose the torsionless condition on the boundary,
while the boundary equations of motion (72) imply that the curvature of the self-dual
connection is compatible with the pull-back to the null boundary of the Riemann cur-
vature tensor for a solution of the Λ-vacuum Einstein equations. So far, we have only
defined the action (62) at a gauge-fixed level. The question is then how to unfreeze the
gauge fixing conditions and distinguish spurious gauge directions from actual physical
degrees of freedom. This question is less trivial than it seems. Clearly, the orbits of
the U(1) gauge transformations (6) and dilations (8) should be treated as unphysical
gauge directions on phase space, and we may therefore simply remove the auxiliary B-
field from the action. But there may exist further such gauge directions hiding in the
boundary action (62). The main justification and expectation for this viewpoint is that
the auxiliary B±αβ-fields that impose the torsionless condition fall completely out of the
set of evolution and constraint equations on the null hypersurface, see (72) and (24) and
(23). This is very reminiscent of gauge fixing terms: auxiliary fields that impose gauge
fixing conditions decouple from the equations of motion for gauge-invariant variables.
Its is therefore tempting to think that the fundamental gauge-unfixed action is simply
given by the following expression,
S
[
(kA±, ℓ
A
±), A
± A
Ba, ψABC ,ma|h
]
=
=
3i
8πΛG
∫
N
[
+
Λ
3
η+A ∧DℓA+ −
1
2
Tr
[
F+ ∧∆+ − 1
3
∆+ ∧∆+ ∧∆+]+
− Λ
3
η−A ∧DℓA− +
1
2
Tr
[
F− ∧∆− − 1
3
∆− ∧∆− ∧∆−]+
+ ψABC η
A
+ ∧
[
UDU−1
]BC] ≡
∫
N
(
L+ −L−
)
, (91)
where, as in (12) and (13), the spinor-valued two-form η±Aab is the composite field,
η±A = −
(
ℓ±Adu+ k
±
Am) ∧ m¯, (92)
and UAB denotes the transition function (56) between the two spin frames. The equiv-
alence class h = [ma] is again to be treated as an external source at the boundary. If
this viewpoint is adopted, the torsionless condition is a mere gauge-fixing term for the
complex-valued action (91). Initial data for general relativity on a null hypersurface
would be recovered by the restoration to only those gauge sections, where the torsion-
less condition holds. The entire procedure is clearly reminiscent of the original self-dual
formulation of loop quantum gravity, where the reality conditions can be recast into
gauge fixing conditions for the complex theory, see e.g. [45, 46].
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4.2. Doubled phase space and the structure of the transition amplitudes
Finally, let us briefly discuss what we could learn from this boundary field theory for
quantum gravity in the bulk. Consider first the structure of the classical phase space.
The pre-symplectic potential of the boundary field theory is obtained from the first
variation of the boundary action (91). This one-form on field space is a sum of terms
intrinsic to either side of the null hypersurface,
ΘS2 = Θ
+
S2
−Θ−
S2
. (93)
The symplectic potential for each individual part of the component system is now given
by the two-dimensional integral
Θ±
S2
= − 3i
16πΛG
∮
S2uo
[
∆±ABdA
AB
± + F
±
AB
(
kA±dℓ
B
± − ℓA±dkB±
)]
, (94)
on an arbitrary u = uo cross-section of the null hypersurface. Notice that this is a
two-dimensional integral. The reason is that we are dealing with a three-dimensional
boundary field theory, whose field equations are the constraint equations17 of general
relativity on a null hypersurface.
Performing a Legendre tarnsformation, we obtain the u-dependent Hamiltonian,
which splits into a sum of terms from either side of the hypersurface,
H[h] = H+[h]−H−[h], (95a)
H±[h] =
∫
S2u
Θ±
S2
(L∂u)− ∂uyL±, (95b)
where the notation H±[h] indicates that the conformal class h = [ma] appears as an
external source at the boundary, see (41). In general, the Hamiltonian will be therefore
time dependent. For the present argument, the concrete expressions of the boundary
Hamiltonian H± in terms of phase space variables is of limited importance. What
matters is that the total Hamiltonian H = H+ − H− vanishes as a constraint, if the
gluing conditions (60a–60c, 61a, 61b) are satisfied. The action (91) describes, therefore,
a prototypical example of a timeless or relativistic system [18, 19], where an external
clock can only arise once we split the system into its component parts. Indeed, physical
states of the coupled system will be of the following general form
Ψ(q+, q−) =
∑
nmm′
cnmm′ψnm(q
+)ψnm′(q
−),
∑
nmm′
|cnm′ |2 = 1, (96)
where the edge states ψnm ∈HS2 are eigen vectors of the quasi-local Hamiltonian,18
H±ψnm = Enψnm. (97)
17The constraints are given by the pull back of the torsionless condition ∇ e AA
′
= 0 and the curvature
constraint F AB =
Λ
3
Σ AB +Ψ
A
BCD Σ
 CD to the null boundary.
18A description of such edge states from the perspective of loop quantum gravity in the bulk has been
given in [29]. The quantum number m labels the potential degeneracy of H±[h].
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There is, therefore, no preferred clock available at the boundary. One possibility to
reintroduce an external time variable and study ordinary transition amplitudes is to
simply split the system into its two component parts [19]. For each individual subsystem,
we will now have an ordinary Schrödinger evolution along the generators of the null
hypersurface, and the resulting boundary transition amplitudes describe the evolution
between two consecutive cross-sections of the null hypersurface,
AN
(
ψ¯1, ψ0, h
)
=
〈
ψ1
∣∣Texp(− i
∫ u1
u0
duH+[h]
)∣∣ψ0〉. (98)
Notice then that these amplitudes not only depend on the in and out edge states ψ ∈
HS2 , but that there is also a functional dependence on additional data, namely the
equivalence class h = [ma], which characterises the gravitational flux across the null
hypersurface.19 The boundary amplitudes (98) may be viewed, therefore, as state vectors
on an extended state space H = H∗
S2
⊗Hflux ⊗HS2 , which is now assigned to the
entire null hypersurface N and not just to a two-dimensional cross-section thereof. An
analogue of the gravitational S-matrix may be then reconstructed by simply gluing
two such amplitudes for expanding (contracting) null boundaries N± along a common
cross-section, thus obtaining, by the standard rules of quantum mechanics
S
(
ψ¯+, ψ−, [h¯+], [h−]
)
=
∑
nm
AN+(ψ¯nm, ψ+, [h+])AN−(ψ¯nm, ψ−, [h−]). (99)
Notice that these amplitudes depend not only on the gravitational data [h±] at the null
hypersurfaces N±, but they also depend on additional corner data ψ± ∈ HS2 at the
endpoints of the boundary N = N+ ∪N−. The main conceptual difference to the usual
perturbative S-matrix approach concerns the choice of boundary states against which
these amplitudes are evaluated. In our framework, the boundary states will live on a
finite null boundary rather than at future (past) null infinity. The limit to asymptotic
boundaries can then only be obtained within the quantum theory, by selecting a limit
of edge states ψ ∈ S2 describing ever larger configurations of the two-dimensional u =
const. slices.
5. Conclusion
Let us summarise. The first part of the developed a classical boundary field theory,
whose equations of motion are the constraint equations of general relativity on a null
hypersurface. The basic strategy was to couple the analogue of the Gibbons –Hawking –
York boundary term on a null hypersurface, namely (50), to the dressed Chern – Simons
term (52). The resulting boundary action is a generating functional for the pull-back
19Up to an u-independent zero mode, the evolution equation (33c) allows us to identify the transversal
shear σ(k) with the equivalence class h = [ma]. This choice would be closer to the treatment at null
infinity, where the gravitational flux is encoded into the asymptotic shear σ0 = limr→∞ r
2σ(k) that
characterises the two radiative modes at the full non-linear level [30].
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of the self-dual part of the De Sitter curvature Fαβ = Fαβ − Λ3 eα ∧ eβ on a null hyper-
surface, see (54). This coupled boundary action by itself cannot describe gravitational
radiation, because the pull-back of the Weyl tensor would vanish at the boundary. To
capture the two propagating degrees of freedom, we then found it necessary to double
the boundary field content (p, q) → (p±, q±) and impose additional gluing conditions
(59a–59d) between the two sectors of the theory. At the level of the boundary action,
the gluing conditions are imposed via a spin (32 , 0) Lagrange multiplier ψABC that rep-
resents the only visible components of the Weyl tensor at the null hypersurface, namely
ψABC = ΨABCDℓ
D. Indeed, from the perspective of the boundary field theory, the
curvature spinor Ψ0 = ΨABCDkAkBkCkD is inaccessible, because it cannot be obtained
from the pull-back R abcd
←−
of the Riemann curvature two-form to the null hypersurface.20
The last part of the paper was more conceptual in nature. In section section 4.1, we
reconsidered Ashtekar’s original self-dual formulation of loop gravity [20, 21] and argued
that the boundary action (62) can be considerably simplified by treating the torsionless
equation at the boundary as a gauge fixing condition for a more general boundary field
theory for a complex connection. This was justified by the observation that the auxiliary
fields B±αβ that impose the torsionless conditions fall out of the equations of motion for
the tetrad and connection at the null boundary, see e.g. (69) and (70–72). This is
reminiscent to what happens for gauge fixing conditions in field theory: corresponding
Lagrange multipliers do not enter the field equations for gauge invariant variables.21 The
entire approach resembles, therefore, the original self-dual formulation of loop gravity
[21], where the reduction to a real slice in phase appears as a mere gauge choice after
having solved the equations of motion for the now complex theory, see [45, 46] for a
similar gauge unfixing procedure in the bulk [47]. Finally, we explained the relation to
holography and gave a sketch for how to generate transition amplitudes for quantum
general relativity in the bulk from transition amplitudes at the boundary. The basic
idea was that transition amplitudes for edges states ψin, ψout ∈HS2 at two consecutive
cross sections of the null boundary depend parametrically on the intermediate flux,22
which is encoded into the gauge equivalence class [ma]. The transition amplitudes of
the boundary field theory may therefore be interpreted as vectors on an enlarged state
space H = H∗
S2
⊗Hflux ⊗HS2 , whose elements describe not only the gravitational edge
states at ∂N but also the gravitational flux across the null boundary N in between. The
construction of such boundary states Ψ ∈ H = H∗
S2
⊗Hflux ⊗HS2 from the transition
amplitudes of an auxiliary boundary field theory would be a concrete realisation of the
quasi-local holographic principle, where the quantum states of the theory are defined at
20If we extend the transversal null direction ka into a geodesic that enters the bulk, we can introduce an
affine Bondi coordinate r such that ka = ∂ar in which case Ψ0 is determined by the radial evolution
equation Ψ0 =
d
dr
σ¯(k) + ϑ(k)σ¯(k).
21The value of the Lagrange multiplier ξ that imposes the e.g. Lorentz gauge condition ∇aA
a = 0 is
completely undetermined and does not enter the field equations ∇aF
ab = 0 for the gauge invariant
observables.
22By integrating (33c), we can identify the gauge equivalence class [h] with the transversal shear σ(k),
which encodes the gravitational radiation at I± in an r →∞ limit.
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finite boundaries, and the limit to asymptotic boundaries is obtained only within the
quantum gravity, by defining e.g. an appropriate family of boundary coherent states. A
concrete realisation of this construction for euclidean gravity in three dimensions can be
found in e.g. [23–26].
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