Restriction mapping is used to estimate nucleotide sequence polymorphism when the regions to be studied are too long or too numerous to be sequenced. Restriction mapping is less costly than DNA sequencing, but it does not allow direct measurement of underlying nucleotide polymorphism. It is therefore useful to be able to estimate underlying nucleotide polymorphism from observations of polymorphism in restriction maps, as this offers some of the resolution afforded by DNA sequencing at a reduced cost. Previous estimators of underlying nucleotide polymorphism have assumed that each restriction-enzyme-binding site contains, at most, a single polymorphic nucleotide position (the low-polymorphism-frequency assumption), and this assumption has placed an upper limit on the level of polymorphism that can be resolved by these estimators. The present study documents an estimator which allows relaxation of this assumption. The new estimator more accurately estimates underlying nucleotide polymorphism when the polymorphism level is high enough to falsify the low-polymorphism-frequency assumption. The new estimator therefore yields good results for data sets that are too divergent for analysis by present methods.
Introduction
Restriction mapping is used to analyze nucleotide sequences when the sequences to be studied are too long or too numerous to be fully sequenced. Restriction mapping saves time and money as compared to DNA sequencing, but it gives less resolution of the fine details of DNA polymorphism.
There is therefore considerable practical interest in estimating summary statistics of underlying nucleotide diversity and polymorphism from observations of restriction maps, as this appears to offer the resolving ability of DNA sequencing at somewhat less cost. This promise can be fulfilled, provided that the variances of the estimators are small by comparison with the resolution required to answer a given question.
Previous estimators have implicitly assumed that each restriction site contains at most a single polymorphic nucleotide position, and this assumption has placed a stringent upper limit on the level of polymorphism which can be resolved by these estimators. This assumption yields a biased estimator that can underestimate polymorphism. The estimator developed herein relaxes this assumption. It is therefore a less biased estimator of nucleotide polymorphism, and it allows more accurate prediction of this statistic for more divergent data sets.
Materials and Methods
The nucleotide polymorphism of a collection of DNA sequences is the fraction of nucleotide positions that are polymorphic for at least one individual. A nucleotide position or just position is a single nucleotide in a DNA sequence. A restriction site or cleavage site is the binding site of a restriction endonuclease, consisting of several nucleotide positions. Let R be a set of type II restriction endonucleases, where each has a unique recognition sequence of the same length j. In practice, 4 5 j 5 6. Let a be a nucleotide sequence of length L S j. Thus the number of potential restriction sites is L -j + 1, which is approximately L. The restriction map of a and R is the sequence of restriction sites matched by elements of R in the order found in a left-to-right scan of a. Let T = { tl, t2, . . . , t,} be a collection of restriction maps corresponding to a set of n aligned DNA sequences. Each element of T is considered as a sample of the underlying nucleotide sequence from an individual. Thus the restriction maps from T are used to estimate the nucleotide polymorphism and nucleotide diversity of the underlying nucleotide sequences.
Upholt (1977) first used restriction map polymorphism to estimate the frequency of polymorphic nucleotide positions as
where su is the observed frequency of monomorphic restriction sites. Upholt estimated su as the fraction of total cleavage sites conserved in pairwise comparisons. Thus du is a measure of nucleotide diversity. Additional work on nucleotide diversity estimation was done by Nei and Li (1979) and Nei and Tajima (198 l), who de- Engels developed an estimator for the frequency of nucleotide polymorphism:
where c is the total number of cuts in T, n is the number of sequences, m is the number of observed cleavage sites, and k is the number of polymorphic cleavage sites (Engels 1981). Hudson developed a polymorphism estimator that applies to a more restricted class of models than that of Engels (Hudson 1982). Hudson's estimator is
The estimators of Engels and Hudson are biased estimators of the underlying nucleotide polymorphism because they require the assumption, hereafter called the Zowpolymorphism-frequency assumption, that each restriction site contains at most a single polymorphic nucleotide position. An unbiased estimator of nucleotide polymorphism should approach 1 as k approaches m, but PE and pn approach llj at the limit. This places an upper bound on the diversity of the sequences which can be analyzed using these methods. Thus pn and pn are biased estimators of the parametric nucleotide polymorphism, and the bias is of practical significance for higher values of k/m.
The sample statistic k/m gives the frequency of polymorphic cleavage sites among observed cleavage sites over T, and it estimates the conditional probability of a polymorphic cleavage site in the sample given that a cleavage site is present in at least one individual. Engels (1981) and Ewens, Spielman, and Harris (1981) noted that the naive estimator of the probability of a monomorphic nucleotide position 1 -Wjm contains an ascertainment bias, since it is in fact the conditional probability that a restriction site occurs in the same position in each of the n maps of T given that it occurs in that position in one map of T. Engels developed an expression for the frequency of monomorphic restriction sites in an alignment,
an estimator which has no ascertainment bias. Substituting s into equation (1) yields an estimator of polymorphism over T which relaxes the low-polymorphism-frequency assumption and which lacks ascertainment bias: A delta method approximation for the variance of p was carried out along the lines of Engels (1981), but it proved to be a poor estimator of the true variance in simulations. A nonparametric confidence interval for 40 levels of polymorphism from 0.01 to 0.40 was calculated via simulation as described below. As shown in table 1, the confidence interval around p increases with 7~. Experimenters are advised to take note of the confidence intervals of these estimators, especially for higher values of k/m, and to avoid using p for predicted values of n greater than 0.30. Equation (5) Upholt (1977) and Nei and Li (1979) , but he does not make the substitution of s, which would have led to the nonlinear estimator p. Instead, he uses s to derive the linear estimator given in equation (2). The estimator p is less biased than those given by equations (2) and (3) because it allows relaxation of the low-polymorphism-frequency assumption.
In this respect, the estimator p may be considered an improvement on PE and pu, and the improvement is of practical significance as Wm increases.
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Results
The estimators p, pH, and pn were compared by discrete simulations in which each estimator was applied to collections of restriction maps for which the computer-generated underlying DNA sequences were known. The simulations were done as follows: Characters were evolved pseudorandomly along a 140-taxon human mtDNA tree from Maddison, Ruvolo, and Swofford (1992) . The simulation consisted of 1,000 replicates of the following procedure for each of 40 levels of polymorphism from 0.1 to 0.40, for a total of 40,000 simulated data sets. A root sequence of length 1,000 was generated by randomly sampling with replacement from sequence number 3 in Maddison, Ruvolo, and Swofford. A copy of the root sequence was installed at each node. First and second positions were assigned a relative positional mutation rate of 0.33 and third positions were assigned rates of 1.0. A 4 by 4 substitution matrix generated from the data set used by Maddison, Ruvolo, and Swofford was used as a substitution probability matrix in the simulation.
Each branch length on the tree was divided by the length of the longest branch, so that the branch lengths were distributed on (0, 1). The tree was repeatedly traversed using a leftward preorder traversal. A leftward preorder traversal begins at the root, visiting each descendent node in turn, always visiting left descendents first. At each traversal, zero or one mutations were done at each node as follows: A nucleotide position was chosen pseudorandomly and a pseudorandom real number r on (0, 1) was chosen. If Y was less than the product of the branch length and the positional rate, the nucleotide found at the current position was changed pseudorandomly to one of the other three nucleotides with the probability of change given by the appropriate entry in the substitution matrix. Otherwise the nucleotide was left unchanged. If the substitution occurred at an interior node, the change was propagated along the subtree rooted at that node, using a preorder traversal of the subtree. The nucleotide polymorphism at the tips was checked after each substitution of a terminal node, and the procedure was terminated when the polymorphism reached the desired value.
When the desired level of polymorphism was reached, the 140 sequences at the terminal nodes were written out and translated into restriction maps using a panel of ten enzymes. The estimators p, pH, and PE were calculated from the collection of restriction maps. For each level of polymorphism, the mean and sample standard deviation were calculated. The 1,000 replicate values of each estimator were then sorted, and the values of the 50th and 95 1st values were recorded, giving a nonparametric 90% confidence interval for the estimator. The mean and sample standard deviations over the 1,000 replicates are reported for each estimator in figure la, b, and c. Table 1 gives the confidence interval as calculated above for p at 30 levels of polymorphism between 0.10 and 0.30. Note that the confidence interval is nonsymmetric about the mean. Figure 2 shows the three estimators on a single graph along with a line representing 7~, the true nucleotide polymorphism.
Note that the simulation produces restriction site polymorphisms that are independent from site to site, whereas real sequences might be expected to show polymorphism position autocorrelation due to concerted evolution and selective sweeps. Note also that the combination of leftfirst preorder traversal and the method of terminating the simulation yields sequences consistent with terminal branch lengths that are on average a fraction of a step longer in the left side of the tree.
Several simulations were undertaken to compare the variance given by the delta method approximation to the simulated variance at 40 levels of polymorphism between 0.01 and 0.40 as follows: Means and variances for m, k, c, and s were taken over 100 independently seeded simulations at each of the 40 polymorphism levels. The delta method variance was compared to the simulated variance, using variances and covariances of c and m -k calculated by the appropriate equations from Engels (198 1). The delta method variance was also evaluated using simulated variances of c and m -k at each of the 40 levels, and evaluations were done with and without the approximation's covariance term. The results indicated that the delta method approximation is a poor predictor of the simulated variance in all cases. Accordingly, experimenters should use confidence intervals from table 1.
Discussion
As seen in figure 2, PE and pn perform increasingly poorly as 7~ increases. Since the low-polymorphism-frequency assumption is warranted for small Urn, the estimators p, pn, and pn give approximately equal values if k + m. As a rule of thumb, pn and pn are satisfactory for predicted nucleotide polymorphism up to 0.05, but p should be used for higher values.
The quantities p, pE, and pn are estimates of sample nucleotide polymorphism based on sample restriction site polymorphism.
In addition we may consider T to sample a larger population under the Wright-Fisher neutral model. Along the lines originated by Ewens, Spielman, and Harris (198 l), a polymorphism measure can be used to estimate the population parameter 8 = 4Nl.l (Ewens 1974; Watterson 1974 ). An estimator based on p is cl=&. The statistic 8 can be used to estimate population polymorphism and heterozygosity using methods from Ewens, Spielman, and Harris (1981) , provided that an extrinsic estimate of N, the population size, or p+ the neutral mutation rate, is obtainable.
Restriction Site Variability Program (RSVP) is an interactive restriction map analysis program with an online help facility. RSVP accepts a collection of restriction maps as its input, and it Calculates p, PE, pn, equations 11 and 2 1 from Engels ( 198 1) 8 based on p, 8 based on pu, and equations 19 and 23 from Hudson (1982) . RSVP is written in the C programming language, and it runs under the Unix operating system. The C source code is available from the author. RSVP has been used to investigate the evolution of t haplotypes in the house mouse (Hammer and Silver 1993) .
