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Introduction
The object of this paper is to study existence, non-existence and multiplicity of solutions of the system involving second-order ordinary differential equations with parameters ⎧ ⎨ ⎩ −u = g 1 (t, u, v, a, b) in (0, 1), −v = g 2 (t, u, v, a, b) in (0, 1),
where a and b are parameters, and g 1 and g 2 are continuous nonlinearities. This study is partly carried out along the lines of our previous work [10] . The main difference here with respect [10] is that we give a new notion of superlinearity for nonlinearities, which may even be, in some sense, singular (see assumptions (H 2 ) and (H 3 ) below). The study allows us to establish the existence of multiplicity of solutions of certain classes of elliptic problems defined on Euclidean domains with radial symmetry, for example elliptic systems in both annular and exterior domains. We may apply our results to problems involving fourth-order ordinary differential equations as well. More precisely our approach includes, in particular, the following three classes of problems:
I. Elliptic systems in annular domains −Δu = k 1 |x|, u, v , for r 1 < |x| < r 2 and x ∈ R N , −Δv = k 2 |x|, u, v , for r 1 < |x| < r 2 Observe that our approach of [10] allows us only to study problem (1.1) . Note that by applying suitable changes of variables we may transform the three preceding problems into systems of second-order ordinary differential equations like system (S ab ). Problems modeled by them have recently been enjoying a great deal of interest. Some of these problems arise in diverse areas of applied mathematics and physics, for example in the theory of non-linear diffusion generated by non-linear sources, in thermal ignition of gases, and in concentration in chemical or biological problems. For further discussion on problems modeled by elliptic systems (1.1) and (1.2), see for example [4, 6, 8, 16, 17] . For non-linear, fourth-order boundary value problems, see for example [1, [22] [23] [24] [25] [26] [27] and references therein. This class of problems usually describes the equilibrium state of an elastic beam which is supported simply at both ends.
Existence and multiplicity of positive solutions of second-order elliptic problems have been widely studied. Most of these problems are dealt with variational methods. In this context and due to the Sobolev embeddings, it is natural to find limitations on the growth of the nonlinearities. For example, when the domain of definition is a ball, in order to obtain existence of positive solutions it is necessary to impose a restriction on the growth of the nonlinearities at infinity because of the well-known Pohozaev identity [28] . Now if the domain of definition is an annulus or an exterior domain, Pohozaev's identity does not apply anymore. However, multiplicity of radial solutions may be obtained without growth restriction on the nonlinearities using topological methods, as for example fixed point theorems, the upper-lower solutions method, and fixed point index theory.
In this context, the study of semilinear elliptic problems in annular domains has received considerable attention in recent years. Note that a simpler model for the scalar case in an annulus is given by −Δu = f (u) where f (u) is non-decreasing in (0, +∞) and superlinear at both zero and infinity, that is, lim t→0 f (t)/t = 0 and lim t→+∞ f (t)/t = +∞. This class of problems is studied by Bandle-Coffman-Marcus in [2] ; the particular case f (u) = u (N +2)/(N −2) is studied by C. Bandle and L.A. Peletier in [3] . The results were subsequently improved by M.G. Lee and S.S. Lin in [21] . In fact, using Shooting Methods, the results of [3] are extended by Lee and Lin to nonlinearities f (t) which are convex and superlinear at both zero and infinity. Using degree arguments and the upper-lower solutions methods, D.D. Hai extends and complements some of the results of [3, 21] to local Lipschitz continuous nonlinearities in [15, Theorem 3.7] . For a further study of the scalar case on annular or exterior domains, see [9] and [11] .
Several papers on existence and multiplicity of positive radial solutions of elliptic systems in annular bounded domains involving nonlinearities as in problem (1.1) and imposing Dirichlet or Newmann boundary conditions have recently appeared. For homogeneous boundary conditions, see [12, 13] and references therein. For non-homogeneous boundary conditions, see [10, 19, 21] and references therein.
We give the following four additional assumptions on the nonlinearities g 1 and g 2 which we will use throughout the paper.
First we set
are continuous and non-decreasing in the last four variables. In other words, (t, u, v, a, b) 
(H 2 ) There exist a function h ∈ H and M * > 0 such that
uniformly for u 0 and t ∈ [γ, δ], and
Our approach is based on fixed point theorems of cone expansion/compression type, the upper-lower solutions method, and fixed point index theory. We show that there exists a continuous curve Γ which splits the positive quadrant of the (a, b)-plane into two disjoint sets S and R such that system (S ab ) has at least two positive solutions in S, at least one positive solution on the boundary of S, and no positive solutions in R. More precisely, our main theorem can be stated as follows. There is much work on nonlinearities with separate variables and homogeneous Dirichlet boundary conditions. For exterior domains, see for example [20] . For annuli, see for example [12, 13] . Our treatment allows us to deal with homogeneous or non-homogeneous problems without separate variables.
As an example, consider the functions
where p, q > 
For related results about exterior domains, see also [29] [30] [31] .
On the other hand, we establish existence of positive solutions of the fourth-order elastic beam equation (1.3) in the case the nonlinearities satisfy the superlinear assumptions (H 2 ) and (H 3 ).
(See Example 7.3 of Section 7.) Observe that the nonlinearities studied in [24] require continuity assumptions which are not necessary in our approach. For example, the nonlinearity may be singular.
The paper is organized as follows. In Section 2, we state three well-known theorems which are crucial for proving our main result, Theorem 1. Section 3 is devoted to proving the existence of one positive solution when the parameters a and b are sufficiently small. In Section 4, we introduce a theorem of the upper-lower solutions method for singular systems. Section 5 establishes a non-existence result, as well as an a priori estimate result used in Section 6 to prove the existence of two positive solutions.
Preliminaries
In this paper, we use topological methods to prove our main results. More precisely, we use a combination of fixed point techniques and the upper-lower solutions method. For this, we consider the Banach space
Here G(t, s) denotes the associated Green's function that is given by
It is not difficult to see that the system (S ab ) is equivalent to the fixed point equation
Thus the fixed points of the operator F correspond to the positive solutions of the system (S ab ).
Lemma 2.1. Fix a, b 0. The operator F : X → X is well defined, F(C) ⊂ C, and F is completely continuous.
Proof. First note that the Green's function enjoys the property
where M = (φ, ψ) . Thus A is well defined. We next verify that A is continuous. In fact, let (φ n , ψ n ) ⊂ X be such that
Define the function
We have that ζ n (τ ) → 0 and that 0 ζ n (τ ) 2h 1 (τ ), for τ ∈ (0, 1) and n sufficiently large. Hence,
Thus according to the Lebesgue Dominated Convergence Theorem, we have
which implies that A is continuous. The proof for B is analogous. For the second statement, note that
Next let {t n } be a sequence such that t n → 0 + . Then, for all n 1, we have
. It is not difficult to see thatg 1 n (τ ) → 0 a.e. for τ ∈ (0, 1) and 0 g 1 n (τ ) τ (1 − τ )h 1 (τ ). According to Lebesgue's Dominated Convergence Theorem, we have
Similarly, we may show that
Taking the right limit in (2.8) we obtain A(φ, ψ)(0) = 0. Similarly, taking the limit when t n → 1 − we obtain A(φ, ψ)(1) = 0. A direct calculation shows that, for (φ, ψ) ∈ C, the operator A(φ, ψ) is twice differentiable on (0, 1) with the second derivative negative. The same holds for B. Hence, F(C) ⊂ C.
It remains to show that F is a completely continuous operator.
Finally, using the Ascoli-Arzelá theorem, we see that the operator F : X → X is completely continuous. 2
We state the following three well-known results without proof (compare [5, 7, 14, 18] ). 
We next state an elementary property of concave functions that will be useful for our arguments.
Lemma 2.2. Suppose u(t) is a non-negative, concave, continuous function defined on
[0, 1]. Then, for all 0 < t 0 < t 1 < 1, we have min t∈[t 0 ,t 1 ] u(t) t 0 (1 − t 1 ) u ∞ .
Existence of a positive solution for small parameters
In this section, we show the existence of a fixed point of F for a and b sufficiently small. 
F(φ, ψ) < (φ, ψ) .
Proof. It follows from condition (H 2 ) that we may choose σ ∈ (0, 1) so that
Also, there exists R > 0 so that, for all 0 r + s + a + b R and t ∈ (0, 1), we have
Thus, for (φ, ψ) ∈ C (1−σ )R , a + b ∈ (0, σ R), and t, t ∈ (0, 1), we have

A(φ, ψ)(t) + B(φ, ψ)(t )
Taking R 0 = (1 − σ )R and δ 0 = σ R, for all (φ, ψ) ∈ C R 0 and for 0 < a + b < δ 0 , we have 
F(φ, ψ) > (φ, ψ) .
Proof. For otherwise, there would exist an increasing sequence R n → +∞ and a sequence {(φ n , ψ n )} in C so that the real sequence {R n } defined by (φ n , ψ n ) = R n would satisfy
We consider two cases: Case φ n ∞ /R n → 0 as n → +∞. Consequently, ψ n ∞ /R n → 1 as n → +∞. Combining the monotonicity of the nonlinearities, the concavity of φ n and ψ n , and Lemma 2.2 we would have
by assumption (H 3 ). Therefore, we would have
which is impossible. Case φ n ∞ /R n → a > 0 as n → +∞. Similarly, in this case we would have
. Therefore, we would have
Taking into account Lemmas 3.1 and 3.2, the following is a direct consequence of Theorem A.
Theorem 2.
There exists δ 0 > 0 so that, for all a and b satisfying 0 < a + b < δ 0 , the operator F has a fixed point (φ, ψ) ∈ C verifying R 0 < (φ, ψ) < R 1 .
Combining the maximum principle with hypothesis (H 1 ) we obtain that φ and ψ are positive functions.
Upper and lower solutions
In this section, we establish the classical upper-lower solutions method for obtaining nonnegative solutions of our class of singular systems. For this, consider the system
where both of the functions f and g satisfy assumption (H 1 ).
As usual, we will say that (u, v) is an upper solution of system (P ) if (u, v) verifies the following inequalities: u (t) + f t, u(t), v(t)
0,
v (t) + g t, u(t), v(t)
0, for t ∈ (0, 1),
Similarly, we define a lower solution of system (P ) replacing "greater than or equal to" with "less than or equal to." We now establish the standard upper-lower solutions method for obtaining non-negative solutions of our class of singular systems. (See also [20] .) Lemma 4.1. Let (u, v) (respectively (ū,v) ) be a lower (respectively an upper) solution of system (P ). Moreover, we suppose
Then system (P ) has a non-negative solution (u, v) verifying (u, v) (u, v) (ū,v).
Proof. Let
M(u, v)(t) =
1 0 G(t, τ )f τ, u(τ ), v(τ ) dτ, N (u, v)(t) = 1 0
G(t, τ )g τ, u(τ ), v(τ ) dτ and
T (u, v)(t) = M(u, v)(t), N (u, v)(t) .
Thus system (P ) is equivalent to the fixed point equation
We need to introduce the auxiliary operatorT defined bŷ
T (u, v)(t) = M (u, v)(t),N (u, v)(t)
whereM (u, v)(t) = 1 0
G(t, τ )f τ, ξ(t, u), ζ(τ, v) dτ and
N (u, v)(t) = 1 0
G(t, τ )g τ, ξ(t, u), ζ(τ, v) dτ, and ξ(t, u) = max u(t), min u, u(t) and ζ(t, v) = max v(t), min v, v(t) .
It is not difficult to see that the operatorT has the following three properties: The following is an application of the preceding result. 0) (a 1 , b 1 ) (a 2 , b 2 ).
Then system (S a 1 b 1 ) has a non-negative solution.
Proof. Let the pair (u 2 , v 2 ) be a non-negative solution of system (S a 2 b 2 ). Since g 1 and g 2 are non-decreasing functions in the last two variables, we have that (u 2 , v 2 ) is an upper solution and that (0, 0) is a lower solution of system (S a 1 b 1 ). The conclusion results from Lemma 4.1. 2
A priori bounds and non-existence
The present section is devoted to a priori estimates for positive solutions of system (S ab ), more precisely we have The proof is analogous to that of Lemma 3.2.
Remark 1. Assume that (φ, ψ)
is a positive solution of system (S ab ), using the same argument as in the proof of Lemma 3.2 we deduce
Therefore, in view of Lemma 5.1 and hypotheses (H 3 ) we have a non-existence result of positive solutions of system (S ab ). More precisely, we conclude that there exists ρ > 0 so that, for all 
Existence of two positive solutions
In this section, we establish existence of two positive solutions of system (S ab ), which corresponds to proving part (iii) of Theorem 1. For this, we will assume that the nonlinearities g 1 and g 2 are increasing.
Fix a ∈ [0,ā], and let (φ, ψ) be the solution of problem (S aΓ (a) ) which is obtained using Proposition 4.1. Our next result allows us to establish another solution of system (S ab ) for 0 < b < Γ (a). By the uniform continuity of g 1 , there exists ε 0 > 0 so that, for all s ∈ [δ, 1 − δ] and all 0 < ε ε 0 , we have
Next we define
Assume 0 < ε ε 0 . Then
Since η(t, s) is positive and
It is not difficult to show that Lebesgue's Dominated Convergence Theorem implies that A similar computation holds for ψ ε . 2
We are now in a position to prove part (iii) of Theorem 1, or in other words show existence of two positive solutions of system (S ab ) for 0 < b < Γ (a), where a ∈ [0,ā] is fixed.
Proof of part (iii) of Theorem 1. Consider the set
where φ ε and ψ ε are the functions of Lemma 6.1. It is not hard to see that Ω is bounded and open in X, and that 0 ∈ Ω. Note that one solution of system (S ab ) belongs to C ∩ Ω, we also known that F : C ∩ Ω → C is a compact operator.
Let (φ, ψ) ∈ C ∩ ∂Ω. It follows that there exists t 0 ∈ (0, 1) so that one of the following two cases hold: φ(t 0 ) = φ ε (t 0 ) or ψ(t 0 ) = ψ ε (t 0 ). In the case φ(t 0 ) = φ ε (t 0 ), it follows from Lemma 6.1 that, for all λ 1, we have
, for all (φ, ψ) ∈ C ∩ ∂Ω and all λ 1. Now according to Theorem C, we have
On the other hand, a slight change in the proof of Lemma 5.1 shows the existence of an r > 0 sufficiently large, say r > R 1 , where R 1 is as in Theorem 2, so that
for every (φ, ψ) = r and every (φ, ψ) ∈ C.
Let R = max{K + 1, r, (φ ε , ψ ε ) }, where K is as in Lemma 5.1. Set
Now by the additivity property of the fixed point index we obtain
Therefore, F has another fixed point in C R \ C ∩ Ω, which was to be shown. 2
Examples and concluding remarks
In this section, we apply our results to the following three types of problems.
Elliptic systems in annular domains
By applying the change of variable t = a(r), with 
Elliptic systems in exterior domains
In this subsection, we establish existence of positive radial, decaying solutions of problem (1.2). We denote the radial solutions by Note that the coefficient q(t) is singular at t = 1 and that h, k may vanish in parts of the interval (0, 1).
Fourth-order equations
We may also apply our results to obtain existence and multiplicity of positive solutions of the non-homogeneous, singular fourth-order elastic beam equation 
