Abstract. We analyze the factorization method (introduced by Kirsch in 1998 to solve inverse scattering problems at fixed frequency from the far field operator) for a general class of boundary conditions that generalizes impedance boundary conditions. For instance, when the surface impedance operator is of pseudo-differential type, our main result stipulates that the factorization method works if the order of this operator is different from one and the operator is Fredholm of index zero with non-negative imaginary part. We also provide some validating numerical examples for boundary operators of second order with discussion on the choice of the test function.
Introduction
The factorization method is one of the most established inversion methods for inverse scattering problems in which one is interested in reconstructing the shape of inclusions from knowledge of the far field operator at a fixed frequency in the resonant regime [10, 11] . The present work is a contribution to the analysis of the method for a large class of boundary conditions verified on the boundary of the scattering object. We consider here only the scalar case, the analysis of the method for electromagnetic vectorial problems is still an open question.
Let us recall that this method provides a characterization of the obstacle shape using the range of an operator explicitly constructed from the far field data available at a fixed frequency, for all observation directions and all plane wave incident directions. Since this characterization (and subsequent algorithm) is independent of the boundary conditions, a natural question would be to specify the class of boundary conditions for which the method works. We remark that as a corollary, one also obtains a uniqueness result for the shape reconstruction without knowledge of the boundary conditions (in the considered class).
Motivated by so-called generalized impedance boundary conditions that model thin layer effects (due to coatings, small roughness, high conductivity, etc.), see e.g. [2, [7] [8] [9] 16] , we consider here the cases of impedance boundary conditions where the impedance corresponds to a boundary operator acting on a Hilbert space with values in its dual. Pseudo-differential boundary operators can be seen as a particular case of this setting. The simplest form (classical impedance boundary conditions) corresponds to multiplication by a function and has been analyzed in [11] , whereas for non-linear inversion methods associated with second order operators we refer to [4, 5] .
We first analyze the forward problem using a surface formulation of the scattering problem. This method allows us to show well posedness of the forward scattering problem under weak assumptions on the boundary operator. We then analyze the factorization method for this class of operators. We demonstrate in particular that the method is valid for boundary operators "of order" (if we see them as surface pseudo-differential operators) strictly less than one or strictly greater than one, which are of Fredholm type with index zero and have non-negative imaginary parts. We observe that in the first case (order < 1), the analysis of the method follows the lines of the case of classical impedance boundary conditions as in [11] while the second case is rather similar to the case of Dirichlet boundary conditions. Our proof however fails in considering boundary operators of order 1 or mixtures of operators of order less than one and operators of order greater than one. We face here the same difficulty as one encounters in trying to answer the open question related to the factorization method for obstacles with mixture of Neumann and Dirichlet boundary conditions.
For the numerical two-dimensional tests, we shall rely on the use of classical Tikhonov-Morozov regularization strategy to solve the factorization equation. Our numerical experience suggested that this method handles the case of noisy data more easily than the classically used spectral truncation method. We refer however to [13] for tricky numerical investigations on this type of regularization in the case of noisy data. We also use combinations of monopoles and dipoles as test functions for implementing the inversion algorithm. Numerical examples show how this provides better reconstructions as compared with the use of monopole test functions only.
The outline of the paper is as follows. The second section is dedicated to the introduction of the forward problem for a general class of impedance boundary conditions and we explain the principle of the factorization method. Section 3 is devoted to the analysis of the forward scattering problem under general assumptions on the boundary operator, with some applicative examples motivated by thin coating models. The analysis of the factorization method is done in Section 4. The last section is devoted to numerical implementation of the inversion algorithm and some validating results. An appendix is added for the proof of two technical results. 
and u s satisfies the radiation condition
Here is the unit outward normal to and Z k is an impedance surface operator that can possibly depend on the wave number k. In the next section we give a precise definition of Z k (see Definition 3.1) and we prove that under appropriate assumptions on Z k the forward problem is well posed, i.e. it has a unique solution in a reasonable energy space and this solution depends continuously on the incident wave. In the following, we say that u s is an outgoing solution to the Helmholtz equation if it satisfies the radiation condition (2.2). In this case, one can uniquely define the far field pattern u 1 W S d 1 7 ! C associated with the scattered field u s (see [6] for further details on scattering theory) by Let us recall that for any bounded set O of Lipschitz boundary @O such that D O, the following representation formula holds: The inverse problem we consider is then the following: from knowledge of the set
This operator factorizes in a particular way, namely there exists two bounded operators G and T , defined in Section 4.1, such that
As we show in Lemma 4.5 the operator G characterizes the obstacle D and we have the equivalence
x z and where for any bounded linear operator L defined from an Hilbert space E 1 into another Hilbert space E 2 , the space
is the range of L. As shown in Section 4.3, the Factorization Theorem (see [11, Theorem 2.15] ) applies and gives the equality between the ranges of F 1=2 # and G where F # is the self-adjoint and positive operator given by
See (3.3) for a definition of the real and imaginary parts. As a consequence, the far field patterns for all incident plane waves are sufficient to determine the indicator function of the scatterer D thanks to the equivalence
Remark that this equivalence does not depend on the impedance operator Z k . Hence, if justified, the factorization method gives a simple way to compute the indicator function independently from the impedance operator. 
In fact, this problem makes sense whenever the right-hand side f is in the dual space V 
To do so we first assume that Z k satisfies
which corresponds to the physical assumption that the obstacle D does not produce energy. For a Hilbert space E and a linear and continuous operator T W E 7 ! E its adjoint T W E 7 ! E is defined by hT u; vi E ;E D hu; T vi E;E for .u; v/ 2 E E. 
and this formulation is equivalent to (3.1). The surface formulation that we adopt here is similar to the one used in [18] for the study of second order surface operators.
/ is a solution of (3.1), then 0 u s belongs to V 
Existence and uniqueness of solutions
To prove existence and uniqueness of the solution to problem (3.1) we use the surface formulation (3.5) and prove that it is of Fredholm type. Then the following lemma on uniqueness is sufficient to also have existence and continuous dependance of the solution with respect to the right-hand side.
Proof. Thanks to Lemma 3.2 it is sufficient to prove uniqueness for the volume equation (3.1). Let u s be a solution of (3.1) with f D 0. Then we have
Hypothesis (3.2) implies
Imh@ u s ; u s i Ä 0: It still remains to give some hypothesis under which Z k C n e is of Fredholm type. To do so, we need the following fundamental properties of the Dirichlet-toNeumann map. The proof of this proposition is classical and is given in the appendix for the reader's convenience.
Corollary 3.5. Let one of the following assumptions be fulfilled:
for c z > 0 independent of x and
(ii) the space V ./ is compactly embedded into the space H 1 2 ./ and the operator
Proof. Assume that the first assumption is fulfilled. Thanks to Proposition 3.4, there exist a compact operator and then for all
RehC e x; xi C RehC Z x; xi ImhC Z x; xi ImhC e x; xi p 2 ;
and from (3.7)
jh.C e C C Z /x; xij
RehC e x; xi C c z kxk
ImhC e x; xi p 2 :
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which implies that Z k C n e is a Fredholm type operator of index zero. The conclusion is a direct consequence of the uniqueness Lemma 3.3.
If we suppose that the second assumption is fulfilled, then V ./ D V 
./ is a Fredholm type operator of index zero and by Lemma 3.3 it is an isomorphism. Remark 3.6 (Example of applications). We denote by r the surface gradient operator on , div the surface divergence operator on which is the L 2 adjoint of r and WD div r the Laplace-Beltrami operator on (see [15] for more details on these surface operators). We consider
// 3 such that the imaginary parts of the bounded functions k , k and k are non-negative and such that the real part of k is positive definite. This example is motivated by high order asymptotic models associated with thin coatings or imperfectly conducting obstacles (see [2, 9] ). One can easily check that classical variational techniques cannot let us conclude on the analysis of the scattering problem associated with Z k while the method developed above, namely point (iii) of Corollary 3.5, indicates that this problem is well posed with V ./ WD H 2 ./.
Factorization of the far field operator
We shall assume here that one of the hypothesis of Corollary 3.5 is fulfilled so that
./ is an isomorphism and problem (3.1) is well posed.
Formal factorization
In this part we give a formal factorization of the far field operator defined by (2.3) under the form F D GT G . To achieve this objective, we proceed as for classical impedance boundary conditions. Let G; H 0 and H 1 be defined by Gf WD u 1 , where u 1 is the far field associated with the solution u s of (3.1),
The operator 1 denotes the normal derivative trace operator defined for a function
where u 1 . ; O Â/ is the far field pattern associated with the incident wave
, this far field writes as
Hence, by the linearity of the forward problem with respect to the incident waves,
and then we get the first step of the formal factorization: We recognize that the latter is the far field pattern associated with
where SL k and DL k are the single and double layer potentials associated with the wave number k:
and G k is the Green's outgoing function of C k 2 given for x 2 R d by
where H 1 0 .kjxj/ is the Hankel function of the first kind and order zero. The function v defined by (4.3) is a solution of problem (3.1) with the right-hand-side
k Z k and from (4.1) we finally get 
The space X has to be a reflexive Banach space such that X
is not necessarily bounded. This is in particular the case for the impedance operator Z k D which is continuous from V ./ D H 1 ./ into H 1 ./. To overcome this difficulty, let us introduce the following Hilbert space: 
We denote by k k ƒ./ the norm associated with its scalar product and this norm is equivalent to the norm jk jk
is also an isomorphism and there exists a C > 0 such that for all v 2 ƒ./
and then there exists a C > 0 such that for all v 2 ƒ./:
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Since .Z k C n e / is assumed to be an isomorphism from V 
./ is bijective. By definition of the norm on ƒ./ we get the continuity of .
is an isomorphism and its adjoint
is also an isomorphism. 4) . We have
and Proposition 4.3 proves the first point. Let us recall the definition of T :
The definition of ƒ./ implies that
are two bounded operators. Thus using that
are bounded (see [14, Chapter 7] ), we obtain the second point.
We show in the next section how to use the factorization (4.5) to determine the obstacle D.
Characterization of the obstacle using F ]
First of all, D is characterized by the range of G as stated in the next lemma.
Then we have z 2 D " z 2 R.G/:
since z is the far field of the outgoing solution G k .x z/ to the Helmholtz equation outside D. Hence z 2 R.G/.
Conversely, assume z 6 2 D and let us prove by contradiction that z 6 2 R.G/. Assume that there exists f 2 ƒ./ such that z D Gf:
Then the solution to (3.1) coincides with the near field associated with z , which is G k .x z/, in the domain n ¹zº. This contradicts the singular behavior of G k at point 0 that prevents this function to be locally H 1 in the neighborhood of z. Now we will prove that the factorization (4.5) satisfies the hypothesis of the Factorization Theorem (see [11, Theorem 2.15] ). We mainly have to prove that G is injective with dense range, that T satisfies good sign properties and that its imaginary part is strictly positive. 
is injective and compact with dense range. Then using factorization (4.7) we obtain that G W ƒ./ 7 ! L 2 .S d 1 / is also injective compact with dense range.
Lemma 4.7. Let one of the two assumptions be fulfilled:
(i) the space V ./ is compactly embedded into H 
/ is selfadjoint and coercive. Now let us prove that
is compact as an operator from ƒ./ onto ƒ./ . Since
are bounded operators and using that ƒ./ is compactly embedded into H 
are compact operator. Define C T D N i , we recall that this operator is self adjoints and coercive and that
/ is compact and then the operator
is compact as an operator from H We still need to prove that the imaginary part of T is strictly positive on R.G /. To do so, we have to avoid some special values of k for which this may not be true.
Definition 4.8. We say that k 2 is an eigenvalue of associated with the impedance operator Z k if there is a nonzero u 2 ¹v 2
Remark 4.9. We remark that when Im.
./ is positive definite, then there is no real eigenvalue k 2 associated with the impedance operator Z k . Actually, any solution u 2 ¹v 2 H 1 .D/ W 0 v 2 V 
The functions Since G and T are two bounded operators, we obtain that inequalities (4.10) hold for all x 2 R.G /. Hence we simply have to prove that GT is injective to obtain the result of the lemma. The operators
./ are injective, therefore, (4.7) implies that G is also injective. Hence if T is injective, GT will also be injective. Let us prove that in fact T and then T are isomorphisms. From Lemma 4.7, the operator T is of Fredholm type and index zero, hence we simply have to prove that it is injective to deduce that it is an isomorphism. By (4.4), the injectivity of T is equivalent to the injectivity of
The left-hand side of this expression is the far field pattern associated with
Rellich's lemma implies that v C D 0 outside D and thanks to the jump conditions for the single and double layer potentials (see [14] for example) we have on :
The assumption on k 2 implies that v D 0 inside D and therefore q D 0. We finally get that T is an isomorphism, which concludes the proof.
We are now in a position to state the main theorem of this paper.
Theorem 4.11. Let one of the two assumptions be fulfilled:
Then provided that k 2 is not an eigenvalue of associated with the impedance operator Z k we have # / and we can conclude using Lemma 4.5.
Remark 4.12. Identity (4.11) and the decomposition G D A 1 .Z k C n e / 1 implies that we can replace the family . z / z2R d by any family of functions
An example of these functions is given by the far field pattern of a dipole located at point z with polarization p defined by z;
These are the far fields associated with x 7 ! p r x G k .x z/. To complement this work, we should verify that most of the time k 2 is not an eigenvalue of associated with the impedance operator Z k . 
is not an eigenvalue associated with Z k . In the remaining of the proof, we show that Z k C n i .k/ fails to be injective only for k in a discrete set of C.
Let k 0 be a complex number such that k 2 0 D i , and assume that the embedding of V ./ into H 1 2 ./ is compact. Then,
(4.14)
where
./ is defined by
Let us prove that T k is an isomorphism. Following the lines of the proof of (ii) and (iii) of Corollary 3.5, one easily observes that T k is Fredholm with index zero. Let us prove that
By taking the imaginary part of this last equation we have
Since we supposed that Im.Z k / 0 and k
which gives g D 0 and T k is an isomorphism. From (4.14) we have
./ is injective if and only if the operator
is injective. The parameter dependent family of operators n i .k/ depends analytically on k over the complement of the Dirichlet eigenvalue in D and we supposed that Z k depends analytically on k; then T .n i .k/ n i .k 0 // is injective except for a discrete a discrete set of k. Thus the set of the eigenvalues of associated with the impedance condition Z k is discrete with no finite accumulation point
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Numerical tests for second order surface operators
Motivated by models for thin coatings we consider in this section impedance operators of the form
where . ; / 2 .L 1 .// 2 depend analytically on k with non-positive imaginary parts and where the real part of is positive definite or negative definite. Then, Theorems 4.11 and 4.14 apply and except for a discrete set of wave numbers k, the equation
has a solution if and only if z 2 D whenever z is a valid right-hand side to apply Theorem 4.11 (see Remark 4.12). We shall give in the following some twodimensional numerical experiments that show how this test behaves when the far field data are given by an obstacle characterized by a generalized impedance boundary condition of the form (5.1).
Numerical setup and regularization procedure
Here we identify the unit sphere S 1 of R 2 with the interval 0; 2 OE. The data set we consider is not the operator F itself but a discrete version that we represent by the matrix U n WD .u n ij / 1Äi Än;1Äj Än ; where u n ij is an approximation of u 1 .
; O Â / is the far field associated with u s which is the unique solution of (2.1)-(2.2) with u i defined for x 2 R 2 by
In practice, the matrix U n contains the values of a synthetic far field computed with a finite element method. We also contaminate these data by adding some random noise and build a noisy far field matrix / 1Äi Än;1Äj Än;k2¹1;2º are uniform random variables on OE 1; 1. We denote byˆn z 2 C n the vector defined 1 Ä i Ä n,ˆn z .i/ D z .
i
n /, where z is a valid right-hand side to apply Theorem 4.11 (see Remark 4.12). We define the real symmetric matrix
Remark that thanks to the linearity of the far field equation, taking Â in the interval OE0; is equivalent to take it in OE0; 2 . We finally plot the values of W n .z/ WD w n .z/ C w n; dipole .z/ in order to determine the indicator function of the scatterer. We refer to [1, 3] for a discussion on this choice of indicator function based on the analysis of impedance boundary conditions for cracks. Numerical illustration of the importance of this choice is given by Figure 1 where we compare the plots of w n , w n; dipole and W n for D 0:1. The reconstruction provided by W n is much better than the two others. The green line represents the isoline of the function W n .z/ that visually fits well the unknown shape @D. The size of D is of the order of one wavelength when the wave number k is equal to 2. The sampling domain is the square OE 3; 3 2 which is discretized with 80 80 points z. Finally, we take n D 50, which means that we send 50 incident waves uniformly distributed on the unit circle and we observe the far field at all these directions. For noisy data, we take Á D 1%. We restrict ourselves to the cases D 0 but the results for ¤ 0 are similar. 3 (b) ). Let us also mention that the noiseless reconstruction (Figure 1 (c) ) for D 0:1 is quite accurate which means that in this case the reconstruction is sensitive to the noise. A possible explanation is that the test functions z we use are not well-suited to this case. Figure 4 shows the influence of the frequency, these figures should be compared to the Figure 3 (b) and, as we would expect, we increase the precision of the reconstruction by increasing the frequency.
A Appendix
Proof of Proposition 3.4. Let us denote by B r an open ball of radius r which contains D. The exterior Dirichlet-to-Neumann map on @B r , S 
