Abstract. In formal verification, we verify that a system is correct with respect to a specification. Even when the system is proven to be correct, there is still a question of how complete the specification is, and whether it really covers all the behaviors of the system. In this paper we study coverage metrics for model checking. Coverage metrics are based on modifications we apply to the system in order to check which parts of it were actually relevant for the verification process to succeed. We introduce two principles that we believe should be part of any coverage metric for model checking: a distinction between state-based and logicbased coverage, and a distinction between the system and its environment. We suggest several coverage metrics that apply these principles, and we describe two algorithms for finding the uncovered parts of the system under these definitions. The first algorithm is a symbolic implementation of a naive algorithm that model checks many variants of the original system. The second algorithm improves the naive algorithm by exploiting overlaps in the variants. We also suggest a few helpful outputs to the user, once the uncovered parts are found.
Introduction
In model checking [CE81, QS81, LP85] , we verify the correctness of a finite-state system with respect to a desired behavior by checking whether a labeled state-transition graph that models the system satisfies a specification of this behavior, expressed in terms of a temporal logic formula or a finite automaton. Beyond being fully-automatic, an additional attraction of model-checking tools is their ability to accompany a negative answer to the correctness query by a counterexample to the satisfaction of the specification in the system. Thus, together with a negative answer, the model checker returns some erroneous execution of the system. These counterexamples are very important and they can be essential in detecting subtle errors in complex designs [CGMZ95] . On the other hand, when the answer to the correctness query is positive, most model-checking tools terminate with no further information to the user. Since a positive answer means that the system is correct with respect to the specification, this at first seems like a reasonable policy. In the last few years, however, there has been growing awareness of the importance of suspecting the system of containing an error also in the case model checking succeeds. The main justification of such suspects are possible errors in the modeling of the system or of the behavior, and possible incompleteness in the specification.
There are various ways to look for possible errors in the modeling of the system or the behavior. One direction is to detect vacuous satisfaction of the specification [BBER97, KV99] , where cases like antecedent failure [BB94] make parts of the specification irrelevant to its satisfaction. For example, the specification It is less clear how to check completeness of the specification. Indeed, specifications are written manually, and their completeness depends entirely on the competence of the person who writes them. The motivation for such a check is clear: an erroneous behavior of the system can escape the verification efforts if this behavior is not captured by the specification. In fact, it is likely that a behavior not captured by the specification also escapes the attention of the designer, who is often the one to provide the specification.
This direction, of checking whether the specification describes the system exhaustively, has roots in simulation-based verification techniques, where coverage metrics are used to improve the quality of test vectors. For example, code coverage [CK93] measures the fraction of HDL statements executed during simulation, transition coverage [HYHD95, HMA95] measures the fraction of transitions executed, and tag coverage [DGK96] attributes variables with tags that are used to detect whether assigning a forbidden value to a variable leads to an erroneous behavior of the system. In [FDK98, FAD99] , Fallah et al. compute the tag coverage achieved by simulation and generated simulation sequences that cover a given tagged variable. Of a similar nature is the tour-generation algorithm in [HYHD95] , which generates test vectors that traverse all states of the system. Ho and Horowitz [HH96] define test coverage in terms of control events. Each control event identifies an interesting subset of the control variables, and the test vectors have to cover all the events. They also define design coverage by means of the states and edges covered by the test vectors (see also [MAH98] ). In order to circumvent the state-explosion problem in these methods, Bergmann and Horowitz develop the technique of projection directed state exploration, which allows to compute the above coverage metrics for small portions of the design [BH99] . Coverage metrics are helpful as an indicator whether the simulation process has been exhaustive. Still, simulation-based verification techniques lack of a uniform definition of coverage.
Following the same considerations, analyzing coverage in model checking can discover parts of the system that are not relevant for the verification process to succeed. Low coverage can point to several problems. One possibility is that the specification is not complete enough to fully describe all the possible behaviors of the system. In this case, the output of a coverage check is helpful in completing the specification. Another possibility is that the system contains redundancies. In this case, the output of the coverage check is helpful in simplifying the system. Two approaches for defining and developing algorithms for coverage metrics in temporal logic model checking are studied in the literature. The first approach, of Katz et al. [KGG99] , is based on a comparison of the system with a tableau of the specification. Essentially, a tableau of a universal specification is a system that satisfies and subsumes all the behaviors allowed by . By comparing a system with the tableau of , Katz et al. are able to detect parts of the systems that are irrelevant to the satisfaction of the specification, to detect different behaviors of the system that are indistinguishable by the specification, and to detect behaviors that are allowed by the specification but not generated by the system. Such cases imply that the specification is incomplete or not sufficiently restrictive. The tableau used in [KGG99] is reduced: a state of the tableau is associated with subformulas that have be true in it, and it induces no obligations on the other, possibly propositional, subformulas. This leads to smaller and less restrictive tableaux. Still, we found the approach in [KGG99] too strict. Indeed, a system passes the criteria in [KGG99] iff it is bisimilar to the tableau of the specification, but we want specifications to be much more abstract than their implementations 1 .
The second approach, of Hoskote et al. [HKHZ99] , is to define coverage by examining the effect of modifications in the system on the satisfaction of the specification. Given a system modeled by a Kripke structure , a formula satisfied in , and a signal (atomic proposition) [HKHZ99] is applied to after an observability transformation. The restricted syntax of acceptable ACTL together with the observability transformation lead to a symbolic algorithm that, like CTL model-checking, requires linear time 2 . On the other hand, the set of states designated as ¡ -covered by the algorithm is not [HKHZ99] that the set found by the algorithm meets better the intuition of coverage. One can argue whether this is indeed the case; we actually found several performances of the algorithm in [HKHZ99] quite counter-intuitive (for example, the algorithm is syntax-dependent, thus, equivalent formulas may induce different coverage sets; in particular, the set of states ¡ -covered by the tautology ¡ ¡ is the set of states that satisfy ¡ , rather than the empty set, which meets our intuition of coverage). Anyway, this is not the point we want to make here -there are many possible ways of defining coverage sets, each way has its advantages, and there need not be a best way. The point we want to make in this paper is that there are two important principles that should be part of any coverage metric for temporal logic model checking: a distinction between state-based and logic-based approaches, and a distinction between the system and its environment. These principles, which we explain below, are not applied in [HKHZ99] and in other work on coverage hitherto.
The first principle, namely a distinction between state-based and logic-based approaches, is based on the observation that there are several ways to model a system, and the different ways should induce different references to the observability signal and its modification. Recall [HKHZ99] [MP92] . Then, flipping the value of a signal in a state changes not only the "label" of the state but also the transitions to and from the state. So, in the state-based approach, we consider modifications that refer to a single state of the system and to the adjacent transitions. When the system is modeled as a circuit, we can also take the logic-based approach, where we do not flip the value of a signal in a particular state, but rather, fix the signal to ¥ , ¦ , or "don't care" everywhere in the circuit, and check the effect of these fixes on the satisfaction of the specification.
In order to explain the second principle, namely a distinction between a system and its environment, assume a definition of coverage in which a state is covered iff its removal violates the specification. Since universal properties are preserved under state removal, no state would be covered by a universal specification in such a definition. So, is this a silly definition? The definition makes perfect sense in the context of closed systems. There, universal properties can be satisfied by the empty system, and if a designer wants the system to do something (more than just being correct), this something should be specified by an existential specification. On the other hand, in an open system, which interacts with its environment, the above definition makes sense only if we restrict it to states whose removal leaves the system responsive to all the behaviors of the environment and does not deadlock the interaction between the system and its environment. Indeed, we cannot remove a state if the environment can force a visit to it. Likewise, it makes no sense to talk about ¡ -coverage for a signal ¡ that corresponds to an input variable. Indeed, it is the environment that determines the value of value, and anyway we cannot talk about states being ¡ -covered or not: all the values of ¡ should be around simply since the environment can force them all. Hence, in the definition of coverage metrics, in both the design and implementation levels, there should be a distinction between input and output variables, and coverage should be examined only with respect to elements the system has control on.
The contribution of our paper is as follows. We introduce the above two principles in the definition of coverage, and we give several coverage metrics that apply them. Our definitions are similar to the one in [HKHZ99] in the sense that they consider the influence of local modifications of the system on the satisfaction of the specification (in fact, [HKHZ99] can be viewed as a special case of our state-based approach, for a closed system, with
, and with only output variables being observable). Hence, the naive algorithm, which finds the set of covered states (in the state-based approach) or signals (in the logic-based approach) by model checking each of the modified systems is applicable. We describe two alternatives to this naive algorithm. The first alternative is a symbolic approach to finding the uncovered parts of the system. The second alternative is an algorithm that makes use of overlaps among the modified systems -since each modification involves a small change in the original system, there is a great deal of work that can be shared when we model check all the modified systems. Both algorithms work for full CTL, and the ideas in them can be adopted to various definitions of coverage. Once the set of covered states is found, we suggest a few helpful outputs to the user (more helpful than just the percentage of covered states).
Due to lack of space, many details are omitted from this version. A full version of the paper can be found in the authors' URLs.
Coverage Metrics
In this section we suggest several coverage metrics for temporal logic model checking. As describe in Section 1, we distinguish between a state-based and a logic-based approach to coverage, and we distinguish between a system and its environment. Our definitions are independent of the temporal logic being used. We assume the reader is familiar with temporal logic. In particular, the algorithms we are going to present are for the branching time logic CTL. Formulas of CTL are built from a set £ § of atomic propositions using the boolean operators © and , the temporal operators ("next") and ("until"), and the path quantifiers ("exists a path") and £ ("for all paths"). Every temporal operator must be immediately preceded by a path quantifier. The semantics of temporal logic formulas is defined with respect to Kripke structures. For a full definition of Kripke structures, and the syntax and semantics of CTL, see [Eme90] and full version of this paper. For a formula (and an agreed Kripke structure ), we denote by the set of states that satisfy in , and use § ' t o denote the set of 's subformulas. A Kripke structure satisfies a formula , denoted ¡ iff holds in the initial state of . The problem of determining whether satisfies is the model-checking problem.
We distinguish between two types of systems: closed and open [HP85] . A closed system is a system whose behavior is completely determined by the state of the system. An open system is a system that interacts with its environment and whose behavior depends on external nondeterministic choices made by the environment [Hoa85] . In a Kripke structure, all the atomic propositions describe internal signals, thus Kripke structures model closed systems. We study here open systems, and we model them by sequential circuits.
A sequential circuit (circuit, for short) is a tuple We define the semantics of CTL with respect to circuits by means of the Kripke structure they induce. A circuit
can be converted to a Kripke structure
, where for all 
successors, reflecting external nondeterminism induced by the environment of . We assume that the interaction between the circuit and its environment is initiated by the circuit, hence the single initial state. The other possibility, where the interaction between the circuit and its environment is initiated by the environment, corresponds to a Kripke structure with a set ¥ ¡ ` of initial states. Our definitions and algorithms assume a single initial state, yet they can be easily modified to handle multiple initial states.
We now define what it means for a specification to cover a circuit. Let be a circuit that satisfies a specification . We want to check whether the specification describes exhaustively. Intuitively, the uncovered part of is the part that can be modified without falsifying in . Formally, we suggest several definitions of coverage, reflecting the various possible ways in which a part of can be modified.
We start with the state-based definition. Here, we check whether the satisfaction of is sensitive to local changes in the values of output and control signals; i.e., changes in one state. 
) .
- does not satisfy . Note that it makes no sense to define coverage with respect to observable input signals. This is because an open system has no control on the values of the input signals, which just resolve the external nondeterminism of the system. In a closed system, the set of input signals is empty, and thus the system has the control on all its variables. Therefore in closed systems we can define coverage with respect to all signals.
Our second approach to coverage, which we call logic-based coverage, does not refer to a particular state of , and it examines the possibility of fixing some control signals to 
Algorithms for Computing Coverage
In this section we describe algorithms for solving the following problems. Let be a specification in CTL. their transitions. Finally, the naive algorithm for the logic-based coverage executes the model-checking procedure t imes, once for each control signal. We present two alternatives to the naive algorithm. The first is a symbolic algorithm that manipulates pairs of sets of states, and the second is an algorithm that makes use of overlaps among the various dual circuits. We are going to describe our coverage algorithms in terms of Kripke structures. For that, we first need to adjust the definitions in Section 2 to Kripke structures. For a Kripke structure , an observable signal 
¥
. It is easy to see that all the dualizations of circuits mentioned in Section 2 can be described in terms of dualizations of the Kripke structures they induce.
For simplicity, we describe in detail the algorithms for computing the set of . While for some dual Kripke structures model-checking may require less than
£ § '
, the naive algorithm always performs £ i terations of model checking; thus, its average complexity cannot be substantially better than its worst-case complexity. This unfortunate situation arises even when model checking of two dual Kripke structures is practically the same, and even when some of the states of obviously do not affect the satisfaction of in . In this section we present an algorithm that makes use of such overlaps and redundancies. The expectant running time of our algorithm is . The graph has at most ¡ £ § 1 £ l eaves. Intuitively, incomplete model checking corresponds to shrinking a boolean circuit part of whose inputs are known to an equivalent minimal circuit. The shrinking procedure (described in detail in the full version of this paper) replaces for example, an OR-gate one of whose successors is a leaf with value true, with a leaf with value true. In each iteration of the algorithm we assign values to half of the unassigned leaves of ¥ ¦ ¤ and leave the other half unassigned. Recall that our average complexity is with respect to all assignments of ¡ in . Therefore, though we work with a specific Kripke structure, and the values assigned to half of the leaves are these induced by the Kripke structure, the average case corresponds to one in which we randomly assign to each unassigned leaf the value true with probability , the value false with probability , and leave it unassigned with probability ¡ . The complexity described in Theorem 1 then follows from the following result from circuit complexity. Theorem 2 follows from the fact that boolean circuits for parity and co-parity, which are the most "shrink-resistant" circuits (shrinking a parity or co-parity circuit according to a random partial assignment to the variables results in a parity or a co-parity circuit for the remaining variables), are linear in the number of their variables (see [Weg87, Nig90] 
Presentation of the Output
Once we found the parts of the system that are not covered, there are several ways to make use of this information. Recall that model-checking tools accompany a negative answer to the correctness query by a counterexample to the satisfaction of the specification. When model checking succeeds, we suggest to accompany the positive reply with two computations: one is the interesting witness of [BBER97] , which describes a behavior of the system that cares about the satisfaction of all the subformulas of the specification. The second is a non-interesting witness: a computation that is not covered by the specification. We believe that both outputs are of great importance to the user. While the first describes some nontrivial correct behavior of the system, the second describes a possibly incorrect behavior of the system that escaped the verification efforts.
Discussion
In this section we briefly discuss some more aspects of coverage metrics for temporal logic model checking. An extended discussion can be found in the full version.
Definition of coverage metrics There are several interesting possible relaxations of the definitions given in Section 2. One of them is allowing nondeterministic circuits. In nondeterministic circuits we can examine more coverage criteria: check the circuit obtained by merging ), etc. Another possibility is to allow different types of modifications in the system, for example flipping the value of ¡ simultaneously in several states. Our definitions and algorithms can be easily modified to handle simultaneous modifications of the system. The corresponding algorithms, however, need to examine exponentially many modified systems and their complexity is much higher. Finally, we can think of © as a function that maps the output signals to true, false, or don't care, thus allowing the designer to specify in advance that the values of certain signals are not important in some states. In this case we say that a system satisfies a specification if is satisfied no matter how Properties of coverage metrics The covered sets defined in Section 2 are sensitive to abstraction, in the sense that there is no correlation between the covered states in a system and its abstraction. From the other hand, the set of covered states is not sensitive to applying cone of influence reduction, where we abstract away parts of the systems that do not contain variables appearing in the specification or influence variables that appear in the specification [CGP99] . We also note that the notions of coverage and vacuity [BBER97, KV99] . On the other hand, the coverage criteria defined in [KGG99] , as well as the covered sets found by the algorithm in [HKHZ99] are not compositional.
There are still several open issues in the adoption of coverage metrics to temporal logic model checking. For example, it is not clear whether and how a coverage metric that aims at checking incompleteness of the specification should be different from a metric that aims at finding redundancies in the system. Another issue is the feasibility of coverage algorithms. While the algorithms that we presented have better complexity that the naive algorithm, their complexity is still larger than model checking. This may prevent a wide use of coverage metrics for temporal logic in formal verification. Clearly, there is room for improving the current algorithms, as well as searching for the new ones both for CTL and for other temporal logics, in particular LTL logic. Finally, while it is clear that outputs as these described in Section 4 are very helpful to the user, it is not clear whether high coverage is something one should seek for. Indeed, there is a trade-off between complete and abstract specifications, and neither completeness nor abstraction has clear priority.
