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We consider extensions of one-person and two-person pebble games that take 
into account the types of the gates of the circuits on which the games are played. 
A simple relationship is established between the extended games and the corre- 
sponding original games. This is useful in showing that the extended games allow 
more efficient pebbling than the original games on certain natural circuits for 
problems such as context-free language recognition and transitive closure of 
directed graphs. ,c 1991 Academic Press. Inc. 
1. INTRODUCTION 
Pebble games have provided convenient models to study the space and 
time used in straight-line implementations of circuits. In this paper, we con- 
sider the evaluation of Boolean circuits using one-person and two-person 
pebbling techniques. The one-person pebble game models the space used in 
a deterministic evaluation of circuits (see, for example, the survey by 
Pippenger, 1980). The two-person pebble game models the time used in an 
alternating evaluation of circuits (Dymond and Tompa, 1985). We consider 
these two games extended to take into account the types of the gates of the 
circuits on which the games are played. A pebbling strategy in such an 
extended game corresponds to an evaluation strategy that depends on the 
input values. We show a simple relationship between the extended games 
and the corresponding original games. This relationship uses the notion of 
an accepting subtree of a Boolean circuit on an input for which it evaluates 
to one. Specifically, we show that an extended game on a Boolean circuit 
with an input for which it evaluates to one corresponds to the original 
game on an accepting subtree of the circuit on that input. A consequence 
of this would be that Boolean circuits that have smaZ1 (say, polynomial 
size) accepting subtrees have efficient pebblings in the extended games. 
These efficient pebblings lead to the evaluation of the corresponding 
Boolean circuits using small space/parallel time. 
We then show the following results for Boolean circuits that correspond 
to the Cocke-Kasami-Younger algorithm for context-free language 
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recognition and Warshall’s algorithm for computing the transitive closure 
of a Boolean matrix: 
1. Any one-person (two-person, respectively) pebbling strategy on the 
Cocke-Kasami-Younger circuits requires at least a linear number of 
pebbles (linear time, respectively). 
2. The circuits corresponding to Warshall’s transitive closure algo- 
rithm have polynomial size accepting subtrees. 
The former result should be contrasted with the fact that 
Cocke-Kasami-Younger circuits have polynomial size accepting subtrees 
(Ruzzo, 1980). The latter result should be contrasted with a linear lower 
bound on the number of pebbles in the one-person pebble game on 
Warshall’s circuits (Tompa, 1982). Thus, the extended games are (exponen- 
tially) more powerful than the original games on the Boolean circuits 
corresponding to these algorithms. 
Although it is easy to construct Boolean circuits for which an exponen- 
tial separation between the extended and original games can be shown, the 
results here are interesting because the circuits considered correspond to 
well-known algorithms for two natural problems. Another point of interest 
about the results in this paper is that they show that lower bounds based 
on the one-person pebble game are on the space required for an oblivious 
evaluation of circuits, but there may exist other small space evaluations 
that are not oblivious. Because of the relationship between the space in the 
one-person pebble game and the time in the two-person pebble game 
(Tompa, 1983), the same observation holds for small depth implementa- 
tions of Boolean circuits. 
Finally, the result that Warshall’s circuits have an efficient parallel 
implementation is of independent interest. As far as we know, this thas not 
been observed before. In this context, it may be noted that Warshall’s 
circuits have exponential degree unlike the Cocke-Kasami-Younger 
circuits which have polynomial degree. (Here, the degree measure refers to 
the algebraic degree of the formal polynomial computed by the circuit.) 
Thus known parallelization techniques such as the one by Valiant, Skyum, 
Berkowitz, and Rackoff (1983) do not seem to be applicable to Warshall’s 
circuits. 
2. PRELIMINARIES 
2.1. Boolean Circuits 
DEFINITIONS. A Boolean circuit G, with n inputs is a finite acyclic direc- 
ted graph with vertices having indegree zero or at least two and labelled as 
INTERPRETED PEBBLING 239 
follows. All vertices with indegree two (also called gates) are labelled either 
AND or OR. The input of the circuit is a set of 2n vertices of indegree zero 
labelled as X,, Xi, X,, X2, . . . . X,, X,,. All other vertices of indegree zero are 
labelled from the set (0, 1). Vertices with outdegree zero are called outputs. 
The size C(G,) of a circuit G, is the number of gates in G,. The depth 
of a vertex v in a circuit is the length of a longest path from any input to 
u. The depth of a circuit is the depth of its output vertex. 
Not including negation gates in the definition of a Boolean circuit is 
done with no loss of generality as there is a well known technique for 
simulating, with a doubling of size and no increase in depth, a Boolean 
circuit with negations by a Boolean circuit in which the negations appear 
only at the inputs. (See, for example, Goldschlager, 1977.) 
Let x = x, , . . . . X, be a length n bit string. The value of a vertex v of G,,, 
on input x, is defined as follows. If v is an input vertex labelled Xi, for some 
1 < i< n, the value of v is defined to be the bit xi. If v is an input vertex 
labelled Zj, for some 1 < i < n, the value of v is defined to be Xi, the com- 
plement of the bit x,. If u is a gate of type AND (OR), its value is defined 
to be the value of the Boolean function OR (AND) of its two inputs. The 
value of a circuit G,, on an input x, is defined to be the value of its output 
gate. The evaluation of a circuit G,, on some input .Y, consists of computing 
the value of the circuit on input x. 
Circuits when considered as language acceptors will be assumed to have 
only one output vertex. The language L, accepted by such a Boolean 
circuit G, is defined as the set of all input strings of length n on which G,, 
evaluates to one. A family of circuits is a sequence {G, 1 n = 0, 1, 2, . ..I. 
where the n th circuit G, has n inputs. The language L accepted by a family 
{G,) of circuits is defined as follows: L = IJ, a0 L,, where L, is the 
language accepted by the nth member G, of the family. 
3. THE PEBBLE GAMES 
3.1. The Uninterpreted One-Person Game 
The one-person pebble game models a deterministic evaluation of 
circuits. This game, which will be referred to as the uninterpreted one- 
person game, has found a wide range of applications in computer sience. 
The survey by Pippenger (1980) is an excellent source on this topic. 
This game is played on the vertices of a directed acyclic graph G 
according to the following rules: a pebble may be placed on a vertex iff all 
of its immediate predecessors have pebbles on them, and a pebble may be 
removed from a vertex at any time. Starting with a pebble-free graph, the 
goal is to pebble a certain vertex or a set of vertices at some time. 
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If G is a circuit computing some function, then a play of this game 
corresponds to evaluating this circuit as follows: placing a pebble 
corresponds to computing the value at a vertex of the circuit knowing the 
values of its inputs and storing it in a register, and removing a pebble 
corresponds to freeing a register. 
Resources. The space in this game is defined to be the maximum 
number of pebbles on the graph at any point in the game, and time is the 
number of pebble placements. 
3.2. The Uninterpreted Two-Person Game 
A two-person pebble game to model computations by alternating Turing 
machines was introduced by Dymond and Tompa (1985). This game, 
which will be referred to as the uninterpreted two-person game, when played 
on a Boolean circuit can be viewed as an alternating implementation of the 
circuit. 
This game is played on the vertices of a directed acyclic graph G by two 
players called the Challenger and the Pebbler according to the following 
rules. 
The Challenger begins the game by challenger any vertex. The game now 
proceeds in rounds with each round consisting of a pebbling move followed 
by a challenging move. In a pebbling move, the Pebbler picks up zero or 
more pebbles from vertices already pebbled and places pebbles on any non- 
empty set of vertices. In a challenging move, the Challenger either 
rechallenges the currently challenged vertex, or challenges one of the 
vertices that acquired a pebble in the current round. 
The Challenger loses the game at a vertex v if, immediately following the 
Challenger’s move, v is the currently challenged vertex and all immediate 
predecessors of v have pebbles on them. The Challenger loses the game if 
it loses at some vertex u. 
If G is thought of as a circuit computing some function, then a play of 
this two-person game corresponds to an alternating implementation of that 
circuit, in the following sense. A pebble placed on a vertex v by the Pebbler 
corresponds to existentially guessing the value computed at u. A move of 
the Challenger corresponds to universally verifying each of those guesses, 
plus the fact that those guesses lead to the correct value computed at the 
current challenged vertex. 
Resources. As in the case of the one-person game, the space used is the 
maximum number of pebbles on the graph at any point in the game, and 
the time used is the number of pebble placements. 
The game on a graph with n inputs is said to take space p(n) (time t(n)) 
if there is a winning strategy for the Pebbler such that, for all plays by the 
Challenger, the Pebbler uses at most space p(n) (time t(n)). 
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The time measure in the uninterpreted two-person pebble game is closely 
related to the space measure in the uninterpreted one-person pebble game. 
This reflects the relationship between alternating time and deterministic 
space in the case of Turning machines. 
LEMMA 1 (Tompa, 1983). If the uninterpreted two-person game can be 
played on a graph G in time T, then the uninterpreted one-person game can 
be played on G using T + 1 pebbles. 
This lemma is useful in translating lower bounds on space in the one- 
person pebble game to lower bounds on time in the two-person pebble 
game. In fact, we will use this result and prove only a lower bound on the 
number of pebbles needed for any uninterpreted one-person game on the 
considered circuit family. In the other direction, our upper bound 
arguments are for the interpreted two-person game. 
3.3. The Interpreted One-Person Game 
We will refer to the uninterpreted one-person game modilied to take into 
consideration the gate types of the circuit on which it is played as the 
interpreted one-person game. This game is essentially the same as a game 
known as the AND/OR pebble game. This game has been previously used 
to define complete problems for the class PSPACE (Lingas, 1978; Gilbert, 
Lengauer, and Tarjan, 1980) and the class P (Immerman, 1979; 
Sudborough, 1980). 
This game is played on a Boolean circuit G, together with its input x 
according to the following rules: 
l A pebble may be placed on an input vertex if its value is one. 
l A pebble may be placed on an OR gate if at least one of its 
immediate predecessors has a pebble on it. 
l A pebble may be placed on an AND gate if all of its immediate 
predecessors have pebbles on them. 
l A pebble may be removed from a vertex at any time. 
The player wins the game if, starting from a pebble-free graph, it can 
place a pebble on the output gate of the circuit G, in a finite number of 
moves. It is easy to verify that the player in this game has a winning 
strategy on the circuit G, with input x iff the circuit evaluates to one on 
input X. 
A circuit G, is said to be pebbleable in the one-person interpreted game 
in space p(n) (time t(n)) if, for all XE L of length n, there is a strategy for 
the player that uses at most p(n) pebbles (t(n) time). 
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3.4. The Interpreted Two-Person Game 
The uninterpreted two-person game was extended by Venkateswaran 
and Tompa (1989) in two ways. One extension to the game takes into 
account the types of the gates of the circuit on which the game is played. 
The second extension incorporates duality between the two players. This 
extended two-person game, called the dual interpreted game, was used by 
Venkateswaran and Tompa (1989) to characterize two natural parallel 
complexity classes. In this paper, we will be concerned with the first men- 
tioned extension of the uninterpreted game, namely considering the types 
of the gates of the circuit on which it is played. We will refer to this 
modified game as the interpreted two-person game. 
This game is played by two playes called Player 1 and Player 0 
on a Boolean circuit G, together with its input x. The rules of the game, 
as given below, are analogous to those of the uninterpreted game with 
Player 0 acting as the Challenger and Player 1 acting as the Pebbler. The 
modifications show up in the winning/losing conditions. 
Player 0 begins the game by challenging an output vertex. The game 
now proceeds in rounds with each round consisting of a pebbling move 
followed by a challenging move. In a pebbling move, Player 1 picks up 
zero or more pebbles from vertices already pebbled and places pebbles 
on any nonempty set of vertices. In a challenging move, Player 0 either 
rechallenges the currently challenged vertex, or challenges one of the 
vertices that acquired a pebble in the current round. 
Player 1 wins the game if, immediately following Player O’s move, the 
current challenged vertex is an input with value one, or an OR gate at least 
one of whose immediate predecessors is pebbled, or an AND gate both of 
whose immediate predecessors are pebbled. Player 0 wins the game if 
Player 1 cannot win in a finite number of rounds. 
It is easy to verify that Player 1 in this game has a winning strategy on 
the circuit G, with input .Y iff the circuit evaluates to one on input x. 
A circuit G, is said to be pebbleable in the two-person interpreted game 
in space p(n) (time t(n)) if, for all inputs on which G, evaluates to one, 
there is a strategy for Player 1 such that, for all plays by Player 0, 
Player 1 wins using at most p(n) pebbles (t(n) time). 
3.5. A Relationship between the Uninterpreted and Interpreted Games 
We now show a simple relationship between the interpreted games on a 
circuit given an input that it accepts, and the uninterpreted games on a 
certain subgraph of the circuit defined by that input. This uses the notion 
of accepting subtrees for Boolean circuits. 
Accepting Subtrees (Venkateswaran and Tompa, 1989). We define 
accepting subtrees for Boolean circuits by analogy to the notion of 
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accepting subtrees for alternating Turing machines (Ruzzo, 1980). This is 
done by considering the tree-equivalent T(G) of a circuit G, obtained by 
modifying it so that every vertex in T(G), except its output, has outdegree 
one, and T(G) accepts the same language as G. Let x E L be of length n. An 
accepting subtree H of a circuit G on input x is a subtree of T(G), its tree- 
equivalent, defined as follows: 
. H includes the output gate, 
l for any AND gate z, included in H, all the immediate predecessors 
of v in T(G) are included as its immediate predecessors in H, 
l for any OR gate u included in H, exactly one immediate predecessor 
of v in T(G) is included as its only immediate predecessor in H, and 
. any vertex of indegree zero included in H has value one as deter- 
mined by the input X. 
It can be shown, by a straightforward application of the definition of an 
accepting subtree, that a Boolean circuit G evaluates to one on input x if 
and only if there exists an accepting subtree of G on input X. 
Lemma 2 below shows a relationship between the interpreted two-person 
game played on a circuit given an input that it accepts, and the uninter- 
preted two-person game on an accepting subtree of the circuit on that 
input. 
LEMMA 2. Let G be a Boolean circuit that evaluates to one on input x. 
Then Plaver I can win in the interpreted two-person game on G together with 
.x using space p and time t if there is some accepting subtree H of G on input 
x such that the Pebbler can win in the uninterpreted two-person game on H 
with space p and time t. 
ProoJ: Let G evaluate to one on input x. Let H be an accepting subtree 
of G on which the Pebber can win the uninterpreted two-person game 
using space p and time t. Consider the interpreted two-person game on G 
with input x. A winning strategy for Player 1 that uses no more than p 
pebbles and t steps is to simulate the moves of the Pebbler in the uninter- 
preted game on H. Thus, Player 1 pebbles a gate whenever any of its copies 
in H are pebbled, and removes the pebble from a gate whenever all of its 
copies in H become pebble-free. 
That Player 1 wins on G in the same round as the Pebbler would win 
in the uninterpreted game on H follows from the definition of an accepting 
subtree and the rules of the two games, as follows. If the Challenger loses 
at an input of H in the uninterpreted game, then the corresponding input 
in G must evaluate to one, so Player 1 wins in the interpreted game. If the 
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Challenger loses at an OR gate u of H in the uninterpreted game, it must 
be because the child of u in H has a pebble on it. In this case, the gate in 
G corresponding to the child of u in H is also pebbled in the interpreted 
game, so Player 1 wins in the interpreted game. Finally, if the Challenger 
loses at an AND gate u of H in the uninterpreted game, then both inputs 
of the corresponding AND gate in G are pebbled in the interpreted game, 
so Player 1 wins in the interpreted game. 1 
A relationship between the interpreted and the uninterpreted one-person 
games analogous to the two-person case of Lemma 2 is expressed in the 
lemma below. The proof of this lemma is an easy adaptation of the above 
proof and is omitted here. 
LEMMA 3. Let G be a Boolean circuit that evaluates to one on input x. 
The player can win in the interpreted one-person game on G together with x 
using space p and time t if there is some accepting subtree H of G on input 
x which can be pebbled in the uninterpreted one-person game with space p 
and time t. 
4. Two ALGORITHMS FOR WHICH INTERPRETED PEBBLING HELPS 
It is easy to construct examples of circuits for which the interpreted 
games are exponentially more powerful than the corresponding uninter- 
preted versions. We show in this section that Boolean circuits for two 
natural problems have this behavior. 
The upper bounds on time to play the interpreted two-person game on 
the considered circuits are based on an efficient pebbling of binary trees in 
the uninterpreted two-person game (see Lemma 5 below). This pebbling of 
binary trees is a pebbling reformulation of the technique used by Ruzzo 
(1980) to simulate space and tree-size bounded alternating Turing 
machines by space and time bounded alternating Turing machines (see also 
Venkateswaran and Tompa, 1989). This technique is based on a tree- 
cutting lemma (see Lemma 4 below) that was first used by Lewis, Stearns, 
and Hartmanis (1965) to show that context-free languages are recognized 
by deterministic Turing machines using space O(log’ n). 
LEMMA 4. Let T be a tree with N vertices, each of which has at most two 
children. Then there is a vertex s of T such that the subtree rooted at s has 
p vertices, where N/3 <p c 2N/3 + 1. 
(For a proof of this lemma, see Lewis, Stearns, and Hartmanis (1965), 
or Hopcroft and Ullman (1969).) 
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LEMMA 5. Let T be a tree with N vertices, each of which has at most two 
children. Then the uninterpreted two-person game on T can be played with 
0( 1) pebbles and O(log N) time. 
(For a proof, see Venkateswaran and Tompa, 1989.) 
We first define a Boolean circuit family that corresponds to the Cocke- 
Kasami-Younger algorithm for context-free language recognition and 
show that at least a linear number of pebbles are required to play the unin- 
terpreted one-person game on these circuits. The contrast with the inter- 
preted version will then follow by the observation that these circuits have 
polynomial size accepting subtrees. Second, we consider a Boolean circuit 
family that corresponds to Warshall’s algorithm for transitive closure and 
show that these circuits have polynomial size accepting subtrees. By a 
result of Tompa (1982), a linear number of pebbles are required to play the 
uninterpreted one-person game on these circuits. 
4.1. The Cocke-Kasami- Younger Circuits 
Let G be a context-free grammar over the alphabet (0, 1 j and let G be 
in Chomsky normal form. Although the alphabet set is restricted to be 
(0, l} to simplify the presentation of a circuit family that accepts the 
language generated by G, the resulting circuits have sufficiently rich struc- 
ture to demonstrate the characteristics of context-free language recognition, 
in particular a linear lower bound on the time to play the uninterpreted 
game on them. 
Given a string x = xi, . . . . x, of length n, let xii denote the substring 
xi, . . . . xi of x. The Cocke-Kasami-Younger dynamic programming algo- 
rithm decides whether x is in the language generated by G. It does this by 
determining for each i (1~ i d n) and for each j (n > j 3 i) and for each 
nonterminal A whether A !!$. xij. This algorithm can be described induc- 
tively as follows. (See Hopcroft and Ullman, 1979; Ruzzo, 1980.) 
For j=i, A 9 xij if and only if A + xi is a production in G. For j > i, 
A 9 xii if and only if there is some production A + BC in G and some 
integer k, id k < j such that B 9 xik and C 9 xk+ ,, j. Finally, the 
membership of x in the language defined by G is determined by checking 
whether S 4 x,,,. 
For a fixed grammar G, a Boolean circuit family (G,} that accepts the 
language generated by G can be derived from this algorithm. The nth mem- 
ber G, of such a circuit family is described below. 
A gate in the circuit G, has one of the following forms: 
l [A, i, j], for some nonterminal A and integers i and j such that 
1 < i < j < n. This is an OR gate that evaluates to one on input x if and 
only if A 4 x,,. 
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l [B, C, i, j, k], for some integers i and j such that 1 d i < j < n, for 
all pairs of nonterminals B and C for which A + BC is a production for 
some nonterminal A, and for some integer k such that i < k < j. This is an 
AND gate that has two inputs [B, i, k] and [C, k + 1, j], and it evaluates 
to one on input x if and only if B 2&. x,~ and C 2, .xk+ ,. j. 
The output gate is [S, 1, n], where S is the start symbol in the gram- 
mar G. The inputs to a gate of the form [A, i, j] are, for i <j, all gates 
of the form [B, C, i, j, k], where i < k < j and A -+ BC is a production in 
the grammar. The gate [A, i, i] has a single input which is one of the 
following: 
l the constant 1 if both the productions A + 0 and A -+ 1 are in the 
grammar, and the constant 0 otherwise, 
l Xi, the ith input if A + 1 is a production in the grammar, 
l x,, the negation of the ith input if A + 0 is a production in the 
grammar. 
For each context-free grammar in Chomsky normal form, there is one 
such Boolean circuit family that can be derived from the Cocke-Kasami- 
Younger algorithm. The objective here is to show that there is a context- 
free grammar for which the uninterpreted game on the corresponding 
circuits takes at least linear time. 
Consider the grammar G with a single nonterminal C, the terminal 
alphabet (0, 1) and the productions C -+ CC and C + 1. It should be noted 
that, for each n, the language generated by the grammar G has a single 
string, namely 1”. That is, the corresponding circuits in the family compute 
the AND function. The construction, as described above, of the n th member 
G, of the circuit family (G,} corresponding to this grammar is presented 
below. This circuit is quite similar to the graphs corresponding to some 
other dynamic programming algorithms for problems such as optimum 
binary search trees (Aho, Hopcroft, and Ullman, 1974). The general circuit 
described above will be referred to as a CFL-circuit to distinguish it from 
the circuit referred to as a DP-pyramid below. 
In describing this circuit, a gate of the form [C, i, j] will be denoted as 
Ci, j, and a gate of the form [C, C, i, j, k] will be denoted as C: j. 
There are three types of vertices: OR, AND, and input vertices. The 
input vertices are labeled Ci.i for 1 d i < n. All non-input vertices in G, have 
indegree at least two. Given two vertices labeled C+ and C, + l,j for some 
i, j, k in the range 1 < i < k < j < n, there is an AND vertex labeled Cfl, with 
these two vertices as immediate predecessors. The j- i AND vertices Cfii 
for if k < j- 1 form the inputs of an OR vertex labeled as C,.,. 
This circuit will be referred to as a DP-pyramid. The DP-pyramid 
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FIG. 1. DP-pyramid 
for n = 4 is shown in Fig. 1. Note that in these circuits the OR gates have 
fan-in at least two while the AND gates have fan-in two. 
THEOREM 6. The uninterpreted one-person game on the DP-pyramid G, 
with n inputs requires Q(n) space. 
Proof. A subgraph of the given DP-pyramid will be picked and the 
lower bound will be proved for this subgraph. The theorem then follows by 
the simple fact below. 
Fact 7. Let G= (V, E) be a graph with bounded indegree. Let 
G’ = (I/‘, E’) be a subgraph of G. Then, if any vertex of G can be pebbled 
with p pebbles in the uninterpreted one-person game, then any vertex of G’ 
can be pebbled using at most p pebbles in the uninterpreted one-person 
game. 
(1) A subgraph of a DP-pyramid is picked level by level as described 
below. Level zero consists of the input vertices. At level S, 1 <s < II, for all 
i and j such that 0 < i < j < n and j - i = S, retain from the original graph 
only the following vertices and the edges between them: Ci.j, Ci!j, C!,J ‘. 
This causes the deletion of (j- i- 2) AND vertices C:T ‘, . . . . C-1;‘. For 
643/92i?-8 
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j- i2 2, for the AND vertex Ci,j delete the edge from its immediate 
predecessor C,i. Similarly, for j - i 3 2, for the AND vertex C{,y ’ delete the 
edge from its immediate predecessor C,,. Note that at any level both OR 
and AND vertices are included. Let the subgraph so picked be denoted as 
H,. See Fig. 2 for the subgraph H, corresponding to the DP-pyramid G, 
shown in Fig. 1. 
(2) The lower bound proof for the graph H, follows an argument that 
was first used by Cook (1974) to prove such a lower bound for a class of 
graphs called pyramid graphs. Initially, all paths from inputs to C,,, are 
pebble-free. When C,,, is pebbled no paths from inputs to Cl,, are pebble- 
free. Consider the first move that results in every such path having a 
pebble. This must involve pebbling an input vertex of a path p that was 
pebble-free just before this move. Now, consider the set P, of vertices in 
path p consisting of the input vertex, the AND vertex at level 1, and the 
n - 2 OR vertices above level 1. With each vertex x E P,, there is associated 
a unique path p.y that coincides with p in the segment from Cl., through 
x and disjoint from p in the segment from x to an input vertex. Further- 
more, these n paths can be so picked that they are also disjoint from each 
other on the segments not in p. It must be true at this point that not two 
c22 c33 
FIG. 2. Pyramid in a DP-pyramid. 
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of these n disjoint paths can share a pebble. This is because, they can have 
no input vertex in common, any non-input vertex that is common to them 
must be a vertex in the pebble-free path p, and the considered move 
involves pebbling an input vertex. Therefore, after this move at least II 
vertices must have pebbles on them. 1 
COROLLARY 8. The uninterpreted two-person game on the DP-pyramid 
G, with n inputs requires Q(n) time. 
Proof This follows from the above theorem and Lemma 1. 1 
THEOREM 9. Let G be a fixed context-free grammar in Chomsky normal 
form and let (G,} be the family of CFL-circuits that accept the language 
generated by G. Given an input string x of length n in the language, the inter- 
preted two-person game on G, can be played in O(log n) time using a 
constant number of pebbles (the player in the interpreted one-person game 
on G, can win using O(log n) space). 
Proof: There is an accepting subtree H of G, on input x that is a binary 
tree of linear size. (Actually, this corresponds to a parse tree for x.) From 
Lemma 2 above, Player 1 can win the interpreted two-person game in 
space p and time t if the Pebbler can win the uninterpreted two-person 
game on this accepting subtree within these resources, That the Pebbler 
can so win in the uninterpreted two-person game follows from Lemma 5. 
The one-person version can be proved similarly using Lemmas 1, 3, 
and 5. 1 
4.2. THE WARSHALL CIRCUITS 
Let A be an order n Boolean matrix. Warshall’s algorithm to compute 
the transitive closure A* of A is given below (see, for instance, Aho, 




k k 1 k I k 1 C,t C,- OR (C, AND C, ); 
Here I is the order n identity matrix. 
A Boolean circuit family {G,} corresponding to this algorithm can be 
defined in a straightforward manner. Let m = n2. The non-input vertices in 
G, are labeled as either Ci or Cij for 1 < i, j, k Q n. The input vertices are 
labeled as C; for 1 < i, j < n. The vertices labeled Cl for 1 < i, j < n are out- 
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put vertices. A vertex labeled Ci for 1~ i, j, k < n is an OR vertex with two 
inputs: Ci- ’ and Cij. A vertex labeled Ckj for 1 d i, j, k d n is an AND 
vertex with two inputs: Ct.-’ and C$:‘. 
Tompa (1982) has shown that the Warshall circuits require at least a 
linear number of pebbles in the uninterpreted one-person pebble game. 
LEMMA 10. Let A be an order n Boolean matrix. Let m = n2. Let G, be 
the Warshall circuit that computes the transitive closure of order n Boolean 
matrices. On input A, a vertex labeled C; for 1 < i, j 6 n in G, evaluates to 
one if and only if there exists a polynomial size accepting subtree of G, 
rooted at Cz.. 
Proof. It is clear that the existence of an accepting subtree rooted at C; 
on input A guarantees that C; evaluates to one. 
In the other direction, let H denote the directed graph with vertex set 
{ 1, 2, . . . . n> and adjacency matrix A. Let C; evaluate to one on input A for 
some 1 < i, j < n. Then there is a simple path P from vertex i to vertex j in 
the graph H. Let k be the maximum intermediate vertex along this path for 
some 1 <k < n. Then in the circuit G, the vertices C$, for all k d q <n, will 
evaluate to one. An accepting subtree rooted at C% begins as a chain of 
vertices from Cg. to C$. 
Now the path P can be divided into two segments P, and P, such that 
P, is a directed simple path from vertex i to vertex k and P, is a directed 
simple path from vertex k to vertex j. All intermediate vertices in these two 
segments will be at most k - 1. Therefore, the vertices C&- ’ and Cf,: ’ in 
the circuit G, will evaluate to one. Hence, the AND vertex Cij will also 
evaluate to one. The child of Cz in the accepting subtree being constructed 
will be the vertex C% which, in turn, has as its children in this tree the two 
vertices CfkP1 and Ci,:‘. Note that the paths P, and P2 do not share any 
vertices. We can repeat the argument above for the vertices CzP ’ and Ci,: ’ 
to obtain a binary tree that is an accepting subtree of G, rooted at C;. 
The accepting subtree so constructed has polynomial size since all its 
vertices have distinct labels. 8 
Theorem 11 below now follows as in the case of Theorem 9. 
THEOREM 11. Let A be an order n Boolean matrix and let the (i, j)th 
entry of its transitive closure be one for some 1 < i, j < n. Let m = n2. Let G, 
be the Warshall circuit that computes the transitive closure of order n 
Boolean matrices. On input A, with the initial challenge on Ci. of G,, Player 
1 can win the interpreted two-person game in O(log n) time using a constant 
number of pebbles. (On input A, the player in the interpreted one-person 
game on G, can win using O(log n) space). 
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5. CONCLUDING REMARKS 
We have considered one-person and two-person pebble games on 
Boolean circuits that take into account the gate types. These extended 
games are useful in discovering new parallel implementations of sequential 
algorithms. The result about the Warshall circuits in this paper is an exam- 
ple of such a parallelization. One direction for furter research is to identify 
natural problems and algorithms for these problems which can be 
parallelized in this manner. It would also be interesting to identify natural 
circuits which are hard for interpreted pebbling. 
Finally, we note that the result that the Warshall circuits have polyno- 
mial size accepting subtrees shows an asymmetry between the tree-size and 
the degree measure for Boolean circuits. It is known that polynomial size 
circuits with polynomial degree have polynomial size accepting subtrees 
(Venkateswaran, 1987). But, as exemplified by the Warshall circuits, it is 
not necessary that the degree should be polynomial for accepted subtrees 
to be polynomial. This is interesting because in the case of homogeneous 
Boolean circuits degree and accepting tree size can be seen to be polyno- 
mially related. (A Boolean circuit is homogeneous if all inputs of all OR 
gates in the circuit have the same degree.) 
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