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本稿では，量子生命情報研究部門（以下
QBIC）でのアルゴリズムについての研究と
最近の成果（図１）について，なるべく分か
りやすく説明しようと思います。数式や専門
的な語句を登場させないように気をつけるの
で，そのために少し正確さが欠けることや，
回りくどい表現があることをご容赦下さい。
QBICは，量子，生命，情報という３つの
分野の研究者が集まって横断的に知恵を出し
合い，基礎的で未解決な問題について取り組
む研究部門です。一見，まとまりのないよう
に見える３分野ですが，表層を剝ぎとった下
には，ある共通したものの見方があることが
分かりました。それは大矢（QBIC前部門長）
により提唱された適応力学というものです。
この詳細な説明は本稿では行いませんが，エ
ッセンスだけを書くと，物や事のありさま
は，それ自体とその環境とによって影響され
る性質を持つことがある，ということで，具
体的な事柄で例を示すと，ケーキを食べる前
に砂糖をなめると，なめていないときと比べ
て少し甘くないように感じられたり，宝くじ
の１等の賞金が10億円くらいに高いと，当た
りが１本しかないときでもつい買ってしまう
ようなことを，数学的に取り扱うことができ
る理論です。 
さて，この適応力学をもとにして，アルゴ
リズムについてどのような研究を行っている
か説明する前に，アルゴリズムについて簡単
に説明します。
問題を解決するための簡単な手順の集まり
をアルゴリズムと言います。例えば，部屋の
整理整頓をするとき，まず先に整理，すなわ
ち物を捨てることをして，次に整頓，すなわ
ち物の場所を決めて収納するという順
序になり，これが逆だったらうまく行
きません。また，本棚の整理はいろい
ろなアルゴリズムがあって，それぞれ
かかる時間が異なり，興味深いので少
し詳しく説明します。
まず本棚から本をすべて出した状況
から始めます。この本の山を題名のア
ルファベット順（AからZ）で本棚へ
並べ直します。まずひとつ目のアルゴ
リズム１では，
１ ．すべての本について２を繰りかえ
す
２．本棚にある本と１冊ずつ見比べて 図１　研究の流れ
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　どこに入るか決めて，収める
という手順で実行します。ごく普通のやり方
だと思いますが，これにかかる実行時間は本
の数をN とするとおおよそN（繰り返す回数）
×N（２の実行）ステップだけかかります。す
なわち，100冊だと10,000ステップです。
次に，ちょっと変わったアルゴリズム２を
考えます。
１ ．それぞれの本の山が１冊ずつになるまで
２を繰り返す
２ ．山の中央のアルファベットを適当に決
め，２つの山にわける
この場合，まずAからZの中央を適当に決
めます。例えばNとMの間としたとき，山を
AからNのものと，MからZの２つに分け，
それぞれの山について，また中央を決めて，
全部の山が１冊ずつになれば出来上がりで
す。このときの実行時間はおおよそ，log10 N
（繰り返し回数）×N（２の実行）になります。
100冊だと２×100＝200になります。適当に
中央を決めるときに非常にまずい具合になら
なければ，アルゴリズム２はとても速いやり
方です。
このようなアルゴリズムを確率的アルゴリ
ズムと言いますが，なぜ適当に決めるような
ものが，よく考えられたものより速いのかと
いうのは，とても興味深いテーマです。ま
た，現在の情報セキュリティの根幹を支える
素数判定アルゴリズムも，確率的アルゴリズ
ムで構成されています。
次に，量子力学とアルゴリズムの関係につ
いて説明します。
量子とはPlanckの発見したプランク定数
のことで，位置，運動量，エネルギー等の量
が量子の倍数の値しか取らない物理学を量子
力学といいます。量子力学とアルゴリズムを
結びつける研究は，計算機と発熱の関係につ
いての研究が発端となりました。
計算機にはCPUという演算を行う部分が
入っています。計算はCPUの回路の電荷の
やり取りで行われるので，そのために発熱し
ます。速度向上のため集積化が進んだ現在の
CPUでは，単位面積あたりの発熱量はロケ
ット噴射口や太陽の表面と同じ程度のものに
なってしまいました。このままではCPUの
冷却が難しくなり，さらに熱からの回路への
ノイズなどの影響で，計算を高速に正しく行
うことができなくなります。この発熱を計算
と関連づけた議論がLandauerらによって行
われ，情報の変化＝発熱という結論に達しま
した。例えば，１（入力１）＋０（入力２）＝１
（結果）という計算を考えると，結果の１だ
けから，入力１と入力２は１，０という組み
合わせか，０，１という組み合わせかを特定
することができません。これを計算の非可逆
性といいます。このとき失われた入力に関す
る情報が発熱の原因であると結論しました。
とても粗い議論であったため，現在では受け
入れられないとする見方もありますが，これ
を発端として量子計算が考えられるようにな
りました。
量子力学では，理想的な状況であれば以前
の状態に戻すような状態変化も可能であるた
め，これを応用すれば，可逆な計算，すなわ
ち発熱のない計算が可能であるという研究が
なされました。
量子力学を原理として動作する計算機を量
子計算機といいます。我々の研究グループで
は，量子計算機で実行可能なアルゴリズムに
ついての理論的研究を1990年代より行ってい
ます。このころ，Shorにより素因数分解の
量子アルゴリズムが提案されました。この研
究では，量子計算により素因数分解が非常に
速い時間で解かれるということが示され，こ
れにより現代の情報セキュリティに大きな不
安が広がり，その後の量子暗号の研究などに
繋がっていきました。発熱の問題を解決する
ために考案された量子計算でしたが，いつの
まにか計算速度の向上を目的とする研究が多
く見られるようになり，量子計算機＝高速と
20 理大 科学フォーラム　2016（6）
いうイメージもだいぶ浸透しているのではな
いでしょうか。
しかしながら，量子計算といままでの計算
の速度の比較を行うための統一的な数学的枠
組みはあまりなく，ミクロな対象からマクロ
な情報を引き出すメカニズムが未解明であっ
たり，量子論特有の現象についての基礎的問
題が未解決のままであるなど，不完全なもの
であるため，我々は新しい計算理論の構築と
計算の複雑さの数理的取り扱いをテーマに
QBICで研究を行ってきました。
我々は一般化Turing機械（人間がどのよう
に計算するかを数理モデルにしたTuring機械
を，量子計算などにも拡張した数理モデル）と
いう数理的枠組みを提案し，そのもとで量子
アルゴリズムと現在のアルゴリズムを記述
し，統一的な視点で計算量の評価を行いまし
た。さらに幾つかの難問（セールスマン巡回
問題，SAT問題など解くのに時間のかかる問
題）について大矢とVolovichは量子アルゴリ
ズムを提案し，そこでは，いままでのアルゴ
リズムと比較し短いステップ数で，さらに高
い確率で解くことができることを示しまし
た。
我々の提案した量子アルゴリズムには大き
な特徴があり，いかにして正解の確率を向上
させるかというところにカオスの考え方を応
用したもので，最近の研究では具体的な実験
系でのパラメータ条件なども導出され，実現
に向けて一層の進捗がみられました。
まとめると，量子力学を動作原理とした量
子計算機のアルゴリズムを量子アルゴリズム
といい，これは前述の確率的アルゴリズムで
用いられる確率過程を量子確率論でおきかえ
た量子確率的なアルゴリズムととらえること
ができます。したがって，その目指すところ
は，量子力学をうまく使うことで，いまのア
ルゴリズムより速く，高い確率で問題を解く
方法を導き出す，ということになります。
次に生命とアルゴリズムの関係について説
明したいと思います。これまでの研究で，量
子アルゴリズムについて従来の理論を含んだ
数学的枠組みを提案し，さまざまな問題につ
いての有用なアルゴリズムを開発，評価する
準備が整ったため，いよいよQBICの根本的
なテーマの一つである，生命についての数理
的理解について研究を行うことができるよう
になりました。
我々は，まずアミノ酸配列についての基本
的な操作である整列化についての量子アルゴ
リズムの開発を行い，従来からの難問である
マルチプルアライメント（読み取った何本か
の長さの異なるアミノ酸の配列に対して，共通
の祖先を持つと考えられる部分を推定し，必要
に応じてギャップを挿入して長さを揃え並べ直
す操作）について高速なアルゴリズムを提案
しました。さらに，タンパク質畳み込み（生
体内で作られたアミノ酸が他のアミノ酸と結合
しタンパク質を形成していく過程で，連結が長
くなるにつれ折りたたまれ，複雑で立体的な構
造となり，特別な機能を獲得してゆく現象）に
ついての分子動力学を基にした数理モデルの
計算の高速化を行う量子アルゴリズムを開発
し，生命情報の分野でも一定の効果があるこ
とが分かりました。
次の段階として，これらの量子アルゴリズ
ムから得られた知見を現在の計算機でのアル
ゴリズムへ応用し，さらなる改良を考えてい
ます。また，最近の研究では，光合成の数理
モデルについての研究も行われています。
2010年にColliniらによって，量子力学を用
いた光合成の数理モデルが提案され，そこで
は量子効果を上手く使うことによりエネルギ
ーの伝送効率を高めていることが報告されて
います。しかしながら，非常に粗い見積もり
を行っているため，量子効果がなぜ伝送効率
を高めているかの明確な因果関係が見られま
せんでした。我々は，厳密な解析を行い，こ
のモデルにおけるエネルギー効率向上のため
の条件の導出に成功しました。この研究は，
21理大 科学フォーラム　2016（6）
ひょっとして量子計算機の電源は光合成にな
るかもしれないという可能性を含んでおり，
非常に興味深い結果です。
この研究は，量子計算の枠組みをもとにし
て，それを生命情報の研究に応用したもの
で，こういった融合研究はQBICでの研究の
特色の一つであると思われます。また，この
ような基礎研究を継続することで副産物とし
て得られた，暗号理論における研究がありま
す。我々の用いている数学は少し特殊なもの
もあり，これらを用いて暗号理論について一
旦基礎的な部分まで立ち返り再考してみるこ
とで，現在広く用いられている方法とは異な
るアプローチで暗号理論を構成することがで
きました。
暗号理論は実に古い歴史があり，有名なシ
ーザー暗号など古代ローマ帝国の時代にもす
でに使われていました。現在，安全とされる
ワンタイムパッド暗号（暗号化に使う鍵を，
毎回ランダムに選び，１回限りで使い捨てにす
る暗号方式）は1919年Vernamの発明をもと
にして作られました。しかし当時は安全に秘
密鍵を分配する方法がないことと，ランダム
な数字の列を生成する方法が難しかったた
め，実用化はされませんでした。1949年に
ShannonによりVernam暗号が理論的に安全
であること，1976年にDiffieとHellmanによ
り離散対数問題（互いに素な二つの数a，pが
与えられた時，aをx乗したものをpで割った時
の余りが１となる自然数xを求める問題）をも
とにした秘密鍵の共有の方法が発明され，さ
らに1977年にRivest，Shamir，Adle manによ
り素因数分解をもとにしたRSA暗号として
知られる鍵配送の方法が発明され，幾つかの
擬似乱数生成アルゴリズムが発明されること
などが関連して，現在の暗号が構成されるに
至っています。
でき上がった暗号に対する評価の方法は
Shannonの完全守秘性などの研究を初め，統
計テストなど無数にありますが，逆にどのよ
うに作れば，それらのテストをパスする安全
な暗号が構成できるのかは現在も示されてい
ません。例えば，美味しい料理は食べれば分
かるし，レシピもたくさんありますが，そも
そもどうすれば美味しくなるのかということ
は難しい問題です。
我々はQBICに属するイタリアの研究者
Accardi，Regoliらと共同で，現在のレシピ
が無数にある暗号の状況に対して，原理的な
方向から理論を再構成しました。15年ほどの
研究の後，擬似乱数生成アルゴリズムと公開
鍵共有プロトコルのアルゴリズムを提案する
ことができました。これらは共に従来のもの
より多くの自由なパラメータを持ち，さまざ
まな状況に対してそれぞれ別個に異なる効果
的な暗号を提供することができるもので，速
度も速く，軽量であるという実験結果も得ら
れています。これらは，量子アルゴリズムで
はなく，量子力学で用いられている数学を応
用した通常のアルゴリズムであるため，一般
的な計算機で実行できるものです。通常の計
算機だけでなく，モバイル環境や小型の IC
等にも実装を行い，現在あるさまざまな統計
テストや攻撃法について検証を行いました。
これらの結果から特許として認められたた
め，それをもとに現在製品開発を行っていま
す。従来の暗号より，強く，速く，軽いもの
という目標で広く社会に役立つような成果が
提供できればと思っています。
数学の基礎研究は一見すると地味で分かり
にくいものですが，その数学の力として，見
えないものを見えるようにすること，一般化
して他へ応用することなどが，QBICのさま
ざまな分野の研究者の協力でうまく相互作用
して，成果に結びついているように思われま
す。平成28年３月31日でQBICの部門として
の研究はいったん閉じられましたが，今後も
引き続いて得られた成果をもとにした応用研
究，社会還元，教育などへ向けた研究を行っ
ていきたいと考えています。
