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Seasonal inﬂuenza has considerable impact around the world, both economically and in mor-
tality among risk groups, but there is considerable uncertainty as to the essential mechanisms
and their parametrization. In this paper, we identify a number of characteristic features of
inﬂuenza incidence time series in temperate regions, including ranges of annual attack
rates and outbreak durations. By constraining the output of simple models to match these
characteristic features, we investigate the role played by population heterogeneity, multiple
strains, cross-immunity and the rate of strain evolution in the generation of incidence time
series. Results indicate that an age-structured model with non-random mixing and co-
circulating strains are both required to match observed time-series data. Our work gives
estimates of the seasonal peak basic reproduction number, R0, in the range 1.6–3. Estimates
of R0 are strongly correlated with the timescale for waning of immunity to current circulating
seasonal inﬂuenza strain, which we estimate is between 3 and 8 years. Seasonal variation in
transmissibility is largely conﬁned to 15–30% of its mean value. While population hetero-
geneity and cross-immunity are required mechanisms, the degree of heterogeneity and
cross-immunity is not tightly constrained. We discuss our ﬁndings in the context of other
work ﬁtting to seasonal inﬂuenza data.
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1. INTRODUCTION
Seasonal inﬂuenza causes signiﬁcant levels of morbidity
and mortality around the world each year, yet its
dynamics and the annual sequence of pathogen subtypes
are hard to predict [1]. Understanding the mechanisms
underlying the annual behaviour of inﬂuenza and their
sensitivity to parameters is important for the forecasting
and control of seasonal epidemics and also in assessing
the effect of the introduction of novel antigenic strains.
The 2009 H1N1 pandemic is a recent example [2].
The initial outbreak of this novel H1N1 strain occurred
in spring and summer, ‘out of season’ in the Northern
Hemisphere. Uncertainty with regard to intensity of
transmission during summer substantially complicated
forecasting of the likely trajectory of the epidemic over
the following months.
Many respiratory transmissible diseases exhibit sea-
sonal epidemics. Annual periodic forcing causes a wide
range of oscillatory epidemic behaviour, as illustrated
by incidence rates for measles and pertussis [3–5]. The
source of seasonal forcing in those cases is largelyattribu-
ted to annual variations in the intensity of contact
between children, but a range of other mechanisms have
been proposed. In the case of inﬂuenza, two recent hypo-
theses have centred on variation in vitamin D levels and
air humidity [6,7].
Inﬂuenza dynamics are additionally complicated
by considerable antigenic diversity in human inﬂuenza
viruses. Within each of the two inﬂuenza A subtypes
(H3N2 and H1N1) co-circulating prior to 2009, continual
evolution selecting forantigenic novelty was seen [8]. The
dynamics of intra-subtype evolution is characterized by
relatively stable strains periodically replaced by anti-
genically distinct types in punctuated evolution events
[8–10].Inaddition,thereisevidenceofimmune-mediated
competition between subtypes [10]. These mechanisms
combine to generate complex seasonal behaviour, featur-
ing a range of annual attack rates (AARs) and epidemic
durations and alternating sequences of dominant annual
subtypes and strains [11]. Detailed and computationally
intensive simulations are required to fully integrate the
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iour [10,12]. However, strain-speciﬁc data with sufﬁcient
temporal resolution to ﬁt such a model are not available.
We therefore adopt a simpliﬁed description here and
model two weakly interacting subtypes, with evolution
within each subtype being represented by a gradual
lossofimmunityofthepreviouslyexposedhostpopulation,
a so-called SIRS (susceptible–infected–recovered–
susceptible) model. While use of SIRS models to represent
intra-subtypeevolutionisnotuncommon[13–15],previous
models of inﬂuenza time series have not accounted for
dynamics generated by multiple interacting subtypes.
In this paper, we identify a set of key features char-
acterizing seasonal inﬂuenza-like illness (ILI) incidence
time series and use these to deﬁne information measures
for the distance between a transmission model and
empirical observations. Use of summary statistics
(rather than attempting to directly ﬁt models to time-
series data) adds robustness to variations in reporting
(much ILI is not even caused by inﬂuenza) and short-
term ﬂuctuation in the incidence data. Our aim is not
to precisely match the incidence time series, but to
ﬁnd broad regions of parameter space which are consist-
ent with the characteristics of seasonal ﬂu epidemics
and hence identify which epidemiological mechanisms
are essential and acceptable ranges for their parameters.
For this purpose, an elaborate model and detailed data
are not necessary.
We use the following features of the time series to
characterize seasonal inﬂuenza incidence in temperate
countries of the Northern Hemisphere:
— Epidemic duration. The vast majority of seasonal
inﬂuenza outbreaks are observed between the
extremes of mid-November and the end of April [11].
Since a background rate of ILI incidence is present
throughouttheyear,durationisdifﬁculttodeﬁnepre-
cisely. The range of values quoted for the duration of
an annual epidemic (described with the acronym
ADE in this paper) is typically between three and
16 weeks [1,16].
— Attackrate.Theproportionofthepopulationinfected
in a year, which we term the AAR, is very difﬁcult to
determine,asasigniﬁcantproportionofinfectionsare
asymptomatic and only a proportion of symptomatic
cases seek healthcare. Hence sentinel data on ILI can
only give relative information, such as the fractional
variationinincidenceovertime.Inaddition,measures
such as ILI are non-speciﬁc for inﬂuenza and can be
caused by a variety of respiratory pathogens. That
said,ILIdatafromFranceandtheUKindicateastan-
dard deviation for AAR across successive years of
approximately 40 per cent of the mean attack rate
[17,18]. Results from serological and virus isolation
data from closely monitored populations indicate an
AAR range of approximately 10–20% for seasonal
inﬂuenza, rising to 30 per cent or more for inﬂuenza
pandemics [1,17]. Information on consultation rates
for known cases also suggests a mean AAR of
around 15 per cent [13,18,19].
— Periodic behaviour. Seasonal inﬂuenza is character-
ized by annual outbreaks in temperate countries in
the sense that there is almost invariably a marked
seasonal increase in case rate during the winter
months. However, it cannot be said to be periodic
in the sense that successive outbreaks are compar-
able in magnitude and form with each other. In
this sense, seasonal inﬂuenza has no clear period-
icity (annual, biennial and triennial) and contrasts
with the behaviour of diseases such as measles,
which has a pronounced biennial structure in the
pre-immunization period [5]. The metrics that we
use to compare model and time-series behaviour
are able to pick up this characteristic aperiodicity.
— Strain variation. Virus isolation studies show that
individual seasonal epidemics are usually dominated
by a single type and/or subtype, although others
may be present at low levels [13]. Successive seasons
are usually dominated by different types and sub-
types, although often the same strain is present for
several seasons (ﬁgure 1).
Seasonal inﬂuenza is characterized by annual out-
breaks in temperate countries in the sense that there is
almost invariably a marked seasonal increase in case
rate during the winter months. However, it cannot be
saidtobestrictlyperiodicinthesensethatsuccessiveout-
breaks are comparable with each other in magnitude and
duration. In this sense, seasonal inﬂuenza has no clear
periodicity and contrasts with the behaviour of disea-
ses such as measles, which has a pronounced biennial
structure in pre-immunization period [5].
2. MODEL AND FITTING TECHNIQUE
We use a deterministic SIRS compartmental model,
to which we have added a number of reﬁnements to
capture critical aspects of inﬂuenza infection and immu-
nity. The basic dynamics of infection and immunity in
the model are
dS0
dt
¼ mN   S0ðl1 þ l2ÞþsðS1 þ S2Þ 
S0
L
;
dS1
dt
¼ð 1   fÞS0cl1   S1l2   sS1 þ sS12  
S1
L
;
dS2
dt
¼ð 1   fÞS0l2   S2l1   sS2 þ sS12  
S2
L
and
dS12
dt
¼ fS0ðl1 þ l2ÞþS2l1 þ S1l2   2sS12  
S12
L
;
whereljistheforceofinfectionofstrainjandSnisthepart
ofthepopulationthatisimmunetostrainn.Infectedindi-
viduals recovering from strain n enter a class entirely
immune to n (e.g. S0 ! S1, S1 ! S12). Immunity to a
given strain is lost at a rate s. Figure 2 illustrates the
ﬂowsofindividualsbetweenthevariousimmunityclasses.
The model is further complicated by stratiﬁcation by age
(childrenandadults)withheterogeneousmixing,differen-
tialinfectiousnessand susceptibility byage and a realistic
infectiousness proﬁle. The full details of the model are
described in the electronic supplementary material.
The effect of seasonal forcing is included through a
time-varying contact parameter,
bðtÞ¼bmð1 þ dcosð2ptÞÞ:
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tive amplitude of variation throughout. The sinusoidal
form is a good match for variation in infectiousness as a
function of absolute humidity in temperate regions [14],
but we also examine the effect of using school terms as a
seasonal driver using step-function forcing (see the elec-
tronic supplementary material). In determining feasible
rangesfortheseparameters,wereviewedtherangeofesti-
mates that exist for R0. The majority of these are
calculated for the major global epidemics (1918, 1957,
1968), since the antigenic novelty of pandemic viruses
means an assumption of a serologically naive population
can bemade, making analysissimpler. Forseasonalinﬂu-
enza, knowledge of population susceptibility is necessary
to estimate R0 (as opposed to the effective reproduction
number, R). Estimated values for the 1918 pandemic
range from 1.3 to 2.8 [20]. Similar values are found for
the 1957 and 1968 epidemics [21]. These values also
correspond well with those from studies of seasonal
inﬂuenza, giving winter R0 of 1.7 and school holiday R0
of 1.4 [16].
The periodic forcing of systems of ordinary differential
equations leads to a rich variety of behaviour, character-
ized by solutions with periods that are multiples of the
forcing period (see [22] for SEIR example). Typically,
smooth variation of the parameters can lead to sudden
changes in the periodicity of the stable behaviour of the
system. As will be seen in §3, the goodness of ﬁt of
the model is strongly dependent on the periodicity of
the model’s solution.
We represent the generation time for the pathogen
by an Erlang distribution with shape parameter k ¼ 4
and mean 1/a, where a ¼ 2.7 days [20,23]. Our model
incorporates two strains of inﬂuenza, for instance, repre-
senting H1N1 and H3N2, to try and capture aspects of
the co-circulation of multiple inﬂuenza types and sub-
types [11]. There are four immune states for individuals
in the model; entirely susceptible, immune to either
strain1or2andimmunetobothstrains.Theformulation
allowsfortheinclusionofabasiccross-immunitymechan-
ism,wherebyanindividualinfectedwitheitherstrainhas
a probability, f, ofbecoming immuneto the otheras well
(assuming that this was not already the case) The ﬂow
between different immune states is illustrated in the
electronic supplementary material. We note that this
cross-immunity response is different from the short-
term non-speciﬁc response with regard to inﬂuenza
strains considered elsewhere [10], though cross-immunity
is assumed to wane at the same rate as strain-speciﬁc
immunity.
Our model also includes a mechanism for loss of
immunity, returning individuals to a susceptible state.
Surveillance data show that human inﬂuenza strains
can be grouped into clusters within each of which
there is a high level of cross-immunity, but between
0
200
400
600
800
1000
1200
1400
1600
1800
2000
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
I
L
I
/
w
e
e
k
/
1
0
0
 
0
0
0
year
Figure 1. Medically attended inﬂuenza-like illness weekly incidence in France, 1984–2004. The dominant types and subtypes of
circulating inﬂuenza viruses circulating in France are shown in the rectangles (after Denoeud et al.[ 11]). Dark blue, A/H3N2;
light blue, A/H1N1; yellow, B.
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Figure 2. Immune state transitions, with rates per individual,
between classes in the two strain model.
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ance of a new cluster therefore corresponds to a step
change in the susceptibility of the population to the
current strain. Our model caricatures this process with
a timescale, D, for resistant individuals to become sus-
ceptible to the current strain again. As antigenically
distinct clusters appear every 2–8 years [8,24], this is
our expected range for values of D.
There is evidence from contact studies and from
modelling of inﬂuenza epidemics that infectious contact
between individuals is highly assortative and age-
dependent, with the highest rates among school-age
children [16,25,26]. We include these effects by stratify-
ing the population into children (less than or equal to 14
years) and adults (more than 14 years) and employing a
mixing matrix to describe contact between the two
groups. The degree of assortativity is controlled by
the parameter, u, and can be varied between random
mixing (u ¼ 0), where groups contact each other pro-
portional to the fraction of the population they
represent, and wholly assortative (u ¼ 1) where each
group mixes only with itself. Differences in intensity
of contact are captured by relative susceptibility and
infectiousness parameters, r and c (see the electronic
supplementary material for details).
To assess the quality of ﬁt of the model behaviour to
the data, we compare the distribution of key features in
thetime-seriesdatawiththosegeneratedbytheepidemic
model using the Kullback–Leibler (KL) information dis-
tance. We use normal distributions to characterize the
empirical distributions of AAR and epidemic duration
across a number of years. As discussed above, ignorance
ofthereportingratemakesithardtoknowtheunderlying
‘real’ infection rate and also makes it difﬁcult to compare
reported incidence collected under different surveillance
systems. In order to compare the data from the UK and
France, we assume constant reporting rates for the UK
and French surveillance systems, respectively, and scale
the reported values linearly such that each has a mean
AAR of 15 per cent (see the electronic supplementary
material). Both dataset yield standard deviations of
around 35 per cent of mean value for AAR and 11+2
weeks for epidemic duration.
We calculate the KL information distance between
model and data, I, for each of the key features as follows:
IðgðpÞ;fÞ¼
ð
gðpÞlog
gðpÞ
f
  
dx;
where f is the distribution taken from the data, g is the
approximate distribution of the same feature recovered
from the model over many simulated years and p is a
vector of model parameters. (See the electronic sup-
plementary material for implementation.) The overall
measure of goodness of ﬁt used is the unweighted sum
of the information distances for AAR and duration.
We explore parameter space to identify regions
where model behaviour most closely resembles empirical
patterns. Although a simpliﬁed description of the epide-
miological and evolutionary mechanisms of human
inﬂuenza,ourmodel neverthelessincorporatesa substan-
tial number of parameters. We focus on the following
groupings:
— the seasonal peak value of R0, here termed Rp, and
its relative amplitude d (Rp(1 – d) being the seaso-
nal minimum value of R0). Strictly, these
parameters control overall transmissibility and the
magnitude of seasonal forcing of transmission;
— the timescale for the generation of antigenically new
strains, represented by mean duration of immunity
to the current inﬂuenza strain, D, and the cross-
immunity between strains, f (§2);
— the degree of assortativity in the contact patterns
between children and adults, u;
— external force of infection, e, representing effect of
contactbetweenmembers ofthemodelledpopulation
and infected individuals outside the modelled
population.
The values of other parameters are listed in table 1 and
discussed in the electronic supplementary material. In
discussing the behaviour of the model, periodicity
refers to the periodicity of the overall case rate with
time, rather than for an individual strain.
Simulations were run using a population of 60 million,
approximating the population of the UK. Owing to the
large population, a deterministic model was used. Tests
using the corresponding stochastic models showed no
qualitative variation from the deterministic dynamics
and the presence of a continuous low level external force
of infection precluded the possibility of extinction.
3. RESULTS
Figure 3 illustrates the behaviour of the model and
aspects of the information distance between model
and data as a function of Rp and D. The region of
best ﬁts is located in a narrow diagonal band spanning
1.6 , Rp , 2.5 and 3 , D , 8( ﬁgure 3d). Along this
band, increasing reproduction number is compensated
for by a longer period of effective immunity that
decreases the susceptible proportion of the population,
giving a constant mean attack rate. The acceptable
region is bounded in part by the duration of the
model epidemics. The lowest and highest values of Rp
generate epidemics that are too broad and too
Table 1. Baseline model parameter values. Values shown are
those used if not otherwise speciﬁed.
parameter symbol value
birth–death rate m 1/70yr
21
child age class width Lc 14 year
adult age class width La 56 year
mean generation time 1/a 2.7 days
generation time shape
parameter
M 4d a y s
relative amplitude d 0.2 days
relative infectiousness c 1.5 days
relative susceptibility r 2d a y s
mixing parameter u 0.3 days
immunity duration D 5 years
total population N 6   10
7
cross-immunity w 0.25
external force of infection (FOI) e 2   10
26 yr
21
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of the model is strongly constrained by the dynamics
of the model, which exhibits a wide range of periodic be-
haviour across quite small changes in parameter values
(ﬁgure 3a). While AAR changes smoothly with the
parameters, abrupt changes in periodicity lead to quali-
tative changes in the distributions of AAR and
epidemic duration and hence the KL distance. Best-ﬁt
behaviour is associated with long-period behaviour of
the model (4þ years). Here, the model generates a
range of AARs clustered around the mean and match-
ing the target distribution. The qualitatively different
forms of behaviour are well characterized by the total
KL distance measure (ﬁgure 4). KL distances less than
200 correspond to realistic behaviour with appropriate
mean attack rate distributions (ﬁgure 4a). KL distance
between 200 and 300 match either with realistic behav-
iour interspersed with large-scale epidemic episodes
or with realistic behaviour but with a mean attack rate
displaced from the target value (ﬁgure 4b). Larger
values represent dynamics and mean attack rates greatly
different from the observed time series (ﬁgure 4c).
Figure5illustratesastrongsensitivitytotheamplitude
of variation of the contact parameter, d, with the best-ﬁt
lying in the range 0.15–0.3. Although the mean AAR is
not strongly dependent on d (ﬁgure 5a), the bifurcation
behaviour of the model means realistic solutions (resem-
bling ﬁgure 4a,b) can be found for higher amplitudes
of seasonal variation but not in a contiguous region
(ﬁgure 5b). Solutions with smaller seasonal variations
are rejected on the epidemic duration component of the
information distance. Low amplitudes generate broad
epidemics which do not match the target distribution.
The behaviour of our model is quite sensitive to the
assumed external force of infection, e. The level of
external forcing assumed for most of this work (§2) is
negligible compared with the average force of infection
generated by the indigenous population. However,
long-period and chaotic solutions for seasonally forced
SIR models generate very low infection prevalence
during epidemic troughs, even low levels of importation
of infectives strongly encourages annual and biennial
behaviours and removes highly chaotic solutions from
the optimal region. The effect of importation rate can
be seen in ﬁgure 6. For external forces of infection above
about 10
25yr
–1, only annual and biennial solutions are
found. Optimal behaviour is found for an external force
of infection of approximately 6   10
27yr
–1.
Figure 7 explores the sensitivity of the model to the
degree of heterogeneity and cross-immunity in the
population. The choice of Rp and D lies in the well-
ﬁtting band in ﬁgure 3d. It is clear that a wide range
of values for these parameters allow the model to ﬁt
the behaviour of the time series quite well. The
model’s qualitative behaviour (in terms of its period-
icity) is more stable with respect to these mechanisms
and variation within the closest ﬁt region mainly affects
the mean attack rate. There is a broadly inverse
relationship between the well-ﬁtting values of the par-
ameters u and f. Increasing the assortativity of
mixing concentrates infections more strongly in age
groups, decreasing the available susceptibles and
hence the attack rate. Increasing cross-immunity has
an equivalent effect by increasing the effective loss of
susceptibles caused by any single infection event and
hence reducing the attack rate. As can be seen from
R
p
R
p
 0.05 
 0.15 
 0.20 
0.25
 0.30 
 0.35  annual
biennial
3−period
4−period
other
[30 000, 295)
[295, 90)
[90, 65)
[65, 35)
[35,0)
1.5
2.0
2.5
3.0
3.5 (a)( b)
(c)( d)
1.5
2.0
2.5
3.0
3.5
immunity (D)
[0,8)
[8,10)
[10,12)
[12,14)
[14,20)
3456789 3456789
immunity (D)
[30 000, 300)
[300, 200)
[200,0)
 0.10 
Figure 3. Model behaviour as a function of peak Rp and duration of immunity, D.( a) Periodicity of model dynamics (colours) and
annualattackrate(contours).Periodicitiesof5yearsandgreateraregroupedas‘other’;(b)qualityofﬁtasinformationdistance(ID)
for annual attack rate (AAR); (c) annual duration of epidemic (ADE) in weeks; (d) quality of ﬁt (ID) to annual attack rate and
epidemic duration combined. Other parameters as given in table 1.
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outside the range 0.3–0.6 drive the model into
unfavourable periodicities, giving very poor ﬁts. This
suggests that a model with two strains interacting via
cross-immunity is necessary to reproduce the dynamics
seen in inﬂuenza time series and that it is insufﬁcient to
have two independent strains (f ¼ 0) or two antigeni-
cally identical strains (i.e. f ¼ 12equivalent to a
single strain model). Similarly, extreme values of u
also lead to poorly ﬁtting model behaviour, suggesting
that a uniformly mixing population (u ¼ 0) would also
not generate matching behaviour.
4. DISCUSSION
In this work, we have identiﬁed a minimal set of mechan-
isms necessary to match the long-term temporal
behaviour seen in ILI time series. We ﬁnd that an
age-structured population and multiple strains with
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of AAR and epidemic duration seen in time-series data.
Nonlinear models of this type with temporal forcing are
well known for having complex bifurcation structures
affecting their periodic behaviour. On the timescale of a
single disease season or single epidemic, these would
havelittleeffectonparameterestimation.Overmanysea-
sons, however, the periodicity of the underlying model is
crucially important. We would argue that capturing the
long-term trends in behaviour is at least as important as
thedetailofindividualseasonaloutbreaksandourﬁtting
approach focuses on these aspects.
The complex bifurcation structure of the model
means that the information distance is not necessarily
a smooth function of the parameters. This makes ﬁnd-
ing a unique set of parameters giving an overall
minimum distance impossible. Although mean attack
rate and duration generally vary smoothly, the period
of the model solution changes discontinuously (inevita-
bly, as it only takes values that are multiples of the
annual forcing period). Solutions with longer periods
generate a wider range of AAR and epidemic durations
over an extended period of time and are therefore
capable of ﬁtting the target data distributions better.
As a result, the best ﬁts are strongly associated with
longer periods in model solutions and the quality of ﬁt
of the model can change abruptly over small changes
in parameter values.
Peak R0, the amplitude of variation of R0 and the
duration of immunity are all strongly constrained.
Figure 3 illustrates that increasing R0 is offset by a
longer duration of immunity reducing the susceptible
population. The narrowness of the well-ﬁtting par-
ameter region is a result of the sudden changes of
behaviour generated by changes in these parameters.
Figure 5 also illustrates this feature. The closest ﬁtting
region is found for d between 0.15 and 0.3, but patches
of well-ﬁtting solutions are scattered a range of values of
Rp and d owing to the sensitivity to the system to tem-
poral forcing. We note that a change in the mode of
forcing from sinusoidal to school-term leads to generally
broader ranges of acceptable parameter values (see the
external FOI (−log(e))
R
p
 0.06   0.08 
 0.10 
 0.12 
 0.14 
 0.16   0.18 
 0.20 
 0.22 
 0.24 
0.26 annual
biennial
3−period
4−period
other
external FOI (−log(e))
[30 000, 300)
[300, 200)
[200,0)
(a)( b)
4.0 5.0 6.0
1.5
2.0
2.5
3.0
3.5
4.0 5.0 6.0
Figure 6. ModelﬁtasafunctionofRp andexternal forcing.(a) Periodicityofthemodel. (b) Total informationdistance(noteforcing
increases to the left).
×-immunity (f)
m
i
x
i
n
g
 
(
q
)
 0.06 
 0.08 
 0.10 
 0.12 
 0.14 
 0.16 
 0.18 
 0.20 
annual
biennial
3−period
4−period
other
(a)( b)
0 0.4 0.8
0
0.4
0.8
0 0.4 0.8
×-immunity (f)
[30000, 300)
[300, 200)
[200,0)
Figure 7. Model ﬁt as a function of population heterogeneity and cross-immunity. (a) Periodicity of the model. (b) Total
information distance.
310 Mechanisms of seasonal inﬂuenza J. Truscott et al.
J. R. Soc. Interface (2012)electronic supplementary material), perhaps indicating
that the presence of this mechanism is a strong con-
tributor to the variable annual behaviour observed in
the ILI dataset.
Because of the difﬁculties in knowing the ‘true’ inci-
dence rate, the mean AAR is not precisely known and a
range of 10–20% is often quoted. To allow for this
uncertainty, we investigated allowing the information
distance calculation to be based on the best-ﬁt mean
AAR from the range 10–20%, rather than precisely
15 percent per year. Resulting best-ﬁt parameter regions
for R0 against D and u against f were not signiﬁcantly
changed, owing almost certainly to the dominance of
qualitative model behaviour as described above.
Incidence periodicity of the model is much less sensi-
tive to cross-immunity and age structure, resulting in a
wide region of close ﬁtting behaviour for values of u
between about 0.2 and 0.6 and f between 0.3 and 0.5.
As discussed in §3, this strongly suggests that an age-
structured population and, in particular, a pathogen
population with more than one strain and cross-
immunity, are necessary to reproduce the patterns of
behaviour found in the ILI time series. Models based
on single strains and well-mixed populations generate
annual and biennial behaviour for the same parameter
values. The necessity of multiple strains has been
noted in other work modelling seasonal inﬂuenza [14],
although in that work the two strains did not interact.
Within the best-ﬁtting parameter regimes, incidence
periodicity for each modelled strain is basically biennial
with strains dominating alternate years. While real strain
dynamics are clearly more complex than this (ﬁgure 1),
observed patterns do show a tendency for a particular
strain not to dominate in successive years. Within the
model, cross-immunity generates a negative correlation
between strains, causing them to alternate in successive
years. For strong cross-immunity, both strains become
antigenically similar and goodness of ﬁt falls off rapidly.
It is instructive to compare our results with those of
previous papers ﬁtting simple models to inﬂuenza inci-
dence data. Work by Xia et al.[ 15] used a simple
single strain SIRS, but with a more detailed description
of temporal variation in contact rate and loss of immu-
nity post-recovery. In addition, the infection rate was
described by the phenomenological term b I
ag(S).
Exponents of this type are well known to facilitate ﬁt-
ting [5], but are hard to interpret. We note that both
the form of this term and the non-exponentially distrib-
uted duration of immunity in that study affect epidemic
attack rates as a function of transmissibility and the
periodicity of epidemics, and hence may play an equiv-
alent role to age structure and the incorporation of two
subtypes in our model in allowing a good ﬁt to the data.
Shaman et al.[ 14] use a similar SIRS model to investi-
gate the possibility that seasonal changes in absolute
humidity can generate recorded patterns in pneumonia
and inﬂuenza mortality data. The model was stochastic,
has no age structure, and effectively uses only one strain.
Best-ﬁt parameter values are similar to those found in
this work, although the relative amplitude of variation
in R0 is in the range 0.4–0.5, signiﬁcantly higher than
our ﬁndings. Best-ﬁt parameter sets showed considerable
lack of correlation with each other, which the authors
attribute to the stochastic nature of their model. Our
work suggests that this scatter may be the result of the
complex bifurcational structure of such models. As
already discussed, our results indicate that a two strain
modelwithoutcross-immunityoragestructureisunlikely
to ﬁt patterns of seasonal inﬂuenza from a temperate
region. However, there are several signiﬁcant differences
between the two systems. Shaman et al. employ a signiﬁ-
cantly higher background force of infection than ours
(approx. 7.3   10
24yr
–1), which would place our model
in a strongly annual or biennial regime. Hence that
model may reproduce the mean attack rate well, but not
its variability.
Our assessment of goodness of ﬁt is currently focused
primarily on distribution of AARs and duration of epi-
demics, although we also take account of the sequence
of strains and the age-distribution of cases (see the elec-
tronic supplementary material). Future work will test
our conclusions against a full description of the inci-
dence data as well as against different choices of key
features in the data, such as time of epidemic onset.
The authors acknowledge research funding from the European
Union FP7 FluModCont and EMPERIE projects, the Bill
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