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Introduction

Hypothesis

Proposed Analysis

Ø Identifying the correct number of factors when conducting a factor
analysis is arguably the most important decision a researcher must
9
make
Ø Identifying the correct number of factors has important implications
for structural validity, construct validity, content meaning, and the
psychometric properties of scales and subscales2
Ø There are numerous methods to identify the number of factors from
a factor analysis such as eigenvalue greater than one, Bartlett’s test,
scree test, and minimum average partial correlation (MAP), however
many of these methods are either overly subjective or are inaccurate
under a variety of conditions 3,7,9
Ø Research has suggested that parallel analysis8 is the most accurate
1,5,6
method for identifying the number of factors from a factor analysis
Ø Under certain conditions, parallel analysis has still been shown to
overextract or underextract the number of factors1
Ø Parallel analysis may be inaccurate in the presence of high
correlations between factors, low sample size, a high number of
1,6
variables per factor, low factor loadings, or poorly defined factors
Ø A suggested improvement for parallel analysis is to use a stricter
criterion other than the 50th percentile eigenvalue, such as the 95th
percentile eigenvalue4
Ø While this generally performs better than the 50th percentile
1
eigenvalue, it is still prone to underextraction and overextraction
Ø An additional margin criterion may further serve to improve the
accuracy of parallel analysis

Ø the 90th percentile criteria, in conjunction with an absolute margin, will
prove to be more accurate in identifying the correct number of
factors than all other criteria

Ø The percentage of iterations which identified the correct number
of factors will be calculated for each condition
Ø These percentages will then be compared across conditions

Research Question
Ø What effect will a margin criterion combined with a percentile
criterion have on the accuracy of parallel analysis when determining the
number of factors using a principal axis factoring method on a
correlation matrix which engenders underextraction?

Method

Proposed Results

Population Generation
Ø A dataset consisting of 1,000,000 cases with scores on 12 variables will
be generated to create a population matrix that engenders
underextraction
Ø The population matrix will have a two factor structure whereby each
factor will be defined by six variables
Ø Each variable will have a loading of .5 on its respective factor
Ø The correlation between factors will be .7

Procedure
Ø A sample of 240 or 480 cases will be randomly drawn from the
population
Ø An exploratory factor analysis (common factor model) will be
performed on the sample data
Ø A parallel analysis of 200 or 500 replications will be conducted on
a sample of random data of the same size and with the same
number of variables as the sample data
Ø The eigenvalues from the 50th, 90th, 95th, or 99th percentile from the
parallel analysis will be compared to the eigenvalues obtained from
the factor analysis of the sample data
Ø The number of factors will then be determined by applying the
margin criterion (e.g., absolute or 10%). The number of factors will
be defined as the highest factor in the sample data which has a
positive eigenvalue greater than the corresponding random parallel
analysis eigenvalue
Ø The process will be repeated 1000 times at which point the results
will be compared against the known population values
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