In this paper, we consider a dual-hop wireless powered communication network (WPCN) consisting of a hybrid access point (H-AP), multiple users, and multiple energy-constrained relays. While relay-assisted WPCNs have been investigated to mitigate the doubly near-problem in conventional WPCNs, they still suffer from this problem depending on the relay location. To address the issue, we modify the conventional harvest-then-transmit protocol to combine wireless power transfer (WPT) in the downlink and simultaneous wireless information and power transfer (SWIPT) with power splitting (PS) in the uplink. Specifically, we formulate an achievable sum-throughput maximization problem, and provide analytical solutions to optimal time allocation and power splitting coefficients. As a special case when the transmission time of the first hop is identical to that of the second hop in the uplink, we provide a more compact iterative algorithm with closed-form solutions. Simulation results show that the proposed algorithms achieve higher performance gain than the conventional scheme of optimizing either time allocation or power splitting coefficients, and reveal that the doubly near-far problem can be alleviated even when relay(s) is located far from the H-AP.
I. INTRODUCTION
Energy harvesting has received a lot of attention as a newly emerging technology because it enables energy-constrained wireless devices to prolong the lifetime by scavenging energy from environments. Particularly, the radio-frequency (RF) signal is able to carry information and energy at the same time, and it gives rise to RF-enabled wireless powered communications [1] . There are two main research directions in wireless powered communications: simultaneous wireless information and power transfer (SWIPT) network and wireless powered communication network (WPCN). In SWIPT, an energy-limited device decodes information and harvests energy from the same received signal. There have been two practical SWIPT protocols in point-to-point communications, namely time switching (TS) [2] , [3] and power splitting (PS) [3] , [4] . In the TS protocol, the receiver switches between energy harvesting and information decoding in a The associate editor coordinating the review of this manuscript and approving it for publication was Yunlong Cai . time orthogonal manner; and in the PS protocol, the receiver splits the received signal into two parts with one for energy harvesting and the other for information decoding.
In WPCN, an energy-constrained device first harvests energy radiated from a hybrid access point (H-AP), and then communicates with the H-AP by consuming harvested energy [5] - [11] . As a typical model of WPCN, the authors in [5] proposed a harvest-then-transmit protocol with a singleantenna H-AP, which involved with a doubly near-far problem due to the distance-dependent RF signal attenuation. As an extension, the WPCN was investigated in the context of the full-duplex mode [6] - [8] . In particular, the two-antenna H-AP broadcasted energy and received data concurrently to/from the users to improve the sum-throughput and spectral efficiency by jointly optimizing transmit power and time allocation. Also, some works studied resource allocation algorithms in the WPCN with the multi-antenna H-AP to maximize the minimum throughput [9] , [10] or sumthroughput [10] , [11] by optimizing energy beamforming vectors and time allocation of the uplink and downlink. • We combine the WPT in the downlink and SWIPT with PS in the uplink to alleviate the doubly near-far problem depending on the relay location. To be specific, the energy-constrained relays harvest energy through both downlink and uplink signals, whereas existing works on relay-assisted WPCN harvested energy through downlink signal only. In this way, relays can harvest enough energy even when they are located far from the H-AP. • We formulate the achievable sum-throughput maximization problem with respect to time allocation and power splitting coefficients for the dual-hop DF relaying WPCN. Since the formulated optimization problem is non-convex due to two coupled variables in the objective function, we first transform the non-convex problem into convex one with the introduction of a new variable, and then we derive the optimal solution to the maximization problem. As a special case when the transmission time of the first hop is identical to that of the second hop in the uplink, we provide a more compact iterative algorithm with closed-form solutions.
• We provide some selected simulation results to compare the performance of proposed algorithms with the conventional scheme of optimizing either time allocation or power splitting coefficients. Moreover, we show that the doubly near-far problem presented in [5] can be alleviated even when relay(s) is located far from the H-AP. The rest of this paper is organized as follow: Section II provides the system model of the dual-hop WPCN based on DF relaying protocol. In Section III, we formulate the optimization problem, and provide the optimal solution to maximize the achievable sum-throughput. Section IV presents the special case of the considered system, and the optimal solution to optimization problem is provided. In Section V, simulation results are presented to evaluate the performance. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
We consider a dual-hop wireless powered communication networks (WPCN) consisting of one hybrid access point (H-AP), K users, and K energy-constrained relays, where each terminal is equipped with a single antenna and operates in the half-duplex mode. The i-th user and i-th relay are denoted by U i and R i , respectively, for i = 1, · · · , K , and R i is assumed to help U i in the decode-and-forward (DF) manner. Both the H-AP and each user have stable power sources, whereas each relay does not have its own power source, and has supercapacitor to harvest energy through the received signals. We assume that all the channels are reciprocal and modeled as quasi-static Rayleigh flat fading, and channel coefficients remain constant during one transmission block time (T ). For simplicity, we assume T = 1 for the remainder of this paper. The channel coefficient between U i and R i is g i , and that between R i and the H-AP is h i . It is assumed that the direct path from U i to the H-AP is not considered because the distance between the two terminals is very far and/or there could be obstacles between them.
Transmission is done in two phases: wireless power transfer (WPT) in the downlink from the H-AP to all relays, and simultaneous wireless information and power transfer (SWIPT) in the uplink from U i via R i to the H-AP. Specifically, in the downlink, the H-AP transfers energy to power the relays, and in the uplink, the users transmit information to the H-AP through the help of the relays.
1) WPT IN THE DOWNLINK
For the first τ 0 duration, the H-AP broadcasts energy signal with constant transmit power P AP , and the relays harvest energy through the received signal. The amount of harvested energy at R i in the downlink is expressed as
where η i is the energy conversion efficiency with 0 ≤ η i ≤ 1 for i = 1, · · · , K .
2) SWIPT IN THE UPLINK
This phase is allocated to transmit data and energy from U i to R i and to retransmit from R i to the H-AP, which is done by taking two time sub-slots for each user. During t i amount of time for the first hop transmission, U i transmits the signal, and R i simultaneously detects information and harvests energy through the received signal with the power splitting (PS) protocol. We let ρ i denote the power splitting coefficient at R i with 0 ≤ ρ i ≤ 1. That is, ρ i amount of the received power is utilized for energy harvesting (EH), while 1 − ρ i amount of the received power is utilized for information decoding (ID). 1 The amount of harvested energy at R i in the uplink is expressed as
where P U i is the transmit power at U i for i = 1, · · · , K . The achievable throughput of the first hop transmission R 1,i (ρ i , t i ) is given by
where γ U i ,R i = |g i | 2 P U i /σ 2 i is the signal-to-noise ratio (SNR) of the link from U i to R i with the additive white Gaussian noise (AWGN) power σ 2 i at R i . During τ i amount of time for the second hop transmission, R i retransmits the detected signal to the H-AP. Consuming the total harvested energy, E DL i of (1) and E UL i of (2), the transmit 1 For the SWIPT mode, we set 0 ≤ ρ i < 1; and for the WPT mode, we set ρ i = 1, which means the WPT and SWIPT modes can be easily changed by adjusting ρ i . power P i at R i is given by
Since supercapacitor suffers from high self-discharge and leakage [20] , [21] , the harvested energy at the relay in one block time cannot be used in next block time. 2 Thus, the achievable throughput of the second hop transmission R 2,i (ρ i , τ 0 , t i , τ i ) can be expressed as
where γ AP,
AP with the AWGN power σ 2 AP at the H-AP. Since the original throughput expression R 2,i (ρ i , τ 0 , t i , τ i ) is neither convex nor concave due to the two coupled variables ρ i and t i of (5), we introduce a new variable α i = ρ i t i [21] , [22] , and rewrite the two throughput expressions as
Since the throughput of two hop communication is given by the minimum of the first hop and second hop, the sumthroughput from U i via R i to the H-AP can be expressed as
which is our objective function to be maximized. Note that given t i , τ 0 and τ i , as α i is increased for energy harvesting at R i , the performance of the second hop communication increases, whereas that of the first hop communication decreases.
III. SUM-THROUGHPUT MAXIMIZATION
In this section, we formulate an optimization problem to maximize the achievable sum-throughput of the dual-hop DF relaying WPCN, and solve the problem by jointly optimizing the time allocation and power splitting coefficients.
A. PROBLEM FORMULATION
We let α = [α 1 α 2 · · · α K ], t = [t 1 t 2 · · · t K ], and τ = [τ 1 τ 2 · · · τ K ] as a vector form of optimization variables. By introducing the auxiliary variablesR i , i = 1, · · · , K , to deal with the minimum expression in (8), we can mathematically formulate the optimization problem to maximize the achievable sum-throughput of K users in the network as 2 We assume that the transmit power at each user is small compared to that of the H-AP, and that users are very far from each other [6] . So, the harvested energy from previous uplink transmissions becomes negligibly small. Also, due to the characteristics of the supercapacitor [20] , [21] , it is very difficult to keep the harvested energy in longer.
whereR = [R 1R2 · · ·R K ], the constraints in (9c) and (9d) are associated with the epigraph expression of the objective function, and the constraint in (9e) stands for the range that α i can exist. It is obvious that both R 1,i (α i , t i ) and R 2,i (α i , τ 0 , τ i ) are jointly concave functions in the optimization variables since both of them are a perspective of concave functions, and perspective operator preserves concavity [22] . Thus, the constraint functions in (9c) and (9d) are concave functions. Moreover, the objective function of (P1) and other constraints in (9b), (9e) and (9f) are affine functions. Therefore, (P1) is a convex optimization problem, which can be optimally solved by the Lagrangian duality method [22] .
B. SOLUTION TO OPTIMIZATION PROBLEM
Note that (P1) is a convex optimization problem for fixed τ 0 , which motivates us to find the optimal time allocation and power splitting coefficients by fixing τ 0 [23] . For fixed τ 0 , we provide the optimalR * i , t * i , τ * i and α * i of (P1), which is done at Level 1, and then solve the master problem to maximize the objective function at Level 2 by updating τ 0 . The algorithm to update τ 0 will be given at the end of this section.
Level 1: With a fixed value τ 0 , the partial Lagrangian of (P1) can be written as
where λ ≥ 0, µ 0, and ν 0 are the Lagrangian dual variables regarding the constraints (9b), (9c), and (9d), respectively. The dual function of (P1) can be written as
where D is the feasible set satisfying the constraints of the original problem (P1). Accordingly, the dual problem of (P1) is given by min λ,µ,ν G (λ, µ, ν). Since (P1) is convex and satisfies the Slater's condition [22] , the strong duality holds and the Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient to the optimal solution. To obtain the dual function G (λ, µ, ν), it is necessary to maximize the Lagrangian of (P1) with respect to the optimization variables. We provide the following details to maximize the Lagrangian as well as achievable sum-throughput.
1) MAXIMIZING THE LAGRANGIAN OVERR
By taking into account the KKT conditions associated with R i , we obtain the following lemma to find the optimal throughput variablesR * i and optimality condition that the dual variables must satisfy at the optimal solution.
Lemma 1: The optimal dual variables µ * = µ * 1 µ * 2 · · · µ * K and ν * = ν * 1 ν * 2 · · · ν * K of (P1) must satisfy 0 < µ * i < 1 and 0 < ν * i < 1, i = 1, · · · , K . Proof: See Appendix A. With the observation obtained from Lemma 1, we can derive the following proposition which plays an important role in finding the optimal solution to maximize the achievable sum-throughput.
Proposition 1: The maximum achievable sum-throughput is obtained when the throughput of the first hop R 1,i (α i , t i ) is identical to that of the second hop R 2,i (α i , τ 0 , τ i ) for each user.
Proof: From Lemma 1, it is figured out that the dual variables must hold 0 < µ * i < 1 and 0 < ν * i < 1, i = 1, · · · , K . By the KKT complementary slackness in (A.2) and (A.3), it can be easily verified thatR
should be satisfied at the optimal point. Thus, we can achieve the maximum achievable sum-throughput when the throughput of the first hop becomes equal to that of the second hop.
By Proposition 1, we can maximize the achievable sumthroughput and the Lagrangian by adjusting t i , τ i and α i such that the throughput of first hop is equal to that of second hop for each user, rather than find eachR i by iteratively updating until achieving the optimal solution. Thus, we present the resource allocation algorithm based on this observation: for given α
i ). Then we calculate α (2) i by the KKT stationary condition with respect to α i . With newly calculated α
i ) is satisfied, and then update α i for each user, and we can stop the algorithm and set the newly obtained solutions t
as t * i , τ * i and α * i , respectively. That is, we can update t i , τ i and α i until optimization variables achieve the point at which all optimization variables satisfy the optimality condition in Proposition 1, i.e., R 1,i 
The optimal dual variable ν * i can be easily obtained once µ * i is determined because 0 < ν * i 1 − µ * i < 1 is satisfied, which has already been proved in Lemma 1. Thus, the Lagrangian of (P1) in (10) can be rewritten as
Then the corresponding dual function of (P1) is given by
Thus, the dual problem of (P1) is given by min λ,µ G (λ, µ). In the following proposition, we provide the optimal time allocation solution to (P1) for given α * i ≥ 0. Proposition 2: Given λ * > 0, 0 < µ * i < 1 and α * i ≥ 0, the optimal time allocation solution to (P1), denoted by τ * 0 , t * = t * 1 t * 2 · · · t * K and τ * = τ * 1 τ * 2 · · · τ * K , is given by
where
Note that when α * i = 0, the optimal time allocation t * i for the first hop transmission is obtained by exploiting the optimality condition in Proposition 1. Thus, we can find the closed form of the optimal dual variable µ * i for given λ * by considering the KKT condition in (B.1), which is given by
In general, we can update µ by the sub-gradient based method until the Lagrange dual function in (11) achieves the minimum, where the sub-gradient of the dual function in (13) at µ i is given by
. It is worth pointing out that (P1) is convex and the strong duality holds [22] . Accordingly, the role of dual variable µ i can be viewed as adjusting R 1,i (α * i , t * i ) to be equal to R 2,i (α * i , τ * 0 , τ * i ) to achieve the maximum achievable sumthroughput by Proposition 1 as well as minimum dual function in (13) . From this observation, we provide an efficient method to calculate the optimal dual variable µ * i without using sub-gradient method:
• In the case with α * i > 0, since µ * i is constrained to make the primal (P1) feasible, we can easily compute µ * i within λ * ln 2
• When α * i = 0 and given λ * > 0, we can derive the closed form of optimal dual variable µ * i in (17) since the optimal primal variable t * i is found by applying the optimality condition in Proposition 1, which reduces the computation time in updating the dual variable µ i .
Based on the above method, we can calculate t * and τ * by iteratively updating µ * until achieving the optimality condi-
After allocating t * i and τ * i satisfying
, we can further improve the Lagrangian in (13) with respect to α i . By the KKT stationary condition with respect to α * i , i.e., ∂L ∂α i = 0, the optimal power splitting coefficient, denoted by α * = α * 1 α * 2 · · · α * K , is given by (18), it can be observed that as the channel power gain between R i and the H-AP is large, R i can harvest enough energy from the H-AP during WPT phase to help forward data from U i , which results in that α * i becomes small and even α * i = 0. Otherwise, R i exploits the received signal from U i for energy harvesting as well as information decoding to fully take advantage of RF signal. After calculating the primal variables satisfying R 1,i 
given λ * > 0, we can update the dual variable to solve the dual problem. Note that we already minimize the dual function with respect to µ * by achieving R 1,i 
since this optimality condition also indicates that the sub-gradient of G(λ, µ) at µ i is zero, i.e., ∇µ i = 0, i = 1, · · · , K . Thus, we only need to update λ to solve the dual problem by the sub-gradient method. The sub-gradient of G(λ, µ * ) at λ is given by
Since the dual problem is convex by definition [22] , G(λ, µ * ) always converges to its minimum for given t * , τ * and α * . Level 2: We let n denote the iteration index of the algorithm. Since the original problem is convex, the master problem is also convex. Thus, after finding the optimal primal variables (t n , τ n , α n ) and dual variables (µ n , λ n ) for fixed τ n−1 0 at Level 1, we can solve the master problem to maximize the objective function by the Lagrangian duality [22] . Denote the Lagrangian of the original problem with the solution obtained at Level 1 as L (τ n−1 0 ), which is given by
Then, we can calculate the primal variable τ n 0 for the next iteration by the sub-gradient method [25] . The sub-gradient of L (τ n−1 0 ) at τ n−1 0 is given by
where the Lagrangian in (20) increases with respect to τ 0 along this direction. After τ n 0 satisfies stopping criteria, we can obtain the optimal time allocation for WPT τ * 0 as well as t * , τ * and α * . With the obtained t * i and α * i , we can further calculate ρ * = ρ * 1 ρ * 2 · · · ρ * K by ρ * i = α * i /t * i , i = 1, · · · , K . The algorithm to solve (P1) is given in Algorithm 1, which summarizes above iterative procedure. 3
IV. A SPECIAL CASE
In the previous section, we solve the achievable sumthroughput maximization problem by jointly optimizing the time allocation and power splitting coefficients. In this section, we propose a special case of the dual-hop WPCN, and solve the optimization problem to maximize the achievable sum-throughput when two sub-slots allocated to each user for the uplink transmission are the same, i.e., t i = τ i for i = 1, · · · , K .
A. PROBLEM FORMULATION
By setting t i = τ i = t i +τ i 2 in (3) and (5) and introducing new variable α i = ρ i τ i [21] , [22] , the achievable throughput 3 The H-AP allocates more resources to users with good channel conditions and less resources to users with poor channel conditions. However, this problem can be alleviated by adopting a fairness-guaranteed packet scheduler such as proportional fairness scheduler or appropriately adjusting the weights, each of which is assigned to each user's throughput, according to channel condition [6] , [26] .
Algorithm 1 Algorithm for Solving (P1)
Initialize: λ > 0, α 0 and τ 0 Set: error tolerance ; step size θ > 0; iteration index
Calculate t i and τ i by (14) and (15) if
Calculate µ i by (17) Calculate t i and τ i by (14) and (15) 
Update λ according to sub-gradient method with (19) until λ converges to λ * for given τ n−1 0 Level 2: Update primal variable: τ n 0 = [τ n−1 0 + θ ∇τ 0 ] + until all optimization variables converge Calculate ρ * i = α * i /t * i , i = 1, · · · , K , and τ * 0 by (16). 4 step size is chosen by diminishing step size rule [27] .
expressions of the first hop and second hop can be reformulated as
whereγ AP,R i = 2γ AP,R i . It can be easily verified that the throughput expressions in (22) and (23) are jointly concave functions in optimization variables α i , τ 0 and τ i since both of them are perspective of concave functions. Thus, by introducing the auxiliary variablesR i = min R 1,i (α i , τ i ), R 2,i (α i , τ 0 , τ i ) , i = 1, · · · , K , the optimization problem to maximize the achievable sum-throughput when the first hop and second hop transmission time are equally allocated can be mathematically formulated as
where the constraint functions in (24c) and (24d) are concave, and the other constraints and objective function are affine functions. Therefore, (P2) is a convex optimization problem, which also can be optimally solved by convex optimization technique [22] .
B. SOLUTION TO OPTIMIZATION PROBLEM
Note that for fixed τ 0 , (P2) is still a convex optimization problem. Thus, we solve the problem (P2) by fixing τ 0 , and then find the optimal τ * 0 by iteratively updating based on the simple bisection method. Since the problem (P2) is convex for fixed τ 0 , we can solve (P2) by the Lagrangian duality method. The partial Lagrangian of (P2) can be written as
where λ ≥ 0, µ 0, and ν 0 are the dual variables corresponding to the total transmission time constraint in (24b), the throughput constraint of the first hop in (24c), and that of the second hop in (24d), respectively. The dual function of (P2) is given by
where D is the feasible set associated with the primal variables satisfying all constraints in (P2). Then we can write the Lagrangian dual problem as min λ,µ,ν G (λ, µ, ν). Since (P2) is convex and satisfies the Slater's condition [22] , we can find the optimal solution by the KKT conditions. Similar to the procedure taken to solve (P1), we provide the following lemma associated with the optimal dual variables µ * i and ν * i by considering the KKT conditions with respect to the throughput variableR i .
Lemma 2: The optimal dual variables µ * = µ * 1 µ * 2 · · · µ * K and ν * = ν * 1 ν * 2 · · · ν * K of (P2) should be satisfied with 0 < µ * i < 1 and 0 < ν * i < 1, i = 1, · · · , K . Proof: By taking steps similar to those in Appendix A, it can be proved that the dual variables corresponding to the constraints in (24c) and (24d) must satisfy 0 < µ * i < 1 and 0 < ν * i < 1, i = 1, · · · , K , at the the optimal solution. From the observation in Lemma 2, we can derive the optimality condition of (P2) in the following proposition.
Proposition 3: The maximum achievable sum-throughput of (P2) is attained when the throughput of the first hop R 1,i (α * i , τ * i ) is identical to that of the second hop R 2,i (α * i , τ * 0 , τ * i ) for each user. Proof: Consider the KKT complementary slackness regarding the throughput constraints in (24c) and (24d), which is given by
From (27) and (28), it can be easily verified thatR
must hold at the optimal solution since it has already been proved that 0 < µ * i < 1 and 0 < ν * i 1 − µ * i < 1 are satisfied from Lemma 2. Thus, we can achieve the maximum achievable sum-throughput when the throughputs of two hops are equal. Proposition 3 indicates that, similar to (P1), we can obtain the maximum achievable sum-throughput of (P2) by finding τ * 0 , τ * i and α * i such that
for each user without iteratively updat-ingR i . Furthermore, we can find the closed form of the optimal power splitting coefficient of (P2) by rearranging
Thus, the optimal power splitting coefficient of (P2), denoted by α * = α * 1 α * 2 · · · α * K , is given by
In the above expression, it can be observed that when the channel gain between R i and the H-AP is large, then R i tends not to harvest energy through the incoming signal from U i since R i can harvest enough energy during WPT phase to assist communication between U i and the H-AP. Thus, in this case, R i decreases α i to improve the performance of the first hop to maximize the achievable sum-throughput. On the other hand, when the channel gain between R i and the H-AP is small, then R i increases α i to harvest energy through the received signal from U i to compensate for energy deficiency caused by the downlink WPT. As a result, U i can participate in communication despite the weak channel condition.
In the following proposition, we provide an analytical expression of the optimal time allocation solution to (P2) by exploiting Proposition 3.
Proposition 4: Given λ * > 0 and 0 < µ * i < 1, the optimal time allocation solution to (P2), denoted by τ * 0 and τ * = τ * 1 τ * 2 · · · τ * K , is given by
where ω * i = − exp −(λ * 2 ln 2 + 1)
In general, we can find the optimal µ * i by using subgradient based method to minimize the dual function in (26) , where the sub-gradient of the dual function at µ i is given by
to maximize the achievable sum-throughput by Proposition 3 and minimize the dual function in (26) because (P2) is convex and duality gap is zero [22] . However, we can obtain the closed form of the optimal dual variable µ * i since the optimal solution to (P2) is obtained with satisfying Proposition 3, which reduces the computational complexity to update the dual variables. Thus, by taking into account the KKT conditions and Proposition 3, we provide the optimal dual variable µ * i for given λ * > 0 in the following proposition. Proposition 5: Given λ * > 0, the optimal dual variable µ * i corresponding to the throughput constraints in (24c) and (24d) is given by
Proof: See Appendix D. From the result of Proposition 5, the Lagrange dual function in (26) becomes finally unrelated to µ, i.e., G (λ, µ, ν) = G(λ). Then we only need to update the dual variable λ by subgradient method to minimize G(λ). The the sub-gradient of G(λ) at λ is given by
In this way, we find the optimal (α * , τ * ) by updating µ * in Proposition 5 for given λ until convergence, and then update λ to achieve the minimum dual function. After G(λ) achieves the minimum, we update τ 0 by simple bisection method [22] . By differentiating the Lagrangian with respect to τ 0 , we can obtain the KKT stationary condition that the optimal τ * 0 must satisfy, which is given by
It is worth noting that since g (x) is a monotonically decreasing function in x, we can easily calculate τ * 0 for next iteration by simple bisection method, and then repeat the above procedure to find the optimal (α * , τ * ) until satisfying (34). After finishing iterative procedure to find the optimal solution to (P2), we can calculate the optimal time allocation for WPT from (31).
Algorithm 2 Algorithm for Solving (P2)
Initialize: λ > 0 and α 0 Set: error tolerance ; τ 0,max = 1; τ 0,min = 0 repeat τ 0 ← (τ 0,max + τ 0,min )/2 while |∇λ| > do for i=1:K do repeat Calculate µ * i according to (32) Calculate α * i and τ * i from (29) and (30)
, K , and τ * 0 by (31).
Combining the results from (30)-(33), the algorithm to solve (P2) is described in Algorithm 2. Since we obtain the closed form of dual variable by exploiting the optimality condition in Proposition 3, the complexity of algorithm to solve the optimization problem (P2) becomes low. After all optimization variables satisfy stopping criteria, we can obtain the optimal time allocation for WPT τ * 0 as well as τ * and α * . With the obtained τ * i and α * i , we can further calculate ρ * = ρ * 1 ρ * 2 · · · ρ * K by ρ * i = α * i /τ * i , i = 1, · · · , K .
V. SIMULATION RESULTS
In this section, we provide the simulation results to evaluate the performance of the proposed algorithm to maximize the achievable sum-throughput in the dual-hop DF relaying WPCN. In this simulation, we set the bandwidth of system as 1 MHz, the energy conversion efficiency η i as η i = 0.75, i = 1, · · · , K , and the noise power at R i and the H-AP as σ 2 i = σ 2 AP = −95 dBm/Hz, i = 1, · · · , K . Moreover, the channel gains are modeled as |g i | 2 = θ 1,i D −β 1,i and |h i | 2 = θ 2,i D −β 2,i , where D 1,i is the distance between U i and R i and D 2,i is the distance between R i and the H-AP. We assume that the pass-loss exponent is given by β = 3, and θ 1,i and θ 2,i are independent exponential random variables with unit mean. For each user, it is assumed that the transmit power at U i is set as 10 dBm for all users, i.e., P U i = 10 dBm, i = 1, · · · , K . For clarity, we refer to (P1) as the general case and (P2) as the special case. Fig. 3 shows how the transmit power at the H-AP affects the achievable sum-throughput of the considered network. It is assumed that we adopt the two-user scenario, i.e., K = 2, which also means that there exist the two relays in the network, D 1,1 = D 1,2 = D 2,2 = 10 m and D 2,1 = 5 m. For comparison, we introduce the benchmark scheme which allocates equal time to all users for SWIPT in the uplink, i.e., t i = τ i = (1 − τ 0 )/2K , i = 1, · · · , K , namely equal time allocation (ETA), while the power splitting coefficients are optimally obtained. 5 As the transmit power at the H-AP increases, R i can harvest more energy through the received signal from the H-AP during WPT phase, and forward the detected information from U i with consuming harvested energy, which significantly enhances the performance. Since the general case corresponding to (P1) has more freedom to control the optimization variables compared to the special case, it is obvious that the general case achieves better performance than the special case. To be specific, the general case can flexibly adjust the two kinds of time variable, i.e., t i and τ i , according to the two hop channel states, whereas the special case can only control one kind of time variable, i.e., τ i , for two hop channel states, which makes difference between the two cases. In addition, it is observed that optimizing the time allocation variables done in (P1) and (P2) outperforms ETA case with optimizing the downlink transmission time only, which indicates that it is necessary to optimize the time allocation to achieve the maximum achievable sumthroughput under limited time resources.
As illustrated in Fig. 4 , the proposed algorithms to find the optimal power splitting coefficients for both cases achieve higher performance gain than existing scheme without SWIPT, i.e., ρ i = 0, i = 1, · · · , K . In this simulation, we assume that there are three users in the network, i.e., K = 3, with D 1,i = 5 m and D 2,i = 10 m, i = 1, · · · , K , and the time allocation is still obtained by Algorithm 1 and Algorithm 2. In Fig. 4 , it is observed that the achievable sum-throughput of our proposed scheme is much higher than that of existing scheme without SWIPT because users can harvest energy through the user's uplink signal with the PS protocol. That is, users can replenish energy through the received signal from both uplink and downlink signal, which enhances the performance compared to conventional scheme. Also, the proposed algorithms for both cases always achieve higher performance than the schemes with the fixed power splitting coefficient. In addition, we can observe that when the transmit power at the H-AP is low compared to the transmit power at the user P U i , jointly optimizing the time allocation 5 By substituting t i and τ i with (1−τ 0 )/2K in (8) , the optimization problem to maximize the sum-throughput for ETA case can be seen as single variable optimization with respect to τ 0 for given α i . Therefore, it can be easily solved by various methods such as bisection method or golden section search [22] . and power splitting coefficients has significant performance gain compared to the cases with fixed ρ i . From this observation, it is obvious that the optimizing dual-hop DF relaying WPCN with respect to the time allocation and power splitting coefficients can improve the system performance even though R i cannot harvest enough energy during WPT phase due to the low transmit power at the H-AP and weak channel condition. Fig. 5 shows the impact of ρ i , i = 1, · · · , K , on the achievable sum-throughput for the two-user case, i.e., K = 2, where we set D 1,1 = 7 m, D 1,2 = 13 m, D 2,1 = 6 m and D 2,2 = 14 m with P AP = 20 dBm. For given t i , τ 0 and τ i , it is obvious that the achievable sum-throughput of (8) is a function of α i , or ρ i , i = 1, · · · , K . The sumthroughput increases when both ρ 1 and ρ 2 increase and has the maximum when ρ * 1 = 0.2654 and ρ * 2 = 0.5000; and the sum-throughput decreases when either ρ 1 > ρ * 1 or ρ 2 > ρ * 2 and finally becomes zero when ρ 1 = ρ 2 = 1. From the observation, one knows that power splitting coefficients should be appropriately chosen to maximize the achievable sum-throughput.
In Fig. 7 , the effect of the distance between R i and the H-AP and harvesting energy at R i with SWIPT are presented. Unlike the conventional scheme in [19] , our considered system can harvest energy through the received signal not only the H-AP but also the users via SWIPT. That is, it provides possibility that the relay/user far from the H-AP can overcome the doubly near-far problem by adjusting the user/relay's location. To verify that our proposed scheme can overcome the doubly near-far problem, we dynamically alternate the location of relay between the user and the H-AP and examine the effect of introducing SWIPT in the uplink, where the performance is illustrated in Fig. 7 , and the corresponding power splitting coefficients are depicted in Fig. 8 . In this simulation, we adopt the two-user scenario in the network with D 1,1 = D 2,1 = 10 m, and set the transmit power at the H-AP as 15 dBm. Moreover, we fix the location of U i , i = 1, 2, set the distance between U 2 and the H-AP as 25 m, i.e., D 1,2 + D 2,2 = 25 m, and adjust the location of R 2 from D 2,2 = 10 m to D 2,2 = 22 m, which is depicted in Fig. 6 . As R 2 moves away from the H-AP, the throughput of U 2 decreases due to the doubly near-far problem. However, by combining WPT in the downlink and SWIPT in the uplink, the relay located far from the H-AP can replenish energy through the user's uplink signal with the PS protocol, which enhances the performance and provides solution to the doubly near-far problem. As illustrated in Fig. 8a , in the general case, R 2 increases ρ 2 to replenish energy through the received signal from U 2 with the PS protocol as R 2 gets far away from the H-AP, whereas ρ 1 is not significantly changed. This is because the optimal power splitting coefficient obtained by dividing (18) by t * i mainly depends on the channel state between R i and the H-AP, and the distance between R 1 and the H-AP is fixed as 10m while R 2 is moving. Moreover, the system performance gets better as the distance between U 2 and R 2 is closer to the extent that R 2 can harvest enough energy through the user's uplink signal by SWIPT.
As depicted in Fig. 7 , in the special case, the throughput of U 2 decreases as D 2,2 increases to the extent that the achievable sum-throughput of the users declines due to the doubly near-far problem. However, when R 2 is close to U 2 enough to increase performance by harvesting energy, the achievable sum-throughput increases, whereas the performance of the existingdual-hop WPCN without SWIPT in the uplink degrades. Furthermore, in Fig. 8b , it is observed that as R 2 is closer to U 2 , ρ 2 increases to harvest energy like the general case, whereas ρ 1 decreases. This is because the achievable sum-throughput maximization problem tends to allocate the network resources to the user with good channel condition, which indicates that the closer R 2 gets to U 2 , the less transmission time U 1 has. Thus, as D 2,2 increases, the transmission time allocated for U 1 also decreases, which results in the decline of ρ 1 since the optimal power splitting coefficient of (P2) can be obtained by dividing (29) by τ * i . It is worth noting that the performance of the conventional scheme in [19] with DF relaying protocol decreases as R 2 is far from the H-AP regardless of the distance between U 2 and R 2 . This is due to the fact that R 2 only can harvest energy through the downlink signal from the H-AP during WPT phase. Thus, it can be concluded that the doubly near-far problem can be alleviated by harvesting energy through the user's uplink signal with the PS protocol when the relay is far from the H-AP.
VI. CONCLUSION
In this paper, we have combined WPT in the downlink and SWIPT with PS protocol in the uplink to improve the sumthroughput of the dual-hop DF relaying WPCN consisting of the H-AP, multiple users, and multiple energy-constrained relays. Specifically, we have formulated the optimization problem to maximize the achievable sum-throughput, and we have provided the analytical solutions to optimal time allocation and power splitting coefficients. For the special case when the transmission time of the first hop was equal to that of the second hop in the uplink, we have provided a more compact iterative algorithm with closed-form solutions. Simulation results showed that the proposed algorithms enhanced performance compared with the conventional scheme of optimizing either time allocation or power splitting coefficients, and the doubly near-far problem could be alleviated even when relay(s) was located far from the H-AP. For future work, we will investigate the max-min criterion, some other approaches including FDMA-based schemes, and the case when each relay harvests energy from previous uplink transmissions.
APPENDIX A PROOF OF LEMMA 1
Consider the KKT conditions associated with the throughput variableR i i = 1, · · · , K , which are given by
where µ * i and ν * i are the optimal dual variables with respect to the throughput constraints of (P1) in (9c) and (9d), respectively. From (A.1), it is obvious that ν * i = 1 − µ * i to make the Lagrange dual function bounded, and with this result, we will prove that 0 < µ * i < 1 and 0 < ν * i < 1 should be satisfied at the optimal solution by contradiction. Consider the case when µ * i = 0 and ν * i = 1. From the KKT complementary slackness condition in (A.3), it follows thatR * i is the optimal solution satisfying the throughput constraint in (9d) with equality, i.e.,R * i = R 2,i (α * i , τ * 0 , τ * i ), at the optimal solution. According to µ * i = 0 and the KKT condition in (A.2), it holds thatR * i < R 1,i (α * i , t * i ) at the optimal solution because µ * i = 0 indicates that the constraint in (9c) is satisfied with strict inequality without loss of generality. Suppose that there is α i such that
is an increasing function in α i , it is obtained thatR * i <R i , which contradicts the assumption thatR * i is the optimal solution. Thus, µ * i cannot be 0. Next, in the case with µ * i = 1, it follows from (A.1) that ν * i = 0. By taking steps similar to those in previous procedure, and considering KKT conditions in (A.2) and (A.3), it is easily obtained that R * i is the optimal solution such thatR
we have ν * i < 0, which violates the KKT condition that the dual variables associate with inequality constraints are equal to or greater than zero. Therefore, we can conclude that the optimal dual variables regarding the throughput constraints of (P1) should satisfy 0 < µ * i < 1 and 0 < ν * i < 1, i = 1, · · · , K .
APPENDIX B PROOF OF PROPOSITION 2
By the fact that (P1) is a convex optimization problem, we can find an analytical expression of the optimal time allocation solution to (P1) by the KKT conditions associated with the time variables, which is given by
where τ * 0 , t * i and τ * i represent the optimal solution to (P1), which is attained at the optimal dual solutions λ * ≥ 0 and 0 < µ * i < 1, i = 1, · · · , K . By considering (B.1) and introducing the new variable z * i = α * i γ U i ,R i /t * i when α * i > 0, it is followed that
Note that for given λ * and µ * i , the 0 ≤ z * i ≤ γ U i ,R i which is the solution to f i z * i = λ * ln 2 µ * i is uniquely determined within the primal feasible constraint ln 1 satisfying (B.4) , we can obtain the optimal time allocation for the first hop transmission in (14) .
In the case with α * i = 0, it is worth pointing out that we cannot find the optimal time allocation t * i by above procedure since the KKT stationary condition with respect to t * i in (B.4) does not have variables containing t * i . To find the optimal time allocation t * i of (P1) when α * i = 0, we first consider the throughput of the second hop transmission when α * i = 0, which is given by
According to Proposition 1, it should be satisfied
at the optimal point even when α * i = 0, which is rewritten as
Thus, the optimal time allocation t * i when α * i = 0 can be obtained by dividing log 2 1 + γ U i ,R i on both sides of (B.6), which is shown in (14) .
In addition, by taking account into (B.2), the optimal time allocation τ * i for the second hop transmission satisfies
which is achieved at the optimal dual variable 0 < µ * i < 1. After taking mathematical manipulation of (B.7) and introducing Lambert W-function, we can find the analytical expression of optimal time allocation τ * i in (15) . Moreover, it is worth noting that the constraint of total transmission time (9b) in (P1) should be fulfilled with equality at the optimal point. If it holds that λ * = 0 and τ * 0 + K i=1 (t * i + τ * i ) < 1 at the optimal point, then it follows that τ * i = ∞, i = 1, · · · , K , by the characteristic of Lambert Wfunction in (15) , which contradicts the assumption that total transmission time is smaller than 1. Thus, it must satisfy that λ * > 0 and τ * 0 + K i=1 (t * i + τ * i ) = 1 from (B.3) to maximize the achievable sum-throughput. Therefore, we can find the optimal time allocation for WPT in (16) .
APPENDIX C PROOF OF PROPOSITION 4
As (P2) is the convex optimization problem, the KKT conditions are necessary and sufficient for the optimal solution to (P2). We can find the optimal time allocation by considering the KKT stationary condition with respect to τ i , i = 1, · · · , K , which is given by (C.1), as shown at the top of the next page. Note that it is difficult to obtain τ * i by directly dealing with expression in (C.1) since all terms contain τ * i and we cannot manipulate it for τ * i . To tackle the difficulty in handling (C.1) for τ * i , we exploit the result of Proposition 3 that the optimal solution to (P2) must satisfy, which can be rewritten as
By substituting (C.2) into (C.1), we can rewrite (C.1) as
After mathematical manipulation and introducing the Lambert W-function, the optimal time allocation of (P2) in (30) can be obtained. Finally, we prove that K i=0 τ * i = 1 holds at the optimal solution for maximum achievable sum-throughput by deriving contradiction. Assume that τ 0 and τ are the optimal solution satisfying K i=0 τ i < 1 andR i with α i , i = 1, · · · , K . Suppose that we have τ k < 1 − i =k τ i τ * k andR * k with α k . It is worth noting thatR i is identical to the throughput of the first hop and that of the second hop at the optimal solution, andR i increases as either τ 0 or τ i increases. Thus, we can deriveR k <R * k , which contradicts the assumption that τ 0 and τ are the optimal solution. Therefore, K i=0 τ * i = 1 and λ * > 0 must hold at the optimal point, and with this observation, we can obtain the optimal time allocation for the downlink WPT in (31).
APPENDIX D PROOF OF PROPOSITION 5
By taking derivation to the Lagrangian with respect to α i and putting it zero, we have the KKT stationary condition associated with α * i > 0, which is written as
From Proposition 3, it is figured out that R 1,i (α * i , τ * i ) = R 2,i (α * i , τ * 0 , τ * i ) must hold at the optimal point. By combining (D.1) and the optimality condition from Proposition 3, the optimal dual variable µ * i when α * i > 0 can be obtained. Since the equation in (D.1) cannot be used when α * i = 0, we can find the optimal dual variable µ * i when α * i = 0 by substituting α * i = 0 into the KKT stationary condition associated with τ i in (C.1), which can be expressed as where y * i =γ AP,R i τ * 0 /τ * i , i = 1, · · · , K . Since it should be satisfied R 1,i (0, τ * i ) = R 2,i (0, τ * 0 , τ * i ) according to Proposition 3, i.e., y * i = γ U i ,R i , we can find the optimal dual variable µ * i when α * i = 0 by substituting y * i = γ U i ,R i into (D.2).
