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We discuss encodings of fermionic many-body systems by qubits in the presence of symmetries.
Such encodings eliminate redundant degrees of freedom in a way that preserves a simple structure
of the system Hamiltonian enabling quantum simulations with fewer qubits. First we consider U(1)
symmetry describing the particle number conservation. Using a previously known encoding based
on the first quantization method a system of M fermi modes with N particles can be simulated
on a quantum computer with Q = N log2 (M) qubits. We propose a new version of this encoding
tailored to variational quantum algorithms. Also we show how to improve sparsity of the simulator
Hamiltonian using orthogonal arrays. Next we consider encodings based on the second quantization
method. It is shown that encodings with a given filling fraction ν = N/M and a qubit-per-mode
ratio η = Q/M < 1 can be constructed from efficiently decodable classical LDPC codes with the
relative distance 2ν and the encoding rate 1 − η. A family of codes based on high-girth bipartite
graphs is discussed. Graph-based encodings eliminate roughly M/N qubits. Finally we consider Z2
symmetries, and show how to eliminate qubits using previously known encodings, illustrating the
technique for simple molecular-type Hamiltonians.
I. INTRODUCTION
Quantum information processing holds the promise of
solving some of the problems that are deemed too chal-
lenging for conventional computers. One important prob-
lem in this category is the simulation of strongly interact-
ing fermionic systems, in the context of quantum chem-
istry or material science. A natural application for a
quantum computer would be preparing low-energy states
and estimating the ground energy of a fermionic Hamil-
tonian. Several methods have been proposed in the liter-
ature to accomplish this task, for example, preparation
of a good trial state followed by the quantum phase es-
timation [1, 2] or state preparation by the adiabatic evo-
lution [3, 4]. These methods however require a univer-
sal quantum computer capable of implementing very long
circuits, exceeding the state-of-the-art demonstrations by
many orders of magnitude [5]. Alternative methods that
could be more viable in the near future are variational
quantum algorithms [6–9]. Such algorithms minimize the
energy of a target fermionic Hamiltonian over a class of
trial states that can be prepared on a given quantum
hardware by varying control parameters.
Since the basic units of a quantum computer are qubits
rather than fermi modes, any simulation method relies
on a certain encoding of fermionic degrees of freedom
by qubits [10–16]. A choice of a good encoding is im-
portant as it may affect both the number of qubits and
the running time of a simulation algorithm. Here we
propose encodings tailored to variational quantum algo-
rithms and fermionic Hamiltonians that possess symme-
tries such as the particle number conservation. The pres-
ence of symmetries allows one to restrict the simulation
to an eigenspace of the symmetry operator whereby re-
ducing the number of qubits that encode a fermionic sys-
tem. In several specific examples, such as the hydrogen
molecule and the Fermi-Hubbdard model it has been ob-
served that some qubits can indeed be removed from the
simulation without loss of information [15, 17]. Impor-
tantly, the removal of qubits in these examples preserves
a simple structure of the encoded Hamiltonian enabling
efficient simulations with fewer qubits. This motivates
the question of how to generalize these methods and how
to eliminate redundant qubits in a computationally effi-
cient manner for larger systems.
To address these questions let us first give a more pre-
cise notion of a simulation. We shall describe a fermionic
system to be simulated by a target Hamiltonian Htgt
composed of one- and two-body operators such as those
describing hopping, chemical potential, and two-particle
interactions,
Htgt =
M∑
α,β=1
tαβ a
†
αaβ +
M∑
α,β,γ,δ=1
uαβγδ a
†
αa
†
βaγaδ. (1)
Here M is the number of fermi modes, a†α and aα are
creation and annihilation operators for a mode α, and
tαβ , uαβγδ are complex coefficients such that tβα = t
∗
αβ
and uαβγδ = u
∗
δγβα. Leaving aside superconductivity
and relativistic effects, all natural fermionic Hamilto-
nians have the above form. Since each term in Htgt
has equal number of creation and annihilation opera-
tors, Htgt commutes with the particle number operator
Nˆ ≡∑Mα=1 a†αaα. We shall assume that the system con-
tains a fixed number of particles N . For example, N
could be the number of valence electrons in a molecule.
Define a target Hilbert space Htgt as the N -particle sub-
space spanned by all states |φ〉 of M fermi modes satisfy-
ing Nˆ |φ〉 = N |φ〉. Without loss of generality, N ≤ M/2
(otherwise consider holes instead of particles). Our goal
is to estimate the minimum energy of Htgt restricted to
the N -particle subspace Htgt. Below we shall often iden-
tify Htgt and the restriction of Htgt onto the subspace
Htgt. We shall choose the energy scale such that all co-
efficients in Eq. (1) have magnitude at most one.
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2Let us now formally define an encoding of fermionic
degrees of freedom by qubits. Following Ref. [18], we shall
describe such encoding as an isometry E : Htgt → Hsim,
where Hsim = (C2)⊗Q is the Hilbert space of Q qubits.
A state of the target system |φ〉 ∈ Htgt is identified with
a state E|φ〉 of the simulator system. Encoded states E|φ〉
span a codespace Im(E) ≡ E · Htgt.
A Hamiltonian Hsim describing a system of Q qubits
is called a simulator of Htgt if it satisfies two conditions.
First, we require that
HsimE = EHtgt. (2)
In words, Hsim must preserve the codespace and the re-
striction of Hsim onto the codespace must be unitarily
equivalent to Htgt. The action of Hsim on the orthogo-
nal complement of the codespace may be arbitrary. Sec-
ondly, we require that the codespace contains a ground
state of Hsim. This guarantees that Htgt and Hsim have
the same ground energy and their ground states coincide
modulo the encoding E .
Our goal is to construct encodings that require Q < M
qubits and, at the same time, all target Hamiltonians
Eq. (1) have sufficiently simple simulators. We shall say
that a simulator Hamiltonian is r-sparse if
Hsim =
r∑
i=1
Di, (3)
where each operator Di is diagonal in some tensor prod-
uct basis of Q qubits. This basis may depend on i. We
require that matrix elements of Di are efficiently com-
putable. A family of encodings E as above is called
sparse if there exist small constants c, d such that any
target Hamiltonian Eq. (1) has an r-sparse simulator
Eq. (3) with r ≤ M c and ‖Di‖ ≤ Md for all M . Sparse
encodings are well-suited for applications in variational
quantum algorithms [6–9]. Indeed, a basic subroutine of
variational algorithms is estimating energy 〈ψ|Hsim|ψ〉
of a given trial state ψ ∈ Hsim that can be prepared
on the available quantum hardware. One can estimate
the expectation value ei ≡ 〈ψ|Di|ψ〉 by preparing the
trial state ψ, performing a local change of basis in each
qubit such that Di becomes diagonal in the standard |0〉,
|1〉 basis, and then measuring each qubit. Performing a
sequence of such measurements with a freshly prepared
trial state ψ for each term Di gives an estimate of the
energy 〈ψ|Hsim|ψ〉 =
∑r
i=1 ei.
Summary of results
First assume that the number of particles is small such
that N log2 (M) < M . We expect that this regime may
be relevant for high-accuracy quantum chemistry calcu-
lations with large basis sets. We construct a sparse en-
coding with Q = N log2 (M) qubits such that any target
Hamiltonian Eq. (1) has a simulator Eq. (3) with sparsity
r ≤ 9M3.17. (4)
We also give a poly(M) upper bound on the norm of the
terms Di although we do not expect this bound to be
tight. This encoding mostly follows ideas of Refs. [19, 20]
and relies on the first-quantization method. We extend
the results of Refs. [19, 20] in two respects. First we
show how to improve the sparsity of Hsim using orthogo-
nal arrays [21]. Such arrays have been previously used for
quantum simulations and dynamical decoupling [22–24]
but their application in the context of variational quan-
tum algorithms appears to be new. Secondly, we intro-
duce a sparse Hamiltonian enforcing the anti-symmetric
structure of encoded states and compute the spectral gap
of this Hamiltonian using arguments based on the Schur
duality [25–27]. This allows us to bound the norm ‖Di‖.
Next consider encodings based on the second quanti-
zation method. Let ν = N/M be the filling fraction and
η = Q/M be the desired qubit-per-mode ratio. We show
that sparse encodings with prescribed ν, η can be con-
structed from classical error correcting codes with certain
properties. Namely, we need binary linear codes that
have a column-sparse parity check matrix, relative dis-
tance 2ν, and the encoding rate 1 − η. It is known that
the requisite codes can be constructed whenever
ν < 1/4 and η > h(2ν), (5)
where h(x) = −x log2 (x)− (1− x) log2 (1− x) is the bi-
nary Shannon entropy. For example, one can use good
LDPC codes [28] whose parameters approach the Gilbert-
Varshamov bound [29, 30]. Thus a constant fraction of
qubits can be eliminated if the target system has a fill-
ing fraction ν < 1/4. The simulator Hamiltonian Eq. (3)
has sparsity r proportional to the number of non-zero
coefficients tαβ , uαβγδ in the target Hamiltonian. Fur-
thermore, ‖Di‖ ≤ 1 for all i.
The bound Eq. (5) is worse than what one could expect
naively. Indeed, since Htgt has dimension
(
M
N
) ≈ 2Mh(ν),
the information-theoretic bound on the qubit-per-mode
ratio is η ≥ h(ν). We leave as an open question whether
sparse encodings can achieve this bound.
The above result has one important caveat. Namely,
we shall see that matrix elements of the simulator Hamil-
tonian can be computed efficiently only if the chosen
code is efficiently decodable. In Appendix C we describe
a brute force implementation of the decoding algorithm
that may be practical for small number of modesM ≤ 50.
Simulating larger systems may require LDPC codes that
are both good and efficiently decodable. Designing such
codes is an active research area, see Refs. [31–33].
To enable efficient decoding and improve sparseness of
the simulator Hamiltonian we consider a special class of
LDPC codes associated with high-girth bipartite graphs.
For such encodings any two-body operator a†αaβ ± a†βaα
has a 2-sparse simulator, while any four-body opera-
tor has 32-sparse simulator. Furthermore, matrix ele-
ments of the simulators can be computed in time O(M3).
Graph-based encodings can eliminate M/N qubits for
N ≤ M1/2. Figure 1 shows a numerically computed
lower bound on the number of modes M that can be
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FIG. 1. A lower bound on the number of fermionic modes M
that can be simulated for fixed values of N and Q using the
graph-based encodings.
simulated for fixed values of Q,N using the graph-based
encodings.
Our third result concerns Z2-symmetries such as the
fermionic parity conservation. For concreteness, we con-
sider a symmetry group Z2×Z2 describing parity conser-
vation for electrons with a fixed spin orientation. Such
symmetry is present, for example, in the standard molec-
ular electron Hamiltonians that neglect spin-spin and
spin-orbit interactions. The target Hilbert space Htgt
is chosen as a subspace in which the number of electrons
with a given spin is fixed modulo two. Using the second
quantization method and both the parity and the binary
tree encoding of Ref. [11] we construct a simulator Hamil-
tonian Eq. (3) that acts on Q = M − 2 qubits. More
generally, we give a systematic method of detecting Z2
symmetries in a given target Hamiltonian and show how
to construct sparse encodings that eliminate one qubit
for each Z2 symmetry. Our techniques are illustrated us-
ing quantum chemistry Hamiltonians describing simple
molecules.
To summarize, we observed that the encoding based
on the first quantization method achieves the best per-
formance in terms of the number of qubits that can be
eliminated. However, it is applicable only if the number
of particles N is relatively small. Furthermore, the en-
coding does not take advantage of any structure present
in the coefficients of Htgt. For example, Hsim might have
sparseness 9M3.17 even if Htgt has only O(M) non-zero
coefficients. In contrast, encodings based on the sec-
ond quantization method eliminate fewer qubits but have
broader applicability and produce more sparse simulator
Hamiltonian such that the number of terms in Htgt and
Hsim are roughly the same (up to a constant factor).
Which encoding should be preferred may depend on de-
tails of the target system.
We expect our results to find applications in the near-
future experimental demonstrations of variational quan-
tum algorithms. In this context the number of qubits Q
is fixed by the hardware constraints and may not be large
enough to simulate interesting molecules directly. Com-
bining the standard variational algorithms [6–8] with the
encodings described in this paper may extend the range
of molecules that can be simulated on a given quantum
hardware. We leave as open questions whether sparse en-
coding can be constructed for the filling fraction ν ≥ 1/4,
what is the tradeoff between the parameters M,N,Q and
the encoding sparseness, and how to generalize our tech-
niques to other types of symmetries.
The rest of the paper is organized as follows. Section II
summarizes our notations. Encodings based on the first
quantization method are described in Section III. These
encoding are applicable if the number of particles N is
sufficiently small. Section IV shows how to construct
sparse encodings for a constant filling fraction N/M us-
ing classical LDPC codes. Encodings based on high-
girth bipartite graphs are described in Sections V,VI.
Discrete symmetries and applications of our techniques to
small molecular-type Hamiltonians are discussed in Sec-
tions VII,VIII. Appendix A summarizes the previously
known encodings of fermions by qubits. Appendix B il-
lustrates our methods using the hydrogen molecule as an
example. Appendix C shows how to compute matrix ele-
ments of simulator Hamiltonians constructed from LDPC
codes.
II. NOTATIONS
A system of M fermi modes is described by the Fock
space FM of dimension 2M equipped with the standard
basis |x〉 ≡ |x1, . . . , xM 〉, where xα = 0, 1 is the occupa-
tion number of the mode α such that a†αaα|x〉 = xα|x〉.
Our target Hilbert space is defined as the N -particle sub-
space of FM ,
Htgt = span(|x〉 ∈ FM : |x| = N). (6)
Here |x| denotes the Hamming weight of x. The simulator
system consists of Q qubits, where Q satisfies
dim (Htgt) =
(
M
N
)
≤ 2Q ≤ 2M .
The Hilbert space Hsim = (C2)⊗Q is equipped with the
standard basis |s〉, where s ∈ {0, 1}Q. We shall reserve
letters s, t for qubit basis vectors and letters x, y for the
Fock basis vectors. For any integer K ≥ 1 let [K] ≡
{1, 2, . . . ,K}.
Suppose Otgt is a two-body or four-body fermionic ob-
servable (hermitian operator) listed below
i(a†αaβ ± a†βaα), i(a†αa†βaγaδ ± a†δa†γaβaα), (7)
where  = 0, 1 is chosen to make the operator hermitian.
We shall say that a qubit observable Osim acting onHsim
is a simulator of Otgt if
OsimE = EOtgt. (8)
A direct consequence of Eq. (8) is that Osim preserves the
codespace and the restriction of Osim onto the codespace
is unitarily equivalent to Otgt. The action of Osim on
4the orthogonal complement of the codespace may be ar-
bitrary. Let us say that the simulator Osim is r-sparse if
it can be written as
Osim =
r∑
i=1
Di, (9)
whereDi are hermitian operators such that each operator
Di is diagonal in some tensor product basis of Q qubits.
This basis may depend on i. The maximum sparsity r
of two-body and four-body simulators will be denoted r2
and r4 respectively.
III. SPARSE ENCODINGS FOR SMALL
NUMBER OF PARTICLES
Here we discuss encodings based on the first quantiza-
tion method. Assume for simplicity that the number of
modes M is a power of two, M = 2m. Otherwise, round
M up to the nearest power of two. Given a fermi mode
α ∈ {1, . . . ,M}, let α ∈ {0, 1}m be the binary represen-
tation of the integer α− 1.
The simulator system consists of Q = mN qubits par-
titioned into N consecutive registers Q1, . . . , QN of m
qubits each. For any N -tuple of modes α1, . . . , αN let
|α1, α2, · · · , αN 〉 ∈ Hsim be a basis vector such that the
register Qi is in the state |αi〉.
Consider a basis vector |x〉 ∈ Htgt and let
1 ≤ α1 < α2 < . . . < αN ≤M
be the subset of N modes that are occupied in the state
|x〉, that is, xi = 1 iff i ∈ {α1, . . . , αN}. Define the
encoding as
E|x〉 = 1√
N !
∑
pi∈SN
(−1)piPpi|α1, α2, · · · , αN 〉, (10)
where SN is the group of permutations of N objects,
(−1)pi is the sign of a permutation pi, and Ppi is a unitary
operator that applies a permutation pi to the registers
Q1, . . . , QN such that
Ppi|α1, α2, · · · , αN 〉 = |αpi(1), αpi(2), · · · , αpi(N)〉.
The righthand side of Eq. (10) can be viewed as the first-
quantized version of the state |x〉. The codespace Im(E)
is spanned by antisymmetric states ψ ∈ Hsim such that
Ppi|ψ〉 = (−1)pi|ψ〉, for all pi ∈ SN .
We choose the simulator Hamiltonian as
Hsim = T + U + gH
⊥, (11)
where T+U is the first-quantized version of Htgt, namely
T =
N∑
i=1
M∑
α,β=1
tαβ |α〉〈β|i (12)
U = −
∑
1≤i6=j≤N
M∑
α,β,γ,δ=1
uαβγδ|α, β〉〈γ, δ|i,j (13)
Here and below the subscripts i, j indicate the registers
Qi, Qj acted upon by an operator. Finally, H
⊥ penalizes
states orthogonal to the codespace,
H⊥ =
∑
1≤i<j≤N
1
2
(I + (↔)i,j). (14)
Here (↔)i,j is the SWAP operator that exchanges Qi and
Qj . Note that H
⊥ has zero ground energy and its ground
subspace coincides with the codespace Im(E). The coef-
ficient g > 0 in Eq. (11) will be chosen large enough so
that the ground state of Hsim belongs to the codespace.
Note that [T, Ppi] = [U,Ppi] = 0 for any permutation
pi ∈ SN . Thus Hsim preserves the codespace Im(E). The
standard correspondence between the first and the sec-
ond quantized Hamiltonians implies that the restriction
ofHsim onto the codespace is unitarily equivalent toHtgt,
so that Eq. (2) is satisfied. Thus Hsim is indeed a simu-
lator of Htgt (for large enough g to be chosen later).
Let us show that Hsim is r-sparse, where
r = 9m ≤M3.17. (15)
Furthermore, Hsim =
∑r
i=1Di, where each term Di is
diagonal in a tensor product of Pauli bases
X ≡ {(|0〉 ± |1〉)/
√
2}, Y ≡ {(|0〉 ± i|1〉)
√
2},
and Z ≡ {|0〉, |1〉}. Let
Pauli(m) = {σ1, σ2, . . . , σM2}
be the set of all m-qubit Pauli operators (ignoring the
overall phase). By definition, each operator σa is a ten-
sor product of single-qubit Pauli operators I, σx, σy, σz.
Note that there are 4m = M2 such operators. We note
that the SWAP operator on two qubits can be written as
1
2
(I ⊗ I + σx ⊗ σx + σy ⊗ σy + σz ⊗ σz) .
Since the SWAP operator (↔)i,j exchangingm-qubit reg-
isters Qi, Qj is a tensor product of m two-qubit SWAPS,
one gets
(↔)i,j = M−1
M2∑
a=1
(σa ⊗ σa)i,j . (16)
Expanding each term in Eqs. (12,13) in the basis of Pauli
operators and using Eq. (16) to expand H⊥ one gets
Hsim =
∑
1≤i<j≤N
M2∑
a,b=1
ca,b(σa ⊗ σb)i,j (17)
for some real coefficients ca,b. We shall group Pauli oper-
ators that appear in Eq. (17) into r bins such that Pauli
5operators from the same bin are diagonal in the same
tensor product basis. First consider a single register Qi.
Obviously, any Pauli operator acting on Qi is diagonal
in a tensor product of the bases X ,Y,Z. Such tensor
product bases can be labeled by letters in the alphabet
A ≡ {X ,Y,Z}m. (18)
Recall that an orthogonal array [21] over an alphabet A is
a matrix R of size n×k with entries from A such that any
pair of columns of R contains each two-letter word in the
alphabet A the same number of times. (More precisely,
the above defines an orthogonal array with strength two).
Orthogonal arrays have been previously used for quan-
tum simulations and dynamical decoupling [22–24]. We
shall use a family of orthogonal arrays based on the
Galois field GF (3m) known as Rao-Hamming construc-
tion [21]. It gives an orthogonal n × k array R over an
alphabet A of size 3m with n = 9m and k = 3m+1. Note
that the equality n = 9m is possible only if any pair of
columns of R contains each two-letter word in the alpha-
bet A exactly one time. Also note that the number of
particles N obeys N ≤M = 2m < k = 3m + 1. We shall
use only the first N columns of R. Let f = 1, . . . , 9m be
some row of R. It defines a tensor product of Pauli bases
Rf ≡ Rf,1 ⊗Rf,2 ⊗ · · · ⊗Rf,N
for the system of Q qubits. By construction, each Pauli
term ca,b(σa⊗ σb)i,j that appears in Eq. (17) is diagonal
in at least one basis Rf . Thus we can choose a decompo-
sition Hsim =
∑9m
f=1Df where Df is diagonal in the basis
Rf . This shows that any target Hamiltonian Eq. (1) has
a simulator with sparsity r = 9m = M2 log2 (3) ≈ M3.17.
Rounding M up to the nearest power of two gives Eq. (5).
The coefficient g in Eq. (11) must be large enough so
that the ground state of Hsim belongs to the codespace.
This is always the case if g∆⊥ > 2‖U + T‖, where ∆⊥
is the smallest non-zero eigenvalue of H⊥, see Eq. (14).
Indeed, suppose ψ is an eigenvector of Hsim orthogonal
to the codespace. Then the corresponding eigenvalue is
〈ψ|Hsim|ψ〉 ≥ 〈ψ|U + T |ψ〉+ g∆⊥ > ‖U + T‖.
Such eigenvalue cannot be the ground energy of Htgt
since the latter is unitarily equivalent to a submatrix of
U + T . Thus the ground state of Hsim must belong to
the codespace. Recall that we assume the coefficients
tαβ , uαβγδ to have magnitude at most one. This gives a
conservative estimate ‖U + T‖ = O(N2M4). Below we
show that
∆⊥ =
N
2
for all N ≤M. (19)
Thus it suffices to choose g > 4N−1‖U + T‖ = O(NM4)
and all terms Di in the simulator Hamiltonian have norm
poly(M). We do not expect the bound g > O(NM4)
to be tight. In practical implementation of variational
quantum algorithms one can start from g = 0 and grad-
ually increase g until the best variational state ψ satisfies
〈ψ|H⊥|ψ〉 = 0.
Let us now prove Eq. (19). Recall that ∆⊥ is the small-
est non-zero eigenvalue of the Hamiltonain H⊥ defined
in Eq. (14). We shall use a symmetry-based argument to
compute all eigenvalues of H⊥. Consider the permuta-
tion group SN and the unitary group U(M). The Hilbert
space Hsim ∼= (CM )⊗N defines a unitary representation
of these groups such that a permutation pi ∈ SN acts
on Hsim as Ppi and a unitary matrix V ∈ U(M) acts
on Hsim as V ⊗N . The standard result from the group
representation theory known as Schur duality [25] gives
a decomposition
(CM )⊗N =
⊕
λ
Pλ ⊗Qλ, (20)
where the sum runs over all Young diagrams with N
boxes, Pλ is the irreducible representation (irrep) of the
permutation group SN and Qλ is the irrep of the uni-
tary group U(M). The operators Ppi and V ⊗N are block-
diagonal with respect to Schur decomposition Eq. (20).
Furthermore, within each sector λ the operator Ppi acts
non-trivially only on the subsystem Pλ, while V ⊗N acts
non-trivially only on subsystem Qλ.
Importantly, the Hamiltonian H⊥ commutes with the
action of both groups SN and U(M), that is,
[H⊥, Ppi] = [H⊥, V ⊗N ] = 0
for all pi ∈ SN and for all V ∈ U(M). Since the groups
SN and U(M) generate the full operator algebra in each
sector λ in the decomposition Eq. (20), we conclude that
H⊥ =
⊕
λ
eλΠλ, (21)
where Πλ is the projector onto the sector λ in Eq. (20)
and eλ are eigenvalues of H
⊥. Thus we can compute eλ
by picking an arbitrary state ψλ from the sector λ and
computing eλ = 〈ψλ|H⊥|ψλ〉.
We shall consider a Young diagram λ with d columns
as a partition of the integer N , that is,
N = λ1 + . . .+ λd, λ1 ≥ . . . ≥ λd ≥ 1.
Namely, λp is the number of boxes in the p-th column of
λ. For any integer u define a state |φ(u)〉 ∈ (CM )⊗u such
that
|φ(u)〉 = 1√
u!
∑
pi∈Su
(−1)pi|pi(1), pi(2), . . . , pi(u)〉.
For example, |φ(1)〉 = |1〉, |φ(2)〉 = (|1, 2〉 − |2, 1〉)/√2,
|φ(3)〉 = 1√
6
( |1, 2, 3〉+ |3, 1, 2〉+ |2, 3, 1〉−
|2, 1, 3〉 − |3, 2, 1〉 − |1, 3, 2〉)
etc. We claim that a state
|ψλ〉 ≡ |φ(λ1)〉 ⊗ · · · ⊗ |φ(λd)〉 (22)
6belongs to the sector λ of the decomposition Eq. (20).
Namely, such state can be obtained by applying a suit-
able Young symmetrizer [26] to a basis vector. Indeed,
define a Young tableau (λ, T ) obtained by filling columns
of λ one by one with consecutive integers 1, . . . , N start-
ing from the first column, see Figure 2 for an example.
Let Scol ⊆ SN and Srow ⊆ SN be the subgroups that
permute integers from the same column and from the
same row of (λ, T ) respectively. The Young symmetrizer
corresponding to tableau (λ, T ) is defined as
Πλ,T ∼
( ∑
pi∈Scol
(−1)piPpi
)
·
( ∑
τ∈Srow
Pτ
)
. (23)
It is well-known [25, 26] that Πλ,T is proportional to a
(non-orthogonal) projector onto a subspace of the sector
λ in the Schur decomposition. In particular, Πλ,T maps
any state to some state that belongs to the sector λ.
Let s(λ) be a sequence of N integers obtained by filling
columns of λ one by one with consecutive integers such
that the j-th column is filled with integers 1, . . . , λj , see
Figure 2 for an example. Let |s(λ)〉 ∈ (CM )⊗N be the
basis vector corresponding to s(λ). We observe that the
(𝜆, 𝑇)
⟩|𝑠 𝜆 = ⟩|1234121
FIG. 2. Example of a Young tableau (λ, T ) and the basis
vector |s(λ)〉. Here N = 7 and (λ1, λ2, λ3) = (4, 2, 1).
second factor in Eq. (23) has trivial action on |s(λ)〉 since
Pτ |s(λ)〉 = |s(λ)〉 for all τ ∈ Srow. It follows that
Πλ,T |s(λ)〉 ∼ |ψλ〉 (24)
and thus |ψλ〉 indeed belongs to the sector λ of the Schur
decomposition. One can easily check that |ψλ〉 is an
eigenvector of H⊥ with the eigenvalue
eλ =
1
2
(N
2
)
−
d∑
a=1
(
λa
2
)
+
∑
1≤a<b≤d
λb
 . (25)
From Eq. (21) one infers that any eigenvalue of H⊥ must
have a form eλ. Note that eλ = 0 iff λ is a single column,
that is, d = 1, λ1 = N . One can check that the smallest
non-zero value of eλ is achieved when λ has two columns
with length N − 1 and 1, that is, d = 2, λ1 = N − 1, and
λ2 = 1. In this case eλ = N/2 which proves Eq. (19).
IV. SPARSE ENCODING BASED ON LDPC
CODES
In this section we use the second quantization method
and classical LDPC codes to construct sparse encodings
for the case when the target system has a constant filling
fraction ν = N/M .
Let A be a binary matrix with Q rows and M columns.
Given a binary vector x of length M , we shall write Ax
for the matrix-vector multiplication modulo two, that is,
(Ax)i =
M∑
α=1
Ai,αxα (mod 2) (26)
We consider encodings E : Htgt → Hsim defined by
E|x〉 = |Ax〉 (27)
where x ∈ {0, 1}M and |x| = N . Let us say that a matrix
A is N -injective if it maps distinct M -bit vectors x with
the Hamming weight N to distinct Q-bit vectors s = Ax.
It follows directly from the definitions that E is an isom-
etry iff A is N -injective. The N -injectivity condition is
satisfied if A is chosen as a parity check matrix describ-
ing a binary linear code of length M with the minimum
distance 2N+1. Indeed, in this case all errors x of weight
up to N must have different syndromes s = Ax and thus
a syndrome s uniquely identifies a weight-N error x.
How sparse is the encoding defined in Eq. (27)? Let
columns of A be A1, . . . , AM ∈ {0, 1}Q and let
c(A) = max
α
|Aα|
be the maximum column weight. We claim that fermionic
observables defined in Eq. (7) have simulators Eq. (9)
with sparsity
r2 ≤ 22c(A)−1 and r4 ≤ 24c(A)−1 (28)
for two-body and four-body observables respectively.
Furthermore, ‖Di‖ ≤ 1 for all i. Thus the encoding de-
fined by Eq. (27) is sparse whenever A is a column-sparse
matrix.
First, let us introduce some notations. Let A−1s be a
set of all weight-N vectors x satisfying Ax = s,
A−1s ≡ {x ∈ {0, 1}M : Ax = s and |x| = N}. (29)
The set A−1s may be empty for some s. By definition,
A is N -injective iff the set A−1s contains at most one
element for any s ∈ {0, 1}Q. Below eα = (0 . . . 010 . . . 0)
denotes a string with a single non-zero at the position α.
We use the notation ⊕ for the bitwise XOR.
For concreteness, consider a pair of modes α < β and
a target observable
Otgt = a†αaβ + a†βaα. (30)
We have Otgt|x〉 = 0 if xαxβ = 00, 11 and
Otgt|x〉 = Sαβ(x)|x⊕ eα ⊕ eβ〉
7if xαxβ = 01, 10 where Sαβ(x) = ±1 is the parity of all
bits of x located between α and β, that is,
Sαβ(x) =
β−1∏
γ=α+1
(−1)xγ .
Since A(x⊕ eα ⊕ eβ) = Ax⊕Aα ⊕Aβ , we have
EOtgt|x〉 = Sαβ(x)|Ax⊕Aα ⊕Aβ〉 if xαxβ = 01, 10,
EOtgt|x〉 = 0 if xαxβ = 00, 11. (31)
Let us say that a basis vector s ∈ {0, 1}Q is αβ-flippable if
s = Ax for some weight-N string x such that xαxβ = 01
or xαxβ = 10. Note that A
−1s is a single string whenever
s is αβ-flippable. Define an operator Γαβ acting on Hsim
such that
Γαβ |s〉 = Sαβ(A−1s)|s〉 if s is αβ-flippable
Γαβ |s〉 = 0 otherwise. (32)
Given a bit string s, let X(s) be the product of Pauli σx
operators over all qubits i such that si = 1. We claim
that the observable Otgt has a simulator
Osim = X(Aα ⊕Aβ)Γαβ = ΓαβX(Aα ⊕Aβ). (33)
First let us check that X(Aα ⊕Aβ) commutes with Γαβ .
Suppose s is αβ-flippable and let t = s ⊕ Aα ⊕ Aβ . By
assumption, s = Ax for some x such that |x| = N and,
say, xαxβ = 01. It follows that y ≡ x ⊕ eα ⊕ eβ has
weight N and Ay = t. Furthermore, yαyβ = 10. Thus
t is αβ-flippable and A−1t = y. Since Sαβ(x) = Sαβ(y),
we have shown that Sαβ(A
−1s) = Sαβ(A−1t) and thus
X(Aα ⊕Aβ)Γαβ |s〉 = Sαβ(x)|t〉 = ΓαβX(Aα ⊕Aβ)|s〉.
If s is not αβ-flippable then so is t, so that
X(Aα ⊕Aβ)Γαβ |s〉 = ΓαβX(Aα ⊕Aβ)|s〉 = 0.
We have shown that X(Aα ⊕Aβ) commutes with Γαβ .
Next, let us check the simulation condition Eq. (2).
Suppose x has weight N and let s = Ax. Using the first
equality in Eq. (33) one infers that
OsimE|x〉 = X(Aα ⊕Aβ)Γαβ |s〉 = Sαβ(x)|s⊕Aα ⊕Aβ〉
if xαxβ = 01, 10 and OsimE|x〉 = 0 otherwise. Compar-
ing this and Eq. (31) shows that OsimE = EOtgt.
Let us show that Osim is r-sparse with r ≤ 22c(A)−1.
By construction, Γαβ is diagonal in the standard basis,
that is,
Γαβ =
∑
s∈{0,1}M
g(s)|s〉〈s|, g(s) = 0,±1. (34)
Let k ≡ |Aα ⊕Aβ |. To simplify notations, let us reorder
the qubits such that X(Aα⊕Aβ) = X⊗k acts on the first
k qubits. Decompose s = (u, s′), where u ∈ {0, 1}k and
s′ ∈ {0, 1}Q−k. Define a function h(t, s′) obtained from
g(u, s′) by applying the Walsh-Hadamard transform with
respect to the first argument:
h(t, s′) ≡ 2−k
∑
u∈{0,1}k
(−1)t·ug(u, s′). (35)
Here t · u ≡∑ki=1 tiui. Substituting the identity
|s〉〈s| ≡ |u, s′〉〈u, s′| = 2−k
∑
t∈{0,1}k
(−1)t·uZ(t)⊗ |s′〉〈s′|
into Eq. (34) gives
Γαβ =
∑
t∈{0,1}k
∑
s′∈{0,1}Q−k
h(t, s′)Z(t)⊗ |s′〉〈s′|. (36)
For each t ∈ {0, 1}k define an operator
Γαβ(t) =
∑
s∈{0,1}Q−k
h(t, s)|s〉〈s|. (37)
acting on the last Q− k qubits. Then
Γαβ =
∑
t∈{0,1}k
Z(t)⊗ Γαβ(t). (38)
As was shown above, X(Aα⊕Aβ) = X⊗k commutes with
Γαβ . Since X
⊗k commutes (anti-commutes) with Z(t)
for even (odd) t, we infer from Eq. (38) that Γαβ(t) = 0
whenever t has odd weight. Combining Eqs. (33,38) we
arrive at
Osim =
∑
t∈{0,1}k
|t| even
X⊗kZ(t)⊗ Γαβ(t), (39)
This gives a 2k−1-sparse decomposition of Osim as de-
fined in Eq. (9) where
Di ≡ X⊗kZ(t)⊗ Γαβ(t). (40)
This operator can be made diagonal in the standard basis
by applying a Clifford operator exchanging Pauli Y and
Z for all qubits i = 1, . . . , k such that ti = 1. It remains
to note that
k = |Aα ⊕Aβ | ≤ |Aα|+ |Aβ | ≤ 2c(A).
Thus the simulator Eq. (39) has sparsity 22c(A)−1. Fur-
thermore, all matrix elements of Di are contained in
the interval [−1, 1], see Eqs. (34,35,37,40). We omit the
derivation of simulators for other observables defined in
Eq. (7) since it follows exactly the same steps as above.
Consider a target Hamiltonian Htgt defined in Eq. (1).
Decompose Htgt as a linear combination of two-body and
four-body observables Otgt defined in Eq. (7). Replac-
ing each observable Otgt by a qubit simulator Osim con-
structed above gives a simulator Hamiltonian
Hsim = gEE† +
r∑
i=1
Di. (41)
8Here we combined the termsDi from each simulatorOsim
into a single sum. The term gEE† penalizes states orthog-
onal to the codespace. Note that r is upper bounded by a
constant O(1) times the number of non-zero coefficients
tαβ , uαβγδ in the target Hamiltonian. Since ‖Di‖ ≤ 1,
we can guarantee that the ground state of Hsim belongs
to the codespace provided that g ∼M4.
Let us choose A as a parity check matrix of a binary
linear code that encodes K bits into M bits with the min-
imum distance 2N + 1 < M . As was argued above, such
matrix A is N -injective. It is known that certain families
of codes described by sparse parity check matrices can
approach the Gilbert-Varshamov bound [29, 30], namely,
K = M(1− h(2N/M)− ), (42)
where h(x) = −x log2 (x)− (1− x) log2 (1− x) is the bi-
nary Shannon entropy function and  > 0 can be made ar-
bitrarily small by choosing large enough c(A). This claim
follows from the existence of good LDPC codes [34], see
for instance Theorem A.3 of [28]. We can assume wlog
that all rows of A are linearly independent in which case
A has Q = M −K rows. Then a family of good LDPC
codes as above gives a family of sparse encodings with
the filling fraction ν = N/M and the qubit-per-mode ra-
tio η = Q/M = 1 − K/M that satisfy η = h(2ν) + ,
as claimed in Eq. (5). Unfortunately, the constant c(A)
grows quickly as  approaches 0, see [28]. Since the spar-
sity of simulators constructed for few-body fermionic ob-
servables is exponential in c(A), see Eq. (28), encodings
based on good LDPC codes are not quite practical. We
show how to overcome this problem using “bad” LDPC
codes in Sections V,VI.
Next let us discuss how to compute matrix elements of
the simulator Hamiltonian Eq. (41). Note that all steps
in the definition of Hsim are computationally efficient
except for inverting the action of A, that is, computing
the set A−1s defined in Eq. (29). Define a function
xmin(s) = arg min
x∈{0,1}M
Ax=s
|x|. (43)
It returns an error x ∈ {0, 1}M of minimum weight con-
sistent with a given syndrome s ∈ {0, 1}Q. Suppose A is
a parity check matrix of a linear code with the minimum
distance 2N + 1. It follows easily from the definitions
that A−1s = {xmin(s)} if xmin(s) has weight N and
A−1s = ∅ otherwise. Thus it suffices to give an efficient
algorithm for computing xmin(s). The latter is known as
a minimum weight decoding problem. Although in gen-
eral this problem is NP-hard [35], there are special classes
of LDPC codes that admit a linear time decoder [31, 32].
These codes have a non-zero encoding rate and relative
distance, but they are not good in the sense of Eq. (42).
In Section VI we discuss a special class of LDPC codes
based on high-girth bipartite graphs that can be decoded
in time O(M3). Appendix C gives a simple algorithm
that computes the set A−1s for any N -injective matrix.
Although this algorithm is not efficient asymptotically, it
can be implemented for small system sizes M ≤ 50.
V. IMPROVING THE SPARSITY
Here we show how to improve the sparsity bounds in
Eq. (28) if the parity check matrix A has a certain addi-
tional structure. At this point we shall exploit the fact
that simulators only need to reproduce the action of tar-
get observables within the codespace and can act arbi-
trarily on the orthogonal complement to the codespace.
Let A be a binary matrix of size Q×M with columns
A1, . . . , AM . We shall say that A is bipartite if the set
of rows [Q] ≡ {1, . . . , Q} can be partitioned into two
disjoint subsets, [Q] = L ∪R, such that each column Aα
intersects both L and R on odd number of rows,
|Aα ∩ L| (mod 2) = |Aα ∩R| (mod 2) = 1 (44)
for all 1 ≤ α ≤M . We claim that the encoding Eq. (27)
based on a bipartite matrix A has sparsity parameters
r2 ≤ 22c(A)−3 and r4 ≤ 24c(A)−3. (45)
Indeed, consider any weight-N string x and let s = Ax
be its syndrome. Let s(L), s(R) ∈ {0, 1} be the parity of
s restricted to L and R,
s(L) ≡
∑
i∈L
si (mod 2) and s(R) ≡
∑
i∈R
si (mod 2).
From Eq. (44) one infers that flipping any bit of x flips
the values of s(L) and s(R). Therefore
s(L) = s(R) = (−1)N (46)
are constants independent of x. Thus the codespace
Im(E) is stabilized by the products of Pauli Z operators
over L and R,
Z(L)|s〉 = Z(R)|s〉 = (−1)N |s〉 for all |s〉 ∈ Im(E).
(47)
Below we use notations and terminology of Section IV.
Consider a two-body fermionic observable Otgt acting on
a pair of modes α, β, see Eq. (30). It has a 2k−1-sparse
simulator defined by Eq. (39) where k = |Aα ⊕ Aβ |. If
Aα ∩ Aβ 6= ∅ then k ≤ |Aα| + |Aβ | − 2 ≤ 2c(A) − 2
and thus the simulator has sparsity 22c(A)−3, as claimed.
From now on we assume that Aα∩Aβ = ∅. The assump-
tion Eq. (44) implies that X(Aα) anti-commutes with
Z(L) and Z(R) for all α. Therefore X(Aα ⊕ Aβ) =
X(Aα)X(Aβ) commutes with Z(L) and Z(R). We
shall modify the simulator Osim defined in Eq. (39) by
multiplying some terms in Eq. (39) by (−1)NZ(L), or
(−1)NZ(R), or Z(L)Z(R). As was argued above, these
operators commute with each term in Eq. (39) and have
trivial action on the codespace due to Eq. (47). Thus we
the modified simulator O′sim has exactly the same action
on the codespace as Osim, that is, O′sim is a simulator of
Otgt.
Fix some pair of qubits i ∈ Aα ∩ L and j ∈ Aα ∩ R.
Multiply each term in Eq. (39) with ti = 1 and tj = 0
by (−1)NZ(L). Multiply each term in Eq. (39) with
9ti = 0 and tj = 1 by (−1)NZ(R). Multiply each term
in Eq. (39) with ti = 1 and tj = 1 by Z(L)Z(R). This
cancels the action of Pauli Z(t) in Eq. (39) on the chosen
pair of qubits i, j. Thus we can write
O′sim =
∑
t∈{0,1}k
|t| even
ti=tj=0
X⊗kZ(t)⊗ Γ′αβ(t) (48)
for some new operators Γ′αβ(t) diagonal in the standard
basis. ThusO′sim has sparsity 2k−3 ≤ 22c(A)−3 as claimed
in Eq. (45). We omit the derivation for other observables
defined in Eq. (7) since it follows the same steps as above.
VI. GRAPH-BASED ENCODINGS
Suppose G is a bipartite graph with Q vertices and M
edges. We assume that vertices of G are partitioned into
two disjoint subsets L,R such that only edges between L
and R are allowed. Let A be the incidence matrix of G.
By definition, A has Q rows, M columns, and Ai,α = 1 if
a vertex i is an endpoint of an edge α. Otherwise Ai,α =
0. Consider the encoding E|x〉 = |Ax〉. Since c(A) = 2
and A is bipartite, few-body fermionic observables have
simulators with sparsity r2 = 2 and r4 = 32, see Eq. (45).
Suppose the number of qubits Q and the number of
particles N are fixed. What is the maximum value of M
that can be achieved using encodings based on bipartite
graphs? First let us rephrase the N -injectivity condition
in terms of the girth of the graph G. Recall that a graph
G has girth g if any closed loop in G has at least g edges.
We claim that the matrix A is N -injective iff the graph
G has girth g ≥ 2N + 2. Indeed, assume that A is not
N -injective. Then Ax = Ay for some pair of weight-N
strings x 6= y. Let z = x⊕y so that Az = 0 and |z| ≤ 2N .
We can consider z as a subset of edges in G. From Az = 0
one infers that z is a cycle, that is, each vertex has even
number of incident edges from z. However, each cycle
contains at least one closed loop. If z′ ⊆ z is such a
loop then |z′| ≤ |z| ≤ 2N , that is, g ≤ 2N . Conversely,
assume that g ≤ 2N . Let z be any loop of length at
most 2N . Note that z must have even length since G
is bipartite. Choose any partition z = x ⊕ y such that
|x| = |y| = |z|/2 and x ∩ y = ∅. Then Ax = Ay. Choose
any subset of edges u such that |u| = N − |z|/2 and such
that x, y, u are pairwise disjoint. This is always possible
since
M − |x| − |y| = M − |z| ≥M − 2N ≥ 0.
Let x′ = x⊕ u and y′ = y ⊕ u. Then x′ 6= y′, Ax′ = Ay′
and |x′| = |y′| = N , that is, A is not N -injective. This
proves the claim.
The above shows that maximizingM for fixedN andQ
is equivalent to finding the largest bipartite graph with
a fixed number of vertices Q and a girth g ≥ 2N + 2.
This problem has a long history in the graph theory, see
for instance [36] and the references therein. In particu-
lar, nearly maximal bipartite graphs with a given girth
can be constructed by greedy algorithms [37, 38]. Such
algorithms start from an empty graph and sequentially
add random edges drawn from a suitable (time depen-
dent) probability distribution. The process terminates
once there is no edge that can be added without reduc-
ing the girth below the specified value, see Refs. [37, 38]
for details. The data shown on Figure 1 was generated
using the greedy algorithm of Ref. [38] with 103 trials for
each pair Q,N and selecting the maximum graph with
girth at least 2N + 2. The number of edges M in the
maximum graph gives a lower bound on the number of
fermi modes that can be simulated for a given pair Q,N ,
see Figure 1.
As a simple example consider a girth-6 bipartite graph
shown on Figure 3. It has 12 vertices and 16 edges. This
graph encodes a system of M = 16 fermi modes with
N = 2 particles into a system of Q = 12 qubits. One can
generalize this example as follows. Start from a cycle of
even length L such that L ≥ 2N + 2 and connect each
pair of vertices j and j+L/2 (mod L) by a chord. Each
chord contains N − 1 vertices and N edges. This defines
a bipartite graph with girth g = 2N+2 similar to the one
shown on Figure 3. The graph has M = L+NL/2 edges
and Q = L+ (N −1)L/2 vertices. Condition L ≥ 2N + 2
is equivalent to (1 +N)(2 +N) ≤M . Thus
Q = M − M
2 +N
for N ≤M1/2 −O(1).
This encoding can eliminate approximately M/N qubits.
We observe that some entries in the table of Figure 1 can
be obtained using the above construction. For example,
the encoding with Q = 20, N = 3, M = 25 correspond to
the graph of Figure 3 where the cycle has length L = 10
and each chord contains N = 3 edges. Such graph has
girth g = 8 and M = 25 edges.
FIG. 3. Example of a girth-6 bipartite graph with 12 vertices
and 16 edges. Each empty or filled circle is a vertex.
In contrast to encodings based on general LDPC codes,
graph-based encodings give simulator Hamiltonians with
efficiently computable matrix elements. Indeed, suppose
x is a minimum weight solution of the equation Ax = s,
see Eq. (43). If A is an incidence matrix of a graph,
one can view x and s as subsets of edges and vertices re-
spectively. Obviously, x is minimal if it consists of edge
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disjoint paths connecting pairs of vertices in s. Moreover,
x defines a perfect matching on the set s such that each
matched pair of vertices in s is connected by a short-
est path. Thus computing a minimum weight solution of
Ax = s is equivalent to (a) computing a shortest path
between each pair of vertices in s and (b) finding a min-
imum weight perfect matching of vertices of s. These
steps can be done in time O(M3) using the Dijkstra’s
algorithm to compute the shortest paths and Edmonds
blossom algorithm to find the minimum weight perfect
matching, see [39] for more details.
VII. DICRETE Z2 SYMMETRIES – PARTICLE
AND SPIN CONSERVATION
In the next two sections we discuss encodings based
on the Jordan-Wigner transformation [10] and its recent
generalizations [11, 13]. Such encodings are well suited
for the removal of qubits in the presence of discrete Z2
symmetries such as those describing the fermionic par-
ity conservation. Removal of qubits for the H2 molecular
Hamiltonian and a two-site Hubbard model were consid-
ered in [15]. We generalize the approach and consider
a system of M fermi modes and assume that our target
Hilbert space is the full Fock space FM . The simula-
tor system consist of M qubits. We consider encodings
E : FM → (C2)⊗M such that
E|x〉 = |Ax〉 for all x ∈ {0, 1}M , (49)
where A is some M×M invertible binary matrix and Ax
stands for the matrix-vector multiplication modulo two,
cf. Eqs. (26,27). The standard Jordan-Winger transfor-
mation is obtained by choosing A as the identity ma-
trix, A = I. A binary tree and the parity encodings
introduced in Refs. [11, 13] can be viewed as general-
izations of the Jordan-Wigner transformation. A binary
tree encoding is defined for M being a power of two,
M = 2m. If M 6= 2m, one refers to the definition for
a number of modes 2m > M , using only the correspon-
dences for the first M modes. The binary tree encoding
is obtained by choosing A ≡ Am, where a sequence of
matrices A0, A1, . . . , Am is defined recursively [13] as
A0 = 1, A1 =
[
1 0
1 1
]
, Ak =
[
Ak−1 0
Bk−1 Ak−1
]
, (50)
where 0 is the all-zeros matrix and Bk is a matrix of
size 2k × 2k that has the last row filled by ones and all
remaining rows filled by zeros. For example, choosing
M = 4 one gets
A =
 1 0 0 01 1 0 00 0 1 0
1 1 1 1
 .
Finally, the parity encoding [13] is obtained by choosing
A as a lower-triangular M ×M matrix,
Ai,j =
{
1 if i ≥ j
0 otherwise
(51)
For example, choosing M = 4 one gets
A =
 1 0 0 01 1 0 01 1 1 0
1 1 1 1
 .
The main advantage of the binary tree encoding is that
any few-body fermionic observableOtgt defined in Eq. (7)
has a qubit simulatorOsim = EOtgtE† such thatOsim is a
Pauli-like operator acting non-trivially only on O(logM)
qubits [11]. In contrast, the standard Jordan-Wigner and
the parity encodings can map a few-body fermionic ob-
servable to a Pauli-like operator acting on all M qubits,
see Ref. [13] and Appendix A for more details.
Consider a target Hamiltonian Eq. (1) that describes a
molecule with M spin-orbitals. Accordingly, each fermi
mode α is a pair α = (i, ω), where i = 1, . . . ,M/2 is a
spatial orbital and ω ∈ {↑, ↓} is the spin orientation. It
is well-known that molecular Hamiltonians based on the
non-relativistic Schro¨dinger equation conserve the num-
ber of particles with a fixed spin orientation [40]. Let
us order the M modes such that the first (the last) M/2
modes describe orbitals with spin up (spin down). Then
[Htgt, Nˆ↑] = [Htgt, Nˆ↓] = 0, (52)
where
Nˆ↑ =
M/2∑
α=1
a†αaα and Nˆ↓ =
M∑
α=M/2+1
a†αaα (53)
are particle number operators for spin-up and spin-down
modes. We claim that the symmetry Eq. (52) can be ex-
ploited to remove two qubits from the simulator Hamil-
tonian obtained via the binary tree encoding. For a spe-
cial case when M = 4 and Htgt describes the hydrogen
molecule see Ref. [17]. Indeed, suppose M = 2m and let
A = Am be the matrix defined by Eq. (50). We note that
the M -th row of A has a form 1M (the all-ones string).
Furthermore, the row M/2 has a form 1M/20M/2. It fol-
lows that
(Ax)M =
M∑
α=1
xα (mod 2) (54)
and
(Ax)M/2 =
M/2∑
α=1
xα (mod 2). (55)
Comparing Eqs. (53,54,55) one concludes that
E(−1)Nˆ↑E† = σzM/2 and E(−1)Nˆ↑+Nˆ↓E† = σzM . (56)
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Here and below σxj , σ
y
j , σ
z
j denote Pauli operators acting
on the j-th qubit. From Eqs. (52,56) one infers that the
simulator Hamiltonian Hsim = EHtgtE† commutes with
σzM and σ
z
M/2. This means that eigenvectors of Hsim
can be chosen as eigenvectors of σzM and σ
z
M/2. Accord-
ingly, when looking for the ground energy of Hsim in a
variational approach one can replace Pauli operators σzM
and σzM/2 by their eigenvalues ±1 and remove qubits M
and M/2 from the simulator system. Importantly, this
removal does not affect locality properties of the binary
tree encoding, that is, the final Hamiltonian Hsim acting
on M − 2 qubits is a linear combination of Pauli-like op-
erators with weight O(logM). We note that exactly the
same arguments as above can be applied to remove two
qubits from the simulator Hamiltonian obtained via the
parity encoding Eq. (51) since the matrices A defined in
Eqs. (50,51) have the same rows M and M/2.
VIII. MULTIPLE Z2 SYMMETRIES
The aforementioned qubit removal process can be eas-
ily generalized to Hamiltonians with multiple Z2 symme-
tries. Such symmetries are usually present in Hamiltoni-
ans describing molecules with geometric symmetries such
as rotations or reflections, see Table I below. Let Hsim
be a qubit simulator Hamiltonian obtained by applying
some version of the Jordan-Wigner encoding Eq. (49)
from the previous section. We can write Hsim as a linear
combination of M -qubit Pauli operators
Hsim =
r∑
j=1
hjσj , (57)
Here hj are some real coefficients and σj are M -qubit
Pauli operators, that is, M -fold tensor product of single-
qubit Pauli operators I, σx, σy, σz. Let
PM = ±{I, σx, σy, σz}⊗M
be the set of all M -qubit Pauli operators. Recall that the
M -qubit Clifford group CM is defined as a set of unitary
operators U such that UσU† ∈ PM for all σ ∈ PM .
Suppose S ⊆ PM is an abelian group. We shall say
that S is a symmetry group of Hsim if any element of S
commutes with each Pauli term inHsim and−I /∈ S. It is
a well-known fact from the theory of stabilizer codes [41]
that any abelian group S ⊆ PM such that −I /∈ S has a
set of independent generators S = 〈τ 1, . . . , τ k〉 such that
τ i = Uσ
x
i U
†, i = 1, . . . , k (58)
for some Clifford unitary operator U ∈ CM . Furthermore,
the generators τ 1, . . . , τ k can be constructed efficiently
using the standard stabilizer formalism [41], see below.
Define a transformed Hamiltonian
H ′sim = U
†HsimU =
r∑
j=1
hjηj , ηj ≡ U†σjU ∈ PM .
(59)
Clearly, H ′sim and Hsim have the same eigenvalues. Fur-
thermore, since [τ i,σj ] = 0 for all i, j, one infers that
[σxi ,ηj ] = 0 for all i, j. In other words, all terms in H
′
sim
commute with all X-type Pauli operators on the first
k qubits. This is possible only if each term ηj that ap-
pears in H ′sim acts on the first k qubits by I or σ
x. When
looking for the ground energy of H ′sim in the variational
approach one can replace Pauli operators σx1 , . . . , σ
x
k by
their eigenvalues ±1 and remove the first k qubits from
the simulator system. Although the Clifford transforma-
tion U does not change the number of Pauli terms in the
simulator Hamiltonian, it can in principle increase their
weight. Hence, in some cases, the Pauli terms ηj in H
′
sim
may be supported on a larger number of qubits compared
with the Pauli terms σj in Hsim.
We now describe an efficient procedure to find gener-
ators of the symmetry group S. We shall parameterize
Pauli operators σ ∈ PM by binary strings (ax|az) where
ax, az ∈ {0, 1}M such that
σ(ax|az) = eiφ
∏
i∈ax
σxi ·
∏
j∈az
σzj
for some phase factor eiφ that we shall ignore. Then
σ(ax|az)σ(bx|bz) = (−1)ax·bz+az·bxσ(bx|bz)σ(ax|az).
The set of Pauli operators σ1, . . . ,σr that appear inHsim
can be represented by a binary matrix
G =
[
Gx
Gz
]
of size (2M) × r such that σj = σ(Gjx|Gjz), where Gjx
and Gjz is the j-th column of Gx and Gz respectively.
The matrix G is analogous to the generator matrix of
stabilizer codes, and we will stick to the same notational
conventions. A Pauli operator σ(bx|bz) commutes with
each term in Hsim iff G
T · (bz|bx) = 0 where (bz|bx) is
considered as a column vector and GT is G transposed.
It will be convenient to define a parity check matrix
E =
[
Ex Ez
]
, Ex ≡ (Gz)T , Ez ≡ (Gx)T . (60)
The matrix E has size r × (2M). We conclude that
any element of the symmetry group S must have a form
σ(bx|bz) for some (bx|bz) ∈ ker(E).
Let b1, . . . , bd ∈ {0, 1}2M be a set of linearly indepen-
dent vectors that form a basis of ker(E). We shall write
bi = (bix|biz). Let us choose the symmetry group S as
any maximal abelian subgroup of the group generated
by the Pauli operators σ(b1), . . . ,σ(bd). Such subgroup
S can be constructed, for example, by applying a sym-
plectic version of the Gram-Schmidt orthogonalization
to the set of basis vectors b1, . . . , bd ∈ {0, 1}2M , see [41].
It gives a maximal set of linearly independent vectors
g1, . . . , gk ∈ span(b1, . . . , bd) such that
gix · gjz + giz · gjx = 0 (mod 2), ∀ 1 ≤ i, j ≤ k.
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Then generators of the symmetry group S can be chosen
as τ i = σ(g
i
x|giz) and S = 〈τ 1, . . . , τ k〉.
Let us comment on how to choose the Clifford transfor-
mation U satisfying Eq. (58). In all examples considered
below the symmetry generators τ 1, . . . , τ k are Z-type
Pauli operators. In addition, we can choose a subset of
qubits q(1), . . . , q(k) such that σxq(i) anti-commutes with
τ i and commutes with τ j for all j 6= i, that is,
σxq(i)τ j = (−1)δi,j τ jσxq(i). (61)
Define unitary Clifford operators
Ui =
1√
2
(σxq(i) + τ i), i = 1, . . . , k. (62)
Using the commutation rules Eq. (61) one can check that
U2i = I, Uiσ
x
q(i)U
†
i = τ i, and Ujσ
x
q(i)U
†
j = σ
x
i
for all i 6= j. Furthermore, U1, . . . , Uk pairwise commute.
Thus a Clifford transformation U satisfying Eq. (58) can
be chosen as U = U1U2 · · ·UkW , where W is a per-
mutation of qubits that maps qubits 1, . . . , k to qubits
q(1), . . . , q(k). Below we shall often ignore the permuta-
tion W .
To estimate utility of the above qubit reduction scheme
in realistic examples, we have first applied the system-
atic search for symmetries to the H2 Hamiltonian, re-
porting all the steps of the procedure in Appendix B.
We have then performed the symmetry search on a va-
riety of small molecules, reported in Table I. The one
and two-body molecular integrals, i.e. the coefficients in
Eq. (1), for the molecules reported are obtained using
the PyQuante open-source suite (version 1.6.0) [42], in
the chemists notation, using a STO-3G basis. All inter-
nuclear distances between different atoms are set to 1 A˚,
except for NH3, and the angle in the tri-atomic molecules
is set to 100◦ for H2O and 180◦ for BeH2. The geometry
for NH3 is the equilibrium geometry reported in the CC-
CBDB NIST archive [43] for a STO-3G basis using the
configuration interaction method with single and double
excitations. The second-quantized fermionic Hamiltoni-
ans are first symbolically mapped to qubit Hamiltonians
using the Jordan-Wigner, the parity, and the binary tree
encodings as detailed in Appendix A, after which equal
Pauli strings are recognized and simplified [44]. The par-
ity check matrix E defined in Eq. (60) is built for every
Hamiltonian and the kernel of E over the binary field is
computed. The symmetry generators τ i together with
single-qubit Pauli operators σxq(i) that obey the commu-
tation rules Eq. (61) and reported in Table I. As expected
from Section VII, using the parity encoding one always
finds single-qubit symmetries σzj at qubits j = M/2 and
j = M . The same single-qubit symmetries at qubits
M/2,M are found for the binary tree encoding when the
number of orbitals is a power of 2, as in the case of NH3,
where M = 24.
Appendix A: Standard fermionic mappings
In this section we recall the definitions for known map-
pings from a fermionic Fock space to qubits. The Jordan-
Wigner transformation [10] maps M fermions on to M
ordered qubits by assigning to the value of the j-th qubit
the occupation of the j-th fermionic mode, and stores
the parity information on the occupation of the modes
preceiding the index j with a Z check on the correspond-
ing qubits. It is defined as a correspondence between
fermionic creation and annihilation operators and qubit
operators,
aj →
(
j−1∏
i=1
σzi
)
σ+j and a
†
i →
(
j−1∏
i=1
σzi
)
σ−j . (A1)
We have used the usual definitions σ+ = (σx + iσy)/2
and σ− = (σx − iσy)/2. The action of the JW operators
in Eq. (A1) on a qubit state vector can be seen as a
flip on the ith bit, carrying a sign obtained by counting
the number of 1-bits in the subset with index less than
i. This transformation leads to Pauli operators that are
supported on O(M) qubits.
The parity mapping [11, 13] encodes in the j-th qubit
the information of the parity of the j-th fermionic mode
and the ones preceiding it, being dual to the Jordan-
Wigner transformation. It reads
aj →1
2
σzj−1σxj M∏
i=j+1
σxi + iσ
y
j
M∏
i=j+1
σxi

a†j →
1
2
σzj−1σxj M∏
i=j+1
σxi − iσyj
M∏
i=j+1
σxi
 .
(A2)
The parity mapping, as the Jordan-Wigner map, con-
tains linear strings of operators, and therefore can map
local fermionic operators into Pauli strings supported on
O(M) qubits. The binary tree mapping [11] improves on
this linear scaling, with O(log(M))-local terms. It has a
compact definition in the form [13]
aj → 1
2
∏
i∈U(j)
σxi ×
σxj ∏
i∈P (j)
σzi + iσ
y
j
∏
i∈R(j)
σzi

a†j →
1
2
∏
i∈U(j)
σxi ×
σxj ∏
i∈P (j)
σzi − iσyj
∏
i∈R(j)
σzi
 ,
(A3)
The update (U(j)), parity (P (j)) and flip (F (j)) sets
can be obtained systematically from the partial order on
binary strings [11] or, equivalently, from the recursive
matrices that maps fermionic occupation into qubits [13,
14]. The remainder set R(j) = P (j) \ F (j) is obtained
from the set difference of the parity and the flip sets. We
report recursive formulas in Ref. [14] to find the update,
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TABLE I. List of symmetry generators τ i found for a set of small molecules, reported together with the corresponding
single-qubit operators σxq(i) that obey commutation rules Eq. (61). The table follows the notation (σ
x
q(i), τ i). The molecular
Hamiltonians for the molecules reported are computed in the STO-3G basis, using one and two-body integrals obtained from
the PyQuante software (version 1.6.0). The internuclear distances between different atoms are set to 1 A˚, and the angle in the
tri-atomic molecules was set to 100◦ for H2O and 180◦ for BeH2. The geometry for NH3 is the equilibrium one for the basis
set considered.
parity and flip set in a system of j = 1, 2, ...,M qubits,
UM (j)=
{{
UM/2(j − 1) + 1,M
}
, j < M+22{
UM/2(j − 1− M2 ) + M+22
}
, j ≥ M+22
PM (j)=
{
PM/2(j − 1) + 1, j < M+22{
PM/2(j − 1− M2 ) + M+22 , M2
}
, j ≥ M+22
FM (j)=

FM/2(j − 1), j < M+22
{FM/2(j − 1− M2 ) + M+22 }, M+22 ≤ j < M
{FM/2
(
j − 1− M2
)
+ M+22 ,
M
2 }, j = M.
Appendix B: The hydrogen molecule
We consider a simple example where tapering of qubits
can be followed step by step. We consider the H2 Hamil-
tonian derived in Ref. [45] by working with four fermionic
modes in a minimal basis. Note that the H2 Hamilto-
nian considered here does not have the orbital ordering
in which the first 2 orbitals are the spin-up ones. In
Ref. [17] it was already observed that two qubits could be
removed after the binary tree encoding. Here we apply
the method of Section VIII with the standard Jordan-
Wigner encoding to show that one can in fact remove
three qubits from the four qubit Hamiltonian.
The qubit simulator Hamiltonian Hsim for the hydro-
gen molecule has the form Eq. (57) where the number of
qubits is M = 4, the number of Pauli terms is r = 14
and all Pauli operators σj ∈ P4 that appear in Hsim are
listed in the following table [45]:
σz1 σ
z
2 σ
z
3 σ
z
4
σz1σ
z
2 σ
z
1σ
z
3 σ
z
1σ
z
4
σz2σ
z
3 σ
z
2σ
z
4 σ
z
3σ
z
4
σy1σ
y
2σ
x
3σ
x
4 σ
x
1σ
y
2σ
y
3σ
x
4 σ
y
1σ
x
2σ
x
3σ
y
4 σ
x
1σ
x
2σ
y
3σ
y
4
(B1)
These operators can be mapped to the matrix G, by con-
structing their binary representation and arranging each
Pauli as a column vector in G, which is now a 8× 14 bi-
nary matrix. For instance the Pauli operator σy1σ
y
2σ
x
3σ
x
4
is represented by (1111|1100), whereas for σz1σz3 we obtain
(0000|1010). From the matrix G we can now construct
the parity check matrix E defined in Eq. (60). Let E˜ be
the row-echelon form of E obtained by performing the
Gaussian elimination. After the removal of trivial rows
we get
E˜ =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 1 1 1
 . (B2)
We choose three linearly independent vectors
(0000|1100), (0000|1010), (0000|1001)
that span the kernel of E˜ (which coincides with the kernel
of E). These vectors give rise to three symmetry genera-
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tors τ 1 = σ
z
1σ
z
2 , τ 2 = σ
z
1σ
z
3 and τ 3 = σ
z
1σ
z
4 respectively.
Next let us choose single qubit Pauli operators σxq(i) that
obey commutation rules Eq. (61). In this example we
can choose σxq(i) = σ
x
i+1 for i = 1, 2, 3. We use the pairs
(σxi+1, τ i) to construct the mutually commuting Clifford
operators Eq. (62), that is,
U1 =
1√
2
(σx2 + σ
z
1σ
z
2) , U2 =
1√
2
(σx3 + σ
z
1σ
z
3)
and U3 =
1√
2
(σx4 + σ
z
1σ
z
4) . (B3)
We now conjugate every Pauli operator σj from the table
Eq. (B1) by the Clifford operator U = U1U2U3. The
resulting 14 Pauli operators ηj = U
†σjU are given by
the following table:
σz1 σ
z
1σ
x
2 σ
z
1σ
x
3 σ
z
1σ
x
4
σx2 σ
x
3 σ
x
4
σx2σ
x
3 σ
x
2σ
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x
3σ
x
4
σx1σ
x
3σ
x
4 σ
x
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x
4 σ
x
1σ
x
2σ
x
3 σ
x
1σ
x
2
(B4)
This transformation gives a new simulator Hamiltonian
H ′sim =
∑14
j=1 hjηj defined in Eq. (59). We observe that
the Pauli operators in table (B4) act on qubits 2, 3, 4 by
either σx or I. Hence, these qubits can be removed from
H ′sim and the Pauli matrices σ
x
2 , σ
x
3 , σ
x
4 can be replaced
by their eigenvalues ±1. Hence, the hydrogen Hamilto-
nian reduces to a trivial single qubit problem.
Appendix C: Decoding algorithm
Here we explain how to compute the set A−1s defined
in Eq. (29). Below we use notations and terminology of
Section IV. Let W (M,N) be the set of all M -bit strings
with weight N and A be a fixed N -injective matrix of
size Q ×M . One can easily check that A is N -injective
iff
ker (A) ∩W (M, 2K) = ∅ for all 1 ≤ K ≤ N. (C1)
Here ker (A) = {x ∈ {0, 1}M : Ax = 0}. As a corollary
of Eq. (C1), one infers that A is K-injective for all K ≤
M . Decompose N = N1+N2, where N1,2 = N/2 for even
N and N1,2 = (N ± 1)/2 for odd N . For each i = 1, 2
let Ti be a lookup table that stores syndromes t = Au
for each u ∈ W (M,Ni). The entries of Ti are sorted in
the lexicographic order. Let Ui be a lookup table that
maps each entry t ∈ Ti to a string u ∈ W (M,Ni) such
that t = Au. Note that u as above is unique since A is
Ni-injective. The tables Ti, Ui can be computed offline
since they depend only on A.
Suppose first that s = Ax for some x ∈W (M,N), that
is, A−1s = {x}. Consider any decomposition x = u1⊕u2
with ui ∈W (M,Ni) and let ti = Aui. Then the tables T1
and T2 must contain entries t1 and t1⊕s respectively. For
each t1 ∈ T1 let us check whether T2 contains t2 = t1⊕s.
This can be done in time O(|T1| log |T2|) using the binary
search since the table T2 is sorted. Suppose we found
t1, t2 as above. Use the tables Ui to find ui such that
ti = Aui. Then A(u1 ⊕ u2) = s and
|u1 ⊕ u2| = |u1|+ |u2| − 2|u1 ∩ u2| = N − 2|u1 ∩ u2|.
It follows that A(x⊕u1⊕u2) = 0 and x⊕u1⊕u2 has even
weight between 2 and 2N . From Eq. (C1) one infers that
x = u1 ⊕ u2 and we are done. In the remaining case, if a
pair t1, t2 as above is not found, we infer that Ax = s has
no solutions with x ∈ W (M,N), that is, A−1s = ∅. The
above algorithm is practical for medium size systems, say,
M ≤ 50. Indeed, since M ≤ N/2, the tables Ti, Ui have
size at most
(
M
M/4
) ≈ 4 × 1011 for M = 50. This would
require roughly 1TB of memory.
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