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Abstract
The asymptotic behavior of polynomials that are orthogonal with respect to a slowly decaying weight is very di+erent
from the asymptotic behavior of polynomials that are orthogonal with respect to a Freud-type weight. While the latter has
been extensively studied, much less is known about the former. Following an earlier investigation into the zero behavior,
we study here the asymptotics of the density of states in a unitary ensemble of random matrices with a slowly decaying
weight. This measure is also naturally connected with the orthogonal polynomials. It is shown that, after suitable rescaling,
the weak limit is the same as the weak limit of the rescaled zeros. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Stieltjes–Wigert polynomials Sn(t; ) are orthogonal with respect to the log-normal weight e−log
2 t
on [0;∞):∫ ∞
0
Sn(t; )Sm(t; )e− log
2 t dt = 0 if n = m:
Here ¿ 0 is a parameter. The log-normal weight is the prototype of a slowly decaying weight on
[0;∞). It decays much slower than Freud-type weights e−V where V is of polynomial growth. As
a result, the asymptotic analysis developed for polynomials that are orthogonal with respect to a
Freud-type weight (see [5,9,13] and the references given therein) does not apply to the Stieltjes–
Wigert polynomials.
1 This research is supported in part by FWO research project G.0278.97, and by a research grant of the Fund for
ScientiBc Research–Flanders.
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A Brst step towards an asymptotic analysis of Stieltjes–Wigert polynomials and other polynomials
that are orthogonal with respect to slowly decaying weights, was taken by the author in [8]. The
following is a reformulation and specialization of the main result of that paper. We use M1 to
denote the collection of all Borel probability measures on [0;∞).
Theorem 1.1 (Kuijlaars [8, Theorem 1]). Let V : [0;∞)→ (−∞;∞] be a continuous function; not
identically ∞; such that
lim
t→∞(V (t)− log(t
2 + 1)) = +∞: (1.1)
Then the following hold.
(a) There is a unique measure 
V ∈M1 that minimizes
J V (
) =
∫ ∞
0
∫ ∞
0
log
1
max(s; t)
d
(s) d
(t) +
∫ ∞
0
V (t) d
(t) (1.2)
among all 
 ∈M1. The measure 
V has compact support.
(b) Let (dn) be a sequence in [1;∞) with limit +∞ as n→∞. For every n; let Pn be the monic
orthogonal polynomial of degree n with respect to the weight
exp(−ndnV (t1=dn)) (1.3)
on [0;∞). Then the dnth roots of the zeros 0¡x1; n ¡ x2; n ¡ · · ·¡xn;n of Pn are uniformly
bounded; and
lim
n→∞
1
n
n∑
j=1
f(x1=dnj; n ) =
∫ ∞
0
f(t) d
V (t) (1.4)
for every continuous function f : [0;∞)→ R.
Remark 1.2. Theorem 1.1 applies to the Stieltjes–Wigert polynomials if one puts V (t)= log2 t and
dn = n for all n. Then it is easy to check that the weight (1.3) is e−V (t) for all n, and therefore the
polynomial Pn of part (b) is simply the Stieltjes–Wigert polynomial of degree n. It follows from
(1.4) that the nth roots of the zeros of Sn(t; ) have a weak limiting distribution 
V .
More generally, the theorem applies to the polynomials Pn that are orthogonal with respect to the
weight
exp(−V (t)); V (t) = 2
1 + 
|log t|1+ (1.5)
on [0;∞) with parameters ; ¿ 0. If we use dn=n1=, then again the weight (1.3) does not depend
on n, and it follows that the dnth roots of the zeros of Pn have a weak limit 
V as n→∞.
For V given by (1.5) the measure 
V is supported on the interval [1; exp(−1=)] with density
d
V
dt
= 
(log t)−1
t
; (1.6)
see [8].
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Remark 1.3. The computation of (1.6) is based on the connection of J V (
) with logarithmic po-
tential theory with external Belds, and a result of Sa+ and Totik [12, Theorem IV.6.1] on circular
symmetric external Belds. The connection is as follows.
Let V be as in Theorem 1.1. We extend V to the complex plane by deBning V (z) = V (|z|) for
z ∈ C. The logarithmic energy of a measure  on C in the external Beld V is
IV () =
∫∫
C2
log
1
|w − z| d(w) d(z) +
∫
C
V (z) d(z)
and the extremal energy is
EV = inf
∈M1(C)
IV ():
By standard arguments from potential theory, see [12], there is a unique Borel probability measure
V on C such that EV = IV (V ). Because of the growth condition (1.1), the measure V has compact
support. As V is circular symmetric on C, the measure V is circular symmetric.
The circular projection of a circular symmetric  is the measure 
 on [0;∞) with∫ ∞
0
f(t) d
(t) =
∫
C
f(|z|) d(z):
An easy calculation shows that
J V (
) = IV ();
where J V (
) is deBned in (1.2). Since, conversely, every 
 ∈M1 gives rise to a circular symmetric
measure  on C whose circular projection is 
, it is now clear that the circular projection of V is
the unique measure 
V in M1 that minimizes J V .
In this paper, we consider a second probability measure that is naturally associated with orthogonal
polynomials, namely
e−V (t)
1
n
n−1∑
i=0
p2j (t) dt; (1.7)
where pj is the orthonormal polynomial of degree j with respect to the weight e−V . In case the
support is unbounded, a rescaling is necessary to obtain interesting limiting behavior as n→∞. In
the Stieltjes–Wigert case V (t) =  log2 t, it is in view of the result on the zero distribution natural
to take nth roots. Introducing the change of variables t → tn in (1.7) results in the measure
un(t) dt = e−n
2V (t)tn−1
n−1∑
i=0
p2j (t
n) dt (1.8)
on [0;∞), where pj is the orthonormal Stieltjes–Wigert polynomial. We prove in this paper that the
sequence (un(t) dt) has the same weak limit 
V as the sequence of normalized counting measures
of the nth roots of the zeros.
For the proof of this result we use the fact that the density of the measure (1.7) appears as the
density of states (i.e., eigenvalue density) in a certain ensemble of random matrices. Let
P(M) dM =
1
Z ′n
e−Tr(V (M)) dM (1.9)
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be a probability measure on the space of Hermitian n× n matrices M , known in the random matrix
literature as a unitary ensemble [3,10]. The measure (1.9) induces the joint eigenvalue distribution
Pn() dn=
1
Zn
e−
∑n
i=1
V (i)
∏
16i =j6n
|i − j| dn (1.10)
on Rn. Here = (1; : : : ; n) ∈ Rn are the eigenvalues of M and dn=d1 · · · dn. The number Zn is
a normalization constant (partition function)
Zn =
∫
Rn
e−
∑n
i=1
V (i)
∏
16i =j6n
|i − j| dn:
We then have that (1.7) gives the density of states, obtained by integrating out all but one of the
variables, i.e.,
e−V (t)
1
n
n−1∑
i=0
p2j (t) =
∫
Rn−1
Pn(t; 2; : : : ; n) d2 · · · dn:
Thus (1.7) is the distribution of a random eigenvalue of a matrix from the ensemble (1.9).
We call the unitary ensemble (1.9) with
V (t) = 2 log2 t for t¿0; V (t) = +∞ for t ¡ 0; (1.11)
the Stieltjes–Wigert ensemble. As V (t) = +∞ for t ¡ 0, the trace of V (M) is inBnite if M has
a negative eigenvalue. Thus the Stieltjes–Wigert ensemble contains only positive deBnite Hermitian
matrices, and we can take nth roots of eigenvalues. From (1.10) and (1.11) it then follows that the
rescaled eigenvalues xi = 
1=n
i have the joint distribution
Pn(x) dnx =
1
Zn
e−n
2
∑n
i=1
V (xi)
∏
16i =j6n
|xni − xnj |
(
n∏
i=1
xn−1i
)
dnx (1.12)
with x = (x1; : : : ; xn) ∈ [0;∞)n and
Zn =
∫
[0;∞)n
e−n
2
∑n
i=1
V (xi)
∏
16i =j6n
|xni − xnj |
(
n∏
i=1
xn−1i
)
dnx:
The density of the nth roots of the eigenvalues is
un(t) =
∫
[0;∞)n−1
Pn(t; x2; : : : ; xn) dx2 · · · dxn; t¿0: (1.13)
The expressions (1.12) and (1.13) make sense for quite general V , and we state our main result
in this generality. We also consider more general dnth roots.
Theorem 1.4. Let V : [0;∞)→ (−∞;∞] be a continuous function; not identically +∞; satisfying
(1:1). Let (dn) be an increasing sequence in [1;∞) with limit +∞. De6ne
Pn(x) dnx =
1
Zn
e−ndn
∑n
i=1
V (xi)
∏
16i =j6n
|xdni − xdnj |
(
n∏
i=1
xdn−1i
)
dnx (1.14)
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for x = (x1; : : : ; xn) ∈ [0;∞)n; where
Zn =
∫
[0;∞)n
e−ndn
∑n
i=1
V (xi)
∏
16i =j6n
|xdni − xdnj |
(
n∏
i=1
xdn−1i
)
dnx (1.15)
and
un(t) =
∫
[0;∞)n−1
Pn(t; x2; : : : ; xn) dx2 · · · dxn; t¿0: (1.16)
Then we have in the sense of weak convergence of measures on [0;∞):
lim
n→∞ un(t) dt = d

V (t) (1.17)
We recall that the weak convergence means that∫ ∞
0
f(t)un(t) dt =
∫
f(t) d
V (t)
for every bounded continuous function on [0;∞).
Remark 1.5. Consider as in Remark 1.2
V (t) =
2
1 + 
|log t|1+; t ¿ 0;
with ; ¿ 0. The case =1 corresponds to the log-normal weight and the Stieltjes–Wigert polyno-
mials. It follows from Theorem 1.4 with dn= n1= that the measures (1.7) have a non-trivial limiting
behavior after taking n1=th roots. Indeed, if pj is the orthonormal polynomial of degree j, then the
measure with density
e−n
1+1=V (t)n1=−1tn
1=−1
n−1∑
i=0
p2j (t
n1=); t ∈ [0;∞);
is the same as un(t) dt with un(t) given by (1.14) and (1.16). Thus by (1.17) these measures have
the weak limit 
V given by (1.6), which is the same as the weak limit of the normalized counting
measure of the n1=th roots of the zeros.
Remark 1.6. The joint eigenvalue distribution (1.14) with dn = 1 for all n appears in many works
on random matrices; see, e.g., [3,4,6,10]. The weak limit of the density of states (1.16) in that case
was obtained Brst by Boutet de Monvel et al. [2]. They showed that
lim
n→∞ un(t) dt = d
V (t) (1.18)
where V minimizes
IV () =
∫ ∞
0
∫ ∞
0
log
1
|s− t| d(s) d(t) +
∫ ∞
0
V (t) d(t)
among all measures  ∈M1. See also Remark 1.3, where we Bnd the same expression IV (), but
with V extended in a circular symmetric way into the complex plane.
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Johansson [6] gave a di+erent proof of (1.18), see also [3, Chapter 6]. Johansson Brst considered
the asymptotic distribution of weighted Fekete points, and used this as an essential ingredient for
the convergence of the eigenvalue distribution. Our proof of Theorem 1.4 follows the same lines. It
is essentially an adaptation of Johansson’s proof to the present situation.
See [7,11] for other proofs of (1.18).
The rest of the paper is devoted to the proof of Theorem 1.4. After some preliminary remarks
in Section 2, we discuss weighted Fekete points in Section 3. The leading order asymptotics of
Zn is obtained in Section 4, and all this is used in the Bnal Section 5 to complete the proof of
Theorem 1.4.
2. Preliminaries
Following [6] we write
 V (t) = V (t)− log(t2 + 1): (2.1)
Because of (1.1) we then have that  V is bounded from below. Without loss of generality we may
add a constant to V , and we choose to do so in such a way that
 V (t)¿0 for all t ¿ 0: (2.2)
We next deBne the kernel
kV (s; t) = log
1
max(s; t)
+
1
2
V (s) +
1
2
V (t) for s; t ¿ 0 (2.3)
and for every n,
kVn (s; t) =
1
dn
log
1
|sdn − tdn | +
1
2
V (s) +
1
2
V (t) for s; t ¿ 0: (2.4)
Then kVn¿k
V for every n, and kVn (s; t) decreases to k
V (s; t) as n → ∞ and s = t. Since
max(s; t)6
√
s2 + 1
√
t2 + 1, we have
kVn (s; t)¿k
V (s; t)¿− 12 log (s2 + 1)− 12 log(t2 + 1) + 12V (s) + 12V (t)
= 12 
V (s) + 12 
V (t)
¿min
t¿0
 V (t): (2.5)
Thus the kernels kVn are all nonnegative because of (2.2).
At two points in the proof we need to approximate 
V by a nicer measure having a bounded
density. The measure 
V can be a quite arbitrary measure in M1. It could for example reduce to a
Dirac mass at a point di+erent from 0. We introduce for "¿ 0,
v"(t) =
1
"

V ((t − "; t]); t¿0 (2.6)
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and put
d
V" (t) = v"(t) dt:
Then v" has compact support and it is bounded by 1=". This is enough to guarantee that∫∫
kV1 (s; t) d

V
" (s) d

V
" (t)¡∞: (2.7)
Further, it is easy to see that 
V" ∈M1,
lim
"→0

V" = 

V weakly (2.8)
and
lim
"→0
J V (
V" ) = J
V (
V ): (2.9)
3. Weighted Fekete points
For x = (x1; : : : ; xn) ∈ [0;∞)n, we write
KVn (x) =
∑
16i =j6n
kVn (xi; xj): (3.1)
Points x∗1 ; : : : ; x
∗
n ∈ [0;∞) are nth-order weighted Fekete points if x∗= (x∗1 ; : : : ; x∗n) minimizes KVn (x)
among all x ∈ [0;∞)n. We deBne
EVn =
1
n(n− 1)K
V
n (x
∗) =
1
n(n− 1) minx K
V
n (x): (3.2)
For x = (x1; : : : ; xn) ∈ [0;∞)n, we denote by x its normalized counting measure
x =
1
n
n∑
i=1
%xi :
Our goal in this section is to show that EVn tends to E
V as n→∞, where
EV = J V (
V ) = min

∈M1
J V (
) (3.3)
and furthermore to show that the normalized counting measures x(n) where x(n) ∈ [0;∞)n are points
close to nth-order weighted Fekete points converge weakly to 
V . To do so, we need two lemmas.
Lemma 3.1. Suppose for each n we have x(n) ∈ [0;∞)n; such that x(n) → 
 weakly. Then
J V (
)6 lim inf
n→∞
1
n(n− 1)K
V
n (x
(n)):
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Proof. Let M ¿ 0. Then min(M; kV (s; t)) is bounded and continuous on [0;∞)2. From the weak
convergence x(n) → 
, and the fact that kV6kVn , we then get∫∫
min(M; kV (s; t)) d
(s) d
(t) = lim
n→∞
∫∫
min(M; kV (s; t)) dx(n) (s) dx(n) (t)
6 lim inf
n→∞
∫∫
min(M; kVn (s; t)) dx(n) (s) dx(n) (t)
= lim inf
n→∞

M
n
+
1
n2
∑
16i =6n
min(M; kVn (x
(n)
i ; x
(n)
j )


6 lim inf
n→∞
[
M
n
+
1
n2
KVn (x
(n))
]
= lim inf
n→∞
1
n(n− 1)K
V
n (x
(n)):
Letting M →∞, we obtain the lemma.
A sequence of Borel probability measures (n) on [0;∞) is tight if for every "¿ 0, there is
M ¿ 0 such that
lim sup
n→∞
n([M;∞))6":
It is well known that any tight sequence has a subsequence that converges weakly to a probability
measure on [0;∞), see [1].
Lemma 3.2. If; for each n; we have a point x(n) ∈ [0;∞)n such that (1=(n(n−1)))KVn (x(n)) remains
bounded as n→∞; then the sequence (x(n) ) is tight.
Proof. Using (2.5) we see that for x = (x1; : : : ; xn) ∈ [0;∞)n,
1
n(n− 1)K
V
n (x) =
1
n(n− 1)
∑
16i =j6n
kVn (xi; xj)
¿
1
n(n− 1)
∑
16i =j6n
1
2
( V (xi) +  V (xj))
=
1
n
n∑
i=1
 V (xi)
=
∫
 V (t) dx(t): (3.4)
Thus, if x(n) is as in the lemma, the integrals
∫
 V (t) dx(n) (t) are uniformly bounded. Since  V (t)
tends to ∞, if t →∞, it then easily follows that the sequence (x(n) ) is tight.
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Proposition 3.3. We have limn→∞ EVn = E
V . Furthermore; if for each n; we have a point x(n) ∈
[0;∞)n such that
lim sup
n→∞
1
n(n− 1)K
V
n (x
(n))6EV ;
then limn→∞ x(n) = 
V weakly.
Proof. Let "¿ 0. We integrate the inequality EVn6(1=(n(n− 1)))KVn (x) with respect to dn
V" (x) to
Bnd
EVn6
1
n(n− 1)
∫
[0;∞)n
KVn (x) d
n
V" (x) =
∫∫
kVn (s; t) d

V
" (s) d

V
" (t): (3.5)
For n → ∞, and s = t, we have that kVn (s; t) converges to kV (s; t). Since kVn6kV1 for every n, and
kV1 (s; t) is integrable with respect to d

V
" (s) d

V
" (t) by (2.7), we may apply Lebesgue’s dominated
convergence theorem. It follows from (3.5) that
lim sup
n→∞
EVn6
∫
kV (s; t) d
V" (s) d

V
" (t) = J
V (
V" ):
Letting " → 0, we then get because of (2.9) that
lim sup
n→∞
EVn6J
V (
V ) = EV : (3.6)
The inequality (3.6) implies that for nth-order weighted Fekete points x∗,
1
n(n− 1)K
V
n (x
∗) = EVn
remains bounded as n→∞. By Lemma 3.2, the sequence (n) of normalized counting measures of
weighted Fekete points is tight. We choose Brst a subsequence n(k) such that
lim inf
n→∞ E
V
n = limk→∞
EVn(k)
and extract a further subsequence, also denoted by n(k), such that n(k) has a weak limit as k →∞.
If 
 is the weak limit, then by Lemma 3.1,
EV6J V (
)6 lim
k→∞
1
n(k)(n(k)− 1)K
V
n(k)(x
∗) = lim
k→∞
EVn(k) = lim infn→∞ E
V
n : (3.7)
Combining (3.6) and (3.7), we get EV = lim
n→∞ E
V
n , as claimed.
Next, let x(n) be as in the proposition. By Lemma 3.2, the sequence (x(n) ) is tight. Let 
 be the
limit of a weakly convergent subsequence. From Lemma 3.1 it then follows that J V (
)6EV . Then

 is the minimizing measure 
V . Thus the sequence (x(n) ) converges weakly to 
V .
4. Leading order asymptotics of Zn
The next step is to establish that −(1=n2dn)logZn converges to EV . Recall that Zn is given by
(1.15). Using (2.4) and (3.1) this can be rewritten as
Zn =
∫
[0;∞)n
exp
(
−dnKVn (x)− dn
n∑
i=1
V (xi)
)(
n∏
i=1
xdn−1i
)
dnx: (4.1)
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Proposition 4.1. We have
lim
n→∞
(
− 1
n2dn
logZn
)
= EV :
Proof. Let "¿ 0. We have from (4.1)
Zn =
∫
[0;∞)n
exp
(
−dnKVn (x)− dn
n∑
i=1
V (xi) + (dn − 1)
n∑
i=1
log xi
)
dnx
¿
∫
supp (
V" )n
exp
(
−dnKVn (x)−
n∑
i=1
[dnV (xi)− (dn − 1)log xi]
)
dnx
=
∫
exp
(
−dnKVn (x)−
n∑
i=1
[dnV (xi)− (dn − 1)log xi + log v"(xi)]
)
dn
V" (x);
where v" and 
V" are as in Section 2. From Jensen’s inequality
∫
exp(f) d
¿exp(
∫
f d
), if
∫
d
=1,
we then obtain
− logZn6
∫ (
dnKVn (x) +
n∑
i=1
[dnV (xi)− (dn − 1)log xi + log v"(xi)]
)
dn
V" (x): (4.2)
The main contribution on the right-hand side of (4.2) is∫
dnKVn (x) d
n
V" (x) = dn
∑
16i =j6n
∫
kVn (xi; xj) d
n
V" (x)
= n(n− 1)dn
∫∫
kVn (s; t) d

V
" (s) d

V
" (t)
= n2dn(J V (
V" ) + o(1)) (n→∞); (4.3)
where in the last step we used (2.7) and the dominated convergence theorem. The other terms have
lower order as n→∞. Indeed,∫ n∑
i=1
[dnV (xi)− (dn − 1)log xi + log v"(xi)] dn
V" (x)
=n
∫
[dnV (t)− (dn − 1)log t + log v"(t)] d
V" (t) = O(ndn) (n→∞): (4.4)
Thus by (4.2), (4.3) and (4.4),
lim sup
n→∞
(
− 1
n2dn
logZn
)
6J V (
V" ):
Letting " → 0 and using (2.9), we obtain
lim sup
n→∞
(
− 1
n2dn
logZn
)
6J V (
V ) = EV : (4.5)
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For the estimate in the other direction, we recall that weighted Fekete points x∗ minimize KVn (x).
Thus by (4.1)
Zn6 e−dnK
V
n (x
∗)
∫
[0;∞)n
exp
(
−dn
n∑
i=1
V (xi)
)(
n∏
i=1
xdn−1i
)
dnx
= e−n(n−1)dnE
V
n
(∫ ∞
0
e−dnV (t)tdn−1 dt
)n
: (4.6)
Using V (t) =  V (t) + log(t2 + 1)¿log(t2 + 1), we see that∫ ∞
0
e−dnV (t)tdn−1 dt6
∫ ∞
0
tdn−1
(1 + t2)dn
dt; (4.7)
which tends to 0 as n→∞. Hence (4.6) gives for n large enough,
− 1
n2dn
logZn¿
n− 1
n
EVn
and so
lim inf
n→∞
(
− 1
n2dn
logZn
)
¿ lim
n→∞ E
V
n = E
V
because of Proposition 3.3. Together with (4.5) this proves the proposition.
5. Proof of Theorem 1.4
For &¿ 0, we deBne
An(&) =
{
x ∈ [0;∞)n: 1
n2
KVn (x)6E
V + &
}
: (5.1)
We need two more lemmas.
Lemma 5.1. The set An(&) is a compact subset of [0;∞)n for every &¿ 0.
Proof. If (xm) is a sequence in An(&) with limit x ∈ [0;∞)n, then it is easy to show using similar
arguments as in the proof of Lemma 3.1, that
KVn (x)6 lim infm→∞ K
V
n (xm):
This shows that An(&) is closed.
For every x = (x1; : : : ; xn) ∈ An(&) we have, using (3.4),
n∑
i=1
 V (xi)6
1
n− 1K
V
n (x)6
n2
n− 1(E
V + &):
Since  V (t) is non-negative and tends to inBnity as t → ∞, it follows that all components xi of x
remain bounded if x varies over An(&). Therefore An(&) is bounded.
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Lemma 5.2. For every &¿ 0;
lim
n→∞
∫
An(&)
Pn(x) dnx = 1:
Proof. According to Proposition 4.1, there is n0 such that for n¿n0,
− 1
n2dn
logZn6EV + &=2:
Then we have if n¿n0 and x ∈ [0;∞)n \ An(&),
Pn(x) =
1
Zn
exp
(
−dnKVn (x)− dn
n∑
i=1
V (xi)
)
n∏
i=1
xdn−1i
6 en
2dn(EV+&=2)e−n
2dn(EV+&)e−dn
∑n
i=1
V (xi)
n∏
i=1
xdn−1i
= e−&n
2dn=2e
−dn
n∑
i=1
V (xi) n∏
i=1
xdn−1i :
Thus for n¿n0,
∫
[0;∞)n\An(&)
Pn(x) dnx6 e−&n
2dn=2
∫
[0;∞)n
e
−dn
n∑
i=1
V (xi)
(
n∏
i=1
xdn−1i
)
dnx
= e−&n
2dn=2
(∫ ∞
0
e−dnV (t)tdn−1 dt
)n
:
The right-hand side tends to 0 as n→∞, see also (4.7). Since Pn(x) dnx is a probability measure,
the lemma follows.
Finally, we are ready for the proof of Theorem 1.4.
Proof. Let ( be a bounded continuous function on [0;∞). Then∫ ∞
0
((t)un(t) dt =
1
n
∫
[0;∞)n
n∑
i=1
((xi)Pn(x) dnx: (5.2)
Fix &¿ 0. By Lemma 5.2 we have, since ( is bounded,
lim
n→∞
1
n
∫
[0;∞)n\An(&)
n∑
i=1
((xi)Pn(x) dnx = 0: (5.3)
The set An(&) is compact by Lemma 5:1. Therefore the continuous function
∑n
i=1 ((xi) assumes
its maximum at a point x(n) in An(&). Let n be the normalized counting measure of x(n). Then
1
n
∫
An(&)
n∑
i=1
((xi)Pn(x) dnx6
1
n
n∑
i=1
((x(n)i )
∫
An(&)
Pn(x) dnx
=
(∫
((t) dn(t)
)
(1 + o(1)) (n→∞); (5.4)
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where in the last step we used Lemma 5.2. As x(n) ∈ An(&), we have by (5.1)
1
n2
KVn (x
(n))6EV + &: (5.5)
By Lemma 3.2, the sequence (n) is tight. Let 
 be a weak limit of a convergent subsequence. To
emphasize that the measure 
 depends on & we write 
= 
&. It follows from Lemma 3.1 and (5.5)
that J V (
&)6EV + &. Also from the weak convergence and (5.2)–(5.4), we get
lim sup
n→∞
∫ ∞
0
((t)un(t) dt6
∫
((t) d
&(t): (5.6)
Because of (2.5) we have
J V (
&) =
∫∫
kV (s; t)d
&(s)d
&(t)¿
∫
 V (t) d
&(t):
Hence, as J V (
&)6EV + &, the integrals
∫
 V (t) d
&(t) remain bounded as & → 0. Therefore the
family (
&) is tight. Any weak limit 
 of (
&) as &→ 0, satisBes J V (
)6EV ; hence such 
 is equal
to the minimizer 
V . Thus 
& converges weakly to 
V as &→ 0. It then follows from (5.6) that
lim sup
n→∞
∫ ∞
0
((t)un(t) dt6
∫
((t) d
V (t):
Applying the above to −( instead of (, we see that
lim inf
n→∞
∫ ∞
0
((t)un(t) dt¿
∫
((t) d
V (t):
Therefore,
lim
n→∞
∫ ∞
0
((t)un(t) dt =
∫
((t) d
V (t):
Since ( is an arbitrary bounded continuous function on [0;∞), the conclusion is that un(t) dt con-
verges weakly to d
V .
Acknowledgements
I am very grateful to the organizers of the Patras conference for their kind invitation to Patras,
for the excellent organization, and for the possibility to submit a paper to these proceedings.
References
[1] P. Billingsley, Convergence of Probability Measures, Wiley, New York, 1968.
[2] A. Boutet de Monvel, L. Pastur, M. Shcherbina, On the statistical mechanics approach in the random matrix theory:
integrated density of states, J. Statist. Phys. 79 (1995) 585–611.
[3] P. Deift, in: Orthogonal Polynomials and Random Matrices: a Riemann–Hilbert Approach, Courant Lecture Notes
in Mathematics, Vol. 3, Courant Institute, New York, 1999.
[4] P. Deift, T. Kriecherbauer, K.T.-R. McLaughlin, S. Venakides, X. Zhou, Uniform asymptotics for polynomials
orthogonal with respect to varying exponential weights and applications to universality questions in random matrix
theory, Comm. Pure Appl. Math. 52 (1999) 1335–1425.
140 A.B.J. Kuijlaars / Journal of Computational and Applied Mathematics 133 (2001) 127–140
[5] P. Deift, T. Kriecherbauer, K.T.-R. McLaughlin, S. Venakides, X. Zhou, Strong asymptotics of orthogonal
polynomials with respect to exponential weights, Comm. Pure Appl. Math. 52 (1999) 1491–1552.
[6] K. Johansson, On Puctuations of eigenvalues of random Hermitian matrices, Duke Math. J. 91 (1998) 151–204.
[7] M.K.-H. Kiessling, H. Spohn, A note on the eigenvalue density of random matrices, Comm. Math. Phys. 199 (1999)
683–695.
[8] A.B.J. Kuijlaars, Contracted zero distributions of extremal polynomials associated with slowly decaying weights,
Constr. Approx. 16 (2000) 559–587.
[9] A.L. Levin, D.S. Lubinsky, Bounds for orthogonal polynomials for exponential weights, J. Comput. Appl. Math. 99
(1998) 475–490.
[10] M.L. Mehta, Random Matrices, 2nd Edition, Academic Press, Boston, 1991.
[11] D. Petz, F. Hiai, Logarithmic energy as an entropy functional, in: E. Carlen, E.M. Harrell, M. Loss (Eds.), Advances
in Di+erential Equations and Mathematical Physics, Atlanta, GA, 1997, Contemp. Math. 217 (1998) 205–221.
[12] E.B. Sa+, V. Totik, Logarithmic Potentials with External Fields, Springer, Berlin, 1997.
[13] W. Van Assche, in: Asymptotics for Orthogonal Polynomials, Lecture Notes in Mathematics, Vol. 1265, Springer,
Berlin, 1987.
