Abstract We have presented current ideas towards developing a phase-field model appropriate to the solidification of intermetallic phases. Such simulation presents two main challenges (1) dealing with faceted interfaces and (2) the complex sublattice models used to describe the thermodynamics of such phases. Although models already exist for the simulation of faceted crystals, some of these can be shown to produce highly unrealistic Wulff shapes. The model present here uses a parameterisation of the Wulff shape as a direct input to the model, allowing the simulation of arbitrary crystal shapes. In addition, an antitrapping current that can be used with arbitrary (including sublattice) thermodynamics is presented. Such anti-trapping currents are vital in the simulation of intermetallic phases where the steep liquidus slope means small deviations in solute partitioning behaviour leading to a significant change in tip undercooling.
Introduction
Phase-field modelling is one of the best established and most widely used tools for microstructural simulation of materials, with numerous authors now using the technique to simulate a wide range of morphologies including dendritic, eutectic, peritectic and monotectic structures. Despite this, as soon as we move away from solution type phases with a continuous interface, such modelling becomes decidedly non-trivial. Specifically, the modelling of intermetallic phases is problematic. Such phases have widespread metallurgical interest, as promising structural materials in their own right and as both desirable and undesirable inclusions in solid-solution alloys. Some of the challenges associated with the modelling of intermetallics include: complex thermodynamic phase descriptions, particularly for non-stoichiometric phases, faceted interfaces and very steep liquidus lines.
For non-stoichiometric intermetallics the standard CALPHAD description of their free energy is via a sublattice model. The sublattice model can be explained with reference to an intermetallic such as AlNi. The model for AlNi contains two sublattices, which we write as (Al, Ni)(Ni, Va), i.e. the first sublattice contains one site which can be occupied by either an Al atom or an Ni atom and the second sublattice contains one site which can be occupied by an Ni atom or which can remain vacant. This gives site occupancy fractions y 
00
Va which map uniquely onto the concentration c. Here, y 0 denotes n site occupancy on the first sublattice and y 00 a site occupancy on the second sublattice. For c \ 0.5 the first sublattice is fully occupied by Al atoms, with vacancies on the second sublattice to give the correct c. For c [ 0.5 the second sublattice is fully occupied by Ni atoms, with some additional Ni atoms also in the first sublattice. The free energy for a sublattice phase is typically given by a weighted sum over the product of all unique pairs of site occupancy fractions (see Sect. 2.1 below), together with entropy of mixing terms. The necessary weights for the site occupancy product pairs will typically be accessed via a thermodynamic database, such as that maintained by SGTE [1], which itself is based on published thermodynamic assessments. Such data are available for most binary intermetallics (at least for the more common elements). However, coverage is much more patchy for ternary and higher-order intermetallics. To date, most phase-field models that attempt to use such complex thermodynamic models [e.g. 2, 3] do so by coupling directly to a CALPHAD engine such as ThermoCalc to look up the free energy of the desired phases in the vicinity required and then make a quadratic approximation to these (in the composition variable, c) to actually work with. However, this requires multiple calls to the CALPHAD engine on each iteration, resulting in a potentially large computational overhead.
Considering the profusion of papers published on phase-field techniques over the past 20 years, relatively few of them deal with the growth of faceted crystals. In large part, this reflects the natural contradiction of introducing discontinuities in the crystal morphology when the whole rationale of the phase-field technique is to blur the solid-liquid interface in order that the system is everywhere differentiable. Despite this, various phasefield methodologies have been proposed for capturing faceted growth [e.g. [4] [5] [6] . Most of these rely on some form of regularisation of the crystal shape, typically replacing sharp corners (discontinuous changes in growth direction) with slightly rounded-off versions of the same. However, even where such models have been developed, this has mainly been stimulated by interest in the crystallisation of the semiconductors Si and Ge. Very little attention has been focused on the concurrent growth of a faceted and a continuous phase, as may for instance occur during the growth of intermetallics at the grain boundaries of a solid-solution alloy. An example of such would be the growth of h-Al 13 Fe 4 in Al-alloys contaminated with Fe, this being a serious issues for Al producers due to the deleterious mechanical properties imparted by the h-phase.
An alternative approach which has shown considerable promise in the simulation of faceted morphologies is the so-called extended Cahn-Hilliard Model (ECHM), in which, rather than introducing the crystallographic anisotropy via an orientation depended coefficient, e, to the gradient energy, higher-order tensorial gradient energy terms are introduced [7] . The approach has a number of advantages, including that the stationary crystal shape does not exhibit sharp corners [8, 9] even when the interfacial energy is high enough for the corresponding Wulff shape to do so. However, here we have adopted a pragmatic view and used a regularised conventional phase-field model, due to the extensive literature on extending such models to multi-phase systems.
A further challenge in attempting to make quantitative simulation of intermetallic growth is the steep liquidus lines often associated with such phases. Returning to the example of h-Al 13 Fe 4 , at the a-h eutectic on the Al-rich side of the phase diagram, the gradient of the h-liquidus line is 131 K/at%. This is important because, unless correct, all phase-field models suffer from artificial solute trapping, which means that the local partition coefficient, , becoming closer to unity than the equilibrium value. While this can be an issue for all phase types, the problem is particularly pertinent for intermetallics as the steep slope of the liquidus line means that small errors in the solute concentration at the tip map on to large errors in the tip undercooling. Typically, such artificial solute trapping is correct by the use of anti-trapping currents, the best known of which is that due to Karma [10] . However, most such currents are derived on the basis of highly simplified thermodynamics (ideal solutions, linear liquidus and solidus lines, constant k E ) and as such are unsuitable for use with complex sublattice models used to describe the thermodynamics of intermetallic phases. We are aware of only one previous attempt [2] to develop an anti-trapping for use with arbitrary thermodynamics, although even here it can be actually applied to quadratic approximations of the free energy obtained from a CAL-PHAD engine.
Recently, Galenko et al. [11] have suggested that solute trapping in phase-field models of solidification should be modelled by a hyperbolic, rather than parabolic, transport equation in order to account for the finite velocity of the solute atoms. Such hyperbolic equations can also be formulated for thermal transport [12] . The hyperbolic model can in turn be used to calibrate the appropriate level of solute trapping within a parabolic phase-field model with finite interface dissipation [13] . However, given the lack of such hyperbolic simulations for complex intermetallic phases, we adopt, as above, the pragmatic approach of using a conventional parabolic transport model.
Development of a Phase-Field Model for Intermetallic Solidification
We start with a standard phase-field model in which the evolution of the phase variable, /, which takes values 0 in the solid and 1 in the liquid, is given by:
where M is the mobility. F is given by:
where f is the free energy density:
Here, H(c) is a barrier height for the standard doublewell potential used in phase-field modelling to localise / to values of 0 or 1, with d the interface width and c a function that describes the surface energy anisotropy. G is the bulk free energy, which is interpolated between the values for the pure phases. The self-consistency of the model employed has previously been demonstrated in [14] .
The evolution of the solute field, c, including an arbitrary (and as yet unspecified) anti-trapping current, j, is conventionally given by:
with D being the solute diffusivity, which is typically interpolated between the values for the pure solid, D s , and the pure liquid,
Numerical solutions to the equation set are obtained using the computational framework described in [15] . We use a cell-centred finite difference mesh, with standard stencils for the first and second derivatives and a compact stencil for the Laplacian (9 point in 2-D, 27 point in 3-D). The mesh employs dynamic adaptivity to concentrate mesh cells in the vicinity of the solid-liquid interface, with the refinement/derefinement criteria based upon a weighted sum of the gradients of / and c. Temporal discretisation is via an implicit, second-order backward difference scheme with variable time step. The resulting set of large but sparse nonlinear algebraic equations is solved via a multigrid scheme employing a pointwise Jacobi smoother within the full approximation scheme (FAS) [16] . Dynamic load balancing for parallel execution is performed using the PARAMESH [17] package, although the coarse grid bottleneck in the multigrid scheme means that 64-256 are typically optimal.
Sublattice Thermodynamics
The bulk thermodynamics of the system appears in the model via the term G(/, c, T) in Eq. (3). Typically, for the liquid and solid-solution phases, the free energy will be a linear interpolation of the end members together with contributions for the entropy and excess free energy of mixing. Returning to the Al-Ni case, we would have: 
with the coefficients a-h being obtained from a thermodynamic database, and we use SGTE 5.0. G xs j is the excess free energy of mixing given by a Redlich-Kister [18] model, which including terms up to fourth order would be:
Again, the coefficients p and q may be obtained from a thermodynamic database such as SGTE.
For the sublattice intermetallic phases, rather more complex expressions involving the site occupancy fractions arise. Taking the B2 AlNi phase as an example, we have: 
Here, each of the G terms on the right, together with the two L terms, are temperature-dependent coefficients, given by piecewise continuous expansions identical in form to that given in Eq. (6), with each set of coefficients ah being obtained from SGTE. Although such expressions appear complex, particularly if more than one sublattice phase is present, as would be the case for growth of AlNi in an Al-rich liquid where the peritectic conversion to Al 3 Ni 2 and subsequently Al 3 Ni would need to be considered, the variational principles applied in phase-field simulation are well suited to the minimisation of such free energies.
Currently, we only apply the model to sublattice models in which the concentration c can be mapped uniquely onto a set of site occupancy fractions. Examples include AlNi (Al, Ni)(Ni, Va) and Al 3 Ni 2 (Al) 3 (Ni, Al) 2 (Va, Ni) under the assumption that atoms always occupy their preferred lattice sites. Where this is not the case, e.g. MgCu 2 (Mg, Cu)(Cu, Mg) 2 , an additional closure condition would need to be included for the free energy minimisation.
Anti-trapping Current for Arbitrary Thermodynamics
However, although minimisation of the complex free energies associated with sublattice phases is straightforward, the solute trapping problems arising can be severe. For solidification of AlNi, with c = 0.3 (30% Ni) we have measured the extent of solute trapping using the metric given in Eq. (9):
For an undercooling of DT = 150 K (v = 0.001 m s -1 ), we found v = 1.48% at d = 2d 0 and v = 1.74% at d = 4d 0 . Here, d 0 is the chemical capillary length and is of the order of the interatomic spacing. At the high undercooling of 250 K (v = 0.027 m s -1 ), the equivalent values are 2.01% and 2.45%. While such agreement may not seem amiss, the slope of the liquidus line for AlNi is 40 K/at%, wherein the tip undercooling is systematically in error by around 35-40% of the total undercooling due to solute trapping. This is despite the exceptionally low growth velocities in this system, both in the phase-field simulations and as measured experimentally [19] .
To overcome the problems associated with such solute trapping, we have proposed [20] a novel anti-trapping current based on an analytical model of a phase interface moving at fixed velocity u, wherein the interface profile in a co-ordinate system co-moving with it will be:
wheren is the outward pointing normal to the interface. The corresponding steady-state solute field can be shown to be:
Upon integration of Eq. (11), and ignoring any fluxes that are tangential to the interface, we have:
where f c/ is the mixed second derivative of f with respect to both c and /. In order to ensure that c Ã l recovers c E l , i.e. to suppress solute trapping, we now have rewritten Eq. (12) introducing one additional degree of freedom, namely:
This is equivalent to postulating an anti-trapping current with the form:
wherein j in Eq. (14) can be evaluated for any free energy functional, subject only to it being differentiable with respect to c and /. In order to illustrate the efficacy of the anti-trapping current, Fig. 1 shows the results for 3 simulations run at different interface widths, each with and without the antitrapping current. The simulation parameters are given in [20] . Figure 1a shows the evolution of the partition coefficient as a function of time from the start of the simulation, wherein it is apparent that the application of the antitrapping current renders the partitioning behaviour of the simulation independent of the interface width and ensures that the equilibrium partitioning behaviour (shown dotted) is recovered exactly. This is in distinct contrast to the simulations without the anti-trapping current, in which it is apparent that all interface widths significantly overestimate the partition coefficient, with the problem becoming progressively worse as the interface width increases. Figure 1b, c shows the corresponding growth velocity, V, and dendrite tip radius, q, as a function of simulation time. It is also apparent that with the anti-trapping current, all simulations are fully independent of the interface width, that is there is no interface width dependence in k E , V, or q. Such interface width independence is not displayed by the simulations without anti-trapping, with the dendrite tip velocity systematically increasing with interface width. This is despite the fact that we use here an interface width much smaller than most phase-field simulations reported in the literature (d 0 = 1 nm). Thus we conclude that the inclusion of some form of anti-trapping current is essential to obtain quantitative results in phase-field simulation and that the model presented here is the formulation appropriate to arbitrary CALPHAD thermodynamics without the use of interpolation polynomials.
Faceted Morphologies
The crystal morphology generated in the phase-field simulation is primarily determined by the growth anisotropy, which can be introduced via either the surface energy, c, or the mobility M. The simplest, and most widely used, anisotropy in phase-field modelling is:
which results in (in 2-dimensions) fourfold symmetric dendritic growth. Here, e is a small parameter that controls the strength of the anisotropy. The equilibrium crystal morphology is shown via the Wulff shape, W(t) = [c x (t), c y (t)], where [/ x = cos(t), / y = sin(t)] and:
It is well known that for fourfold growth, the maximum value of e that still permits all growth orientations is e \ 1/ 15. This corresponds to the interfacial stiffness, c hh ? c, being strictly [ 0. For e [ 1/15, some growth orientations are disallowed, wherein the Wulff shape develops cusps, as shown in Fig. 2 . It is often assumed that this will give faceted growth, but in fact this is not the case and as can be seen from Fig. 2 the equilibrium morphology will actually have pointed corners (resulting from the disallowed growth directions) but curved sides.
In fact, the appropriate form of the anisotropy functional to obtain straight sides (i.e. facets) can be found from W(t) to be of the form (1 ? jecos(nh)j), where n is an integer that will give a crystal with 2n-fold symmetry, i.e.
(1 ? jecos(3h)j) will give a hexagonal crystal. The resulting crystal morphology will however, still have sharp corners: this is not conducive to computation via phasefield. To 'regularise' the shape, we approximate cosð3hÞ j j by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ðcos 3hÞ 2 þ, where q is a small parameter, which in the simulations presented below is taken as 0.2. The effect of the value of q on the interface stiffness is discussed in [21] . Noting that cos 3h ¼ cos 3 h À 3 cos h sin 2 h, the form of the anisotropy functional used in the model becomes:
By introducing the faceting behaviour into the surface energy, we are able to show that the model has the following interesting property: close to equilibrium the fully faceted morphology is produced (i.e. that, as expected, the Wulff shape is recovered) but that with larger departures from equilibrium a more continuous, dendritic morphology is obtained. This is illustrated in Fig. 3 . Figure 3a shows the crystal morphology at low undercooling, wherein the faceted hexagonal morphology of the Wulff shape is exactly recovered. At intermediate undercooling (Fig. 3b) , a transitional morphology, that of a faceted dendrite, is obtained, while at high undercooling (Fig. 3c) , a continuous sixfold symmetric dendrite is obtained. Also shown in Fig. 3c are contours from throughout the growth so that the evolution of the shape, from initial hexagonal seed to fully continuous dendrite, may be observed. The transition of the growth morphology from faceted to continuous with increasing departure from equilibrium is considered a desirable property of the model that closely mimics just such a transition observed in rapid solidification experiments [22] [23] [24] . 
Discussion and Summary
We have presented here what essentially is the toolbox for the simulation of intermetallic compounds during alloy solidification. Moreover, all of the proposed modifications can be implemented so as to run alongside a standard phase-field model for solution phases with a continuous interface. As such, the simulation of faceted intermetallic phases growing contemporaneously with a continuous solution phase becomes feasible. 
