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Resumo 
Este trabalho versa sobre o problema da caracterização de uma sucessão de 
polinómios ortogonais clássicos (Hermite, Laguerre, Bessel e Jacobi). O objec-
tivo principal é mostrar que uma sucessão ortogonal, cuja m-ésima sucessão 
associada à sucessão dos derivados de ordem k seja ortogonal, é necessariamente 
uma sucessão clássica. Este resultado é uma generalização do teorema de Hahn, 
no qual se estabelece que uma sucessão ortogonal é uma sucessão clássica se 
a sucessão dos derivados de ordem k for ortogonal. Apresentamos igualmente 
uma demonstração deste teorema. 
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Abstract 
This work is devoted to the problem of the characterization of classical orthogonal 
sequences (Hermite, Laguerre, Bessel and Jacobi). Our main aim is to show 
that an orthogonal polynomial sequence, whose m-th associated sequence of 
k — th derivative sequence is orthogonal, is necessarily a classical one. This is a 
generalization of Hahn's theorem, which states that an orthogonal polynomial 
sequence is classic if its k-th derivative sequence is orthogonal. We present a 
new proof for the mentioned theorem. 
7 

Résumé 
Ce travail est consacré au problème de la caractérisation des suites orthogonales 
classiques (Hermite, Laguerre, Bessel et Jacobi). L'objet principal du mémoire 
est de montrer qu'une suite orthogonale dont on suppose que la m-ième suite 
associée à la suite des dérivées d'ordre k soit orthogonale, est nécessairement une 
suite classique. Ce résultat est une extension du théorème de Hahn selon lequel 
toute suite orthogonale dont la suite des dérivées d'ordre k soit orthogonale est 
une suite classique. On indique également une démonstration de ce théorème. 
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Prefácio 
Este trabalho versa sobre o problema da caracterização dos polinómios or-
togonais clássicos que são habitualmente enumerados como os polinómios de 
Hermite, de Laguerre, de Bessel e de Jacobi. Segundo a propriedade de Hahn, 
uma sucessão de polinómios ortogonais diz-se clássica se a sucessão dos polinó-
mios derivados for ortogonal [5]. Em 1937, Hahn apresentou em [6] uma nova 
caracterização destes polinómios, a qual generaliza a propriedade citada: uma 
sucessão de polinómios ortogonais é clássica se a sucessão dos derivados de ordem 
k ^ 1 for ortogonal. Neste trabalho apresenta-se uma nova demonstração deste 
resultado, cuja ideia de base consiste em trabalhar directamente sobre as formas 
lineares (ou funcionais) e não sobre as representações integrais dessas formas, 
que aliás só são conhecidas nalgumas classes para valores particulares de certos 
parâmetros. Nesse sentido, utiliza-se sistematicamente a sucessão dual associada 
a uma sucessão de polinómios livre. Através de raciocínio análogo, com as 
devidas adaptações, foi possível cumprir o objectivo principal deste trabalho: 
fornecer uma extensão para o teorema de Hahn, na qual se estabelece que urna 
sucessão ortogonal, cuja m-ésima sucessão associada à sucessão dos derivados 
de ordem k seja ortogonal, é uma sucessão clássica [15]. 
Na primeira secção do capítulo 1 são dadas as definições de base e indicadas as 
operações, obtidas por transposição, que se efectuam naturalmente no espaço 
dual dos polinómios. A segunda secção é reservada à introdução dos conceitos 
de sucessão de polinómios e sucessão dual. 
A ortogonalidade regular e respectivas noções anexas (as relações de tipo finito 
e a quasi-ortogonalidade) encontram-se desenvolvidas no capítulo 2. A primeira 
secção deste capítulo é consagrada à caracterização da ortogonalidade regular 
(em termos das formas regulares e das sucessões de polinómios), onde são 
apresentados resultados que serão usados de forma essencial na caracterização 
de sucessões clássicas e semi-clássicas e, principalmente, nas demonstrações dos 
resultados que figuram no final do trabalho: o teorema de Hahn e o teorema 
relativo à sua extensão. A secção seguinte refere-se às relações do tipo finito. 
Este é um conceito mais geral que o da ortogonalidade. Todavia, dada a 
sua importância, este último merece ser estudado por si mesmo. Supondo a 
ortogonalidade, as relações de tipo finito conduzem às sucessões semi-clássicas, 
como poderá ser constatado na secção 4.3. Na secção 2.3 são fornecidas as 
definições de quasi-ortogonalidade e de quasi-ortogonalidade estrita de ordem a. 
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Aplicam-se estas noções ao estudo da multiplicação à esquerda de uma forma 
regular por um polinómio de primeiro ou de segundo grau, construindo assim 
uma forma regular a partir de outra forma regular dada. 
O capítulo 3 é reservado à definição e caracterização das sucessões clássicas quer 
em termos duma equação funcional (secção 3.2), quer em termos duma equação 
diferencial de segunda ordem (secção 3.3), devida a Bochner [1]. No capítulo 4 
introduzimos as formas e sucessões semi-clássicas, sendo as formas clássicas um 
caso particular destas. 
Finalmente, nos capítulos 5 e 6 encontra-se, respectivamente, a nova prova do 
teorema de Hahn e o enunciado (assim como a sua demonstração) da extensão 
deste resultado. 
Alguns enunciados são apresentados sem demonstração, por forma a reduzir a 
amplitude do texto. O leitor interessado poderá encontrar todas as demonstra-
ções detalhadas em [7]. 
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Capítulo 1 
Preliminares 
Seja V o espaço vectorial das funções polinomiais com coeficientes em C, natu-
ralmente também caracterizado como V = Un>o^«' c o m ^n c ^n+i» « ^ 0, 
onde Vn é o subespaço vectorial das funções polinomiais de grau inferior ou 
igual a n. Seja V o espaço dual de V, isto é, o espaço das aplicações lineares 
definidas em V e tomando valores em C Cada elemento u do espaço dual de 
V designa-se por forma ou funcional. Denote-se por (u, f) a acção de u G V 
sobre / G V. Naturalmente, (u, f) G C. Em particular, (u,xn) := (u)n,n ^ 0 
representa o momento de ordem n de u G V (relativamente à sucessão {xn}n^o)-
Se f(x) = Y1™=Q av%*'-, temos que (u, f) — YlT=o av{u)w Acrescente-se que uma 
forma u G V fica univocamente determinada pela sucessão dos seus momentos. 
Antes de prosseguirmos, considere-se a forma de Dirac aplicada no ponto c G C, 
denotada Sc, a qual se define do seguinte modo: 
(6c,p(x)):=p(c),VpeV. 
Visando a simplificação de escrita, quando c — 0 escreveremos apenas S em vez 
de ÔQ- Os momentos desta forma ficam determinados por: 
<*>.-<*••>-«*-{£!!>?. 
Em todo o texto o termo polinómio será considerado como sinónimo de função 
polinomial. 
1.1 Operadores e propriedades elementares 
Sejam uÇ.V'ef,g€V. Entenda-se por I-p e l-pi a identidade nos espaços V e 
T", respectivamente. 
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1.1.1 Operações elementares no espaço dual dos polinómios 
Consideremos os seguintes operadores elementares definidos em V: 
1. Homotetia de razão a G C aplicada ao polinómio / : haf onde 
KÎ (») := / (ax), a G C. 
2. Translação aplicada ao polinómio / : T_&/, com T_J,/ (X) := / (x + 6), 6 G 
C. 
3. Diferenças divididas, i?c/ G V, com 
flc/(s):=/(a;)-/(c), C G C a; — c 
Por transposição definimos as operações correspondentes em V' [13]: 
1. Homotetia aplicada a uma forma u G V, hau G V: 
(hau, f (x)) := (u, f (ax)), a G C. 
2. Translação de uma forma, r_j,u G T7': 
(r-feit, / (*)> := <«, / (ar - 6» , b G C. 
3. Divisão de uma forma por um polinómio [10]: 
((a - c)- 1 u, / (x)) := (tt, dcf («)), c G C. 
4. Multiplicação à esquerda de uma forma por um polinómio, / u G V: 
(fu,p):=(u,fp), VpGP. 
5. Multiplicação à direita de uma forma por um polinómio, uf G V: 
I xf (x) — £/ (f) \ (uf)(x) :— ( u, ^—-— ) , onde u actua na variável £. 
6. Produto de duas formas u, u G V, o qual fica definido por transposição 
do produto à direita de uma forma por um polinómio: 
(uv,p) :— (u,vp), \/p G V. 
7. Derivada de uma forma, Du: 
(Du,p) = -(u,p'), V p e P . 
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1.1.2 P r o p r i e d a d e s das operações e l emen ta res 
Facilmente se demonstram as relações seguintes: 
<*/ = / , V / 6 P ; 
(u + v)f = uf + vf, Vu, v G V, V/ G V; 
v(uf) = (vu)f, Vu,v G V\ V/ G V; 
(f9)u = f(gu), Vf,g£V; 
ôu = u, Vu G P'; 
uw = vu, Vu,v G "P'; 
(uu)u; = u(vw), Vu,v,w£V'; 
(u + v)w — uw + uiy, Vu, v, w G P . 
As propriedades que acabamos de apresentar garantem que (V',+,' ), onde as 
operações + e • denotam, respectivamente, a soma e produto de duas formas, 
forme um anel comutativo com elemento unidade, ó. Todavia não constitui um 
anel de divisão dado a existência de elementos em V' que não possuem elemento 
inverso (basta que o momento de ordem zero seja nulo) [11]. 
Os operadores atrás definidos satisfazem algumas propriedades, as quais passa-
mos a enunciar. 
K °ha-i = l-pi; (1.1.1) 
TfcOT.;, = l-pt; (1.1.2) 
(T6 O ha)u = (ha o Ta-i6)u, Vu G V'\ (1.1.3) 
(ha O Tb)u = (Tab ° K)u, Vu G V'\ (1.1.4) 
/(nu) = n((T-bf)u), Vu G V, V/G V; (1.1.5) 
f(hau) = ha((haf)u), Vu G V, V/G V; (1.1.6) 
D(rbu) = TbDu, Vu G V'; (1.1.7) 
D(hau) = a~lhaDu, Vu G V'. (1.1.8) 
Consideremos algumas propriedades, fundamentais neste trabalho. 
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Lema 1.1.1 [15] Para quaisquer f,g€V, u,v G V, c E C, temos que: 
a) (ufg) (x) = ((/«) g)(x) + xg(x) (ué0f) (x) (1.1.9) 
b) f(x)(uv) = (f(x)v) u + x (vê0f) (x)u (1.1.10) 
c)(ticD)f = (D#c)f + D2J (1.1.11) 
d ; ( œ - c ) ( ( x - c ) - 1 « ) = « (1.1.12) 
e) (a; — c) _ 1 ((x — c)u) = u — (u)0 Sc (1.1.13) 
f) / {(x - cTxu) = /(c) {{x - c ) - ^ ) + iflcf) u (1.1.14) 
5 ; (a; - c ) " 1 ^ ) = /(c)((x - c)-1*) + (tfc/)u - <u,tfc/)Jc (1.1.15) 
/»; («/) ' (s) = («'/) («) + («/ ') (*) + M o / ) (ar) (1.1.16) 
«J (fuy = fu' + f'u (1.1.17) 
Í H / ^ ^ - E L Q ^ ^ ^ ' fc>1 (LLI8) 
Zj (uv) '= u'v + uu' + a;_1(«v) (1.1.19) 
mj ( ( x - c j - ^ ' ^ i x - c i ^ u ' - i a r - c ) - 2 ^ (1.1.20) 
n) {u0of)(x) = (0ouf){x) (1.1.21) 
oj Du = Dv^u = v (1.1.22) 
1.2 Sucessões de polinómios 
Definição 1.2.1 Designamos por sucessão de polinómios toda a sucessão {Bn}n^o 
tal que grau (J5„) ^ n, 5„ £ P, n ^ 0. 
Decorre da definição que uma sucessão de polinómios {Bn}n^o é livre se e só se 
grau (.£?„) = n, Vn > 0 [11, 13, 7]. Neste caso podemos sempre normalizar cada 
polinómio da sucessão, considerando Bn{x) = xn + bn-\xn~1 + ... + bo, n ^ 0, 
mónico e diremos que a sucessão é livre e normalizada. 
N O T A : Será designada por SP toda a sucessão de polinómios nestas condições, 
isto é, livre e normalizada. 
Naturalmente, uma sucessão de polinómios livre gera V. Como consequência da 
definição apresentamos o resultado seguinte: 
Proposição 1.2.1 [17] Se {Pn}n^o for uma SP e u G V, então u = 0 se e só 
se (u, Pn) = 0 , n ^ 0. 
1.2.1 Sucessão dual 
Dada uma SP, {Bn}n^o, pretendemos definir, de um modo único, uma sucessão 
no dual de V associada a {-Bn}n>o-
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Definição 1.2.2 Dizemos que {un}n^o, onde un £ V, é uma sucessão dual 
associada à SP {Bn}n­^o, se for tal que 
{un,Bm) = õn,m, n , m ^ 0 . (1.2.23) 
A cada SP {Bn}n^o, está sempre associada uma única sucessão {un}n^o do dual 
verificando a propriedade (1.2.23) [11, 17]. Além disso, {un}n^o é linearmente 
independente. As duas sucessões {jBn}„^o e {un}n^o dizem­se biortogonais. A 
Uo daremos o nome de forma canónica associada à sucessão {Bn}n^o­
Teorema 1.2.1 [17] Seja u G V', {Bn}n^o uma SP, {un}n^o a respectiva 
sucessão dual e consideremos 
n 
Sn(u) = ^(íí,Bfe)wfc, n > 0. 
fc=0 
Neste caso, teremos 
(Sn(u),f) ^ ^ ( u j ) , V / e P , 
ou seja, Sn(u) converge com n para u no sentido da topologia fraca. 
Prova: Fixemos n ^ 0. Deste modo, 
Considerando agora n ­> oo, da igualdade anterior decorre que 
(Sn{u),Bm) ^ ^ ^ (u,Bm), V m > 0 , 
logo, dado {Bn}n^o ser uma SP, concluímos o pretendido. ■ 
Como consequência da definição 1.2.2, temos o seguinte: 
1. [17, l l j Se {<2n}„>o f°r u m a SP> tem­se necessariamente que 
K , Q m ) = 0 , 0 < m < n . (1.2.24) 
2. Em particular, considerando Qm (x) = xm, m ^ 0, tem­se que: 
(«„)m = 0, 0 < m < n. 
Exemplo 1.2.1 [11] Consideremos a SP {xn}n­^o­ Designemos por {un}n^o 
a respectiva sucessão dual. Por indução finita sobre n, demonstra­se que un = t^Dn6, n > 0. 
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Dada a unicidade da sucessão dual de uma SP, tem-se que a sucessão dual 
associada a {xn}n^o é dada por < '~ / Dnô > 
Se u for um qualquer elemento de V', então temos que 
O , m ^ n + 1 
(Sn(u))m = < 
k (u)m , O < m ^ n . 
Do teorema anterior decorre que 
(Sn(u))m ^^> (u)m, m^O. 
Apresentamos a seguir um resultado de suma importância neste trabalho. Em 
muitas deduções será, sem dúvida, crucial. Alias este é um lema fundamental 
na teoria dos polinómios ortogonais. 
Lema 1.2.1 [9, 11, 12, 13] Sejam {Bn}n^o uma SP e seja {un}n^o a respectiva 
sucessão dual. Sejam uEV' e p G N. Para que u verifique 
(u,.Bp_i)^0, (u,Bn) = 0, n^p, 
é necessário e suficiente que existam Aj € C, 0 ^ i ^ p — 1, Ap_i ^ 0, tais que: 
p-1 
u = y]XjUj. 
i=0 
Além disso, A* = (u, Bi), 0 ^ i ^ p — 1. 
1.2.2 Transformações elementares 
Seja {Bn}n^o uma SP e {un}n^o a respectiva sucessão dual. Consideremos 
certas transformações elementares destas sucessões. 
1. Defina-se a SP {Bn}n^o, obtida a partir de {Bn}n^o por transformação 
linear de variável. 
Proposição 1.2.2 [17, 13] Seja {Bn}n^o uma SP e {un}n^o a respectiva 
sucessão dual. Consideremos a SP {Bn}n^o definida da seguinte maneira: 
Bn(x) = a~nBn(ax + b), n ^ 0, 
onde a G C — {0} e b G C Designando por {w„}„^o a sucessão dual 
associada a {Bn}n-^o, então 
un = an(ha-i o T_6)U„, n ^ 0. 
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2. Consideremos agora a SP {Bn }n^o, a sucessão dos derivados de ordem 1 
de {Bn}n^o-
Proposição 1.2.3 [17, 13] Seja {Bn}n^o uma SP e {un}n^o a sucessão 
dual correspondente. Consideremos a SP {Bn }n>o definida da seguinte 
maneira: 
4 ^ ) = % í p n > 0 . (1.2.25) 
Se {un }n^o for a correspondente sucessão dual, então 
Dv$ = - ( n + l)u„+i, n > 0. (1.2.26) 
Mais geralmente, definimos a sucessão dos derivados (normalizada) de 
ordem superior a um ({Bn%^.0 , fe > 1 ), recursivamente, como poderá 
ser constatado na proposição que se segue. 
Proposição 1.2.4 [13] Seja k ^ 1 e sejam {Bn}n^o uma SP e {un}n^o 
a sucessão dual correspondente. Consideremos a SP {Bn }n^o definida da 
seguinte maneira: 
4"M - Œ§$ . n>0, (1.2.27) 
então tem-se que: 
DuW = - ( „ + 1)1¾11. n ^ 0, (1.2.28) 
onde {u„ }n^o é « sucessão dual associada a {Bn }n^0i 1 ^ j ^ fc. 
N O T A : Entenda-se que Bn := B n , n ^ 0. 
Como consequência do exposto, consideremos o seguinte resultado, o qual 
será usado de forma essencial na nova prova do teorema de Hahn no 
capítulo 5. 
Lema 1.2.2 [15] Se vn = un, então a derivada de ordem k de vn é dada 
por 
k 
(vn){k) = (-l)kH(n + fi)un+k, n>0 e k > 1. (1.2.29) 
Prova: A prova será feita por indução finita sobre k ^ 1. 
Para k = 1, (vn) = (vn)' = — (n + l )u n +i , donde o resultado é 
verdadeiro. 
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Suponhamos que o resultado é válido para A; — 1, k ^ 1. Deste modo, 
(vn){k) = ((t>B)(*_1))' = ­ ( n + 1) (vn+1){k­l) pelo que, usando a 
hipótese de indução, 
k­i 
k 
= (n + ! ) ( ­ ! ) * { J (n + n)un+k 
/x=2 
k 
= (­1)* \ \ (n + vhn+k , n > 0 e fc > 1, 
o que prova o pretendido. ■ 
3. Consideremos a SP {Bn }n^0i designada por sucessão de polinómios asso­
ciada (de primeira ordem) a {Bn}n^o relativamente a uo­
Proposição 1.2.5 [llj Sejam {Bn}n­^o uma SP e {un}n^o a sucessão 
dual correspondente. Consideremos a SP \ Bn ' \ definida do seguinte 
modo: 
D ( I ) , N / „ , Bn+i(x) ­ Bn+i(Ç)\ fiootà 
Bn'(x) = (u0, — K n ^ O . (1.2.30) 
Representando por {un }n^o a respectiva sucessão dual, então 
!#> = (z«„+i) («o)_ I , n ^ O (1.2.31) 
(7)e salientar que (UQ)~ existe se e só se (uo)o ¥" 0 / 
Naturalmente, podemos escrever Bn (^a;) = (uo#o#n+i) (x), n > 0. 
Recursivamente, definimos {Bn }raj>o (com k ^ 1), a SP associada a 
{Bn ~ }n^o (relativamente aup ~ ). 
N O T A : A salientar que Bn' := Bn, n ^ 0. 
Proposição 1.2.6 / í í / Seja k ^ 1 e sejam {Bn}n^o uma SP e {un}n^o 
a sucessão dual correspondente. Consideremos a SP \ Bn \ definida 
do seguinte modo: 
Bnk\x)^{ut1)^B{nk+­11))(x), n ^ O , 
e seja {un }n^o a respectiva sucessão dual, então 
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Acrescente-se apenas que tais sucessões serão tratadas com maior detalhe 
/ [jt]\(m) 
no capítulo 6, onde será explicitada uma relação entre lu„ 1 (n ^ 
0, k, m ^ 1) e un (n ^ 0), elementos das sucessões duais associadas a 
{( Bn ) \ e {Bn}n^o, respectivamente. ' ) ra>0 
1.2.3 Relação de estrutura 
Se {-Bn}n>o representar uma qualquer SP e {un}n^o a respectiva sucessão dual, 
então necessariamente deverá satisfazer a seguinte relação de recorrência [11, 
12, 17]: 
Bn+2{x) = (x - /3n+i)Bn+i{x) - YZ=oXn,vBu{x), n ^ 0, 
(1.2.32) 
B0(x) = l, B1(x)=x-p0, 
onde 
0n = {un,xBn(x)), n ^ O , (1.2.33) 
Xn,u = (uu,xBn+i(x)), 0 ^ v ^ n, n ^ 0. (1.2.34) 
Como consequência do que acabamos de expor e do lema 1.2.1, apresentamos 
o próximo resultado que nos fornecerá uma relação de suma importância no 
decurso deste trabalho. 
Lema 1.2.3 [12, p.136] Sejam {Bn}n>0 uma SP e {un}n>0 a sucessão dual 
correspondente a {Bn}n>0 e v ^ 0. As condições Xn,v — (uu,xBn+]) = 0, 
n ^ v + 1 são equivalentes a 
xuv = IÍ„_I + fiuuv + Xv,vV>v+i (1.2.35) 
u_i = 0 . 
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Capítulo 2 
Ortogonalidade Regular e 
Noções Anexas 
2.1 Ortogonalidade regular 
Definição 2.1.1 A forma u diz-se regular se lhe for possível associar uma 
sucessão de polinómios {Pn}n^o tal oue 
(u,PnPm} = rnSn!m, (2.1.1) 
onde rn ^ 0, n , m ^ 0 (2.1.2) 
Neste caso, a sucessão de polinómios {Pn}n^o diz-se regularmente ortogonal 
relativamente à forma u. As condições de ortogonalidade são dadas por (2.1.1), 
ao passo que (2.1.2) correspondem às condições de regularidade. 
Diremos que a forma u é normalizada se (u)o = 1. 
Decorre desta definição que cada polinómio Pn está definido a menos de uma 
constante arbitrária não nula, isto é, {Pn}n>o 6 uma sucessão de polinómios 
ortogonal relativamente a u se e só se {cnPn}n>o ê ortogonal relativamente a u, 
onde cn £ C\{0}, n > 0. 
Observação 2.1.1 Toda a sucessão {Pn}n^o de polinómios ortogonais relati-
vamente a u eV é livre, pelo que poderá ser normalizada. 
Exemplo 2.1.1 A sucessão {xn}n^o é uma sucessão livre ortogonal relativa-
mente à forma ô, mas não regularmente ortogonal. 
A impossibilidade de determinada forma ser regular poderá ser verificada a 
partir da proposição seguinte. 
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P r o p o s i ç ã o 2.1.1 (17] Seja {Pn}n^o uma sucessão de polinómios regularmente 
ortogonais relativamente au e {un}n-^o a respectiva sucessão dual, então (u)o ^ 0 
E x e m p l o 2.1.2 Suponhamos {Pn}n^o (regularmente) ortogonal relativamente 
a UQ e seja {un}n^o a sucessão dual associada. A partir da proposição anterior, 
podemos concluir que us, s ^ 1, não pode ser uma forma regular, pois (US)Q = 0. 
Dito de outro modo, não existe nenhuma SP ortogonal relativamente aus, s ^ 1. 
Sem perda de generalidade, podemos sempre considerar que u e {Pn}n^o estão 
normalizadas, isto é, (u)0 = 1 e Pn mónico, n ^ 0. 
N O T A : Salvo indicação do contrário, no prosseguimento deste trabalho iremos 
considerar sucessões de polinómios regularmente ortogonais e não apenas or-
togonais. Simbolicamente designaremos por SPO uma sucessão de polinómios 
regularmente ortogonais. 
P r o p o s i ç ã o 2.1.2 [17] Seja u S V. A SP {Pn}n^o é ortogonal com respeito 
a u se e só se para alguma SP {Qn}n^o se verificar (u,QmPn) = 0 , 0 ^ m ^ 
n - 1, n > 1 (u, QnPn) ^0, n^O. 
P r o p o s i ç ã o 2.1.3 [17] Se {Pn}n^o e uma SPO com respeito au e {un}n^o é 
a respectiva sucessão dual, então u = (u)oUo-
N O T A I M P O R T A N T E : Daqui em diante, ir-se-á sempre supor u como forma 
regular e normalizada e a sucessão {Pn}n^o (regularmente) ortogonal relativa-
mente a u, será suposta normalizada. Notar que, assim sendo, u = UQ. 
Recordando a relação expressa em (1.2.32) aplicada à sucessão {Pn}n^0j apre-
sentamos o resultado seguinte: 
T e o r e m a 2.1.1 [13][12, p.l36][17] Seja {Pn}n^o uma SP e {un}^0 a sua su-
cessão dual. As seguintes afirmações são equivalentes: 
(a) A sucessão {Pn}n^o e ortogonal relativamente a UQ; 
(b) Xn,k = 0, 0 O < n - 1, « > 1; Xn,n ¥" 0, n ^ 0, onde Xn,k são 
dados por (1.2.34); 
(c) XUn = Un-i + PnUn + Xn,nUn+l, Xn,n ¥" 0, U ^ 0, lt_i = 0; 
(d) Existe uma sucessão de polinómios {<t>n}n^o tal Que grau(<^n) = n e 
un = 0„iíO, n ^ 0; 
(e) un = ((u0,Pn))~ Pnuo, n ^ 0. 
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Após o teorema anterior, é possível mostrar que a SPO {Pn}n^o satisfaz uma 
relação de recorrência de ordem 2, bem como obter uma expressão para os 
coeficientes Xn,n e /3ra, n ^ 0, em termos da funcional «o-
Proposição 2.1.4 [17] Admitindo verificada uma das alíneas do teorema ante-
rior, temos: 
Pn+2(x) = (x- /3n+1)Pn+i(x) - 7n+iP„(a;), n > 0, 
(2.1.3) 
P0(x) = l, P1(x)=x-0o, 
onde 
(u0,xPZ(x)) 
Pn - (u0,PZ(x))' n>°> 
(2.1.4) 
(u0,PZ+l(x)) ^n 
7 " + 1 = Xn>n= (u0,P>(x)) * ° ' n>°-
Como consequência da proposição precedente, obtemos o seguinte: 
Corolário 2.1.5 [17] Se {Pn}n^o é uma SPO, então Pn e Pn+i, n ^ 0 não 
têm raízes comuns. 
A ortogonalidade regular de uma determinada sucessão é invariante sob qualquer 
transformação afim [11, p.13]. 
Lema 2.1.1 [11, p. 13] Seja {Pn}n^o uma SPO relativamente a UQ satisfazendo 
a relação de recorrência (2.1.3) da proposição 2.1.4- Então a sucessão {Pn}n^o 
do proposição 1.2.2 satisfaz a relação de recorrência: 
P\i+2(x)= (x-pn+1jPn+i(x)-jn+iPn(x), n ^ O , (2.1.5) 
Po (x) = 1, Pi (x)=x- J30, 
onde 
(uo,xP*(x)) pn_b 
Pn = —, r- = , n ^ 0, 
(ùo,PZ(x)) 
fo,Pn2+1(*)) 
7n+i = —, r - = — Õ - 7e 0, n ^ 0. 
(u*,Pl{x)) 
Na realidade, J = s{ha-\ o T_(,), S ^ 0 é o único isomorfismo que preserva a 
ortogonalidade de uma sucessão [11]. 
Apresentamos agora uma relação conhecida: a "Identidade de ChristofFel-Darboux". 
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Lema 2.1.2 (Identidade de Christoffel-Darboux) [2, p.23] 
Se {Pn}n^o satisfizer a relação de recorrência de uma sucessão regularmente 
ortogonal dada por (2.1.3), então 
A PV(X)PV{C) ( Y } \ Pn+l(x)Pn(c) - Pn(x)Pn+l(c) , , . #. 
Uma questão de particular interesse será: quando (jm = 0, para <f> G V e u G V', 
que inferências podemos extrair relativamente a cf> ou u? O lema 2.1.3 e a 
proposição 2.1.6 fornecem-nos a resposta. 
Lema 2.1.3 [13, 17] Seja W Ê P ' regular e seja <f> um polinómio, tal que: 
<fm = 0. 
Então, necessariamente, cp — 0. 
Estamos agora interessados em saber que conclusões extrair relativamente a u 
se soubermos que (jm = 0, para um dado polinómio </>. Para responder a esta 
questão precisamos de alguns resultados, os quais passamos a apresentar. 
Lema 2.1.4 Sejam u,w € V não necessariamente regulares e seja c G C tais 
que (x — c)u = w . Então 
u = Aõc + (x — c)~ 10, 
para determinado A G C. 
Prova: Com efeito, multiplicando ambos os membros da equação (x — c) u = w 
por (x — c)~ , e usando a propriedade (1.1.13), concluímos o pretendido 
se considerarmos A = (u)o- ■ 
Observação 2.1.2 Para outras considerações acerca da forma u patente no 
lema anterior, poder-se-á consultar [10]. 
Lema 2.1.5 Se c G C, então 
{x-c)-l(6c)W = -^r(6e)<k+1\ k^O. (2.1.7) 
K + 1 
Prova: Seja p G V. Consideremos o caso A; = 0. 
((x - c)-1 ôc,p) = fc,M-(^,P(*]lj!(C))-f/(c) 
= (6c,p'(x)) = -((ôc)',p(x)), 
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donde 
(x-c)-16c = -(Sc)'. (2.1.8) 
Para k = 1, 
( ( x - c ) - 1 ^ ) ' , ? ) = -(6c,D0cp) = -(8c,(0cD)p) + (6c,{0*)p) 
= <(«',p ,)-((^-cr1(^)',p) 
= - < ( 5 c ) " , p ) - ( ( o ; - C ) - 1 ( á c ) ' , p ) 
logo, 
do que se conclui 
( x - c ) - 1 ^ ) ^ - ^ ^ 2 ' . 
Suponhamos que o resultado é válido para k ^ 0 e provêmo-lo para k + í. 
Assim, determinemos ((x — c) _ 1 (6cy + 1 ' ,p): 
( (* - c)- 1 (6cf+V ,p) = (Use)M)',0cp\ = - ((6cf\DVcP) 
= - ((ôcfKticDp) + ((ÔC)W ,02cp) 
= -((x- c)-1 (SC)W ,Dp) + ((x- c)- 1 (íc)<*> , dcp) 
do que se pode extrair: 
isto é, 
pelo que 
■ 
Lema 2.1.6 Se c,d € C com c^ d, então 
{X - Cyl {Sd)(k) = (^+^ + g (d _ a c ) t , + 1 (¾)°° . * > 0 , (2.1.9) 
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onde bk e afc)(r, O ^ a ^ k, são constantes complexas que satisfazem a relação 
de recorrência: 
ai/+l,j>+l = av,v, 
ao,o = ai,o = oi,i = 6o = òi = 1 
. UÍ/,-1 = o 
, 1 < fj, < I / , I / > 0. (2.1.10) 
Prova: Seja p GV. Façamos para k = O, 
((*-c)-%,,) = ( í | l l M = ^£Mz£M^ P (x) - P (c) \ p(d)-p (c) d — c 
1 (p(d) -p(c)) = (-±-(6d-ôc),p), d — c d — c 
donde, 
(x-c) l8d- {ôd - 6C) 
a — c 
(2.1.11) 
Para k = 1, segue-se 
(x - o)"1 (¾)7 = ((x - c)"1 6^' + {x- c)-2 Sd 
por (1.1.20), e usando (2.1.11) e (2.1.8) tem-se que 
1 {x-cri{8d)' = d — c (8d-8c)\ +(x-c)-'6d 
= ^r-c((6dY-(Sc)')+ 2^(2-0)-1^-6C) 
= ^ ( ( ^ - ^ 0 + ^ ( ^ - ^ ) + ^ ( ^ -
Conclui-se pois que 
(x-c)-Hód)' = ^J6d)' + —±-5(6d-6c) . (2.1.12) 
o, — c [d — c) 
Tomemos agora k = 2. Assim, 
(x - c)- 1 (fc)" = ((ar - o)'1 (6d)')' + (x - c)"2 (6d)'. 
Calculemos separadamente cada uma das parcelas: 
(«*-)-(«*)' = (3¼ ^ + ^ «.-«)' 
d — c (d-cy 
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Usando (2.1.12) e (2.1.8), tem­se: 
(x­c)­2(6dy = (x ­ c r ^ J ­ o y ­f—L­^­J,)) 
d — c \d — c 
{d _ C)2 ™ ' {d _ c ) 3 V ­ ­e / {d _ c)2 
Deste modo, 
(x ­ c)­1 (6d)" = ~{&df + 7T^T2 (**)' + 7T^­T3 (¾ ~ <W """"­^'"^'«'^F 
Por recorrência, suponhamos que 
(. ­ •>­' <«<" ­ < j f ^ + E J J ^ <*>w. » > •• 
cujas condições iniciais são dadas por: 
a0,o — 1 e 60 = 1; 
«1,0 = 1 , oi,i = 1 e h = 1; 
O2,o = 2 , 02,1 = 2 , a2,2 = 1 e 6i = 2. 
Vejamos então que o resultado é válido: 
(x ­ o)'1 (Ôdf+V = ((* ­ c)"1 &)<">)' + (x ­ c)"2 (6d)M 
Para tal calculemos 
(í.­c)­'(MM)' ­ ( ^ T S C + ±JIJ^TI{SI M 
­K 
(d ­ c r 1 ™ ■ , t í (d ­ c) /4=0 
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« - o - («<*> - c - 4 - [ ^ f c + E J J -SÈW w " 
-6, OTW^STT^feffr ((-er1^0 0) 
6, 
(d-c ) «/+ r(*c)' 
-ò„ 
i s (d - cr«+1 {(d - c)«+i òc à (' - cr°+1 {d} 
^ 
(d-cr 
1/ IX 
6, 
(d-c) 
+ 
i/+i (íe)' 
í: JJZ^F (í>,^) («w - é <£$*<.. 
para valores de v ^  0. Resulta agora que: 
/ j=0 ^ d c ' 
" 1 / " \ " 
0{d-c) 
ln25c , v>0-
Fazendo a substituição <r H /i e /Í 4 ÍT, nos termos envolvidos no duplo 
somatório, tem-se: 
^5^^5^^-55^ 
„= 1(<i-cr»« l M 
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Deste modo, deduzimos que se tem 
1/+1 
(ti - c) ^=0 (d - c) 
quando consideramos a relação de recorrência dada por: 
ÛI /+ I , I /+ I = Gi/,1/ , ^ ^ 0; 
i/ 
Of+i,/* = o»/,/i-l + /]Q>u,<ra<T,iM, O^LI^V; (2.1.13) 
v 
bu+1 = 2_/ a">/ í^' ' V ^ 0 ; 
com a„,_i = 0, 
cujas condições iniciais são dadas por 
a0fi = 1 e b0 = 1; (2.1.14) 
ai,o = 1, a\ti = 1 e 6i = 1. (2.1.15) 
Como consequência dos Lemas 2.1.5 e 2.1.6, tem-se o resultado que a seguir se 
apresenta. 
Proposição 2.1.6 Seja u G V não regular e seja <f> um polinómio não nulo tal 
que 
(jm = 0. (2.1.16) 
Escrevendo <f> (x) = nL=i (x ~ an) > com ]CL=o t(t = T = grau (¢) ^ 1, tem-se 
t t^-i 
H=l i/=0 
onde os coeficientes A^^ G C, com O ^ z ^ ^ í ^ — 1, 1 ^ / i ^ í . 
Prova: Seja 1 ^ i ^ t. Comecemos por calcular 
(a; — ai)u = 0, 
cuja solução é dada considerando w = 0 no lema 2.1.4, ou seja, 
u = ai:iSai ,aiti G C. 
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Seja <f) (x) o polinómio dado no enunciado. Suponhamos que a solução da 
equação funcional ^ = 0 é dada por 
(1=1 i/=0 
onde A^v 6 C, O^u^t^ — 1, l^ft^t. Determinemos agora a solução 
da equação funcional dada por (x — c) <f> (x) u = 0, a qual é equivalente 
a (f> (x) (x — c) u = 0. Faça­se v = (x — c) u. A equação anterior passa a 
escrever­se: 
(f>{x)v = 0. 
Ora, por hipótese, 
H=\ i/=0 
logo, por definição da funcional v, tem­se que 
(^ ­e)« = t E V ( í , ) M . 
11=1 i/=0 
Multiplicando ambos os membros da equação por (x — c) ~~ , encontra­se 
o seguinte: 
u = (u)0 ÔC + ]T Y, Aw (x ­ c)_1 K)(v) ■ 
/1=1 i/=0 
Se tomarmos (u)0 = C G C, obtemos: 
í t p ­ l 
« = c s c + Y J 2 A ^ <* ­ °yx (ô«>){u) ■ t2­1­18) 
H=l i/=0 
Resta calcular (x — c)~ (Saii) ■ Surgem dois casos distintos: 
1. Se c 7^  a^, 1 ^ /i ^ t. 
2. Se 3/i, 1 ^ fi ^ í, tal que c = a^. 
No primeiro caso, pelo lema 2.1.6, segue que 
V 
(x ­ c)"1 (6ail){l/) = C„6C + £ a„,T ( J a J ( T ) , (2.1.19) 
r=0 
onde os coeficientes complexos otv<r são determinados pela relação de 
recorrência dada por (2.1.10), dada em lema 2.1.6, ou seja, por: 
&­U,V = £*!/—1,1/— 1) 
«I/,T = "i/­l,r­l + X^=Tai/­l,<ra<r,T, 
< ^ = ^ = 0 ^ ­ 1 . ^ ­ , i < M < i / ­ l , i / > i . (2.1.20) 
«0,0 = «i,o = "1,1 = Co = Ci ­ 1 
> «i/.­i = 0 
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Assim a solução da equação funcional (x — c) <f) {x) u — 0 é dada por: 
u 
C8c+E E Aw ( c»ôc + E a»<T (K) 
^ = 1 i/=0 \ r = 0 
(r) 
c E E i /w ,\ 
/ i = i i/=o L \ yz^fi=i ln) 
+ A^UCV 6C + A^v ] T av,T (<íaj 
(r) 
T = 0 
No segundo caso, podemos supor, sem perda de generalidade, que c = a\. 
Deste modo, pelos Lemas 2.1.6 e 2.1.5, respectivamente, segue que: 
i (x \(") -(*-cr(«*r-< 
C,6ai+Er=0^r{Sa,y ,^^l 
(T) 
t H-l 
L ( ^ + 1 ) = ^ ( ^ ) ( " + 1 ) , / i = l , 
(2.1.21) 
onde os coeficientes a„)T e Cj/,0 ^ T ^  i/, v ^ 1 respeitam a relação de 
recorrência (2.1.20). 
Analogamente ao caso anterior, encontramos a solução de (x — c) <f> (x) u = 
0 é se substituirmos a expressão obtida para (x — c)~ (Sa,,) e m (2.1.21) 
na expressão (2.1.18), ou seja, 
u = 06^+^^(--^-(6^^) 
t l - 1 
£ 
i/=0 
t h-l 
+E E Aw [ c»s«i + E a"s (M 
H=2 i/=0 \ 
(r) 
T = 0 
Ja\ 
t í / i -1 
C + J^^A^CJa 
fi=2 i/=0 
+EÊVE^(<U(T) 
/ i=2 i/=0 T = 0 
^ + E ^ ( - ^ T ^ ) ( I / + 1 ) ) 
Deste modo, concluímos que em qualquer dos dois casos a solução de 
( i - c ) ^ ( i ) « = 0 é uma combinação linear de 6C e (6ãli) , 0 < r ^ f, 
A determinação explícita das constantes para as quais foi apresentada uma 
relação de recorrência poderá figurar num trabalho futuro. Neste trabalho, tal 
não se revela essencial na obtenção das conclusões que aqui nos propomos. 
Reúnem-se as condições para apresentar a definição e consequente discussão 
das sucessões de polinómios ortogonais clássicas e, à posteriori, das sucessões 
ortogonais semi-clássicas, sendo as primeiras um caso particular destas últimas. 
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Passemos à análise de noções anexas à ortogonalidade. Relações do tipo finito 
é um conceito mais geral que o da ortogonalidade ou o da quasi-ortogonalidade. 
No entanto, dada a importância destes dois últimos conceitos, eles carecem de 
ser estudados por si mesmos. 
2.2 Relações do tipo finito e aplicações. 
Seja $ um polinómio mónico, t — grau(Q), {Pn}n^o uma qualquer SP e {un}n^o 
a respectiva sucessão dual. Geralmente existem valores de n tais que $un — 0. 
De facto, tal será possível apenas para 0 ^ n < t. 
Com efeito, se n ^ t, tem-se que ($un,Pn-t) = («„,$?„_() = (un,Pn) = 1, 
donde $un ^ 0. 
Definição 2.2.1 Uma SP {Pn}n^o diz-se compatível com $ se <&un ^ 0, n ^ 0. 
Exemplo 2.2.1 Qualquer SP ortogonal {Fn}n^o é compatível com qualquer 
polinómio mónico. 
Seja {Qn}n^o uma sucessão de polinómios mónicos e {Pn}n^o u m a SP. A 
seguinte fórmula é sempre válida: 
n+t 
$(x)Qn{x) = ] T Xntl/Pu(x), n > 0. 
Tal é consequência imediata de grau(<5><2„) = n + í e {Pn}n^o ser livre. 
Definição 2.2.2 Quando existe um inteiro s ^ 0 tal que 
n+t 
$(X)Q„(S)= Yl V ^ W ' ™^S> (2-2-22) 
j/=n—s 
Br>s: XTír-s^0, (2.2.23) 
dizemos que (2.2.22)-(2.2.23) é uma relação do tipo finito entre {Pn}n^o c 
{Qn}n>0> relativamente a $ . 
Se, em vez de (2.2.23), considerarmos 
Xn,n-s^0, n^s, (2.2.24) 
então dizemos que (2.2.22)-(2.2.24) e' uma relação estritamente do tipo finito. 
Observação 2.2.1 Uma relação do tipo finito entre {Qn}n^o e {Pn}n^o, rela-
tivamente a ¢ , é dada por: 
${x)Pn{x) = YZ=n-sKVQv{x), n^S, 
(2.2.25) 
Br^s: \r,r-s ¥" 0-
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Sejam {Pn}n^o e {Qn}n^o sucessões de polinómios mónicos e sejam {un}n^o e 
{wn}n>o as respectivas sucessões duais. 
Lema 2.2.1 [14, p.298] Para toda a SP {Pn}n^o compatível com $ , as seguintes 
propriedades são equivalentes: 
1. Existe um inteiro s ^ 0 tal que 
n+t 
*(x)Q„(x)= J2 W " ^ ) ' n ^ s ' (2-2-26) 
i/=n—s 
3 r > s : À r , r _ s ^0 . (2.2.27) 
2. Existe um inteiro s > 0 e «ma aplicação de N em N: m i—► / im owe 
satisfaz 
max(0, m — í) < jtim ^ m + s, m ^ 0, (2.2.28) 
3m0 > 0 : /zmo = m0 + s, (2.2.29) 
e ia/ que 
&um = 5Z A",m«i/, m > *» (2.2.30) 
i / = m ­ í 
A / w n ^ O . m ^ ° ­ (2­2­31) 
Observação 2.2.2 / i ^ / Quando a relação entre {Pn}n^o e {Qn}n^o e' ^° í*po 
estritamente finito, {Pn}n^o é automaticamente compatível com $ e, evidente­
mente, temos que fj,m = m + s, m ^ 0. 
Proposição 2.2.1 / ¾ p.300] Suponhamos que a SP {Qn}n%0 é ortogonal e 
{Pn}n^o compatível com ¢. As sucessões {Pn}n^o e {Qn}n^o satisfazem a 
relação do tipo finito (2.2.26)­(2.2.27) se e só se existe um inteiro s ^ 0 e 
uma aplicação de N em N: m i—>■ / im çue satisfaz (2.2.28) e (2.2.29) e, além 
disso, existe {km}m^o, km ^ 0, m ^ 0, e uma sucessão de polinómios mónicos 
{^m}m^o com grau^J) = / im , m > 0, ia/ gwe 
* « m = fcmAMmu0, m > 0 . (2.2.32) 
À semelhança da proposição acima, podemos enunciar o seguinte resultado: 
Proposição 2.2.2 [14, p.301] Suponhamos que a SP {Pn}n^o e ortogonal. 
As sucessões {Pn}n^o c {Qn}n^o satisfazem a relação do tipo finito (2.2.26)­
(2.2.27) se e só se existe um inteiro s ^ O e uma aplicação de N em N: m 1—>• / im 
que satisfaz (2.2.28) e (2.2.29) tal que 
fim 
$Pmu0 = (u0,Pl) Yl X»,™v»> ™>*> (2­2­33) 
v=m—t 
<\xm,m # 0 , m > 0. (2.2.34) 
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O resultados anteriores conduzem-nos a afirmar o seguinte: 
Proposição 2.2.3 [14, p.301-302] Para duas quaisquer sucessões ortogonais 
{Pn}n^o e {Qn}n^o e um qualquer polinómio mónico $ de grau t ^ 0, as 
seguintes afirmações são equivalentes: 
(a') Existe uma relação do tipo finito entre {Pn}n^o e {Qn}n^o> relativamente 
a $ ; isto é, existe um inteiro s ^ 0 tal que 
$(x)Qn(x) = Zttl-s *n,»Pu(x), n^s, 
3 r ^ s : Xr,r-s # 0. 
(a) Existe uma relação estritamente do tipo finito entre {Pn}n^o e {Qn}n^o, 
relativamente a ¢ , isto é, existe um inteiro s ^ 0 tal que 
${x)Qn(x) = YHtns K,»P»(x), n>s, 
(2.2.35) 
^n,n—s r "> n ^ s. 
(b) Existe um número ko ^ 0 e um polinómio mónico A.s, grau(As) = s, tal 
que 
$uo = koAsv0. (2.2.36) 
(c) Existe um inteiro í ^ O e um polinómio mónico Ks, grau(As) = s, tal que 
As(x)Pm(x) = Z™=™-t*rn,Mx), m > í, 
(2.2.37) 
Podemos ainda escrever que 
(x - < " O ^ X » O > O A 0<u<m + s 
< (2.2.38) 
' '' K,o {vo,Qi) i/=0 
Vo _ ("o, i?> *o = T ^ T = ^P^- (2-2.40) 
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Introduzamos as relações de recorrência satisfeitas, respectivamente, por {Pn}n>0 
e {<?n}n^o: 
Jb(ar) = 1, i \ ( a : ) = x - A ) , 
(2.2.41) 
Pn+2{x) = (x- Pn+i)Pn+i{x) - 7n + iPn(x), n ^ 0, 
Qo(a;) = 1, Qi(x) = x-Co , 
(2.2.42) 
Qn+2(a;) = (x - Cn+i)Qn+i(x) - an+iPn(x), n ^ 0. 
Sem entrar em detalhes, atendendo a (2.2.35)-(2.2.37), obtemos o seguinte: 
an+i+j = —: ! 7n+i, n ^ 0, (2.2.43) 
¢. = 8) + ^ 7 1 - ^ = ^ 0 . , A_li0 = 0, (2.2.44) 
C„+i+s = /3n+i + '■ 7„+ 2 r—! 7n+i, n > 0. (2.2.45) 
2.3 Quasi-ortogonalidade. Aplicações. 
2.3.1 A quasi-ortogonalidade de ordem s 
Definição 2.3.1 Sejam u € V' e s G N. A sucessão de polinómios {Bn}n^o 
diz-se quasi-ortogonal de ordem s relativamente a u, se satisfizer as seguintes 
condições: 
{u, BmBn) = 0 , |n - m| > s + 1, (2.3.46) 
3r ^ s tal que (u, Br-sBr) ï 0. (2.3.47) 
Observações 2.3.1 
1. Uma sucessão quasi-ortogonal de ordem zero é uma sucessão ortogonal 
num sentido mais geral do que o já visto: toda a sucessão (regularmente) 
ortogonal é quasi-ortogonal de ordem 0, mas o recíproco não é válido. 
2. Seja {Qn}n^o uma SP. Desde que a sucessão de polinómios {Bn}n^o seja 
livre, as condições abaixo apresentadas são equivalentes [11]: 
(a) {Bn}n-^o é uma sucessão de polinómios quasi-ortogonais de ordem 
s ^ 0 relativamente a u (i.e., verifica (2.3.^6)-(2.3.^1)). 
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(b) 
(u, QmBn) = O, O ^ m ^ n - s - 1 , n > s + 1; (2.3.48) 
3r > s tal que (u, Qr-sBr) ^ 0. (2.3.49) 
3. [11] Seja u uma forma regular e {Pn}n^o a SPO correspondente. Todas 
as sucessões de polinómios {Bn}n^o quasi-ortogonais de ordem s ^ 1 
relativamente a u podem-se escrever sob a forma: 
n 
Bn (x) = 5 3 bn,uP» (x), 0 ^ n ^ s - 1 
i/=0 
n 
Bn (x) = ^2 bn,vPv {x),n>s (2.3.50) 
u=n—s 
3 r ^ s tal que bTtT-s ^ 0. 
2.3.2 A quas i -or togonal idade e s t r i t a de o r d e m s 
Definição 2.3.2 A SP {Bn}n^o diz-se estritamente quasi-ortogonal de ordem 
s, com, s ^ 0 ; relativamente a u se verificar (2.3.46) e 
Vn^s: {u,Bn^sBn)^0. (2.3.51) 
Obse rvações 2.3.2 [11] Da definição anterior decorre o seguinte: 
1. Toda a SP {Bn}n^o estritamente quasi-ortogonal de ordem s, com s ^ 0, 
relativamente au é livre, pelo que pode ser sempre normalizada. 
2. Toda a sucessão estritamente quasi-ortogonal de ordem s ^ 0 relativa-
mente au é quasi-ortogonal de ordem s ^ 0 relativamente a u; 
3. Uma SP {Bn}n^o estritamente quasi-ortogonal de ordem 0 relativamente 
au é uma SP (regularmente) ortogonal e u diz-se regular. 
4- [9] Contrariamente, se s ^ 1, a forma u não é necessariamente regular. 
Suponhamos, por exemplo que a SP {Bn}n^o é ortogonal relativamente a 
UQ, regular. Seja u = us, s ^ 1, o termo de ordem s da sucessão dual 
associada a {Bn}n^o- (Lembre-se que us é não regular pois (us)o = 0 ) . 
Nestas condições, tem-se que: 
(u,BmBn) = {r^BsU^BmBn) = r~l{uo,BsBmBn) 
m+s 
= r~l ^2 aTn+s,v(u0, BuBn) = 0, n > m + s + 1, 
i /=0 
{u,BnBn+s) = r^iuoiBsBnBn+s) = r~l{uQ,Bl+s) ^ 0, n ^ 0. 
'Veja-se exemplo 2.1.2 
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Do que se conclui que {Bn}n^o é estritamente quasi-ortogonal de ordem 
s ^ 1 relativamente a us, não regular. 
5. {Bn}n^o é uma sucessão de polinómios estritamente quasi-ortogonais de 
ordem s ^ O relativamente a u se e só se para alguma sucessão {Qn}n^o 
livre se verificar 
(u,QmBn) = 0 , 0 < m < n - s - l , n^s + í; (2.3.52) 
Vr ^ a, («, Qr-sBr) ^ 0. (2.3.53) 
Lema 2.3.1 / i í / Seja u uma forma regular. Seja {Pn}n^o « SP ortogonal 
correspondente, então todas as sucessões de polinómios {Bn}n-^o estritamente 
quasi-ortogonais de ordem s ^ 1 relativamente a u podem escrever-se na forma: 
n 
Bn (x) = 22 bn,i>Pv (x), O < n < S - 1 
i/=0 
n 
Bn (ar) = J ] V ^ (*). " > « (2-3-54) 
i/=n—* 
Vr ^ s, 6rir_s 7^  0. 
Uma das utilizações da quasi-ortogonalidade faz-se nas condições seguintes: seja 
{Pn}n^o uma SPO relativamente a u, regular; existe uma forma û tal que a SP 
{-PnjnjíO é quasi-ortogonal de ordem s relativamente a u. 
Podemos caracterizar uma tal situação do seguinte modo: 
Proposição 2.3.1 [8, p.170-171], [11] Para cada SP {Pn}n^o normalizada e 
regularmente ortogonal relativamente a u e para cada u € V, os enunciados 
seguintes são equivalentes: 
1. A SP {Pn}n^.o é quasi-ortogonal de ordem s relativamente a v,. 
2. 3r^s^0tal que (2, Pr-sPr) ¥= 0, (2, Pn) = 0, n ^ s + 1. 
3. Existe um polinómio único $ de grau s tal que 
2 = $u. (2.3.55) 
4- A SP {Pn}n^o é estritamente quasi-ortogonal de ordem s relativamente a 
2. 
5. 3 s ^ 0 tal que (2, Ps) ^ 0, (2, Pn) = 0, n ^ s + 1. 
Podemos aplicar este resultado na construção de sucessões ortogonais a partir 
de uma sucessão ortogonal dada. 
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2.3.3 A multiplicação (à esquerda) de uma forma por um poli­
nómio 
Este é sem dúvida um dos problemas mais antigos da teoria dos polinómios 
ortogonais clássicos, já tratados por Christoffel em 1858 [3]. 
Coloquemos o problema geral. Seja u uma forma regular e seja {Pn}n^o a SP 
normalizada ortogonal correspondente. Seja, por outro lado, 
p 
R(x) = ]\{x ­ xu)m" 
um polinómio de grau r ^ 1 Ç%2v=i mv = r) e c o m P raízes distintas {x\,..., xp). 
Faça­se c = (xi, ...,xp). 
A proposição 2.3.1 assegura­nos que a sucessão {Pn}n^o é estritamente quasi­
ortogonal de ordem p relativamente a u = R(x)u, não necessariamente regular. 
Procuramos agora saber em que condições poderemos afirmar que a forma 
ù = R(x)u é regular. 
Lema 2.3.2 /11, 14] Seja D(c;n + 1), n ) 0 o determinante de ordem r: 
Pn+l{xi) •■■ Pn+r{xi) 
D(c;n + 1) = 
(Pn+l)*™1-1^*!) ••• (Pn+r)^1-1^!) 
Pn+l(Xp) *n+r\Xp) 
{Pn+l^­ViXp) ■■■ (Pn+r^­^Xp) 
A forma ù é regular se e só se D(c; n + 1) ^ 0, n ^ 0. 
(2.3.56) 
NOTA: (P„)<">(ÍC) = £>Pn(x). 
Prova: As Proposições 2.2.1, 2.2.2 e 2.2.3 da secção anterior não fornecem 
condições para as quais a sucessão {Qn}n^o é ortogonal quando {Pn}n^o 
é ortogonal. 
Em todo o caso, suponhamos s = 0 e í ^ 1 em (2.2.22)­(2.2.23), dito de 
outro modo, existe uma relação do tipo finito entre {Pn}n^o e {Qn}n^o 
de ordem 0 relativamente a #: 
$(x)Qn(x) = YTvtiKMx), n > o, 
3n > 0 : A„,n Ï 0. 
(2.3.57) 
2.3. QUASI­ORTOGONALIDADE. APLICAÇÕES. 47 
Sejam cM, 1 ^ /i ^ ç, os zeros de $ e mM a respectiva multiplicidade. A 
sucessão {Qn}n^o fica bem determinada por (2.3.57) se e só se o sistema 
n+t 
Y, K» ( ^ ) ( T ) M = 0, 1 < /Í < g, 0 < T < m,, ­ 1, (2.3.58) 
possuir uma solução única (ArtiI/) , n ^ v ^ n + t — 1, para qualquer 
Mais, o sistema (2.3.58) tem uma única solução para qualquer n ^ 0 se e 
só se o seu determinante An ^ 0, n ^ 0. Além disso, temos que 
A„A„>n = ( ­ l ) ' A n + i , n ^ 0, 
logo, quando s = 0, a relação (2.2.22)­(2.2.23), a existir, é necessariamente 
estrita, o que significa dizer que \im — m, m > 0. 
Supondo agora a ortogonalidade de {Pn}n^o, tomando rn = 0 cm (2.2.33) 
temos que $uo = Ao,ovo e de (2.3.57) obtemos: 
n+t 
*>o,o(vo, pmQn) = ($u0,PmQn) = ] P Anj„(uo, PTO­P«/) = 0, 0 < m < n ­ l , 
n+t 
X0fi(v0,Ql) = ^2 Kv(u0,PnPv) = K,n{u0,Pn) ï °> n > °­
i/=n 
Consequentemente, a sucessão {Qn}n^o é ortogonal relativamente a 
"o = (Ao,o)_1*w0. 
Noutras palavras, quando a forma UQ é regular, a forma $MO é regular se 
e só se An ^ 0, n > 0. ■ 
Depois de Christoffel [3], Dini apresentou em [4] uma (longa) demonstração 
para o resultado que acabamos de provar, na qual usa técnicas distintas das 
aqui usadas. A prova aqui apresentada é a mais curta que poderemos encontrar 
na literatura: este é, aliás, um exemplo da eficácia das relações do tipo finito. 
Podemos construir a SP {Pn}n^o ortogonal relativamente a u e dar os elementos 
AiiTn+ii n ^ 0 em função de /3n,7„+i, n ^ 0. Neste trabalho apenas será 
tratado o caso em que R(x) = (x — c)m para m = 1,2. (O caso em que m = 3,4 
encontra­se desenvolvido em [16]). 
Proposição 2.3.2 [11] Para que a forma û = {x—c)u seja regular, é necessário 
e suficiente que Pn+\{c) ^ 0, n ^ 0. Nesse caso, temos que: 
(x ­ c)Pn(x) = Pn+1(x) ­ ^ t l M p B ( x ) , „ > 0; (2.3.59) 
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Ã. ­ A*i + ^f\ ­ % # , » > 0; (2.3.60) 
P„+i(c) P„(c) 
7n+i = —B2—T\— 7 n + 1 ' U ^ °­ (2.3.61) 
Prova: Procuramos a sucessão {Pn}n^o sob a forma: 
ra+l 
(x ­ c)F„(a;) = ])T Ín,i/­Pi/(«)> n > 0, 
«/=0 
com 6n,n+i = 1 ) n ^ 0. Deste modo, tem­se que 
(u,Pn(x)Pm(x)) = 0n,m(uipm(x))i 0 < m < n + l. 
Supondo a ortogonalidade de {Pra}n^o relativamente a 2, resulta que 
(u,PnPm) = 0, 0 < m < n ­ 1, n ) l e (u,PnPn) ^ 0, n ^ 0, o 
que obriga a que 0„)m = 0, 0 ^ m < n — 1, n > 1, e 0n>n ^ 0, n ^ 0, 
donde 
(x ­ c)Pn(aj) = P„+i(x) + 0„,nP„(a;), n > 0. 
Em particular, 
O = P„+i(c) + 0n,nPB(c), n ^ 0 , 
o que implica P„+i(c) ^ 0, n ^ 0. 
Reciprocamente, se {Pn}n^o é definida por (2.3.59), é evidente que é or­
togonal relativamente a u, facto que decorre imediatamente da proposição 
2.1.2, pois 
(tt, PnPk) = (ti, Pn+1Pk) ­ %£$■(% PnPk) = 0, 0 ^ k < n ­ 1 
(u ,P>„) = (u,Pn+1Pn) ­ ^ ^ P 2 ) = ­ % $ W n 2 > ^ 0, n ^ 0. 
Do exposto, facilmente se verifica que 
<s,í£) = - ^ ^ < t i , J S > , » > o , 
donde resulta o seguinte: 
<".­Pn+l) Pn+2(c)Pn(c)., . „ 
(U,P2) Pl+l{c) 
logo encontramos (2.3.61). Para demonstrar (2.3.60), partamos da igual­
dade seguinte: 
(u,P%)Pn = (u,xPZ), n > 0 . 
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De (2.3.59), temos que 
(u,xP%(x)) = {u,({x-c)Pn{x)f) + c(ù,Pl(x)) 
= {u,(pn+l(x)-^^-Pn(x)^) + c(u,P^x)) 
= ( ^ ^ ( 1 ) ) + ( 0 - ^ ) ( 5 , 5 ( 4 n ^ O ; 
P„+l(c) / Pn+i(c) 2 \ * ,, 
consequentemente, 
Pra+l(c) Pn(c) . n 
Pn{c) Pn+l{C) 
Recordando o facto de 
7„P„_i(c) = Pn+i(c) - (c - /8n)Pn(c), n ^ 0, onde P_i = 0, 
podemos também escrever 
~ Pn-l(c) Pn(c) . n 
Pi(c) Pi+l(c) 
Encontramos (2.3.60) se na igualdade anterior atendermos ao facto de 
-7„+iP„(c) = Pn+2(c) - (c - /?n+i)Pn+i(c), 
7nPn_!(c) = -P„+i(c) + (c - /3n)Pn(c), n ^ 0. 
Através da identidade de Christoffel-Darboux [11], temos facilmente que: 
Pn + 1(x)Pn(c)-Pn + 1(c)Pw( :r) = A Pu(c)Pv{x) ^ 
x-c £ j r„ 
( onde rn = n"=oTH-l> n ^ 0 ) e, a partir de (2.3.59), obtemos imediatamente 
PM = E --5T\PÁX), œm r„ = TT 7„+ 1 > n > 0. (2.3.63) 
Desta relação surge trivialmente a seguinte: 
*n+i(c) õ (^ ^ W p W ^n+i(c)„ , » 
P„+i(i) Pn(a;) = Pn+i(x), 
rn+i rn r n + 1 
ou seja, 
Pn+l(x) = Pn+1(x) - ^ Í £ L 7 n + 1 P „ ( a ; ) , n > 0. (2.3.64) 
Pn+l(c) 
50 CAPÍTULO 2. ORTOGONALIDADE REGULAR E NOÇÕES ANEXAS 
Considerando o lema 2.3.1, a relação (2.3.64) traduz o facto da sucessão {Pn}n^0 
ser estritamente quasi-ortogonal de ordem 1 relativamente a u, regular. 
Tratemos agora o caso u = (x — c)2u. 
Proposição 2.3.3 [11] Para que a forma u = (x — c)2u seja regular é condição 
necessária e suficiente que: 
D(c;n) = P'n+l{c)Pn{c) - Pn+1(c)P^(c) ± 0, n > 1. (2.3.65) 
Nesse caso teremos 
(x - cfPn(x) = {x-c- ^ ¾ ¾ 1 ^ } Pn+i(x) + %^-Pn{x) (2.3.66) 
ã = S , _ 2Pn(c)Pntl(c) , PJl+lW f _ O , Pn(c)Pn+l(c)) ft 3 6 7 ) 
Pn-Pn+l D(C;TI) + Z?(c;n+l) \ C ^ + 1 ^ O(cjn) J ^ - ° - °U 
7n+i = ^ g g ^ 7 n + i , n ^ O . (2.3.68) 
Prova: Podemos construir a sucessão {Pn}n^o do seguinte modo: 
n+2 
(a - c)2Pn(x) = J2 0n,vPv(x), n > 0, (2.3.69) 
com 0„ííl+2 = 1, n ^ 0. Atendendo à ortogonalidade de {Pn}n^o relativa-
mente a u, tem-se que 
n+2 
(Ù,PnPm) = J20nAu,PAx)Pm(x)} = 6n,m{u,P2 ), 0^m^n + 2. 
Sob a hipótese da ortogonalidade de {Pn}n^o relativamente a u, necessa-
riamente 0„>m = 0, 0 ^ m < n — 1, n > 1. Mais, 
(S, PnPn) = (u, Pi) = 9n,n(u, Pi), n > 0; (2.3.70) 
(u,PnPn+i) = 0n,n+l{u,Pl+1), n>0, (2.3.71) 
pelo que a relação (2.3.69) se passa a escrever como: 
(x - cfPn{x) = P„+2(z) + 0„,n+iPn+i(aO + 0n>nPn(x), n^0. (2.3.72) 
Por derivação da igualdade anterior, obtém-se ainda 
{x-c)2P'n{x)+2{x-c)Pn{x) = P^+2(x)+dn,n+lP^+1(x)+9n,nP^(x), n > 0. 
Avaliando as duas relações anteriores em x = c, tem-se que 
Pn+2(c) + 0n,n+iPn+i(c) + 0„,„P„(c) = 0, 
(2.3.73) 
Pn+2^) + 0n,n+lP'n+l{c) + KnP'nic) = 0, n ^ 0. 
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Notando por D(c;n) = P'n+l(c)Pn(c) ­ Pn^icjP^c), n ^ 0, tem­se que 
D{c;n + 1) = JP„+I(C)Í* + 2 (C) ­ P^+l{c)Pn+2(c), n > 0. Recorrendo às 
igualdades (2.3.73), conclui­se que: 
D(c;n + 1) =6ninD{c;n), 
(2.3.74) 
9n,n+lD(c;n) = Pn+2{c)P'n{c) ­ P'n+2{c)Pn{c) = ôn(c). 
para n ^ 0. Por (2.3.70), 6n,n ¥=■ 0, n > 0, logo, necessariamente, D(c;n + 
1) ?t 0, n > 0. 
Reciprocamente, se esta condição se verificar, a SP {Pn}n^o definida por 
(2.3.69) e (2.3.74) é ortogonal relativamente a u. 
De (2.3.62), tem­se que 
£(c;n) = y ; ^ p 2 ( C ) , n > 0 , (2.3.75) 
e, à custa de (2.1.3), quando derivamos, temos facilmente 
6n(c) = ­{(c­ j3n+1)D(c;n) + Pn(c)Pn+1(c)}, n > 0. (2.3.76) 
Determinemos as sucessões {/3n}n^o e {7n+i}n^o­ De (2.3.70), temos que 
0„+i,„+i D(c;n + 2)D(c;n) 
7"+1 = ~ÕZrln+1 = £(c;n + l)2 7"+1' " > °­
Através de (2.3.72), tem­se que: 
(u, (x­c)P%) =0n,n(u,{x­c)Pn{x)Pn(x))+9ntn+i(u,(x­c)Pn(x)Pn+i(x)), 
mas, podemos sempre escrever 
(x­c)Pn{x) = 0n,n{#cPn)(x) + 9ntn+1(#cPn+1){x)en<n(êcPn(x)) 
+ (#cPn+2)(x), n^0. 
Facilmente concluímos a seguinte igualdade: 
(#cPn+2) (x) = Pn+l(x) + (C­ /3n+1) {0cPn+l) (x) ­ 7n+l {#cPn) (x), 
pelo que 
(Ù, (x ­ c)Pn{x)Pn{x)) = en,n+l{u,Pl) + (c ­ /3n+l)(u,Pi), 
logo 
(Ù, {x ­ c)Pl) = 0n,n{0n,n+l + C ­ /3n+l} (u, P%) + 9n<n+i{u, P%+1). 
Deste modo, segue­se que: 
(û,xP%) = 9n%n {0„,„+i + 2c ­ Ai+i} (U,P%) + 9n,n+l(u,PZ+l), n^0. 
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Como /3n = !~ á f^ i obtemos que 
Ai = #n,n+l + 2c - Ai+1 + -Tf 7„+l 
"n,n 
+ 2C - pn+i + —. —rr7n+l) D{c;n) rn^L D{c;n + 1) 
se recorrermos às relações patentes em (2.3.74). Através de (2.3.76), segue-
se que 
~ Pn{c)Pn+1(c) Sn{c) , „ „ , 
Pn = c TT( N — + TTÍ 7 7 7 ^ + 1 , (2.3.77) 
D{c;n) D(c;n + 1) 
Facilmente verificamos que 
1 - 7n+1 ^ ( C ) 0 ) 
D(c;n) D(c;n + 1) D(c;n)D{c;n +1) 
pelo que 
~ 0Pn(c)Pn+1(c) Mç) F„2+1(c) 
P „ - P „ + 1 ^ D{c.n) D(c;n)D(c;n + iyn*U-
Encontramos (2.3.67) se verificarmos que 
!i^=:-\c-0n+1 + ^^((c-l3n)Pn(c)-ynPn-l(c))),n^O, (n;c) { D{c;n) J 
onde se deverá considerar 70 = 0 e JP_I = 0. 
Capítulo 3 
Sucessões Ortogonais Clássicas e 
Formas Correspondentes 
3.1 Definição 
Apresentamos uma caracterização das sucessões de polinómios ortogonais clássi-
cos devida a Hahn. O objectivo principal deste trabalho é precisamente mostrar 
uma generalização da definição que se segue. 
Definição 3.1.1 (de Hahn) [5] Seja {P„}n>o uma SPO com respeito a u £ 
V'. Dizemos que {Pn}n^0 é uma sucessão de polinómios ortogonais clássicos, 
ou simplesmente uma sucessão clássica, se {Pn }n^o for uma SPO. 
N O T A : Por uma questão de simplificação de notação usada, a sucessão de 
polinómios {Pn }n^o será aqui notada por {Qn}n^o- A sucessão dual corres-
pondente a {Qn}n^o será notada por {vn}n>o e> u m a v e z mais, a sucessão dual 
de {Pn}n^o por {un}n^0. 
Definição 3.1.2 Uma forma regular u € V diz-se clássica se a sucessão dos 
polinómios ortogonais relativamente au é clássica. 
Se uma sucessão de polinómios {Pn}n^o é clássica, a sucessão {Qn}n^o terá ne-
cessariamente de ser regularmente ortogonal (relativamente a vo). Deste modo, 
podemos considerar que as referidas sucessões satisfazem, respectivamente, as 
seguintes relações de recorrência: 
Pn+2(x) = (x- pn+i)Pn+i(x) - jn+1Pn(x), n ^ 0, 
P0(x) = 1, P1{x)=x-j30 
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e 
Qn+2{x) = {x - (n+i)Qn+i(x) -pn+iQn(x), n ^ O , 
Q0 (x) = 1, Qi (a?) = x - po , 
onde os coeficientes £n e pn, para n ^ 1, são dados por 
_ (vo,xQl(x)) 
C" - («o,Q2(a:)) ' n ^ ° ' 
P n + 1 — —7 ~.o, CT i n ^ U-
<«D,Q£(a:)) 
3.2 Caracterização pela equação funcional 
Poder-se-á caracterizar uma forma clássica t/, através de uma equação funcional. 
Uma tal caracterização, a qual será expressa no resultado que se segue, é 
indubitavelmente um resultado essencial na teoria dos polinómios ortogonais 
clássicos. A partir dela será possível obter conclusões mais gerais e de uma 
forma mais eficiente. A título de exemplo, a demonstração que propomos para 
o teorema de Hahn, bem como para a extensão deste último, faz-se no espaço 
das formas. 
Teorema 3.2.1 [13] Seja {Pn}n^o uma sucessão de polinómios ortogonais rela-
tivamente a UQ- Para que {Pn}n^o se3a uma sucessão clássica é necessário e 
suficiente que existam dois polinómios <f> e ip, sendo 4> mónico, tais que: 
D((JMO) + ipuo — 0, com (3.2.1) 
grau (</») < 2, grau (t/0 = 1 e </>'(0) - ^ " ( 0 ) * 0, n > 1 (3.2.2) 
Observação 3.2.1 Se dois polinómios cj) e ip estiverem nas condições do teo-
rema anterior, então diremos que o par (</>, tp) é um par admissível. 
3.3 Caracterização pela equação diferencial 
Uma sucessão {Pn}n>o de polinómios ortogonais clássicos relativamente à forma 
regular u poderá também ser caracterizada através de uma equação diferencial 
linear de segunda ordem, a qual é devida a Bochner. Passamos a enunciar tal 
caracterização. 
Teorema 3.3.1 [1, 13] A sucessão ortogonal {Pn}n^o é uma sucessão clássica 
se e somente se existem polinómios <f> e tp e uma sucessão {A„}n^0; ^n ^ 0, 
n ^ 0, tais que: 
Hx)PZ+l(x) - v>{x)P'n+l{x) = XnPn+i(x), n > 0, (3.3.3) 
onde grau (4>) ^ 2 e grau (ip) — 1. 
3.4. INVARIÂNCIA DO CARÁCTER CLÁSSICO 55 
3.4 Invariância do carácter clássico 
L e m a 3.4.1 [17, 12] Seja {Pn}n^o uma sucessão ortogonal clássica com res-
peito a UQ. A família {Qn}n^o definida por 
n + 1 
é uma família ortogonal clássica relativamente à forma VQ. 
O resultado anterior pode generalizar-se a: 
L e m a 3.4.2 [17, 13] Se {Pn}n^o é uma sucessão ortogonal clássica relativa-
mente a uo, então a família {Pn }n^Q (com Pn ' = Pn) é uma família ortogonal 
clássica com respeito à forma v0 — ek<j>kuo, onde Ek é um escalar, verificando 
D{cfw[k]) + (</>- k<t>')vP = 0, k > 0, 4 ° ] = "o 
e o par (<f>, ip — k(j)') é admissível. 
É fundamental mostrar a invariância do carácter ortogonal clássico por uma 
transformação afim da sucessão {Pn}n^o- Como tal, consideremos o seguinte 
resultado: 
T e o r e m a 3.4.1 [13] Se {Pn}n^o é uma sucessão ortogonal clássica relativa-
mente, a UQ, então tamhé.m {Pn}n^o é ortogonal clássica relativamente a UQ 
onde 
Pn(x) = a~nPn(ax + 6), n ^ 0, onde a € C\{0} e b 6 C, 
uo = (ha-i O T 4 ) U O . (3.4.4) 
3.5 Formas clássicas: quatro classes de equivalência 
As formas clássicas dividem-se em quatro classes de equivalência distintas quando 
se considera a relação de equivalência apresentada no seguinte resultado: 
T e o r e m a 3.5.1 [11] A seguinte relação entre formas 
\/u, v € V', u ~ v & 3a € C\{0}, 36 € C : u = (ha-i o r_b)v, 
é uma relação de equivalência. 
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Os últimos resultados permitem, através de uma escolha conveniente dos pa-
râmetros arbitrários a e b (a ^ 0), colocar em evidência as quatro situações 
canónicas: caso de Hermite, Laguerre, Bessel e Jacobi. 
Um estudo mais detalhado sobre esta matéria poder-se-á encontrar em [13],[12] 
ou em [11]. Além disso, em [13] encontrar-se-á um estudo envolvendo represen-
tações integrais. 
Muito resumidamente, dizemos que uma forma clássica u, nas condições do 
teorema 3.2.1 é 
- uma forma clássica de Hermite se grau($) = 0; 
- uma forma clássica de Laguerre se grau(<E>) = 1; 
- uma forma clássica de Bessel se grau($) = 2 e $ possui uma raiz dupla; 
- uma forma clássica de Jacobi se grau($) = 2 e $ possui duas raízes simples. 
Capítulo 4 
Sucessões Ortogonais 
Semi-clássicas 
4.1 Definição 
Definição 4.1.1 Uma forma regular u G V diz-se semi-clássica se existem 
polinómios <f> e ip de grau t e p, respectivamente, tais que: 
D (<fm) + i>u = 0 , (4.1.1) 
onde grau (ip) ^ 1, <j) mónico. Se p = t — 1 e ap ^ 0 for o coeficiente do termo 
de mais alto grau de xp, exigir-se-á que ap ^ n, n > 0. Nestas condições o par 
[4>,ip) diz-se admissível. 
Uma sucessão de polinómios {Pn}n^o (regularmente) ortogonal relativamente a 
uma forma semi-clássica u diz-se uma sucessão de polinómios ortogonais semi-
clássica, ou simplesmente, uma sucessão semi-clássica. 
4.2 Classe de uma forma semi-clássica 
Uma forma semi-clássica u satisfaz uma infinidade de equações do tipo (4.1.1): 
Proposição 4.2.1 [12] Seja u uma forma semiclássica satisfazendo a equação 
funcional D ((f>u)+ipu = 0, onde (</>, yj) é um par admissível. Se x €^ é mónico, 
não nulo e com grau (x) = q ^ 0, então u satisfaz ainda a equação 
D (4>iu) + ipiu = 0, onde (4.2.2) 
4>i = X<t> e ipi = xV' — x'</>- Além disso, (4>i,ipi) é par admissível. 
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Seja t — grau (¢) e p = grau (ip). Sob o exposto, consideremos a aplicação de 
V x V em N que a cada par ((/>, ip) associa um número s = max (p — 1, t — 2), 
s ^ 0. Consideremos a imagem de dois elementos de V x V: 
VxV -> N 
(</>,?/>) H-> s = max(p — l , i — 2) 
{</>i,tpi) >->• si = max(pi - l , i i - 2 ) 
Sendo ^ = (x</>), Vi = (x^ - x'0), <l = graui^i) e pi = grau(^i) , onde x 
é um qualquer elemento de V mónico e não nulo, tem-se que: s\ — s + q onde 
q = grau (x) • 
Com efeito, como 
pi = max(p + q,q + t - 1) = q + s + 1 
h = q + t, 
então 
si = max (pi — 1, íi — 2) 
— q + s. 
Na proposição precedente, vimos que se uma forma semi-clássica u satisfizer a 
equação funcional D ((fm)+tpu = 0, necessariamente terá de satisfazer a equação 
D ((j>\u) + ipiu = 0. Além disso, se o par (¢, ip) for admissível, também (<j>\, ip\) 
o será. Assim, podemos definir a aplicação: 
{formas semi-clássicas} —> V (N) 
u —> h(u) . 
Definição 4.2.1 O elemento mínimo de h(u) será designado por classe de u. 
Quando u é de classe s, a sucessão {Pn}„>o ortogonal relativamente a u diz-se 
de classe s. 
Corolário 4.2.2 As sucessões ortogonais clássicas são semi-clássicas de classe 
zero. 
Para mais considerações acerca da determinação da classe de uma determinada 
forma semi-clássica u, sugerimos ao leitor [12, p.143-145]. 
4.3 Consequências das relações do tipo finito 
Proposição 4.3.1 [14, p.309-311] Para qualquer polinómio mónico $ de grau 
t e qualquer SP ortogonal {Pn}n^o OLS seguintes afirmações são equivalentes: 
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(a) Existe um inteiro s ^ O tal que 
n+t 
$(x)pW(x) = J2 K,Mx), n>s, (4.3.3) 
u=n-s 
\n>n-3 ^ O, n > s + 1. (4.3.4) 
(b) Existe um polinómio ¢ , graufò) = p ^ 1, tal que 
(Quo)' + Vuo = O, (4.3.5) 
onde o par ( ¢ , ^ ) é admissível. 
(c) Existem um inteiro s ^ O e um polinómio ¢ , graufò) — p ^ 1, íais çwe 
m+sm 
$(x) i^(x) - *(x)Pm(s) = X I W ^ t i W . ' » ^ * . (4-3-6) 
v=m—t 
Am,m-< 7a O, m > t, (4.3.7) 
onde s = max(p — 1, t — 2), o par (¢, ¢) é admissível e 
j p - 1 , m = 0, 
l s, m ^ 1. 
Podemos ainda escrever que 
Am,i/ = - ( " + 1)-: ^ f r ^ m , 0 < v ^ m + s. 
(u0 ,P;+ 1) 
(4.3.9) 
Observações 4.3.1 
í. Quando t ^ s + 3 em (4-3.3), tal significa que {Pn}n^o não é ortogonal. 
2. Quando s — 0 encontramos os polinómios ortogonais clássicos. Neste caso, 
temos o resultado a seguir apresentado. 
Proposição 4.3.2 [14, p.311,312] A SP {Pn}n^o ortogonal é clássica se e só 
se existir um inteiro t, 0 ^ t ^ 2, tal que 
Pmix) = EZm-t(m,uPÍ1](x), TU > t, 
(4.3.10) 
Cm,m-t ¥" 0, m ^ t. 
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Capítulo 5 
Nova Prova do teorema de Hahn 
5.1 Enunciado do teorema de Hahn 
Teorema 5.1.1 (Hahn) [15] Seja {Pn}n>o uma sucessão ortogonal. Se existir 
k ^ 1 tal que \ Pn \ é ortogonal, então {Pn}n>o e uma sucessão clássica. 
Antes de prosseguirmos, por uma questão de simplicidade de escrita, faça-se 
Qn (x) := PW (x), n > 0 , 
e seja {wn}n>0 a sucessão dual associada à sucessão de polinómios {Qn}n>o (com 
vn = Un'). Esta notação será usada até ao final deste trabalho. 
Consideremos primeiro alguns resultados. 
5.2 Resultados preliminares 
Antes de se dar início à prova ir-se-ão demonstrar alguns resultados que serão 
fundamentais para as nossas conclusões. 
Lema 5.2.1 Sejam f , g G V e seja w G V. Se os polinómios f e g não 
tiverem raízes comuns, e se fw = 0 e gw = 0, então w = 0. 
Prova: Consideremos as factorizações de / e g. Deste modo, 
r r 
/(ar) = Y[(x-K)r", com grau (/) = ^ ^ ^ 0 , 
s s 
S(«) = 11 (z - cT) í r , com grau (g) = ] T sT > 0 , 
T = 1 r = l 
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onde ò„ / cT, para l ^ i / ^ r e l ^ r ^ s . 
Sob a hipótese de que fw = 0, deduzimos, pela proposição 2.1.6, que 
Í / = 1 ^ = 0 
onde os coeficientes B" são números complexos, com 0 ^ ^ ^ r „ — l e 
í ^ l o número de raízes distintas. 
Analogamente, sob a hipótese gw = 0, deduzimos que 
S S r — 1 
W 
T = l (T=0 
E, portanto, 
= EE^(^)(ff) 
r = l <r=0 e = l /4=0 
Sendo cT e bv, com I ^ T ^ S e 1 ^ v ^ r, todos distintos, resulta 
que 6Cr, Sbv são linearmente independentes. Além disso, {SCT) , com 
1 ^ a ^ sT — 1, são linearmente independentes de Ó~CT, para 1 ^ T ^ s. 
De forma inteiramente análoga tem­se que (Í6„) , com 1 ^ \x ^  r„ — 1, 
são linearmente independentes de ôbv, para 1 ^ v ^ r. Perante o exposto, 
necessariamente se tem que C^ — B£ = 0, para I ^ T ^ S , 1 ^ C T ^ S T — 1 
e 1 ^  u ^ r, l ^ /j ^ r„ ­ 1. E portanto u; = 0. ■ 
Lema 5.2.2 [12, p.144] Seja u uma forma semi­clássica, tal que: 
D{^xu) + ^iu = 0, (5.2.1) 
£>($2u) + *2U = 0, (5.2.2) 
onde grau ($j) =t{ e grau (¾ )^ = pi com i — 1,2. 
Se <& o máximo factor comum entre $i e $2, eníão existe um polinómio ¢, ío/ 
que: 
D ($u) + *w = 0 com s = max (p ­ 1, í ­ 2) (5.2.3) 
onde grau (¢) = t e grau (¢) = p. 
Além disso, s — max (p — 1, í — 2) = Sj — £j + í, onde s, = max (p; — 1, t{ — 2), 
i = 1,2. 
Lema 5.2.3 [15] Seja {Pn}n>o uma sucessão ortogonal semi­clássica com res­
peito a UQ . Suponha­se ainda que UQ satisfaz as duas equações funcionais 
D ($iu0) + Vtiuo = 0 com si = max(pi ­ l , i i ­ 2 ) , (5.2.4) 
D ($2^o) + *2"o = 0 com s2 = max (p2 ­ 1, í2 ­ 2), 
onde grau (<&i) = t{ e grau (¢,) = pj com i = \,2 , 
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e que existem um inteiro ra)Oe quatro polinómios E,F,G e H, tais que 
*i(x) = E(x)Pm+1(x) + F(x)Pm(x) (5.2.5) 
$2(x) = G(a;)Pm+1(a;) + #(a:)Pm(a;) 
e seja ainda A (x) o determinante do sistema (5.2.5) dado por 
A(z) = JB(z) F(x) G(x) F (a:) 
(5.2.6) 
J4 forma UQ é clássica se uma das seguintes três condições for verificada: 
a) 3 i = 1,2 ia/ aue grau (*j) ^ grau ($j) - l e grau (A) = 2; 
6j 3 i = 1,2 ia/ awe grau (#j) = grau (<&i) e grau (A) = 1; 
c) 31 = 1,2 ia/ aue grau ($j) = grau (¢,) + 1 e grau (A) = 0. 
Prova: Comecemos por notar que, pela regra de Crammer aplicada ao sistema 
*i(s) 
$2(a:) 
tem-se que 
A (x) Pm+i {x) = 
A(x)Pm(x) = 
E(x) F{x) 
G{x) H(x) 
Pm+l{x) 
Pm{x) 
¢1(2:) F(x) 
¢2(2:) H{x) 
E(x) ¢1(3:) 
G (ar) ¢2(3:) = 
= *1(x)H(x)-*2{x)F{x), 
= ¢2 (x) E (x) - ¢1 (x) G (x), m > 0. 
Lembremos que, pelo corolário 2.1.5, Pm e Pm+i> m ^ 0, não têm zeros 
comuns. Assim, qualquer factor comum de ¢1 e ¢2 é-o também de A. 
Em particular, se ¢ for o maior factor comum entre ¢1 e ¢2, $ é factor 
de A. Nesse sentido, tem-se 
¢1 = ¢¢1 com £ = 1,2 
A = ¢Ã. (5.2.7) 
Pelo lema (5.2.2), existe um polinómio ¢, tal que, (¢110) + V^ uo = 0. 
Trivialmente podemos obter as igualdades seguintes 1: 
* i * = s * i + *J* , < = 1,2. 
Analisando o grau de ambos os membros da equação anterior, tem-se 
grau ( ¢ 1 ) + grau(^) = max < grau (*!>;) ,grau ( ¢ ^ ) + grau(¢) > 
10 leitor interessado poderá encontrar mais detalhes em [12, p.144] 
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Atendendo à expressão de $ j , então grau í $ ; J = grau ($;) ­ grau ( $ ) , a 
igualdade anterior passa a escrever­se como 
grau ( $ i ) ­ g r a u ( $ ) + g r a u ( * ) = max {grau ( * j ) , grau (<£>j) ­ 1 } . (5.2.8) 
Recorde­se ainda que, sendo uo uma forma semi­clássica, necessariamente 
se tem grau (* ) ^ 1. Proceda­se agora a uma análise de cada uma das 
hipóteses: (a), (b) e (c). Ainda a referir que se grau (A) ^ 2, então 
necessariamente grau ($) ^ 2. 
Em (a), supõe­se que 3 i — 1,2 tal que grau (^i) 5¾ grau ($j) ­ 1, pelo que 
a equação (5.2.8) escreve­se 
grau ($j) ­ grau ($) + grau (¢) = grau ($j) ­ 1 
i.e. 
grau (*) = grau ($) ­ 1 
e como grau (¢) ^ 1 então grau (¢) ^ 2. Por outro lado, atendendo a 
(5.2.7), grau (A) = grau($) + grau ÍÃJ , pelo que grau (A) — 2 obriga 
a grau ($) < 2. Assim, grau (¢) = 2, logo grau (¢) = grau ( ¢ ) ­ 1 = 1. 
Resulta por isso que a forma UQ é clássica. As condições de admissibilidade 
de uma forma clássica são naturalmente verificadas. 
Mais, atentando no grau de ¢ , concluímos que se trata de uma forma 
de Bessel (se $ tiver uma raiz dupla) ou Jacobi (se $ tiver duas raízes 
distintas). 
Em (b), supomos que 3 i = 1,2 tal que grau (¢^) = grau (<£>j), pelo que a 
equação (5.2.8) conduz­nos ao seguinte: 
grau (¢) = grau ( ¢ ) , 
logo grau($) ^ 1 pois grau (* ) ^ 1. Por outro lado, atendendo a 
(5.2.7), grau (A) = grau ($) + grau í A J , pelo que grau (A) = 1 obriga a 
grau ($) ^ 1. Em resultado disso, tem­se grau ($) = 1, logo g r a u ^ ) = grau(<&) = 1. 
Nestas condições, tem­se que a forma UQ é clássica. Ainda a referir que, 
sendo grau (<fr) = 1, trata­se de uma forma clássica de Laguerre. 
Em (c), supõe­se grau(* i ) = grau($j) + 1, pelo que a equação (5.2.8) 
obriga a que 
grau (#) = grau ($) + 1 
Como grau(W) > 1, então grau($) ^ 0. Por outro lado, atendendo a 
(5.2.7), grau (A) = grau($) + grau(A), donde grau (A) = 0 obriga a 
grau ($) ^ 0, do que se conclui que grau ($) = 0. 
Logo grau (* ) = grau($) + 1 = 1. Deste modo, tem­se que a forma uo 
é clássica, mais concretamente, corresponde à forma clássica de Hermite 
(pois grau (¢) = 0). ■ 
Finalmente reúnem­se as condições para dar início à construção da nova prova 
do teorema de Hahn, o objectivo principal deste trabalho. 
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5.3 Nova prova 
Apresentamos, agora, a nova prova do teorema de Hahn 5.1.1, [15]. 
Sob a hipótese de que as sucessões {Pn}n>o e {Qn}n>o s^o ortogonais relativa-
mente a uo e a vo, respectivamente, tem-se, pela proposição (2.1.4), 
Pn+2{x) = {x - pn+i)Pn+i(x) -jn+iPn(x), n ^ 0, (5.3.9) 
P0 (x) = 1 e Pi (x) = x - /30, 
Qn+2(x) = (x-(n+i)Qn+1(x) - pn+iPn(x), n ^ 0, (5.3.10) 
Qo (a;) = 1 e Qi (x) = x - (0, 
onde as constantes /3n, 7^+1, £n e pn+i, n ^ 0, são dadas pelas expressões 
contempladas na Proposição (2.1.4). Passo a citar: 
(u0,xPZ(x)) _ (uo,P*+1(x)) 
Pn - (uo,P*(x)) ' 7 " + 1 - K , P n 2 W ) * ° ' n > ° ' 
C" - (íoTÕI(í)j ' Pn+l- (v0,Ql(x)) *°' n>°-
Equivalentemente, do teorema (2.1.1), tem-se, pela alínea (c) 
un = ((u0,P%)) Pnu0, n ^ 0, (5.3.11) 
e pela alínea (c) segue que 
(x-Çn)vn = wn_i + pn+ivn+i, n ^ 0. (5.3.12) 
Seja k ^ 1. Diferenciando A; vezes ambos os membros de (5.3.12), vem que 
((x-Cn)Vn){k) = (Vn-l){k)+Pn+l(Vn+l){k), Tl > 0. (5.3.13) 
Por outro lado, usando a propriedade contemplada em (1.1.18) do lema 1.1.1, 
tem-se que 
= (^(x-CnfK^+^jix-C^Hvn)^, 
= (x-C^Vn^+kiVn)^, k>l. 
Substituindo o obtido na igualdade (5.3.13), obtemos: 
k (vn) t*-1) = (vn-X)W + Pn+1 (Vn+1f) - (X - Cn) (Vn) W, „ ^ 0, k > 1. 
(5.3.14) 
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Introduzindo no segundo membro de (5.3.14) as expressões de (vn­iy ', {vny ' 
e (un+i) pelas indicadas em (1.2.29) do lema 1.2.2, conduz­nos ao seguinte: 
k 
k{vn){k­l) = ( ­ l ) f c J | [ ( n ­ l + ^)u„_i+A: + (n + l+ / i )p„ + i u„ + i + f c ­
/x=i 
­ (n + H)(x ­ Cn)Un+k] 
= (­i)fcn(n+^) n ■Un­l+k + n + k + 1 n + k " _ i T " ' n ! I! 
­ (x ­ C„)lí„­Hfe] , n > 0, A > 1, 
pelo que se tem: 
( ­ 1 ) ^ ( ¾ ) ^ 1 ) 
­Pn+l^n+l+fc" 
= J ] (n + /i) 
0=1 
n n+k+1 . . 
"n­l+A; H n Pn+lun+l+fc ~ I21 _ Sn) W„+jfc n + k n + \ 
sempre que n ^ 0, k ^ 1. Tendo em atenção (5.3.11), o lado direito da equação 
anterior poder­se­á escrever à custa de UQ: 
(­l)kk(vnf­V = IJ(n + /i) 1 n + A(u0,f£_1+fc) ^2 r­fn­l+fc+ 
n + fc + 1 pn + i (a: ­ Çn) 
" + 1 (­o,P^k)Pn+1+k (uo^+k)Pn+k «o, 
para n ^ 0, A; ^ 1. Pretendemos agora escrever esta expressão à custa de Pn+k 
e Pn+fc+i, evitando a dependência em P„_i+fc. Usando a relação de recorrência 
(5.3.9), o primeiro termo da expressão precedente escreve­se como 
­Pn­i+k n n + k (uo, P%_l+ky 
1 n 
ln+k n + k 
1 n 
(u0,P£+k)n + k 
««0, í^­l+Jt)) {{* ­ Pn+k)Pn+k(x) ­ Pn+k+L(x)} 
{{X­ Pn+le)Pn+k(x) ­ Pn+k+l{x)} , 
para n ^ 0, fc^le atendendo a que (7n+ifc) = ;"' L ' Y ' Deste modo, 
n+fc+1 Pn+i n_l p 
n+1 7n+i+* n+fcj ­^n+fc+l 
n+fc^ + n+kPn+k Çn) n+k 
>«0, 
para n ^ 0, k ^ 1. Podemos escrever de maneira mais sucinta, sob a forma 
(«„) í*­15 = JV**B+/t+i«o, n ^ 0 (5.3.15) 
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onde 
JV*S n^n+fc+l (*) = ^ { n + fc + I n „ ­ l n 
n + k n + k 
M P n + l 7 "+i+* n + k 
Pn+k 
Pn+k+V 
k n 
■* H rrPn+k ~~ Sn) }' 
em que Nk representa uma constante de normalização (necessariamente dife­
rente de zero!), 
fc 
£* = (­1)* A:"1 ««o,i^+fc»_1 I I (n + ^ ) ' n ^ 0 ' *> X ' 
e $„+fc+ié um polinómio mónico de grau ^ n + k + 1. Ora de (5.3.15) segue­se 
que 
(Un)W = iVnfc($n+fc+1no)', n > 0 , fc>l, 
mas por outro lado, de (1.2.29) e face à ortogonalidade de {Pn}n^o (alínea (e) 
do teorema 2.1.1) concluímos que 
fc 
(«„)<*> = (­1)* I J (« + /*) ««o, ^ ) ) ­ 1 ^ ¾ ^ . n ^ O , fc>l. 
Deste modo, encontramos a equação: 
fc 
JV* ($n+fc+1uo)' + ( ­ l )*" 1 J J (n + n) ((«o, i^+fc»"1 pn+fc«0 = 0, n ^ 0. 
Visando a simplificação de escrita, tomemos 
($„+fc+1u0)' + AnPn+A;uo = 0, n ^ O , fc>l, (5.3.16) 
onde 
­ 1 k 
^=( ­1)^( (^0 ,^ ) ) ­ 1 ^) n( n + ^) ' n ^ ° ' *>!• 
A equação funcional (5.3.16) garante que uo é uma forma semi­clássica. As con­
dições de admissibilidade são naturalmente satisfeitas. Analisando a expressão 
de <&n+fc_|_i, é possível dar­lhe um novo aspecto. Nesse sentido, escreva­se 
$„+*+, (x) = AknPn+k+l (x) ­ (B*x + C*) Pn+k (*), n ^ 0 , fc > 1, (5.3.17) 
onde 
4fc ÍMkY1 rfc [n + fc + 1 ! _ n ^ 
­ 1 Bk = (N'Y Lk 
ckn = (JV*)_1XS 
n + fc 
n 
n + fc Pn+fc
 — Cn n ^ 0 , fc ^ 1. 
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Em particular para n = O e n = l , 
$*+ 1 (x) = Ak0Pk+1 (x) - (B%X + C0fc) Pk (x),k* 1, 
$fc+2 (x) = AÍPk+2 (x) - (B\x + Cf ) Pfc+i ( * ) , * > 1. 
De realçar que podemos escrever ¢^+2 simplesmente à custa de Pfc+i e Pt, 
k ^ 1, se considerarmos que 
Pfc+2 (x) = (aj - A+i) Pfc+i (x) - 7fc+iPfe (x), k > 1, 
pelo que 
$ fe+2 (ar) = (Aj (X - A+i) - Pfx - Cf) Pfc+i (x) - A*7fc+1Pfc (x), A: ^ 1, 
ou seja, 
$fe+1(x) = A§Pfc+1(x) - K x + C0fc)Pfc(x), (5.3.18) 
$fc+2(x) = ((A{ - Bf)x - (Af/3fc+1 + Cf)) Pfc+1(x) - A\lk+lPk{x). (5.3.19) 
Em particular, tem-se que a forma semi-clássica UQ satisfaz as seguintes equações 
funcionais 
(**+i«o)' + (AgPit)tio = 0, fc>l, 
($ fc+2u0)' + (AÎPfc+i) uo = 0, fc > 1, 
obtidas de (5.3.16) tomando n = 0 e n = 1, respectivamente. 
Considere-se, agora, o seguinte sistema que permitirá escrever $k+\ e $fc+2 como 
o produto de uma matriz pelo vector formado por Pk+i e Pk, k ^ 1: 
**+i(x) 
$fc+2(z) 
4 -(B0*x + Cofc) 
(A* - Bf )x - (Afft+i + Cf) -AÎ7*+i 
P*+i(x) 
Pfc(x) 
Ag - ( B * x + C0fc) 
(A* - Bf) x - (A*Afc+1 + Cf) -AÎ7A+1 
fc> 1. 
Denote-se por A& (x) o determinante da matriz anterior, isto é, 
Afc(x) 
Podemos sempre escrever Ak (x) na forma polinomial, isto é, 
Afc(x) = B 0 *(A?-Bf)x 2 +[Co f c (A*-Bf) -B 0 f c (A?/3 f c + 1 + C f ) ] x 
- [c0fc(A^ f c+1 + Cf)+A§AÍ7/c+ i ] , 
para cada k ^ 1. 
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Com base no lema 5.2.3, podemos averiguar em que casos uo é clássica. Para 
tal, convém avaliar os graus dos polinómios $it+i> $it+2> ^k+i {%) = ^oPk ix) e 
^k+2 (x) = AfPfc+i (%), para cada k ^ 1. Assim, 
grau($fc+1) ^ k + 1, 
grau ($fe+2) «S k + 2, 
grau(*fc+1) = grau(Pfc) = A; , 
grau (*fc+2) = grau (Pk+i) = k + 1, k > 1. 
Pelo exposto e atendendo ao lema 5.2.3, temos que UQ é uma forma clássica se 
uma das três condições for verificada: 
i) grau(Afc) = 2e {grau($fc+i) = k + 1 owgrau($fc+2) = k + 2}, k > 1; 
ii) grau (AA) = 1 e {grau (#*+i) = k ou grau ($fc+2) = k + 1} , A; > 1; 
iii) grau (A*) = 0 e {grau ($fc+i) = k - 1 ou grau ($/t+2) = &} , k > 1. 
Analisemos detalhadamente cada um destes casos: 
i) grau (Afc) = 2 e {grau ($fc+i) = A: + 1 ou grau ($fc+2) = fc + 2, k ^ 1} . 
Vejamos que condições a impor sobre os coeficientes presentes em qualquer 
destes polinómios. Assim, 
grau (Afc) = 2 sse (A$ - Bf W 0 e B% ^  0, fc ^ 1, 
ou seja, 
grau (Afc) = 2 sse (A![ - Bf) ^ 0, fc ^ 1, (5.3.20) 
já que B* > 0, para n ^ 0 e k ^ 1 (basta atentar na expressão de B*). Por 
outro lado, 
' grau($fc+1) = k + l 
ou o-
k grau (**+2) = k + 2 
A § - B * # 0 
ou , /c ^  1. 
Do exposto, concluímos que se 
A ^ - B j y 0, k > 1, 
(5.3.21) 
(5.3.22) 
então uo é uma forma clássica, mais precisamente, corresponderá à forma canó-
nica de Bessel, caso $ (x) tenha uma única raiz (dupla) e corresponderá à forma 
canónica de Jacobi caso tenha duas raízes complexas distintas. 
Recorrendo às expressões de AQ, A\,B§ e de Bf, podemos escrever (5.3.22) à 
custa dos coeficientes -ym e pm, para m ^ 0. Nesse sentido, tem-se que: 
(jVf)_ 1L* 
k + 2 _i 1 
— P 2 7 f c + 2 - r r i * (JV*) 
- 1 
k + 1 
k> 1 
isto é, 
(* +2) 0 2 7 ^ 2 ^ 2 , fc>l. 
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ii) grau(Afe) = 1 e {grau ($jt+i) = k ou grau($fc+2) = k + 1, k ^ 1} 
Para que grau (A^) = 1, temos de exigir que 
A\ ­ Bk = 0 e ( B * Í 0 OU A%+1 + Cf) ^ 0, fc > 1, 
isto é, 
A f ­ B f = 0 e AÎA+i + Cf # 0, fe > 1, (5.3.23) 
pois, BQ > 0, k > 1, como já ficou visto. Além disso devemos ainda considerar 
as condições grau ($fc+i) = k ou grau ($£+2) = fc + 1, A; ^ 1. Para tal, dever­    ­ A , UU 6 i a  \­^k 2/ — n. ­r ±  ^ i . i « < i ««i, <a<=vCi­
de $fc+i, o polinómio Pfc+i pela respectiva relação se­á substituir na expressão ^ . ,■ M, . r /, 1 
de recorrência dada por (5.3.9). Nesse sentido, escreva ■se 
$ A;+ !(*) = 4[(o;­/3 f c)F f c(x)­7 f cP f e­i(^]­(B0 f ca: + C0fc)pfe(x), 
= ( 4 ­ B0fc) :rPfc (ar) ­ ( 4 & + C0fe) Pfc(x) ­ A^P^x), k > 1. 
Assim, 
' grau($fc+i) = k 
ou 
fc grau ($fc+2) = A; + 1 
4­B0fc = 0AAgA + C0^0 
ou 
k A* ­ Bf = 0 A Afft+i + Cf TÉ 0 
(5.3.24) 
Intersectando as condições obtidas em (5.3.23) e em (5.3.24), concluímos que «o 
é uma forma clássica, mais concretamente, corresponderá à forma canónica de 
Laguerre, se 
k> 1. 
A f ­ B j = 0, 
A j A + i + C f r 0, 
Lembrando as expressões de A*, Bf e de Ck, A; ^ 1, tem­se que 
(5.3.25) 
(JVf)­xLÎ 
(JVf) ­1!} 
2 H27fc+2 fe+i 
fc+2„ . , ­ 1 1 
(ATf) • I r * J\ fc+1 
W* A+1 + (JVf) ' ^ ï ^ f t+ fc ­C i ^ 0 
ou seja, 
(A; + 2)p27fc"+2 = 2 k>\. 
(k + 2)p2l^2pk+1ï2(1 
iii) grau(Afc) = 0 e {grau (#*.+l) = fc ­ 1 ou grau ($fc+2) = A:} , A; ^ 1. 
Exigir que grau (A^) = 0, A; > 1, equivale a exigir que A* (a;) = const. ^ 0, ou 
seja, 
(A\ ­ Bk) = 0 e Afa+i + Cf ­ 0 e Ak0 (­Aklk+1) ^ 0, k > 1, 
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isto é, 
< A\ = Bf, & > 1, 
. A*/3fc+1 + Cf = 0, 
mas como A§ ^ 0, VA; ^ 1, impõe-se apenas que: 
k > l . (5.3.26) 
. AÍA+ 1+C}= o, 
Por outro lado, devemos ainda impor que grau ($fc+i) = k — 1 ou grau ($£+2) = 
k, k > 1. Para fazermos tal análise, comecemos por notar que, usando as condi-
ções (5.3.26), $fc+i (x) e $k+2 ix) (dados em (5.3.18) e em (5.3.19)) escrevem-se 
$k+i(x) = AlPk+,{x)-(B*x + C%)Pk{x), 
$k+2 (x) = -A\ik+lPk (x), k > 1, 
Como Ai ^ 0 e 7^+1 7^  0, k ^ 1, então grau($fc+2) = k, k ^ 1. Assim, 
exigir que grau (Afe) = 0 e {grau ($fc+i) = A; - 1 ou grau ($fc+2) = A;} , fe ^ 1, 
equivale a exigir que grau(Ajt) = 0. Nesse sentido, UQ corresponderá a uma 
forma clássica se as condições (5.3.26) forem satisfeitas. Mais concretamente, 
«o estará na classe de equivalência das formas clássicas de Hermite. 
Tais condições podem ser expressas simplesmente à custa dos coeficientes /3m, 
7m, Cm» Pm, para m ^ 0, bastando, para tal, atender, mais uma vez, às 
expressões de A\, B* e C\, k ^ 1, pelo que o sistema anterior é equivalente a: 
' ^ + 2)/927^2 = 2, 
, k^l. 
. (fc + 2)p27*+2A+i9É2Cil 
Como (5.3.22), (5.3.25) e (5.3.26) são condições complementares, concluímos 
que uo satisfará obrigatoriamente um dos três casos ( i), ii) ou iii) ). Deste 
modo, uo é uma forma clássica, o que equivale a afirmar que a SP {Pn}n>o é 
uma sucessão de polinómios ortogonal clássica com respeito a«o- B 
Observação 5.3.1 De assinalar que, na demonstração do teorema de Hahn, 
foram dadas condições nos parâmetros /3n,"/n+i, Çn e pn+i, n ^ 0, para o caso 
em que UQ se tratava de uma forma clássica de Hermite (caso iii), Laguerre 
(caso ii), Bessel ou Jacobi (caso i). 
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Capítulo 6 
Uma Extensão do teorema de 
Hahn 
Coloquemo-nos perante o problema de determinar todas as sucessões ortogonais 
{•Pn}n>o para as quais existem dois inteiros k,m ^ 1 fixos tais que, fazendo 
Qn '•— Pn » n ^ 0, a sucessão associada de ordem m ^ 1, \ Q™ t > é também 
ortogonal. 
Quando m = 0, estamos no problema de Hahn, já tratado no capítulo prece-
dente. Para m ^ 1, a resposta é dada no teorema seguinte. 
Teorema 6.0.1 (da Extensão) [15] Seja {Pn}n>o uma SP ortogonal. Seja 
ífcl k ^ 1 um inteiro fixo e escreva-se Qn := Pn , n ^ 0. Se existir um inteiro 
m ^ 1, <a/ awe, a sucessão associada \ Qn \ é ortogonal, então {Pn}n>o é 
uma SP clássica. 
6.1 Resultados preliminares 
Lema 6.1.1 [15] Seja {Qn}n>o u m a SP qualquer cuja sequência dual é {vn}n>0 . 
Então, para qualquer inteiro m ^ 1, a sucessão dual \vn \ da sucessão 
associada \ Qn t satisfaz 
l J n^O 
vnm)vm-i = xvn+m, n ^ 0. (6.1.1) 
Quando < Qn \ é ortogonal tem-se ainda que {vn}n>Q satisfaz 
S^Vn+m = Qnm)Vm ~ Q ^ V - l , M ^ 0, (6.1.2) 
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onde 
Jlm) = (v(<r\ (Qlm ))2) , n > O, m > 1. (6.1.3) 
Prova: Seja m ^ 1 inteiro. Comecemos por demonstrar a igualdade (6.1.1). 
A proposição (1.2.5) valida esta igualdade para o caso m = 1, já que nela 
se prova que 
vX'vo = xvn+i, n > 0 , 
fazendo un = vn. 
Suponhamos que 
t4"'tv_i = xvn+l/, 1 ^v ^m. (6.1.4) 
Para f = m+l, tem-se, ainda pela referida proposição, fazendo un = v„ , 
que: 
v^v™ = «£S, « > o. 
Multipliquem-se ambos os membros por t;TO_i 
Considerando z/ = m e n = 0naequação (6.1.4) segue-seque v$ vm-\ = xvm, 
pelo que a expressão anterior escreve-se 
v^+l) (xvm) = (xv{™\) v m - i , n > 0. (6.1.5) 
Lembrando (1.1.10) tem-se que 
(œ t , i+i) wm-l = a; (w^Wm-iJ - a; (wi+i^oCJ (») "m-1 
= * [uí+ium-i - (4+1 ^ oCJ (a:) Um-l] 
= x í«„+iVm-lJ = « (x?;n+m+i) 
= x2wn + m + i , n > 0, 
já que 
{ (m) <. ,\/ \ I (m) g M ~ ^ 0 ^ \ / (™) A M"1)^ n „ ^ n («n+l^ oCj 0*0 = ^„+1, -^—ç J = {<+V I/ = (,<+! j 0 = °> n > °-
Equivalentemente, por (1.1.10) tem-se ainda que 
v^+1\xvm) = x{v^+^vm)-x(vmâ0C)(x)v^+^ 
= x(vir+1)vm), 
dado que (vmr90() (x) = (vm, 1) = (vm)0 = 0,m ^ 1. Deste modo, a 
equação (6.1.5) escreve-se: 
x (y(™+%m) = x2vn+m+1, n>0. (6.1.6) 
6.1. RESULTADOS PRELIMINARES 75 
Consideremos a multiplicação por x l na igualdade anterior, isto é, 
x~l \x [V^Vmj^ = aT1 [x2vn+m+i] , n > 0. 
Usando (1.1.13), o primeiro membro escreve-se 
No entanto, 
( ^ m + 1 ) ^m) o = ( ^ + % m , l ) = ( ^ + 1 ) , ^ ( l ) ) 
= (4m+1)> («m, 1)) = (^m + 1 ) ,0) = 0, n > 0, 
pois, por definição de sucessão dual,(um, 1) = 0, m > 1. Por conseguinte, 
x-1 [x (vnm+%m)} = v^+%m, n > 0. 
Recorrendo a (1.1.15), 
X~X [x2Vn+m+i] = XVn+m+i - («n+m+1, X)S 
— xvn+m+\ - (un+TO+i)1 S 
= xvn+m+i, n > 0, 
pois n + m + 1 > 2 obriga a que (vra+OT+i)1 = 0. Do exposto conclui-se 
que 
vnm+1)vm = xvn+m+i, n ^ 0, 
o que completa a demonstração da igualdade (6.1.1). 
Se supusermos \ Qnm '> ortogonal relativamente a ui , então, pela 
alínea (e) do teorema 2.1.1, tem-se 
onde Sn é dado por (6.1.3). Multipliquemos ambos os membros por 
Vm-Y-
S^V^Vm-l = (Q^V^) Vm-U n > 0, 
Usando a igualdade (6.1.1) já demonstrada, tem-se que 
s^xvn+m = (Qlra>t;Sm)) iim-i, i.e., 
x s ^ n + m = (Q^m )4m ) ) «„,_!, n ^ 0 . (6.1.7) 
Por (1.1.10), segue que: 
( Q W f ^ ) «m-l = Qnm){v^\m.l)-x[v^)^Q^){x)vm.X 
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Deste modo, (6.1.7) escreve­se 
XS^Vn+m = xQ^Vm ~ xQ^Vm­1, n > 0. 
Multipliquem­se ambos os membros da igualdade anterior por x . Por 
(1.1.15), 
x~l (xvn+m) = 0 (x^Vn+m) + {■dox) vn+m ­ {vn+m, tiox) í 
= (1) vn+m ­ (vn+m, 1) ô = vn+m ­ (vn+m)0 S 
­ vn+m ­ 0.6 — vn+m, n ^ 0, 
e segue­se ainda que 
x­1 \XQWV, {^xQ^)vm­(vm^xQ^)ò 
e de forma análoga obtemos: 
x­1 [xQtf]vm] = (*o*Q£S1 )) vm ­ (vm,0oxQ£Íl)) 6 
­ 0{m+1)v 
­ 0{m+1)v 
­ 0{m+1)v 
­ Oim+1)v 
­ 0{m+l)v 
X­HxVm­l)^)* 
{40X) Vm­x ­ (Vm­l,0ox) 5, Q^) S 
Consequentemente, obtemos 
x~l [xQ^vm ­ ^ í ­ Í ^ m ­ l ] = Q^vm ­ OT­X^vm, n > 0. 
6.2 Prova do teorema da extensão 
[15] Seja m ^ 1. Para simplificação de escrita, tomemos Rn — Qn e Sn = 
Qn , n ^ 0. Faça­se n i­> n + 1 na equação (6.1.2), pelo que se tem, 
S„+lWn+l+m = Rn+lVm ~ SnVm­\, n ^ 0. 
Comecemos por derivar k vezes, k ^ 1, ambos os membros da equação anterior. 
A equação escreve­se agora 
Am) C l («n+l+m)W = (Rn+iyrur' ~ (S»«m­l)W , f» ^ 0 (*) \(*) 
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logo, pela fórmula de Leibniz dada por (1.1.18), 
( " ) (n, . • * ( * - " ) *SÃ K+i+m)(fc) = £ (!) (^+i)(1/) K O ^ ­ E (!) (5")M K­i) 
para n ^ 0. Por uma questão de conveniência, escreva­se antes 
E (!) <ft*oM M™ ­ E (!) (5«)(i/) ( t^ ­* 0 
i /=i ^ ' i /=i ^ ' 
= 5 ¾ (Un+i+m) ( fc ) ­ Rn+l (vm)ik) + 5„ (Vm­l)(k) , n > 0. 
Usando (1.2.29) do lema 1.2.2, para substituir ( u n + 1 + m ) W , (um)(fc) e («m_i)(fc) 
pelas respectivas expressões: 
(vn+m+i)n = (­1) J J {n + m + l + n) un+m+1+k , 
A: 
(%) ( k ) = ( —1)* I I (»"­«­ A*) "m+fc . 
A: 
(wm­O^ = ( ­ l ) f c J J ( m ­ l + A * ) « m ­ i + * , n > 0 . 
í i= l 
pelo que, a equação anterior escreve­se como 
E ( ! ) ( W * 0 (Vm)^ ­ E ( ! ) (Sn)H (Vm­lf­* 
i / = l > ' i / = l * ' 
(­ir C l ] J (n + 1 + m + /i) u n + m + i + J k ­ (6.2.8) 
1 ,1=1 
­■Rn+l J J (m + /Í) um+Jfc + Sn J J (m ­ 1 + fi) um_i+jfc 
,1=1 ,1=1 
Notando agora que, pela alínea (e) teorema 2.1.1, tem­se que cada uma das três 
parcelas do membro direito se escreve 
k k ("») TT / , 1 , , \ (m) TT n + 1 + m + fi sn+i [[(n + l + m + fi) un+m+i+k = s\+\ [[ ­2 ­Pn+i+m+ku0 /i=l p i W ' V l + r n + i ; / 
A; 
= J J (n + 1 + m + n) {(uo.Pn+l+m+^r1 si+1­Pn+l+m+fcWO 
/ i= l 
­ ««o ,P*_ 1 + f c »­ 1 J J (n + 1 + m + /i) < " ° ' ^ ­ i + * > > ) p n + w U 0 
/*=i \uo,­Pn + i+ m + / Jy 
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usando a respectiva expressão para s„" j dada em (6.1.3), 
fc 
an+l \\{n+l + m + fi)un+m+i+k 
k {v{m\R2 ) 
= ] J ( n + l + m + /i) -.—° ' n+1 N-Pn+i+m+fc"o, n > 0, 
^=1 \u0>^n+l+m+k/ 
logo 
fc fc 
Rn+i I I {m + /i) um+fc = #„+i J J (m + n) ((u0, P^+k))' ^m+fc^O 
/ i = l A»=l 
= ((uC-Pm-l+fc)) — Rn+iPm+kUo, n ^  0; 
7m+fc 
e finalmente, 
Sn TT (m - 1 + /i) Um+k = ; B2 \ I I (m _ ! + A*) SnPm-i+ku0, n^O. 
Assim a equação (6.2.8) poder-se-á escrever de um modo simplificado: 
JT (*) (HH-!)M ( O ^ - E (*) (S,)(,° K n - 0 ^ = An+1+m+ku0, n * 0, 
(6.2.9) 
onde 
A n + 1 + m + k = ( - l ) f c « u o , P ^ _ 1 + , » " 1 { 4 m ) ( f c ) P n + 1 + m + f c 
fc 
- J J (m + /i) (7m+fc)_1 Rn+iPm+k (6-2.10) 
/ x = l 
1 
+ J J ( m - l + / í ) 5 „ P m _ i + f c ^ , n > 0 , 
com 
Ln-Hk) = f[(n + l + m + í,),{U0^Ll+k\Um\Rl+1), (6.2.11) 
,7=1 \u0^n+l+m+k/ N ' 
para n ^  0. Tomando n = 0 em (6.2.9), encontramos 
fc / , \ fc 
£ (*) (Ri)M (vmf~v) - é (*) (^o)M (t*-i) (*-° = Ai+m+fcn0, n > 0. 
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Atendendo a que grau (So) = 0 e grau (Ri) = 1, então (So)'"' (x) = 0, 1 ^ v ^ fc, 
(Ri)(1) (x) = R[ (x) = 1 (por i?i ser polinómio mónico) e (Ri){"] (x) = 0, 
2 ^ v ^. k. Portanto, a equação anterior simplifica­se em 
k(vmf­V=A1+m+ku0. (6.2.12) 
Substituia­se em (6.2.9) (vmp pela expressão precedente para ele encontrada 
(6.2.13) 
i/=2 ^ ' l/=l ^ ' 
= {Ai+1+m+fc ­ ­Rn+l^l+m+A;} ^0­
Em particular, para n = 1, a equação anterior surge como 
^ ­ ^ (#2) ( 2 ) (^) ( f e­2)­A; (50 ( 1 ) ( t w . i ) M = {A2+m+k ­ R'2Al+m+k}uQ, 
isto é, 
k (k ­ 1) (vm) ( /c­2) ­ fc (tvn­i)^­15 = {A2+m+/fc ­ i ^ 1 + T O + f c } «o, (6.2.14) 
uma vez que, sendo grau (R2) = 2 e .¾ mónico, necessariamente (¾) (x) = 2 
e (¾) (i) = D i 3 ^ i' O i e como grau (Si) = 1 e Si mónico, tem­se 
(Si)' ' (x) = 1 e ( S i ) ^ (x) = 0, 2 ^ i/ ^ k. Derivando uma vez ambos os 
membros de (6.2.12) e lembrando (1.2.29), encontramos 
k 
k(~l)k \ \ (m + fj,)um+k = (Ai+m+ku0)'■ 
Usando o facto de um+k = {(uo,Pm+k)) Pm+k^o, obtemos 
k 
^(­l)fcn(m + ^H(U0,­Pm+fc))_ Pm+kU0 = (Ai+m+kU0)' . 
/1=1 
Escrevendo de outro modo, para simplificação de cálculos, 
(*ii/o)' + (AiPm+fc)u0 = 0 , (6.2.15) 
com 
Ni*i(x) = Aí+m+k{x), (6.2.16) 
k 
Ai = k(­í)k J ] (m + M) ( < « O , F ^ » _ 1 N{\ 
onde JVi é uma constante de normalização. Depois de diferenciar uma vez ambos 
os membros de (6.2.14), obtemos: 
* ( * ­ ! ) («m) (*­1} ­ k («m­i)(fc) = ({A2+m+k ­ R2A1+m+k) ii0)' • (6.2.17) 
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Lembrando (6.2.12), 
e recorrendo a (1.2.29), tem-se ainda que: 
k 
(um_i)(fe) = ( - l ) f c f [ (m-l+M)wm_ 1 + f c 
n=i 
k 
= (~1)* f f (m - 1 + I*) (N^m-l+fc))"1 Pm-l+kU0. 
Feitas as substituições em (6.2.17) encontramos 
k 
(k - 1) Ai+m+kUQ - k (-1)* f j (m - 1 + /i) ((«0, Pm-l+k))~ Pm-l+kUQ 
= ((^2+m+fc - Rv-A-i+m+k) Uo) , 
isto é, 
{{M+m+k - RïM+m+k) «o) 
+ ( - 1 ) / D2 r ^ p — 1 + * - (fc - !) ^i+™+* «0 = 0 . 
Podemos dar um novo aspecto a esta equação funcional, visando a simplificação 
da análise em questão, se escrevermos 
(*3«o)' + (A2Pm-i+fc - (* - 1) N^Al+m+k) u0 = 0 , (6.2.18) 
onde 
AT2$2 (x) = A2+m+k (x) - R2 (x) Al+m+k (x), (6.2.19) 
onde N2 é constante de normalização, e 
fc-i 
A2 = k (k - 1) (-I)*"1 J ] (« + A*) ««o, P n V i » " 1 iV2_1 • 
Observando nas expressões (6.2.16), (6.2.19) e (6.2.10) dos polinómios $1, $2, 
An+i+m+k (respectivamente), concluímos que $1 e $2 se podem escrever con-
soante o a seguir indicado 
$ i (x) = E(x)Pm+k(x) + F(x)Pm-.1+k(x) 
$2(x) = G(x)P m + *(s) + Jff(x)Pm_i+fc(a;) . 
Determinemos as expressões para os polinómios E (x), F (x), G (x) e H (x). 
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Lembremos que $1 = Nl lAi+m+k- Usando a relação de recorrência (5.3.9), 
Ai+m+k escreve-se do seguinte modo: 
ll+m+fc 
(-1)* |4m )(fc) (x - fim+k) Pm+k (x) - Im+kPm+k-l (x) (u0,Pm_1+k) 
k 
- Yl (m + M) (im+k)'1 Ri (x) Pm+k (x) 
k 
+ J I (m - 1 + /i) Pm-l+fc (ar) ^ 
ou seja, 
(—D* ' - y { [ 4 m ) (A;) (X - Pm+k) - n ^ k + t l ) R l (*)] P„+* (*) 
+ [nî=l (m - 1 + /l) - 4 m ) (fc) 7m+fc] Pm-l+k (X)} Pm-l+k 
do que se conclui que 
(-1)*JVT* £?(*) = 
(u0,Pm_1+k) 
4 m ) (*) (x - Pm+k) - I I (TO + M) (Tm+fc)"1 i2i (ar) 
,1=1 
F{x) _ (-D^r1 [ J ( m - l + M)-4m)(A;)7m+ft 
Determinemos agora as expressões de G (x) e H (x). Nesse sentido, recordemos 
que 
$2 - AT2~ (yt2+TO+jfc - R^Ai+m+k). 
Usando duas vezes (5.3.9), tem-se que 
Pm+k+2(x) = ({x - Pm+l+lc) (x -Pm+k) ~ lm+1+k) Pm+k (x) 
~(x- Pm+l+k) Im+kPm+k-l (x) , 
pelo que podemos escrever A-2+m+k como 
(—l)fc r / ,m\ 
A2+m+k = -, ^2 \ \ (Ll (k) (X ~ Pm+l+k) {X - Pm+k) 
\u0)-rm_i+fc/ "• v 
-L]71' (k) 7m+i+fc - jQ (m + n) {-ym+k) l #2 (x) j Pm+k (x) 
+ ( J J (m - 1 + M) Si (ar) - ^ i m ) (*0 (a: - /Wi+fc) 7™+* ) Jm-i+* (ar) 
L/ i= l 
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Deste modo, 
G{x) = L %N" \{{x~ ^+ fc) N m ) (*) (« ­ /Wi+fc) ­ #> («) 4 m ) (fc)1 
^"O'­Sn­l+Jfc/ k L ' 
fc 
+ J ] (m + M) (im+fc)"1 (iíi (ar) R2 (x) ­ R2 (*)) ­ 4 " ° (*) 7m+i+fc 
*(*) = /i 02^2 \ I f i (m ­ 1 + /i) [5: (^ ) ­ R>2 (x)} \«o,­rm_1+fc; | ^ = 1 
­7m+fc [ií2 (x) 4 m ) (fc) ­ 4 m ) (*) (a ­ /Wi+fc)] } . 
À semelhança do que foi feito na demonstração do teorema de Hahn, conside­
remos 
E(x) F(x) A(x) = G(x) H(x) E (x) H{x)­F (x) G (ar) 
Notar que 
grau(£) ^ 1 ; grau(F) ^ O ; grau(G) ^ 2 e grau (ff) ^ 1 , 
pelo que 
grau (A) ^ 2. 
Além disso, tem­se ainda que 
grau(An+1+m+k) ^n+í+m+k , n > O, 
donde 
grau($i) = grau{Am+1+k) ^m+í + k, 
grau (#2) = grau (Am+2+k) < m + 2 + k . 
Tomando 
*i (x) = \iPm+k (ar), #2 (x) = A2Pm_i+fc (x) ­ (k ­ 1) iV2­1Ai+m+fc (x), 
concluímos que 
grau(*i) = m + A; e grau(*i) ^ m + 1 + k . 
Assim as equações funcionais (6.2.15) e (6.2.18) escrevem­se: 
($ iu 0 ) '+ *iw0 = O 
($2«o)' + *2Uo = O , 
respectivamente. Mediante escolhas convenientes dos parâmetros em estudo, é 
sempre possível ocorrer uma das três situações a), b) ou c), patentes em lema 
5.2.3, o qual assegura o facto de UQ ser clássica, o que conclui a demonstração 
em curso. ■ 
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