We study a discrete analog of the Lagrange-d'Alembert principle of nonhonolomic mechanics and give conditions for it to define a map and to be reversible. In specific cases it can generate linearly implicit, semi-implicit, or implicit numerical integrators for nonholonomic systems which, in several examples, exhibit superior preservation of the dynamics. We also study discrete nonholonomic systems on Lie groups and their reduction theory, and explore the properties of the exact discrete flow of a nonholonomic system.
Introduction

Nonholonomic Dynamical Systems
Hamiltonian systems have an enormous wealth of distinguishing features. They preserve energy, symplecticity, and phase space volume. They can preserve momentum in the presence of symmetries. They have a well-developed theory of integrability, nearintegrability, and symmetry reduction. Moreover, all of these properties have discretetime analogs which can give numerical integrators extraordinarily good long-time stability and robustness.
When the system is subject to a constraint, the whole picture can change drastically. The best-understood situation is that of holonomic, or position-only constraints. The position constraint g(q) = 0 (q ∈ Q, the configuration manifold of the system), along with its implied velocity constraint T g(q)q = 0, leads to a Hamiltonian system on the submanifold defines by these constraints. Numerical integrators that preserve these constraints and the associated structures (symplecticity, symmetry, etc.) are well known and widely used in applications such as molecular dynamics, where the constraints may be molecular bond lengths or angles [18] .
By contrast, the situation for nonholonomic constraints is less well understood. These are velocity constraints that do not arise as the derivative of any position constraint. The resulting mechanical systems will not preserve the symplectic form. They may or may not preserve energy, phase space volume, or momentum, and their integrability and reduction theories are completely different from the Hamiltonian case [13] , [16] , [20] . They arise most commonly in systems with rolling contact (such as wheeled vehicles or the famous rattleback or Celtic stone, which spins stably in one direction only) or sliding contact (such as ice skates, whose velocity must be in the direction of the skate). Other nonholonomic dynamical systems that have been studied as models include the car with trailers, the rolling penny, and the rolling ball on a turntable. The behavior of these systems is often quite unexpected.
Surveys of nonholonomic systems can be found in Bloch et al. [4] , Bloch [2] , and Vershik and Gershkovich [29] . A major thrust of present research is to give a complete description of the Hamiltonian [1] , [8] , [20] , [21] , [22] and Lagrangian [3] , [9] geometry of nonholonomic systems. Specific topics include a fiber bundle and connection formulation; the evolution of the momentum in systems with symmetry; the possible conservation of volume on the constraint manifold; the appearance of dissipative behavior; extreme cases of symmetries in which the constraints are transverse (Chaplygin case) or tangent (Lie group case) to the symmetries; and reduction and control. For example, in one recent approach, following Cartan's study of nonintegrable distributions Koiller et al. [16] , [15] study nonholonomic systems as geodesics of a nonholonomic connection, involving the Levi-Civita connection and orthogonal projection onto the nonintegrable distribution. Local invariants for general distributions are obtained following Cartan's method of equivalence. Eventually, one wants to understand better the relationship between the algebraic properties of the distribution and the consequences for the dynamics such as integrability and behavior under reduction.
Like Hamiltonian dynamics, nonholonomic dynamics can be subtle, and many systems can be studied only via long numerical simulations. The development of specialpurpose numerical integrators for nonholonomic mechanical systems is hindered by the lack of a clear theory describing the structural features of their dynamics. However, numerical integrators derived from discrete variational principles have proved very reliable both in situations where the class of dynamics is well understood (e.g. in Hamiltonian ODEs [26] and PDEs [7] ) and where it is not as well understood (e.g. in systems with collisions or with multiple timescales [28] ). They therefore seem suitable to apply here, because the nonholonomic equations of motion come from the Lagrange-d'Alembert principle, which (in the way it includes the forces due to the constraints) is not a standard variational principle. In this paper we further investigate, along lines introduced by Cortés [14] , integrators satisfying a discrete analog of the Lagrange-d'Alembert principle.
We only consider the case in which the velocity constraints are linear, i.e., take the form A(q)q = 0, and the Lagrangian is regular. Such nonholonomic systems do at least preserve energy. If, in addition, the Lagrangian is of simple mechanical (kinetic minus potential) type, then the system is also reversible, a feature which is known to control dynamics in a way very reminiscent to symplecticity. One of our discrete Lagrange-d'Alembert (DLA) integrators, eq. (4.18) below, is second-order accurate, time-symmetric, reversible, and requires only one force evaluation per time step. It is the nonholonomic analog of the widely used integrators SHAKE and RATTLE [18] for holonomic constraints. It performs markedly well in our numerical tests.
More precisely, such linear velocity constraints define a distribution C on the configuration manifold Q. If C is integrable, then the constraint is said to be holonomic, and Q foliates into leaves on each of which one has standard Hamiltonian dynamics; if C is nonintegrable, then the constraint is said to be nonholonomic. The term holonomic (= integrable) was introduced by Hertz in 1894, who also distinguished between the geometry of straightest paths (what we are calling nonholonomic dynamics, governed by the Lagrange-d'Alembert principle), and the geometry of shortest paths, or geodesics in (Q, C), which are governed by a true variational principle (sometimes called vakanomic mechanics). The study of nonholonomic manifolds (Q, C) has many links to foliation theory, control theory, thermodynamics, and quantum theory, and partial differential equations [29] .
The equations of motion for nonholonomic systems can be determined from the Lagrange-d'Alembert principle. A discrete analog, the discrete Lagrange-d'Alembert (DLA) principle, was introduced by Cortés [14] . (See also [11] , [12] , [19] .) In this paper we further develop the theory of this principle, apply it to develop some practical integrators, and test these on nonholonomic systems showing a range of behavior. We also apply the principle to nonholonomic systems on Lie groups, showing that it can produce an exact analog of the continuous theory.
Survey of the Paper
The theory of (continuous time) nonholonomic systems is reviewed in Section 2 and the discrete Lagrange-d'Alembert (DLA) principle introduced and studied in Section 3. The DLA principle requires on Q × Q a discrete Lagrangian, a discrete constraint distribution which is a submanifold of Q × Q of dimension n + k that contains the diagonal, and, in addition, a continuous distribution on Q. The principle seeks a discrete curve that is a critical point of the discrete action sum subject to variations that lie in a continuous distribution. One then applies the discrete analog of the tangent to the curve lying in the continuous distribution, namely, that the discrete tangent lift must lie in the discrete constraint distribution in Q × Q. This determines the discrete Lagrange-d'Alembert (DLA) equations of motion. In Proposition 3 we give conditions for the DLA principle to define an (in general, implicit) integrator; however, since the flow is not symplectic, we do not expect the integrator to preserve a corresponding symplectic form on Q × Q as in the discrete Euler-Lagrange [24] equations. Instead we study its reversibility properties.
We consider nonholonomic systems that admit reversing symmetries and demand that the integrators for such systems also preserve an analogous reversing symmetry. A reversing symmetry on T Q is just an involution of the tangent bundle taking tangent vectors to their negatives so that a nonholonomic system admits a reversing symmetry when the Lagrangian function is invariant under this Z 2 -action. (Note that the distribution is automatically invariant.) The flow then inherits the property that q(t) is a solution if and only if R • q(−t) is a solution where R is the reversing map. The discrete analog of the Z 2 -action is just transposition in Q × Q. We show in Proposition 4 that the discrete flow is reversible when the discrete Lagrangian and discrete constraint distribution are invariant under this transposition.
We consider several examples of DLA integrators in Section 4. We study the basic geometric properties of a typical class of integrators determined by a ("finite difference")
Symmetry properties of the DLA equations are then inherited from symmetry properties of the continuous equations provided ϕ is equivariant with respect to the corresponding actions. For example, when ϕ is transposition equivariant, we retain reversibility of the discrete integrator from reversibility of the continuous flow. The finite difference map ϕ can be constructed naturally from the geodesic flow corresponding to a Riemannian structure on Q. On R n this leads to the two most basic integrators, one first-order, linearly implicit, and nonreversible, and one second-order, reversible, and implicit. The most practical method, which is second-order, reversible, and implicit only in the Lagrange multipliers, is constructed in a slightly different way using two different finite difference maps.
In Section 5 we apply these integrators to three nonholonomic systems. The first system has Q = R 3 , being the lowest dimensional Euclidean space with a nonintegrable distribution, and harmonic oscillator Lagrangian. The dynamics are integrable and a reversible DLA integrator captures their qualitative properties precisely. By contrast, neither a nonreversible DLA integrator nor a reversible non-DLA integrator preserve the same qualitative properties. The second system also has Q = R 3 , but is nonintegrable. A reversible DLA integrator preserves quasiperiodic and chaotic orbits over long times, with performance reminiscent of a symplectic integrator. The third system has Q = R 7 and is fully chaotic. A reversible DLA integrator is still markedly better than standard methods but does show some energy drift.
In Section 6, we study integrators for symmetric nonholonomic systems on Lie groups G. Under reduction, the continuous equations of motion project to a vector field on the Lie algebra g obtained by projecting the unconstrained (Euler-Poincaré) vector field on g to the velocity constraint distribution with respect to the kinetic energy metric [16] . On the other hand, the discrete reduction of Euler-Lagrange equations for Lie groups leads to the discrete Euler-Poincaré (DEP) equations [5] , [23] . Here, we obtain for nonholonomic systems a reduced discrete flow on G depending on a choice of symmetric discrete constraint distribution and discrete Lagrangian. The reduced equations then depend explicitly on the subspace of g corresponding to the original nonintegrable distribution on G. We also obtain an explicit reconstruction principle to obtain the unreduced discrete flow on G × G from the reduced flow on G. These equations naturally generalize the DEP equations in that if we take the distribution to be T G (and corresponding discrete constraint distribution to be all of G × G), we recover the DEP equations.
(The systems considered here are complementary to the so-called generalized Chaplygin systems in which the symmetry directions and constraint distribution have zero intersection and together span the tangent bundle, the reduction and discrete reduction of which were considered in [8] and [14] . In our case, the constraint distribution is contained in the symmetry distribution.) Section 7 is somewhat independent of the rest of the paper. It concerns the exact flow of the Lagrange-d'Alembert equations. By fixing the time step, this can be regarded as a kind of integrator, and one is interested in its properties not only as part of the fundamental study of nonholonomic mechanics but so that they can be mimicked by actual, practical integrators. In Theorem 5 we obtain a set of equations, the exact discrete Lagranged'Alembert (EDLA) equations, satisfied by the flow. This involves the construction of an exact discrete constraint submanifold of Q × Q and its fibers over the two natural projections and their intersections, which, provided the Lagrangian is reversible, we prove are submanifolds with natural dynamical interpretations. Let τ : T Q → Q be the tangent projection and let ψ t : C → C be the flow of the Lagrange-d'Alembert equations. Given a time h solution (q 0 , q 1 ) to the Lagrange-d'Alembert equations, that is q 1 = τ • ψ h (v q 0 ) for some v q 0 ∈ C, we obtain an implicit equation satisfied by q 2 = τ • ψ 2h (v q 0 ) There are some crucial differences between the EDLA and DLA equations. The EDLA equations do not determine q 2 from (q 0 , q 1 ); however, given a pair (q 0 , q 2 ) we prove that the EDLA equations determine a q 1 with the property that the discrete time h flow contains the orbit sequence (q 0 , q 1 , q 2 ). Finally, we define a discrete Legendre transformation so that the momentum for the pair (q 0 , q 1 ) matches the momentum for (q 1 , q 2 ) where q 1 is the locally unique solution of the EDLA equations.
Review of Smooth Theory
The Lagrange-d'Alembert Principle
In this section we review the fundamental principle of nonholonomic mechanics, the Lagrange-d'Alembert principle, and the associated Lagrange-d'Alembert equations. The data for a constrained mechanical system is (Q, L , C), where Q is the configuration space, C is a k-dimensional distribution on Q, which can be thought of as a subbundle of T Q, and L: T Q → R is the Lagrangian. Fixing initial and final points q(0), q(T ) ∈ Q, and fixing a time interval I = [0, T ], we then consider the space of all smooth maps from I to Q joining q(0) to q(T ). Denote this space by (q(0); q(T )) and denote a point in this space by q(t). As for unconstrained mechanics, we consider the action functional on this space given by
We then look for critical points q(t) of the action functional with respect to variations that lie in the constraint distribution. This determines a family of curves. We then choose the unique curve that also satisfies the conditioṅ
for all t ∈ I . The constraint distribution is described by the intersection of the kernels of n − k one-forms in general position. That is,
3)
where A j ∈ 1 (Q) for j ∈ {1, . . . , n − k}. In local coordinates q i , i ∈ {1, . . . , n}, we represent the one-forms as n i=1 A ji dq i , l ∈ {1, . . . , n − k}. If we introduce Lagrange multipliers, λ 1 , . . . , λ n−k , the condition that q(t) is critical with respect to variations lying in the distribution is equivalent to the
These are 2n differential equations with 2n + n − k variables. The remaining n − k equations are obtained by imposing the constraint condition on the curve q(t),
for j ∈ {1, . . . , n − k}. Equations (2.4) and (2.5) constitute the Lagrange-d'Alembert equations.
Time Reversibility of Lagrange-d'Alembert Flow
An important property of nonholonomic mechanics for Lagrangians that are of the form kinetic minus potential energy is that they have a time-reversing symmetry. This is the result of a Z 2 symmetry of the system. The Z 2 -action is generated by the involutive diffeomorphism R: T Q → T Q given by
Notice that this diffeomorphism of T Q is not the tangent lift of any diffeomorphism on Q since it covers the identity diffeomorphism, but is not itself the identity. A nonholonomic system is symmetric with respect to this Z 2 -action provided the Lagrangian function is R-invariant, since the velocity distribution, being a vector bundle over Q, is automatically R-invariant. For example, any nonholonomic system whose Lagrangian is of the form kinetic minus potential energy is symmetric with respect to this action. The dynamical consequences of this Z 2 -action are contained in the following proposition, the proof of which we omit.
where R is the involutive diffeomorphism of T Q. Let t be such that the flow ψ t : C → C exists. We then have
Time-reversing symmetry will have important consequences for the discretization of nonholonomic systems, and will be a key property that determines the success of the integrator to behave well with respect to energy conservation. From the viewpoint of geometric integration it is expected that if the continuous system has time-reversing symmetry, then, as this is a geometric property of the flow, we should require that the integrator also admit such a symmetry. In a subsequent section we will obtain, from the discrete variational principle, a discrete time-reversing symmetry for the nonholonomic integrator.
Formulation on T * Q
We briefly formulate the constrained mechanical system on the cotangent bundle and remark that this system fails to exhibit, in the case that the constraints are nonintegrable, the geometric invariance properties of a Hamiltonian system, namely that the flow is symplectic. Starting with the data (Q, L , C) and making the assumption that the Legendre transformation FL: T Q → T * Q is invertible, we can form both the subbundle 8) and the Hamiltonian function
where Z is the Liouville vector field on T Q given in coordinates
, the unique linear radial vector field tangent to the fibers of T Q. We can now construct the so-called projection bundle W [20] , [21] , which is a subbundle of T (T * Q) complementary to T D. To construct W , one first considers the annihilator C 0 of C which is a subbundle of T * Q, and then forms the pull back bundle with respect to the projection π:
Finally, one takes
Definition 1. L is normal provided the matrix of second partial derivatives of the Lagrangian restricted to the fibers of T Q is positive definite, that is, provided the matrix
where L q = L| T q Q , is positive definite.
In this case, we have the following theorem. Proof. The proof is given in [20] .
The Discrete Lagrange-d'Alembert Principle
Review of Discrete Euler-Lagrange Theory
Before embarking on discretizing the Lagrange-d'Alembert principle in order to obtain a discrete analog of the continuous equations of motion (2.4) and (2.5), we recall the schemes of Moser and Veselov [27] and Marsden et al. [24] , [23] . These discretize unconstrained mechanical systems by approximating curves on Q with sequences of points and use a corresponding discrete variational principle to pick out an actionminimizing sequence. Fix q 0 , q N ∈ Q for some integer N and fix a time step h. Consider the space of sequences (q 0 ; q N ) Q N −1 , where each element is a discrete path joining q 0 to q N . Denote an element in (q 0 ; q N ) by [q] which we will alternatively write as q 0 , q 1 , . . . , q N −1 , q N , adjoining the end points. We think of each pair (q i , q i+1 ), i ∈ {0, . . . , N } as an evaluation of the curve at times ih and (i + 1)h, respectively. The discretization depends on the choice of a discrete Lagrangian, L d : Q × Q → R, from which we form the discrete action sum,
We compute the critical point of this action sum with respect to arbitrary variations of the discrete curve. That is, we attempt to solve the equation
is an arbitrary variation of the discrete curve [q] . This is equivalent to the N − 1 discrete Euler-Lagrange (DEL) equations,
where i ranges from 1 to N − 1. Moreover, under mild conditions on L d , equations (3.3) can be solved sequentially. The first equation (i = 1) determines q 2 from q 0 and q 1 , which is fed into the second equation (i = 2) to determine q 3 from q 1 and q 2 , and so on. Equation Consequently, projecting the solution curve in Q × Q to a curve in Q, one can then take the lift of this curve to Q × Q and recover the original curve. This is the discrete analog of the flow being second order.
One can obtain a momentum-matching interpretation of the DEL equations by introducing the discrete Legendre transformations
which is a bundle map with respect to π 2 : Q × Q → Q, and
which is a bundle map with respect to π 1 : Q × Q → Q. There are now two important observations about the DEL equations (3.3). First, denote by p + (q 0 , q 1 ) and p − (q 0 , q 1 ) the momenta of a point in Q × Q defined through the discrete Legendre transformations. We can interpret (3.3) as the equation demanding that the momentum on the initial point matches the momentum on the updated point by the discrete flow map,
for each i. There is, thus, a well-defined momentum value for each discrete time i. Notice that we can write p
Second, let us recall that using the discrete Legendre transformations we can recast the discrete flow on Q × Q as a discrete flow on As a consequence of this theorem, one sees that a choice of discrete Lagrangian is really an approximation of the action integral h 0 L(q(t),q(t)) dt where (q(t),q(t)) is a solution of the Euler-Lagrange equations with q(0) = q 0 and q(h) = q 1 .
The Discrete Lagrange-d'Alembert Principle
We start by defining a discrete nonholonomic system which will, given sufficient regularity, determine a discrete second-order flow on a submanifold of Q × Q and generalize the discrete Euler-Lagrange equations (3.3). We will later develop methods to define a discrete nonholonomic system from a given continuous one.
Definition 2.
A discrete nonholonomic system is given by the quadruple (Q,
If we are modeling a smooth nonholonomic system (Q, L , C), we often find the following condition linking the tangent space of the discrete manifold along the diagonal with the continuous constraint distribution: for all q 0 ∈ Q,
If we are given a smooth nonholonomic system, the requirement (3.7) links the discrete constraint submanifold to the continuous distribution, although it does not uniquely specify it. It is satisfied by all the examples we shall consider.
Example 1. If the continuous constraint is integrable, then the natural discrete constraint distribution is the submanifold of Q
× Q given by l F l × F l , ( 3.8)
the disjoint union of the direct product of the leaves F l of the distribution on Q. A dimension count of this submanifold gives k
+ k + dim(leafspace) = k + k + (n − k) = n + k,
as required. This discrete constraint distribution is reversible (see Section 3.3).
With this discrete data, a discrete Lagrange-d'Alembert principle was proposed in [14] which leads to a set of discrete equations on Q × Q, which, assuming enough regularity, leads to a second-order diffeomorphism
satisfies the discrete Lagrange-d'Alembert principle provided that it is a critical point of the discrete action sum
It is shown in [14] that this principle leads to the following.
Proposition 2. The DLA principle leads to the following set of equations. For each
We refer to (3.9), (3.10) as the DLA equations. We next look more closely at equations (3.9) and (3.10) to formulate a regularity condition guaranteeing the existence of a unique discrete flow map from the discrete Lagrange-d'Alembert principle which is second order and therefore satisfies (3.11) where q i+1 satisfies (3.9) and (3.10) provided that
This regularity condition is equivalent to the one formulated in [14] , but is often easier to check. It is useful to first make the following definition, which follows naturally from equation (3.9). (3.12) where
Definition 4. For each
is the dual space of C q 1 ⊂ T q 1 Q and where ι * q 1
:
is the projection map dual to the linear inclusion ι q 1 :
is a submersion. The forward discrete flow map F L d is then guaranteed to exist locally uniquely provided for each q
Proof. Consider the first discrete Lagrange-d'Alembert equation,
Since the λ j (q 1 ) are arbitrary, and the A j (q 1 ) are a basis for ker ι * q 1
Q, the solutions of this equation can be written equivalently as the set ψ −1 (q 0 .q 1 ) (0). By the regular value theorem, this set is a submanifold if 0 is a regular value of ψ (q 0 ,q 1 ) . Since the image of ψ (q 0 ,q 1 ) is a linear space, we have
. This map is given by
. In this case we see that ψ −1
On the other hand, consider the set (3.16) where π 1 and π 2 are the projections from Q × Q to Q. Since π 1 | C d is assumed to be a submersion, this set is a submanifold of dimension n + k − n = k. The discrete flow is guaranteed to exist and be well defined when these two submanifolds of complementary dimension intersect transversely. We then have
Therefore, provided this holds, the discrete flow will map (q 0 , q 1 ) to the point (q 1 , q 2 ) where q 2 is the locally unique point of intersection of the two transverse submanifolds.
Discrete Reversibility
Since reversibility is a key geometric property of the continuous Lagrange-d'Alembert equations, we desire that our integrator maintains a corresponding discrete analog of reversibility. In the following we formulate discrete reversibility and verify a natural condition on L d and C d guaranteeing that the discrete Lagrange-d'Alembert equations that they generate are discrete reversible.
which is the natural discrete counterpart to R:
Proposition 4. Suppose that L d and C d are reversible and satisfy the regularity condition of Proposition 3 so that the discrete flow F L d is a well-defined diffeomorphism of C d . Then the discrete flow F L d determined by the discrete Lagrange-d'Alembert equations (3.9) and (3.10) is discrete reversible, that is,
Proof. Starting with
from which equation (3.17) follows. Now, from the reversibility of C d , we know that since
. We will show that in fact
On the other hand,
Comparing with equation (3.18), we conclude
We know that q i+1 satisfies the equations
However, using equations (3.19), we can rewrite this first equation as
On the other hand,q i−1 satisfies
Therefore, by uniquenessq i−1 = q i−1 , from which the proposition follows.
Construction of Integrators via Finite Difference Maps
As we have defined it, a discrete nonholonomic system on Q requires L d , C d , and A d to be specified. However, when discretizing a given continuous system (Q, L , C), it is always possible to choose A d to be the collection of one-forms that determines C. In many cases L d and C d can be specified through a finite difference map ϕ.
of the zero section of T Q, which satisfies the following:
where π i are the projections from Q × Q to Q.
Eq. (4.8) gives a simple example of a finite difference map. A finite difference map ϕ is not in general a bundle map with respect to either π i . Nevertheless, ϕ determines a natural foliation of N 0 ( ) corresponding to the foliation of T 0 Q by the fibers of the tangent projection τ : T Q → Q restricted to the neighborhood of the zero section T 0 Q. We write τ 0 := τ | T 0 Q . We then have the following definition.
where we use the notation ϕ
Notice that since ϕ and hence ϕ −1 are diffeomorphisms, the leaves L (q 0 ,q 1 ) are ndimensional submanifolds of N 0 ( ). By construction, the leaves get mapped by ϕ to a fixed fiber in T 0 Q and therefore all the points in a given leaf correspond to tangent vectors with the same base point in T 0 Q. This is why we call L the vertical foliation of N 0 ( ). Curves in N 0 ( ) that lie on a fixed leaf of L correspond under the map ϕ to curves in the fiber of τ 0 : T 0 Q → Q and their derivatives correspond to vertical tangent vectors lying in the kernel of the tangent map T τ 0 :
We collect some of the properties of the foliation in the following:
Proposition 5. The leaves L determine a smooth foliation of N 0 ( ) and
The tangent spaces to the leaves are given by q is a diffeomorphism so that each leaf L (q 0 ,q 1 ) is a smooth n-dimensional submanifold. The leaves are disjoint since for different q's, the spaces T q Q ∩ T 0 Q are disjoint and ϕ −1 is a diffeomorphism. Furthermore, each point (q 0 , q 1 ) ∈ N 0 ( ) lies on the unique (again, since ϕ is a diffeomorphism) leaf L (q 0 ,q 1 ) given in the definition. Since ϕ −1 q is a diffeomorphism, it sends only 0 q to the diagonal, proving (i). To prove that the intersection is transverse, i.e., that
where V (T T Q) is the vertical subbundle of T T Q given by ker
Then, for all t, we have ϕ(q(t),q(t)) = 0 ∈ Tq Q. However, since ϕ is a diffeomorphism, we must haveq(t) =q for all t, which implies d dt t=0 (q(t),q(t)) = 0, from which (ii) follows. By definition of the leaves, it is clear that every tangent vector
Finally, since ϕ −1 q is a diffeomorphism, its derivative is injective, from which (iii) follows.
Using a finite difference map ϕ, we can construct a continuous constraint distribution C d from the continuous distribution C as demonstrated in the following proposition.
Then, F is a submersion, so in particular, 0 is a regular value of F, and consequently
Proof. Since the A j are one-forms on Q, as maps from T Q into R, they have the property that they are linear maps on each fiber and, furthermore, for each q ∈ Q they are linearly independent elements of the vector space T * q Q. Denote by FD v q A j the fiber derivative of A j at the point v q . Linearity on the fiber then gives, for each q ∈ Q,
where L: T Q ⊗ Q T Q → T T Q is the vertical lift operator which is a bundle map covering the identity and taking values in the vertical subbundle V (T Q) of T T Q given by V := kerT τ with τ the tangent projection. In fact it is easy to check that L is a bundle isomorphism L:
Furthermore, since
we can use the fact that ϕ is a diffeomorphism from N 0 ( ) onto a neighborhood of the zero section of T Q to produce a subspace of T (q 0 ,q 1 ) (Q × Q) that gets mapped by T ϕ isomorphically to the vertical subbundle, V (T Q). Of course, by the previous proposition, this subspace of
. Finally, using the fact that the A j are linear on the fibers of T Q (equation (4.3)), we see that T (A j | Tq Q ) = A j (q) so that, by equation (4.4) , and the linear independence of the A j , the image of
The next proposition describes the tangent space of the discrete constraint submanifold along the diagonal . Before proceeding, it is useful to remark that the discrete submanifold C d admits a regular foliation induced by the L leaves as follows. Define for each q ∈ Q, C q := ϕ
q (Cq ). These leaves form the vertical foliation of C d . We now have the following: :
for each j ∈ {1, . . . , n − k}, where
Proof. Part (i) is clear since for each v q 0 ∈ C q 0 we can construct the curve ϕ
Taking the derivative of this curve, we obtain
To obtain the second condition, we compute in local coordinates as follows. Since the image of a point (q 0 , q 0 ) ∈ under the map ϕ is the zero vector in T q 0 Q, we take a chart domain around 0 q 0 with local coordinates (q 1 , . . . , q n ,
In these coordinates we express the one-forms as A j = n l=1 A jl dq l . Since ϕ q 0 maps a neighborhood U q 0 of q 0 smoothly into a neighborhood of 0 q 0 ∈ T 0 Q, we have the following local coordinate expression,
. Using the local coordinate expressions for ϕ q 0 and A we have, denotingx(t) :
. . n − k}, which is equivalent to (4.5), proving (ii).
A class of DLA integrators is now given by taking
−1 (0) as in Proposition 6. Furthermore, if ϕ is reversible (i.e., equivariant with respect to the Z 2 -actions on Q × Q and T Q, i.e., ϕ(
Finite difference maps from geodesic flow. So far we have not specified how to construct finite difference maps ϕ. Here are two possibilities in the case that Q has a Riemannian metric. The first is nonreversible and the second is reversible. In the following section when Q = R n with the Euclidean metric, these will provide our most basic DLA integrators.
Let ψ t denote the geodesic flow on T Q. Let N 0 ( ) be a neighborhood of the diagonal such that each pair (q 0 , q 1 ) ∈ N 0 ( ) is nonconjugate (such a neighborhood is always constructible when Q is compact, for example).
The nonreversible ϕ: 6) where v q 0 is the unique (since
Since the geodesic flow is reversible, setting
as required. The ϕ in (4.6), however, is not in general reversible since ϕ(q 1 , q 0 ) is a tangent vector over the point q 1 and is not related to ϕ(q 0 , q 1 ), and we cannot conclude that
An argument in favor of constructing integrators using finite difference maps is that when C is integrable, the "exact" choice of C d given in Example 1 arises in this way for a particular choice of ϕ. 
Proof. Let ϕ(q 0 , q 1 ) = v q 0 as in equation (4.6). Then we have that (Such a metric can always be defined locally by choosing coordinates such that the foliation takes the form x i = const., i = 1, . . . , dim F, together with the Euclidean metric in these coordinates. In these coordinates, ϕ(q 0 ,
The proposition can be extended to cover constraint distributions that are merely partially integrable, i.e. C ⊂ T F, with ϕ defining a C d contained in l F l × F l , so that at least those constraints that are holonomic are preserved.
When C is integrable (i.e., when the constraints are holonomic), the DLA equations together with A d = A and the "exact" C d of Proposition 8 are identical to the constrained discrete Euler-Lagrange equations, the constraint being that the orbit stays on its initial leaf. The discrete Euler-Lagrange equations generate symplectic integrators such as SHAKE and RATTLE [18] , [24] .
This result is mainly of theoretical interest, for it is equivalent to (partially) integrating the constraints. However, in two simple cases this can be achieved automatically by standard finite difference maps. 
that is, the constraint is preserved. If other constraints are present, C d is merely contained in (not equal to) l F l × F l , but the quadratic constraint is still preserved.
We now give three specific integrators constructed (in one way or another) using finite difference maps.
First-order nonreversible integrator, linearly implicit. Let Q = R n together with the Euclidean metric. The map ϕ defined in (4.6) is then
with F defined as in equation (4.2). By Proposition 6 we know that C d is a well-defined submanifold. Let us next consider the regularity condition of Proposition 3. First note that
is nondegenerate. Suppose our Lagrangian is of the form L = T − V where T is the kinetic energy associated with the Euclidean metric on R n and V is the potential energy. We identify T Q and T * Q with Q × Q using the Euclidean metric, and the constraint one-forms A d with the matrix A ∈ R n−k,n . With (4.10) the integrator (3.9), (3.10) is given by
where we now label the discrete time i. Since, in this case, Q × Q ∼ = T Q ∼ = R 2n , a convenient formulation in velocity variables is given by defining the velocity v i := (q i+1 − q i )/h, in terms of which the method (4.11) is 12) where the initial condition should satisfy the constraint A(q 0 )v 0 = 0. Note that the Lagrange multipliers λ i+1 can be determined by solving the linear system
that is, the method is linearly implicit.
Second-order reversible integrator, implicit.
A second-order method can be constructed using the reversible finite difference map (4.7), i.e.,
The DLA equations are
To get a velocity formulation, it is convenient to definē 15) so that the constraint has the simple form 16) where the initial condition should satisfy the constraint A(q 0 )v 0 = 0. The method is fully implicit and reduces in the absence of constraints to the trapezoidal rule. As is well known, the trapezoidal rule is equivalent under the discrete Legendre transform
∇V (q i ) to the (symplectic) midpoint rule in the variables (q, p). One can make the same transformation here if desired.
Second-order reversible, semi-implicit. Another way to construct a second-order reversible method is to compose the first-order method (4.12),
) of the two methods, the two velocity updates can be merged to obtain the method
There are n − k constraints, so one needs to solve a set of n − k equations for λ i+1 , which are in general nonlinear. However, the force ∇V (q i+1/2 ) is only evaluated once per time step, so the method is semi-implicit. We shall see in Section 5 that this method, the nonholonomic analog of the popular SHAKE and RATTLE methods for holonomic constraints [18] , performs extremely well in numerical tests. We now show that the integrator (4.18) satisfies the DLA principle. However, it is not constructed from a finite difference map as were the previous examples (4.11) and (4.14). It is constructed from two finite difference maps, one for L d and one for C d . For L d we use the nonreversible finite difference map (4.8); although L d (4.10) is nonreversible, the discrete action associated with it is in fact second-order and reversible. For C d we use the reversible finite difference map (4.13), that is,
Note that by an immediate application of Proposition 7, 0
The method on Q × Q is then given by the first equation of (4.11) together with the constraint (4.19). The velocity formulation in variables (q i , v i ) of equation (4.15) is exactly given by (4.18) with q i =q i . That is, the composite method (4.18) also satisfies the discrete Lagrange-d'Alembert principle.
Although methods constructed using the finite difference map (4.7) are quite general, yielding reversible, second-order integrators for any Lagrangian on which the geodesics on Q can be computed, for most simple mechanical systems the method (4.18) is far more efficient, since it requires only one force evaluation per time step.
Numerical Results
The Contact Oscillator
We now explore the behavior of the semi-implicit, reversible, DLA method (4.18) in some examples to see how well it preserves the qualitative features of their dynamics. We will consider three systems of increasing complexity: in this section, an integrable system on T * R 3 (the "contact oscillator"), comparing a reversible DLA method with a nonreversible DLA method and a reversible, non-DLA method; in Section 5.2, a nonintegrable system on T * R 3 (a nonlinear perturbation of the contact oscillator) showing both regular and chaotic orbits, comparing a reversible DLA method with a standard, nongeometric integrator (MATLAB's ode15s); and in Section 5.3, a fully chaotic system on T * R 7 , comparing a reversible DLA method with another standard method for differential-algebraic equations (DASSL). In all cases, the reversible DLA method (4.18) is the best, both for efficiency and for qualitative preservation of the dynamics.
The simplest nonholonomic systems are those with a single constraint. There are no nonintegrable distributions on R 2 , so the simplest case is to take Q = R 3 . Every nonintegrable one-form can be put in the form dx + ydz in local coordinates (x, y, z); we therefore consider this constraint on R 3 . That is, we take A(x, y, z) = (1, 0, y). The free particle with this constraint was studied in [1] , but its orbits are unbounded. To get a simple system with manifestly bounded orbits, we take the harmonic oscillator Lagrangian
We call the corresponding nonholonomic system
the nonholonomic oscillator.
We now show that all orbits of the nonholonomic oscillator are quasiperiodic with at most two frequencies. Most orbits form a three-parameter family of two-tori in the five-dimensional constraint manifold C. First, the evolution of y is unconstrained and we have y(t) = a sin t + b cos t. We choose the origin of time so that b = 0 and y = a sin t. Differentiating the constraint givesẍ + yz +ẏż = 0, and substituting the equations of motion gives λ − x + y(λy − z) +ẏż = 0, i.e.,
Introducing the velocities v x =ẋ, v z =ż and substituting for λ gives a system of four nonautonomous ODEs which are linear. The equation forv x can be eliminated in favour of the constraint v x = −v z a sin t, leaving the three equations 
In terms of the new variableṽ
where
The matrix of coefficients in (5.2) is 2π -periodic and antisymmetric, so for each a there is an orthogonal matrix (a) ∈ SO(3) such that the time-2π flow of (5.2) is given
This map is simply a rotation whose angle and axis depend on a. The orbits of the nonholonomic oscillator can therefore be classified as follows: (i) a two-parameter family of periodic orbits with period 2π and parameters x and energy (these have a = 0); (ii) a two-parameter family of periodic orbits with period 2π and parameters a = 0 and energy, with (x, z,ṽ z ) lying on the axis of rotation of (a); and (iii) a three-parameter family of quasiperiodic orbits with quasiperiods 2π and 2π/γ , where γ is the angle of rotation of (a), the parameters being a, energy, and the latitude of (x, z,ṽ z ) with respect to the axis of rotation of (a).
How well do the DLA integrators preserve this integrable structure? If the constraint were not present, we would have three harmonic oscillators and any DLA integrator would be integrable.
We first consider the reversible semi-implicit method (4.18). The (y, v y ) i variables are unconstrained and hence obey the standard leapfrog method for the harmonic oscillator,
where the eigenvalues of M (for 0 < h < 2) are e ±iθ , with θ = 2 sin
. Thus (y, v y ) i is given by an explicit periodic function with period 2π /θ, evaluated at integer times. For this system, equations (4.18) can be solved explicitly for λ, so the method is explicit in this case. Eliminating λ and further eliminating v x using the constraint gives a linear map (x, z, v z )
3×3 is periodic in t with period 2π/θ. At this point it is hard to make further analytic progress because R(t, a) is fairly complicated. Instead, we have iterated this reduced map numerically, with the the following results.
For each a > 0 there is a time step h * > 0 such that for all h < h * , all orbits of the integrator are quasiperiodic and the continuous and discrete flows are conjugate. Specifically, choosing h = 2 sin(π /N ) for some integer N , the dynamics of (y, v y ) are periodic with period N and the matrix N −1 i=0 R(i) of the time-N map has eigenvalues 1, exp(±iα) for some α depending on a and h. (The invariant spheres of the continuous system are deformed to become invariant ellipses, just as the invariant circles of the standard harmonic oscillator become invariant ellipses under leapfrog.) The critical time step h * is equal to 2 for a = 0 and is approximately π /a as a → ∞. That is, the dynamics of the integrator (4.18) is integrable and is conjugate to that of the exact flow of the nonholonomic oscillator, just as one has for the leapfrog method applied to the harmonic oscillator. Now consider the first-order nonreversible DLA method (4.10). The dynamics of (y, v y ) are identical, and the map reduces to a three-dimensional linear nonautonomous map, as before. However, this map is not conservative. We find numerically that the eigenvalues of the time-N map N −1 i=0 R(i) are all less than 1 in modulus and lim i→∞ (x, z, v z ) i = (0, 0, 0). The qualitative dynamics is not preserved. Preserving reversibility is crucial to capturing the dynamics.
However, the DLA equations themselves also play a role. We consider integrating the nonholonomic oscillator with a non-DLA method which is nevertheless reversible and also has the same dynamics in (y, v y ) , namely the method
The constraint is enforced by a reversible, second-order approximation of the true constraints, but not one associated with a discrete constraint manifold in the sense used above. Introducing the velocity variables v i = (q i+1 − q i )/h, the method can be written in the form
However, it is no longer clear how to constrain the initial conditions. We find numerically that the linear time-
N has eigenvalues 1, 1, and exp(±iα) for some α depending on a and h. The dynamics are still a rotation, but a rotation in R 4 instead of R 3 . The extra eigenvalue 1 indicates that there is an invariant three-dimensional subspace (corresponding to constraining the initial condition) on which the map is a rotation; but this subspace depends on a (that is, on the initial condition) and on h. Therefore, just maintaining reversibility is insufficient to get qualitatively correct dynamics.
A Nonintegrable System on
We now consider a nonlinear perturbation to the contact oscillator, modifying the Lagrangian from (5.1) to
The constraint is stillẋ + yż = 0. The perturbation has been chosen so that the y equation is stillÿ + y = 0. Orbits are confined to the three-manifold defined by the intersection of the constraint surface, the energy surface, and y 2 + v 2 y =const. On this manifold we define a Poincaré section by v y = 0,v y > 0, so that the Poincaré map is simply the time-2π flow of the system. The section is topologically a two-sphere in (x, z, v z )-space; we plot (z, v z ) when x > 0, which shows one half of the sphere. period. We show 8000 iterates for each of several initial conditions. ε = 0 is the contact oscillator; the rotation described in Section 5.1 is evident in the Poincaré section. As ε increases, the invariant circles progressively break up and are replaced by chaotic bands. The integrator evidently has a mixture of quasiperiodic and chaotic orbits; the phase portraits of Figure 1 are all qualitatively correct, the main numerical error being an O(h 2 ) shift in the positions of the orbits. By contrast, a standard, non-geometric integrator for differential-algebraic equations (MATLAB's ode15s) does not preserve the phase portraits. Consider the quasiperiodic orbit marked A in Figure 1 . Setting the absolute tolerance to 10 −6 in ode15s, so that 160 time steps and more than 300 function evaluations are needed per period, the orbit still drifts away from its correct location in less than 400 iterations (see Figure 2) . The same behavior is seen in long enough runs for any tolerance.
On quasiperiodic orbits, the energy error under (4.18) is bounded. A longer simulation (50000 iterations of the Poincaré map) of the chaotic orbit marked B in Figure 1 is shown in Figures 3 (40 time steps per period) and 4 (80 time steps per period). Apart from the orbit segment visiting different parts of the entire orbit, which is to be expected in any realization of a chaotic orbit, only a few small changes in the fine structure of the orbit are visible, despite the large time steps. The energy errors scale as O(h 2 ); they appear to oscillate, but a small amount of drift is possibly also present. We will examine this drift more in the next sample. 
A Fully Chaotic System
For general, nonintegrable systems, it is harder to assess the merits of a variational vs. a standard integrator, because even the key geometric features of nonholonomic dynamics itself are not known.
That is, what feature should one check in a comparison? We have chosen to monitor the energy in a nonholonomic system that conserves energy. We consider the configuration space R 2n+1 with coordinates q = (x, y 1 , . . . , y n , z 1 , . . . , z n ), and Lagrangian
and a single nonholonomic constrainṫ
As before,Ḣ = 0 (where H = T + V ) and the system is reversible. The energy behavior for the reversible DLA method (4.18) and another standard package for differential-algebraic systems, DASSL, are compared in Figure 5 . We find that the energy error for the DLA method is not bounded (as in symplectic integrators), but nor does it display the secular, O(t) drift of standard integrators such as DASSL. Instead it follows a random walk, so that the energy error after time t is O( √ t)-in this example, it is
The energy errors for 100 sample trajectories are shown in Figure 6 . The diffusion rate depends strongly on the energy, because of the quartic nonlinearities in H . In fact, as H → 0, the system becomes integrable and no energy drift is seen; the diffusion rate is found to vary approximately as q 4 . When the dynamics are ergodic on a symmetric set, this behavior can be explained using some ideas from ergodic theory [25] . The key point for getting this nice behavior is that the integrator is reversible.
To sum up, conjugate to the exact flow, a situation reminiscent of the leapfrog method applied to the unconstrained harmonic oscillator, even though the harmonic oscillator is linear and the contact oscillator is nonlinear. On the six-dimensional, nonintegrable system (5.4), it preserves quasiperiodic and chaotic orbits over long times, with performance reminiscent of a symplectic integrator. On the fourteen-dimensional, chaotic system (5.5), its performance is not quite as good as a symplectic integrator, because the energy error now drifts in a random walk instead of being bounded.
Nonholonomic Integrators on Lie Groups
Discrete reduction
A nonholonomic system (Q, L , C) admits a symmetry provided there is a Lie group action G on Q (and corresponding lift to T Q) leaving both L and C invariant. The nonholonomic flow is then G-equivariant, and provided the action is sufficiently regular (e.g. free and proper), the flow will reduce to the quotient subbundle C/G. The reduced equations arise from a reduced Lagrange d'Alembert principle [9] . Analogously, the discrete nonholonomic data (Q, L d , C d , A d ) is symmetric with respect to the action of G on Q (and its corresponding diagonal lifted action to Q × Q) provided L d , C d , and A d are G-invariant. In this case, the discrete flow map F L d : C d → C d determined by the DLA principle is G-equivariant [14] .
We now specialize to the situation where Q = G. In this section we consider a discretization of the following nonholonomic system with symmetry on T G. Let k ⊂ g be a k-dimensional subspace of the Lie algebra g of G, which we assume to be not closed under the Lie bracket.
Clearly C is nonintegrable precisely because k is not a Lie subalgebra of g. Finally we are also given a G-invariant Lagrangian, L: T G → R, of the type L = T − V . The Lagrange-d'Alembert equations for this system, being G-equivariant, will induce a flow on the quotient space C/G k. In fact these reduced equations can be realized as a reduced Lagrange-d'Alembert principle as defined in [16] . We wish to consider the corresponding discrete system. The equations we will determine are the nonholonomic version of the discrete Euler-Poincaré equations as found in [6] , [23] . The reduced equations will agree with these discrete Euler-Poincaré equations when we take the case of no constraints.
Throughout this section we use concatenated notation for the corresponding left and right tangent and cotangent lifted actions. Thus, for v h ∈ T h G, α h ∈ T * h G, and g ∈ G, we have
gh G, and
With this convention, we can now formulate the following: 
Theorem 3. Let (G, L , C) be as specified in the previous paragraph, i.e., L is a Ginvariant Lagrangian, and C is a k-dimensional, left G-invariant distribution on G. Let π: T G → g denote the quotient by the left G-action and define
l: g → R by L = l•π . Let L d : G × G → R be
a discrete Lagrangian and C d be a discrete constraint submanifold. Assume that L d and C d are both G-invariant with respect to the diagonal action of G on G × G. The discrete Lagrange-d'Alembert equations of Proposition 2 determine the equations on the reduced space G given by (where
Applying the discrete Lagrange-d'Alembert principle of Proposition 2 to the data (Q, L d , C d , A d ) , we obtain the following equations determining a discrete flow (6.2) and then imposing the condition on the set of g 2 satisfying the above equation that
We next write the first equation in terms of l d . Let g(t) be a curve through g 1 with
and similarly
using the fact that
G. Next, given a sequence (g k , g k+1 ) of points in G × G, we construct the projected sequence in G given by
Notice that given the image sequence ω k and an initial point g 0 in G, we can reconstruct the unique sequence in G×G by solving g −1 0 g 1 = ω 0 for g 1 and then iterating down the chain. We can then rewrite each of the above expressions as follows:
Similarly, for the second term we obtain
Notice that the right-hand side of equation (6.2) can be expressed in terms of the µ i since by left G-invariance of the one-forms A j we have
Consequently we see that equation (6.2) reads, for all v g 1 ,
We now have the following concerning the relationship between the solutions to equations (6.2) and (6.3) and the reduced equations of the preceding theorem. (6.1) . In other words, the solutions are π -related. Second, given a solution to the reduced equations with initial condition ω 0 , and given an initial point g 0 ∈ G, there exists a unique
Corollary 4 (Reconstruction
Furthermore, the reconstructed solution to the equations (6.2) with initial condition (g 0 , g 1 ) are given by
Proof. The first statement is an immediate consequence of the proof of the previous theorem. Next, since ω 0 ∈ c d , we have (e, ω 0 ) ∈ C d and then by G-invariance we have that (g 0 , g 0 ω 0 ) ∈ C d . From this we can read off g 1 = g 0 ω 0 . Uniqueness is clear. We need to show that the g i sequence thus constructed solves equations (6.2). It is clear that they satisfy (g i , g i+1 ) ∈ C d . We argue inductively. From the proof of the previous theorem, starting with i = 0, we have
so that g 2 solves equation (6.2). For the induction step, we can apply the same argument to the point (g i , g i+1 ) where g i+1 = g i ω i , which shows that g i+1 solves equation (6.2), concluding the proof of the second statement.
Rigid Body with a Nonholonomic Constraint
For an example of a dynamical system on a Lie group with a nonholonomic constraint we consider the rigid body. Let G = SO(n) with Lie algebra g = so(n). Let k be a subspace of T e G defined by the vanishing of the one-forms µ i . The constraint is that the velocities should lie in the left-invariant distribution Gk, which is nonintegrable when it is not a subalgebra. This is determined at each point by the vanishing of the leftinvariant one-forms A j defined by A j (g) = g · µ j . Equivalently, the angular velocity
tr(ġ Jġ T ) dt of the free rigid body with symmetric moments of inertia J . The variation of L is
The Lagrange-d'Alembert principle now states that δL = 0 for all variations g −1 δg ∈ k. The equation of motion is that the component of skew(g −1g J ) that lies in k should vanish, where skew( 
The last three equations form a reduced nonholonomic system on g * . They are an instance of Theorem 3.2 in [16] , which states that the angular momentum component of such a nonholonomic system is the projection of the unconstrained Hamiltonian vector field on g * . We now apply the discrete Lagrange-d'Alembert principle to construct a discrete version of this system. We need to define L d , A d , and C d . For the discrete Lagrangian we choose the (reversible) Moser-Veselov Lagrangian
1 ), and we choose A d = A as in the continuous system. We will specify C d below.
The reduced Lagrangian is l d (ω) = tr(ω J ), and to express the the reduced DLA equations (6.1) we need to evaluate the following derivative of l d . For all ξ ∈ g we have
where , is the Killing inner product on g. Similarly,
Thus the reduced DLA equations (6.1) become
Just as in the general theory for unconstrained systems [6] , this equation can, like the continuous equation, be reduced to g * , which will suggest a natural choice for the discrete constraint C d . The discrete angular momentum M is defined by 6) which suggests the reduced discrete constraint that M satisfies the same constraint as m. That constraint is
(The reduced velocity constraint submanifold c d is then defined via (6.6), and C d in turn via ω = g
and then determine M 1 by 8) where the (scaled) Lagrange multipliers λ j are determined by the constraint M 1 ∈ m. The position update is provided by g 1 = g 0 ω 0 . The integrator is defined for the same values of h as the unconstrained Moser-Veselov rigid body.
Note that the absence of constraints, the integrator (6.7,6.8) is identical to the original Moser-Veselov discrete rigid body (except that they used ω 0 = g −1 1 g 0 ). With constraints, the integrator is defined by first calculating the unconstrained update and then projecting it to m, which is in striking analogy with the continuous reduced equations, for which the vector field undergoes the same projection to m. This is permitted, although not forced, by the discrete Lagrange-d'Alembert principle; a different choice of C d would still allow a reduction to g * , but not necessarily to a linear subspace of it.
Properties of the Exact Discrete Flow
In this section, we formulate the exact discrete Lagrange-d'Alembert (EDLA) equations, which are satisfied by the exact discrete flow. This approach is motivated by the correspondence between the Euler-Lagrange and discrete Euler-Lagrange equations for unconstrained systems, discussed in Section 3.1. However, we shall see that in the nonholonomic case the EDLA equations, unlike the discrete Euler-Lagrange equations, do not determine a discrete flow on the exact discrete constraint submanifold, although they are deterministic in the sense that if we fix q 0 and q 2 , they determine q 1 such that the projection of the discrete flow contains the orbit sequence (q 0 , q 1 , q 2 ).
The Exact Discrete Constraint Manifold
In order to formulate the equations, it is necessary to define from the Lagrangian L and the vector bundle C, for a fixed time step h, an "integrated" object, C e d , which is the submanifold of Q × Q consisting of all pairs of points connectible by the Lagranged'Alembert flow in time h. This object is interesting in its own right. As it is a submanifold of the pair groupoid Q × Q (see [30] for a treatment of Lagrangian mechanics on groupoids), it is natural to study the source and target maps restricted to C e d . We show that if the Lagrangian is reversible, then the restricted maps are surjective submersions. The fibers, and in particular the intersection of their images under the opposing maps, are, assuming constant rank intersection, smooth submanifolds which have a natural interpretation as the set of all points that join q 0 to q 2 under the composition of two different flows corresponding to a v q 0 and a v q 1 = ψ h (v q 0 ). Imposing the exact discrete equation picks out the q 1 with the property that there is a velocity over q 0 whose flow passes through q 1 and then reaches q 2 at time 2h.
Finally, it is possible to define a discrete Legendre transformation with the property that for the exact discrete flow on C e d , there is a well-defined conjugate momentum value for each time step whose value is simply the conjugate momentum of the smooth solution evaluated at the discrete times.
We begin by defining the exact discrete constraint distribution and the exact Lagrangian for nonholonomic systems.
Nonconjugate solutions. First we define the notion of a nonconjugate solution q(t) for a nonholonomic system joining q 0 to q 1 in time h. This will generalize the definition of nonconjugate solutions for unconstrained Lagrangian mechanics. Let ψ t : C → C denote the flow of the nonholonomic system. Notice that there must exist v q 0 ∈ C q 0 such that q(t) = τ • ψ t (v q 0 ). Furthermore, q(t) is nonconjugate provided there is a neighborhood U of v q 0 in C such that for all v q ∈ U , the map,
where FD indicates the fiber derivative, is injective. If we take a sufficiently small neighborhood
, and a point (q 0 ,q 1 ) ∈ U (q 0 ,q 1 ) , this definition allows us to conclude the existence of a unique vq 0 such that τ • ψ h (vq 0 ) =q 1 . Furthermore, suppose we take the unconstrained limit C = T Q. Then this definition agrees with the condition that q(t) is a nonconjugate solution joining q 0 to q 1 , and allows us to conclude the existence of neighborhoods U q 0 , U q 1 of q 0 and q 1 respectively such that for any pair (q 0 , q 1 ) ∈ U q 0 × U q 1 , there exists a solution q (t) joining q 0 and q 1 in time h. Finally, it is possible to show that injectivity of FD v q is equivalent to the requirement that each solution of the following Jacobi equation with nonzero initial data does not vanish along the curve
with summation over j understood. Notice this agrees with the usual Jacobi equation when the constraints vanish, A i = 0. Notice that if the constraint is integrable, this condition will fail, but then one can apply this definition restricted to the integral submanifolds of the distribution.
For the following two definitions, fix a small time step h. Proof. Consider the vector bundle C → Q. Pick a neighborhood U 0 of the point q 1 small enough so that the bundle trivializes over U 0 , i.e., C| U 0 U 0 × C q 0 . Let us denote by the trivializing bundle map. By nonconjugacy of (q 0 , q 1 ), we know that τ • ψ h , restricted to a neighborhood B q 0 of v q 0 in the fiber over q 0 is injective. As this is an open condition in q 0 , it follows that there exists a neighborhood U 0 ⊂ U 0 so that for each q 0 ∈ U 0 , there is a corresponding neighborhood B q 0 of in the fiber of C over q 0 so that τ • ψ h restricted to that neighborhood is injective. Shrinking the base neighborhood of the bundle if necessary in the trivialization, we can then find a fixed neighborhood V 0 of v q 0 in the model vector space C q 0 so that τ • ψ h • is injective on each fiber of U 0 × V 0 . It follows that U 0 × V 0 is a coordinate domain for C e d with smooth coordinate map
By construction this takes the point
We can now define the exact discrete Lagrangian for a nonholonomic system as follows. If there are no constraints, this reduces to the exact discrete Lagrangian of unconstrained mechanics. If the constraints are integrable, notice that this exact discrete Lagrangian is defined on the submanifold of Q × Q given by l F l × F l where the F l are the leaves of the distribution.
Definition 9. The exact discrete Lagrangian is the map
In the next proposition we show that C e d satisfies the requirements of Definition 2 for a discrete constraint distribution modeled on a distribution C (equation (3.7) ).
Proposition 11. Fix q 0 ∈ Q. We then have the following:
Proof. It is obvious that (i) holds since q(t) = q 0 satisfies the Lagrange-d'Alembert equations corresponding to initial data (q 0 , v q 0 = 0). To prove the (ii) we first show that the Lagrange-d'Alembert solutions admit the following scaling action of R * : q(t) is a solution of Lagrange-d'Alembert if and only if q(ct) is a solution for each nonzero real number c. It is easy to obtain this fact from the Lagrange-d'Alembert principle analogous to the proof of Proposition 1. For fixed c and fixed T consider the isomorphism on the space of C 2 curves with fixed endpoints
given by q(t) → q(ct). This map induces an isomorphism on the tangent spaces taking a variation δq(t) to the variation δq c (t) = δq(ct). It follows that q(t) is a critical point of the action integral with respect to δq(t) ∈ C q(t) and satisfiesq(t) ∈ C q(t) if and only if q(ct) is critical with respect to δq c (t) and satisfiesφ(q)(t) ∈ C q(t) . Next, fix v q 0 ∈ C q 0 and consider the curve in C e d through the point (q 0 , q 0 ) given by 
, we have, using reversibility of the Lagranged'Alembert flow,
d so that, after taking the derivative in , we get that 
) is a submanifold of Q.
The Exact Discrete Equations
We next determine, for reversible Lagrangians, the "exact discrete Lagrange-d'Alembert" (EDLA) equations (7.12) that are satisfied by the sequence {q n = q(nh)} where h is a fixed time step and q(t) is a solution to Lagrange-d'Alembert. 
11) where we use the shorthand notation
Then the following equation is satisfied on the subspace V q 1
Next, computing the derivative of the function q 0,1 at the point (q 0 , q 1 ) ∈ C e d , we obtain
As a function of t, this is a vector field along the solution curve q(t) joining q 0 to q 1 . Furthermore this vector field vanishes at the initial endpoint q 0 since, for each , 
, where we use the equality of mixed partial derivatives in the second equality and the third is from integration by parts. Recall that
which is a bundle map from second derivatives of curves, Q, to T * Q, so that the integrand of the last equation is
) and it is paired with a vector field along the same curve. Since the curve t → q 0,1 (q 0 , q 1 , t, h) is a solution to the Lagrange-d'Alembert equations, we have
and therefore, equation (7.13) becomes
In a completely analogous way, one can compute We now consider the boundary terms in equations (7.14) and (7.15 q 1 become the full tangent space T q 1 Q provided the time step is small enough and the point (q 0 , q 1 ) is nonconjugate for the Euler-Lagrange flow. In this case the right-hand side of equation (7.12) vanishes and we therefore recover Theorem 2.
Another interpretation of the EDLA equations (7.12) arises if we are given a nonconjugate pair (q 0 , q 2 ) ∈ C e d and would like to determine the discrete orbit (q 0 , q 1 , q 2 ). Naturally we require q 1 ∈ t(s −1 (q 0 )) ∩ s(t −1 (q 2 )) (i.e., (q 0 , q 1 ) ∈ C e d and (q 1 , q 2 ) ∈ C e d ), which is a submanifold of dimension dim V q 1 q 0 q 2 . Then (7.12) puts dim V q 1 q 0 q 2 further conditions on q 1 and thus determines q 1 locally uniquely.
However, unlike the DLA equations (3.9), (3.10), eq. (7.12) is not a suitable principle for an initial value problem. Given (q 0 , q 1 ) ∈ C e d , we would like to find q 2 such that (q 0 , q 1 , q 2 ) forms a discrete orbit. We can require that (q 1 , q 2 ) ∈ C e d , a submanifold of dimension k, but (7.12)) represents dim V Momentum interpretation. Analagous to the theory of variational integrators for the Euler-Lagrange equations, we have a momentum interpretation of the EDLA equations. However, to get a consistent time-i value of momentum, we need to define the discrete Legendre transformations differently than in the Euler-Lagrange theory (equations (3.4) and (3.5)). We need to take into account the impulses due to the constraint forces.
Definition 10. The discrete Legendre transformations in the presence of nonholonomic constraints are given by (7.18) and However, this last term is simply the fiber derivative of the Lagrangian applied to the tangent vector of the solution curve through q i proving the claim. Notice that when there are no constraints, the forces vanish and we recover the momentum matching condition of the discrete Euler-Lagrange equations. Finally we point out that if we consider the image of T t| , along ker T s| , we simply obtain the bundle C → Q. This follows since, by Proposition 11, we have 0 × C q 0 ⊂ T (q 0 ,q 0 ) C e d . Now clearly 0 × C q 0 ⊂ kerT (q 0 ,q 0 ) s. On the other hand since s is a submersion and dim C e d = n + k, it follows that 0 × C q 0 is the entire kernel. We have shown that ker T s| C. ( 7.20) This is not an algebroid over Q (as it would be if C e d were a subgroupoid) since the bracket of sections, corresponding to the Jacobi bracket of vector fields with values in the distribution, is not closed as C is not integrable.
In the case that C is an integrable distribution, it is an algebroid over Q. Its corresponding C e d is in this case just l F l × F l a subgroupoid of Q × Q consisting of pairs (q 0 , q 1 ) with the property that q 0 and q 1 are on the same leaf of the foliation of Q determined by C. In this case we are able to multiply elements of C e d since the dynamics restricted to each leaf is just Euler-Lagrange.
Conclusions
We have studied a discrete principle that is general enough to include practical integrators and appears to capture the correct dynamics, at least in some cases. However, much work remains to be done to clarify the nature of discrete nonholonomic mechanics and to pinpoint the "correct" discrete analog of the Lagrange-d'Alembert principle. We therefore close with some open questions.
The discrete systems depend on two pieces of constraint data, namely C d and A d . Can or should these be reduced to one, presumably C d alone?
Should the definition of the constraint one-forms A d be generalized to allow dependence on all of q i−1 , q i , and q i+1 (instead of just q i ), i.e., 
