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Abstract 
Ligands can be captured by a surface target through either direct bulk diffusion or surface diffusion following 
reversible adsorption to the surface. We have solved a steady state boundary value problem for a perfect sink 
disk target in the surface, taking into account bulk and surface diffusion coefficients D and D, and 
adsorption/desorption kinetic rate constants k, and k, at non-target regions. Solutions have been success- 
fully found by numerical computation. The results show that the rate of capture from the surface depends 
non-linearly on D,, D, k,, k, and geometrical dimensions. In particular, we demonstrate that not only is the 
non-target region equilibrium constant K,, (= k,/k,) important in determining the rate of capture from the 
surface, but so are the kinetic rate constants k, and k,, separately. In all cases, the surface adsorption/diffu- 
sion combination enhances the total rate of capture. The results should be useful for predicting reaction rates 
of biological membrane bound receptor clusters and substrate-immobilized enzymes. 
Keywords: Surface diffusion; Membrane receptors; Reaction kinetics; Surface adsorption; Mathematical model; 
Reduction of dimensionality 
1. Introduction 
Surfaces are involved in many chemical and 
biological reactions. A surface often has a direct 
effect on the kinetics and mechanism of the reac- 
tion, particularly if one reactant (called the 
“target” here) is confined to the surface and the 
other (called the “ligand” here) is dissolved in 
the bulk. There are two distinct diffusive path- 
ways for the bulk-dissolved ligand to be captured 
by the target sink (see Fig. 1): by pure three-di- 
mensional (3D) diffusion to the “specific” target; 
or by 3D diffusion to a “non-specific” (i.e., non- 
target) region of the surface followed by adsorp- 
tion and two-dimensional (2D) surface diffusion 
to the target. A more general intermediate case 
can occur if the adsorption to the surface is 
reversible. In principle, the rates of capture from 
3D and from 2D affect each other, and the sum 
of the two rates in steady state is always greater 
than the steady state rate of capture that would 
have occurred with a non-adsorbing surface. 
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cal systems where it might be operant (e.g., 
pheromones and olfactory organs in insects). 
Other possibilities are reviewed by Axelrod [2]. 
Berg and Purcell [31 did a quantitative study of 
the 3D/2D reduction of dimensionality problem 
for a surface containing discrete perfect sink tar- 
gets in steady state. They derived a criterion by 
which the 2D rate of capture (i.e., capture from 
the surface via 2D diffusion) might become im- 
portant, provided that the target surface concen- 
tration is low enough so that the total rate of 
capture (i.e., capture from both 2D and 3D) is 
much less than its maximum possible value (de- 
fined for a hypothetical cell whose entire surface 
is a perfect sink). Their criterion asserts that the 
2D rate of capture is proportional only to the 
equilibrium constant for adsorption to non-target 
areas K,, (= k,/k,) and to the surface diffusion 
coefficient OS, and that it is independent of the 
bulk diffusion coefficient D or the kinetic rate 
constants k,, k, for non-specific adsorption/de- 
sorption. According to their theory, the 2D rate 
of capture per target decreases as the surface 
target concentration decreases. More recently, 
Otto Berg [4] analytically solved a mathematical 
model of reversible adsorption and surface diffu- 
sion to a single 2D perfect sink target. However, 
as Berg mentions, that model is most appropriate 
for the limit where the kinetic adsorption and 
desorption rate constants approach infinity. 
Cukier [5] has presented an elegant approxi- 
mate mathematical formalism for a somewhat 
different but related problem, in which the target 
is a perfect sink circular ring instead of a disk, the 
adsorption/desorption process is assumed to be 
saturable and can occur anywhere on the surface 
(even directly into the central area of the ring), 
and the bulk concentration is assumed to be 
constant everywhere. This formalism would be 
expected to correspond best to the above models 
where the targets are small compared to the 
whole surface. 
Here, we present a general computational so- 
Iution of the problem of surface-confined perfect 
sinks able to receive ligands from either 2D or 
3D. Solutions are found by numerical calculations 
on a personal computer. Our results show that 
the 2D rate of capture per target not only is a 
function of Keq, but also depends on the adsorp- 
tion/desorption kinetic rate constants k, and k, 
separately. In addition, this 2D rate of capture 
has a non-linear dependence on 0, and it de- 
pends upon the value of the 3D bulk diffusion 
coefficient. Also, the 2D rate of capture per 
target increases (rather than decreases as in the 
Berg and Purcell model) and approaches an 
asymptote as the surface target concentration de- 
creases. These significant discrepancies between 
our results and those of Berg and Purcell evi- 
dently arise from their more restrictive assump- 
3-D 3-D-2-D 
LIGAND ARRIVES AT THE TARGET LIGAND ARRIVES AT THE TARGET 
FROtl THE BULK SOLUTION FROM THE SURFACE 
Fig. 1. Two possible pathways for the capture of ligands by the target. 
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tions. It will also be shown that our results agree 
with those from Otto Berg, but only in the limit 
when k, and k, + CQ. 
All of the above models assume that the target 
is a perfect sink. Several processes in industrial 
chemistry and cell biology can conceivably be 
described by a model of 3D/2D diffusion to a 
perfect sink. For example, in industrial applica- 
tions, enzymes immobilized on the surfaces of 
artificial matrices are used to catalyze the conver- 
sion of large quantities of bulk dissolved ligands 
into useful products 161. If the rate of conversion 
of a particular ligand to product is limited only by 
the time necessary for that ligand to diffuse to an 
enzyme, then that enzyme can be modeled as a 
perfect sink for the ligand. Numerous biological 
cell surface enzymes also can act like immobilized 
sinks for bulk-dissolved ligands. For example, 
acetylcholinesterase resides in the basal lamina at 
the muscle cell surface of a synapse and captures 
acetylcholine, breaking it into acetate and choline 
and thereby shortening the time that free acetyl- 
choline is available to interact with the separate 
acetylcholine receptors. If acetylcholine non- 
specifically adsorbs to the cell surface, the break- 
down reaction rate will be affected. 
Another possibIe example of a naturally occur- 
ring 2D perfect sink is the general class of mem- 
brane transporters. A membrane transporter 
transfers a specific type of molecule (e.g., sugars, 
amino acids, nucleotides or some cell metabo- 
lites) across cell membranes. If we assume that 
the transporter functions unidirectionally, and 
that the time required for transferring is much 
smaller than the time between arrivals of 
molecules, then the transporter can be modeled 
as a perfect sink. 
A distinctive feature of a perfect sink is that it 
creates, and is affected by, a local diffusion de- 
pletion zone around itself in steady state. How- 
ever, many cell surface receptors cannot be mod- 
eled as perfect sinks. In some situations, recep- 
tors reversibly bind ligands, releasing them unal- 
tered back into solution, and thereby establishing 
an equilibrium with no concentration gradients. 
Other receptors bind irreversibly but with a ca- 
pacity of just one ligand, followed by internaliza- 
tion of the whole complex (often by internaliza- 
tion at a coated pit), as new receptors are contin- 
uously incorporated into the membrane in a 
steady state process. If these new replacement 
receptors are incorporated in a spatially random 
pattern (only an approximation to biological real- 
ity), then the fresh unoccupied receptors see a 
uniform probability density of Iigand in their 
vicinities, and again, no local depletion zones are 
relevant for calculating rates. (A relevant global 
depletion zone stil1 develops near the surface.) 
However, a pre-existing cluster of many receptors 
(e.g., for neurotransmitters, hormones, and pher- 
omones) still can be modeled as a perfect sink if 
the duster as a whole does not readily become 
saturated by captured ligands. Certain cell sur- 
face receptors are found in clusters before cap- 
turing ligands, e.g., acetylcholine receptors in both 
synapses and in aneural muscle cultures, and 
nerve growth factor receptors [7]. 
If the concentration of surface targets is suffi- 
ciently high [3], then even rapid surface diffusion 
of nonspecifically adsorbed ligands may not sig- 
nificantly speed up encounters with targets. Mc- 
Closkey and Poo [8] have presented a review of 
selected biological data which suggests that some 
potential membrane targets do indeed present a 
sufficiently high concentration so that surface dif- 
fusion would not be helpful. However, some other 
biological membranes may have lower surface 
target concentrations so that the rate of capture 
of ligands from the surface could be significant. 
More experimental data is necessary to deter- 
mine the surface target concentrations of other 
systems. 
Another possible instance of rate enhande- 
ment entails the reduction of dimensionality of 
diffusion from three to one. One example of a 
system where this type of rate enhancement might 
occur is the non-specific binding and possible 1D 
diffusion of a repressor protein along a DNA 
strand before it encounters its specific operator 
[91. 
The results from this theoretical study can be 
used for answering questions about the surface 
contribution to the rate of capture in a real 
system if the key dynamic parameters-the sur- 
face diffusion coefficient and the non-specific re- 
versible adsorption/desorption kinetic rate con- 
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stants-are known. Fortunately, these parameters 
often can be calculated from the results of a 
variety of techniques, notably by total internal 
reflection/fluorescence recovery after photo- 
bleaching (TIR/FRAP) [lo-131. 
2. Mathematical model 
We will refer to the immobile 2D-confined 
enzymes, transporters, receptor chsters, etc. as 
ruargets, and the diffusing hormones, agonists, 
antigens, etc. as figands. Binding (assumed irre- 
versible) between the two classes is referred to as 
specific binding. Binding (assumed reversible) of 
ligands to all other areas of the surface is re- 
ferred to as non-specific adsorption. 
Each target is modeled as a disk sink with 
radius R, embedded in the surface (see Fig. 2). 
The boundary for each target is chosen to be a 
cylinder of radius R, and height N, with the 
target at the center of its bottom surface. R, is 
determined by the target concentration on the 
cell surface. For a cell that has many targets 
uniformly distributed on its surface, each target 
on the average occupies an area A, that is equal 
to the total area divided by the total number of 
targets, If A, is flat, it can be modeled as a circle 
with the target in the center, R, is defined as the 
radius of that circle. 
2.1 Definitions 
Notation definitions are summarized here and 
explained later as necessary. 
C is the bulk (3D) concentration of ligands 
(number/cm3) and C, the surface (2D) concen- 
tration of ligands (number/cm’>. The non-specific 
binding reaction is: 
&c, 
kd 
where k, is the adsorption rate constant of lig 
ands to non-target areas (cm/s), k, the desorp- 
tion rate constant of ligands from non-target ar- 
eas (s-l), and K,, the equilibrium constant for 
ligand adsorption to non-target areas (cm) equal 
to k,/k,. The diffusion coefficients are: D the 
bulk diffusion coefficient of ligands (cm2/s), and 
Fig. 2. Geometry and boundary conditions. A disk perfect sink is embedded in the center at the bottom of the cylinder. 
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D, the surface diffusion coefficient of ligands in 
nont-arget areas (cm*/& The geometrical fea- 
tures are: R, the radius of the target (cm), R, the 
radius of the cylinder (cm), and H the height of 
the cylinder (cm). The flux rates per target are: 
FzD the rate of capture of ligands by the target 
from the (2D) surface (number/s). FsD the rate 
of capture of ligands by the target from the (3D) 
bulk (number/s>, and F,,, the total rate of cap- 
ture of ligands (FZD + F,,,) by the target (num- 
ber/s), respectively. f2,, is the fraction of the 
total rate of capture occurring from the 2D sur- 
face, i.e. Fzo/Ftot. F,,,, is the maximum possible 
flux assuming R, = R, (number/s), and F,, is the 
rate of capture assuming 0, = 0 (number/s>. In 
addition, we will refer to one other rate, defined 
for a limiting geometry, viz. F,” the rate of cap- 
ture assuming the boundary is set to infinity and 
D, = 0. This special case is called Weber’s disk, 
discussed in Crank 1141 where it is shown that: 
F; = 4DR,C, (2) 
2.2 30 diffusion equation in steady state 
W( r, 2) = 0 (3) 
2.3 20 diffusion equation in steady state 
For non-target regions of the surface R, < r < 
R,, a source term and a sink term on the right 
represent non-specific adsorption and desorption, 
respectively, at the surface: 
The ligand concentration at the perfect sink 
target must be zero: 
C(r<R,,O)=O (6) 
C,(r<R,) =0 (7) 
The walIs of the cylinder are reflective, equiva- 










The bulk concentration gradient in the z-di- 
rection near the surface is proportional to the net 
(adsorption minus desorption) flux of ligand ad- 




=k,C(r, 0) -k&(r) 
.?=a (10) 
It is this rather complicated boundary condition 
which necessitates a numerical rather than ana- 
lytical solution to the problem. If, instead of eq. 
(lo), we had a%, z)/az I Z=O = 0 for R, <r < 
R,, then the non-target region could be consid- 
ered to be a perfect reflector. For the purpose of 
calculating fluxes in such a case, the condition of 
perfect reflection can be simulated simply by 
setting D, = 0 in our model, as can be seen by 
combining eqs. (4) and (10). 
Because these boundary conditions all have 
azimuthal symmetry, C and C, also have az- 
imuthal symmetry. Hence, C is a function only of 
r and z, and C, a function only of r. 
D, V*C,( r) = -k,C( r, 0) + k&(r) (4) 
2.5 Rates of capture per target 
2.4 Boundary conditions 
A finite concentration at a finite height z = H 
must be maintained for a steady state solution to 
exist: 
C(r, H) = co (3 
The rates of capture per target region are 
equal to the integrated diffusive fluxes. A ligand 
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(12) 
C:(r’ll) =0 
F,,, is defined by assuming the whole bottom 
area of the cylinder is a perfect sink. It can easily 
be found by solving the 3D diffusion equation, 
and the result is: 
Fmax = ?TR; DC&l (13) 
2.6 Conversion to dimensionless parameters 
These equations can be made dimensionless in 
order to highlight the independent variables and 
to facilitate the analysis of the rest&s. We define 
the following variables and operators: 
C’ = c/c, (14) 
C; = C,/(DR,C,/D,) (15) 
r’= r/R, (16) 
z’ = z/R, (17) 
VI2 ER; V2 (18) 
where the derivatives of V” are taken with re- 
spect to the primed variables r’ and z’. 
We also define the following ratios of parame- 
ters which serve as independent variables; 
a, = R,/R, (19) 
a2 =H/R, (20) 
a3 = k,R,/D (21) 
a4 = k,Rf/Ds (22) 
Equations (3140) can now be rewritten in 
dimensionless form as follows. 
3D diffusion equation: 
VJC’ = 0 (23) 
2D diffusion equation: 
For 1 <r’<a,, 
V12Ci = -a&’ + a,Cd (24) 
Boundary conditions: 
C’(a,) = 1 (25) 
C’(T’<l, 0) =o (26) 
X’ 
ar’ r’=a, = 
0 
Kg 
i?’ rl=a, = 
0 




= a& - a,C,’ 
.?‘=O 
Rates of capture per target: 
Fs,, =LK,R,~‘~~z,~~~r’ dr’ 








Although there are eight physical parameters 
(R,, R,, H, D, D,, k,, k,, and C,>, there are 
only four independent variables (a,, u2, u3, and 
a,). This means that for the same set of indepen- 
dent variables but different physical parameters, 
the solutions for C and C, each change only by a 
multiplicative factor (although possibly a differ- 
ent factor for C and C,). Fraction f2b remains 
constant, however; it is only a function of the 
independent variables. 
Variables a, and a2 are purely geometrical; 
they are the radius and height, respectively, of 
the cylinder normalized with respect to the radius 
of the sink. AI1 of other physical parameters are 
incorporated into a3 and a4, the normalized ad- 
sorption and desorption rate constants, respec- 
tively. In particular, changing only k, and D by 
the same factor will not change a3, and thereby 
will not change the solutions for C’ and C:. 
Likewise, changing only k, and D, by the same 
factor will change neither a4 nor the solutions for 
C’ and C,l. 
3. Previous results 
Berg and Purcell [3] studied a similar problem 
for a plane by a somewhat different approach, 
denoted here as the “BP model”. Under the limit 
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that F2,, e F,, and F3D -c F,,, their results for 
rates of capture per target are, in our notation: 
FBP = 2aKe,Co 
2D tn(4&/3R,) (33) 
FBP = 4DR C 30 1 0 (34) 
They therefore concluded that the 2D capture 
rate will dominate (FZD > F3,,) if 
(35) 
Equation (33) was derived for a planar surface 
by calculating the distribution of times-to-capture 
f(tJ assuming a uniform surface concentration of 
ligands, and then averaging the times-to-capture 
t, over all possible positions. Under this assump- 
tion, f(t,) is exponential: 
(36) 
and the mean time-to-capture (in our notation) is 
given by 
(37) 
Berg and Purcell assume that the reciprocal of 
(t,) is proportional to the 2D flux rate. This is 
questionable, particularly considering that the 2D 
flux rate then approaches zero as R, approaches 
infinity. Moreover, if the target is a perfect sink, 
the presence of local depletion zones invalidate 
eqs. (33-37) for the following two reasons: 
(a) In deriving eqs. (331, (36), aid (371, it was 
assumed that the bulk concentration was uniform 
(and set equal to C,) and that the bulk and the 
surface are in equilibrium. These assumptions 
lead to a uniform surface concentration of ligands 
and to Ffi (eq. 33) independent of the geometry 
in the r-direction (i.e., the height of the cylinder). 
However, a perfect sink target will always gener- 
ate a ligand depletion zone in both the surface 
and bulk concentrations near the target. There- 
fore, those ligands near the target-those with 
the smallest times-to-capture-should be less 
weighted during averaging in the calculation of 
f(r,>. This means that f(t,) of eq. (36) overesti- 
mates the shorter times, and the correct mean 
time-to-capture (t,> should be greater than that 
given in eq. (37). The depth, shape, and size of 
the depletion zone on the surface should depend 
on the bulk and surface diffusion coefficients and 
on the surface kinetic rate constants, since these 
parameters affect the replenishment rate of a 
surface depletion zone. Thus, both f(tc) and (f,), 
and thereby FzD, should depend on D, k,, and 
k, as well as on D,, R,, and R,. 
(b) When deriving eq. (34), a sphere was used 
with small circular sinks sparsely and uniformly 
distributed on its surface. The surface outside the 
sinks was assumed to be perfectly reflecting, i.e., 
the 2D rate of capture is zero. The Ffz for each 
sink in the BP model is the same as that the 
capture rate F,” for the case of the Weber’s disk 
(eq. 2), in which a single disk sink is embedded in 
an infinite reflecting surface with the concentra- 
tion at infinity held constant. However, when the 
2D route does make some contribution to the 
rate of capture, the surface cannot be considered 
to be a perfect reflector. In fact, the depletion 
zone on the surface will inevitably affect the 
shape and depth of the depletion zone in the 
bulk and thereby alter the 3D rate of capture. 
In view of above two considerations, the crite- 
rion for dominance of the 2D rate over the actual 
3D rate will be somewhat different in general 
from eq. (35). 
Otto Berg [4] proposed a model (denoted here 
as the “OB model”) similar to the BP model and 
our model, but with some important differences. 
In the OB model, the boundary is set at infinity 
with the concentration held constant. Since only 
one target sink on the infinite planar surface is 
modeled, the dependence of the rate of capture 
on the surface target density can not be analyzed 
through this model. Also, the target itself is con- 
sidered to have the same association rate con- 
stant from the bulk as does the rest of the sur- 
face; i.e., eq. (30) is valid over the whole surface 
0 < r’ <a,, not just 1 < r’ < a,. As discussed by 
the author, this extended boundary condition may 
not be appropriate in general, but as k, (and also 
k, for a constant Ke,) approaches infinity, the 
reversible kinetic behavior of the target itself 
124 
should not matter. At this limit, both OB model 
and ours shouId agree if the boundary in our 
model is positioned far out enough. Rest&s from 
the OB model in our notation are: 
m Jf( x)(1 + a&) 
l+ (QL&+~,~* 
dx 





fJJ [ Jl( x)/x12(1 + u;‘x) 




4. Computer-generated solution 
Finite difference methods [15] were used to 
numerically solve the boundary value problem for 
C and C, posed in eqs. (23)-(30). Since the 
expected depletion zone is on the order of the 
size of the sink in the bulk, the area near the sink 
should be the most heavily sampled to retain 
accuracy while reducing the computational time. 
A non-uniform grid derived from a coordinate 
transformation [16] was employed in order to 
sample points more densely near the edge of the 
target on r-coordinate and near the target on the 
z-coordinate. All calculations were performed on 
a 486-based 33 Mhz MS-DOS personal computer 
using Microsoft FORTRAN 5.0-compiled pro- 
grams. For each set of parameters, the computer 
required about 2 to 15 minutes to obtain the 
solutions. 
Solutions for concentrations and fluxes of this 
boundary value problem are functions of the four 
independent variables ai. Plotting the complete 
results would thereby require a five dimensional 
graph. Therefore, we present results here based 
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on a rather restricted range of parameters that 
nonetheless can answer specific questions and be 
compared with the results of other modeIs. But 
the programs can be used to find solutions over a 
wider range of parameters and are available upon 
request. 
4.1 Verification 
To verify the validity of our geometry, bound- 
ary conditions, and computational procedures, we 
compare some predictions of our model with 
those of BP model in cases where both models 
are applicable. First, there is the question of 
geometry. Most biological cells are neither spher- 
ical nor flat, nor are they bathed in an infinite 
extent of soluble ligand. Rather, the reservoir of 
ligand is likely to be a confined space between 
two cell surfaces that curve while maintaining 
some separation distance (e.g., pre- and post-syn- 
aptic membranes). One of the membranes is of- 
ten a source of ligand while the other contains 
the targets. The BP model assumes a ligand bath 
of infinite extent when calculating F,,; our ge- 
ometry specifies a finite depth of solution H 
between the source membrane of ligand and the 
target membrane. The total capture rate in our 
model is clearly a function of H for a fixed ligand 
concentration at z = H, but one might expect 
that the relative contribution of 2D and 3D diffu- 
sion would not be a strong function of H. Never- 
theless, there is some range of H in a our model 
for which the absolute rate of 3D capture (in the 
absence of 2D diffusion) should agree with a 
spherical model. As discussed previously, the BP 
model gives FFg/F,” = 1 (see eqs. 2 and 34), 
which is derived assuming that the target area is a 
very small fraction of the total surface area. In 
that same range (large a, in our notation), our 
model also agrees with the Weber disk and BP 
results, as long as the height and radius of the 
cylinder are kept on the same order (see Fig. 3). 
Berg and Purcell [3] showed that 3D capture 
by itself can be remarkably efficient on a sphere, 
even when the targets occupy only a small frac- 
tion of a spherical surface area. Furthermore, 2D 
diffusion can increase F,,, significantly only when 
the actual rate of capture by 3D is much less than 
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the maximum possible rate of 3D capture F,, as 
calculated by assuming that the entire surface is a 
sink. To check this effect in our model, the 3D 
flux was calculated for cases in which only 3D 
diffusion exists; i.e., when the surface outside the 
target is perfectly reflecting. Figure 4 shows the 
results of this calculation. The fraction Fob/F,,,, 
(the “3D capture efficiency”, defined by eqs. 11 
and 13) monotonically decreases from unit as R, 
increases and reaches 0.5 at some value of a, = 
R,/R, which depends on the relative height pa- 
rameter u2. In qualitative agreement with Berg 
and Purcell, if the targets occupy as low as 1% of 
the total surface area (in the case of a2 = loo), 
the 3D capture efficiency will still be well over 
50%. in real biological systems, specific cell sur- 
face targets may occupy even far less of the 
surface area than 1%. Figure 4 also shows that 
pure 3D capture becomes more efficient as the 
relative height of the bulk solution a2 increases. 
This also corresponds to the Berg and Purcell 
spherical geometry result that 3D capture be- 
comes more efficient as the radius of the sphere 
increases relative to the target size R,. Unless 
otherwise indicated, we use a, = RJR, = 100 and 
a2 = H/R, = 100 in this paper. With that geome- 
try, the 3D capture efficiency is much less than 
unity and therefore 2D surface diffusion has a 
chance to enhance Ftot. 
Figures 5(a-d) explore how the rates of cap- 
ture per target vary with the surface concentra- 
tion of targets, for a particular set of diffusion 
coefficients, kinetic rate constants and target size. 
These fluxes are plotted as functions of a, (the 
normalized intertarget spacing) for a set of a2 
(normalized cylinder height) values. These results 
show that both the 3D and the 2D rates of 
capture per target increase to a limiting value as 
the intertarget spacing increases. This behavior is 
expected: as the surface target concentration be- 
comes less, competition between targets is re- 
duced. Figure 5(d) shows that increasing intertar- 
1.25r 
Fig. 3. The effect of geometry on the 3D flux FO (assuming reflecting surface outside the receptor, equivalent to setting D, = O), 
normalized with respect to F,“, the corresponding 3D flux except with the R, and H boundaries set at infinity (Weber’s disk). 
Parameters used: a1 = a,, a3 = 0, and a4 = 0. After a, = 40, &,/I$ is essentially unity. 
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get spacing increases the 2D fraction of the total 
rate of capture. Evidently, 2D capture rates suf- 
fer more from target crowding than do 3D cap- 
ture rates. As cylinder height a, increases, both 
F,, and F3D (therefore F,,,) decrease, but the 2D 
fraction fi,, does not seem to vary strongly with 
the height of the cylinder. 
4.2 Dependence on surface diffusion and kinetic 
rate parameters 
The effect of surface diffusion on the rates of 
capture is demonstrated in Figs. 6(a-d). Each 
rate is normalized to a constant value for F,,, 
which is the rate of capture where 0, = 0 so that 
reversible 2D adsorption has no effect on the 
capture rates. The abscissa in Fig. 6, log a;‘, 
increases linearly with log 0,. Increasing 0, in- 
creases Fan, Ftot and fir, as expected, but de- 
creases F,,. This is because the very success of 
2D capture depletes the surface concentration 
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around the target and, through reversible ex- 
change, thereby depletes the local bulk concen- 
tration as well. The depletion of bulk concentra- 
tion then decreases the 3D rate of capture. This 
effect is magnified as a3 (proportional to the 
surface adsorption kinetic rate constant) in- 
creases. A larger surface adsorption rate replen- 
ishes the surface more quickly and therefore en- 
hances the 2D capture rate. But at the same time, 
it depletes the bulk more severely so that 3D rate 
of capture decreases even farther. 
Figs. 7(a-d) explore how Fz,,, F3,,, FfOf, and 
f *,-, vary with the kinetic rate constants for a 
particular geometry. These capture rates are plot- 
ted as functions of a3 (normalized adsorption 
rate) for a set of a4 (normalized desorption rate) 
values. F,, , F,,, and fin all increase as a3 in- 
creases, but F3,, decreases due to the depletion 
of the bulk concentration by the surface. The 
larger the normalized desorption rate a4, the 
larger must be the normalized adsorption rate a3 
for these effects to occur. 
0 20 40 60 80 100 
a1 
Fig. 4. The effect of surface receptor concentration on the 3D flux for three different relative heights q. Parameters used: a2 = 10, 
100, or 1000: and a3 = a4 = 0. 
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4.3 Comparison with earlier models 
The results for F2,, and F3,, in our model 
differ from those of Berg and Purcell [3] (eqs. 33 
and 34) in several respects. For the BP model, eq. 
(33) states that if FzD and Fs,, are K F,,, then: 
(I) Frr, is proportional to Keq, i.e., it does not 
directly depend on k, and k, separately but only 
on their ratio; (2) F,, is proportional to D,; (3) 
FzD does not depend on D; and (4) FzD de- 
creases as R, increases (as surface target density 
decreases). 
To compare the BP results with our more 
general results as depicted in Figs. 5, 6 and 7, we 
must identify where F2,, and F3,, are much 
smaller than F,,. For the same set of dynamic 
parameters, these assumptions require a low sur- 
face target concentration, i.e., a large a, in Figs. 
5(a) and (b). For Figs. 6 and 7, note that our 
F,/Fnlax = 0.0125, so that the assumption of FsD 
-cc F,,,., is valid throughout Figs. 6(b) and 7(b). 
The assumption of FzD <F,,,, corresponds to 
the left portion of each curve in Figs. 6(a) and 
7(a). At regions where these two assumptions are 
both valid, none of the above four conclusions 
flowing from the BP model is consistent with our 
results: 
(1) Fro in Fig. 7(a) does increases as a3 in- 
creases, but is not linearly proportional to us 
for a constant ad. Therefore, FzD is clearly 
not linearly proportional to K,,. 
(2) As shown in Fig. 6(a), F,, increases with 
increasing ~2;’ non-linearly. Since a; ’ a D,, 
FID therefore increases with D, non-Iinearly. 
(3) Because FzD/FO depends non-linearly on a3 
as seen in Fig. 7(a) and a3 a D-l, F&F, is 
a non-linear function of D-‘. However, since 
F, must be linearly proportional to D, then 
FzD is not independent of D. 
(4) As shown in Fig. 5(a), F,, increases with a,, 
and thus increases with R,. This shows that 
as surface target density decreases, F2,, in- 
creases and reaches an asymptote. 
Our results show that F2,, not only depends 
on K,, non-linearly but also varies with k, (and 
therefore also k,) at any constant K,,. Figures 
S(a-d) investigate the dependence of FzD, F3D, 
FtOt, and fZD upon k, for the same Keqr for a set 
of various D, values. Other parameters, such as 
R,, R,, H, D and C,, are kept constant for these 
calculations. The region of k, plotted in these 
figures satisfies the condition that F,, and FjD 
are much smaller than F,,, so that the results 
can be compared with the BP model. Figure 8 
shows that FzD, Ftot, and fi,, all increase as k, 
increases, and the increase is more dramatic as 
0, increases. On the other hand, F3,, tends to 
decrease with increasing k,, and increasing D, 
enhances the decrease. 
The physical origin of the dependence of the 
rates of capture on the kinetic rate constants and 
not just the equilibrium constant can be under- 
stood by considering the depletion zones both in 
the bulk and on the surface. Figures 9(a) and (b) 
depict these deletion zones for the hvo different 
sets of kinetic rate constants: k, and k, fast, and 
k, and k, slow, but for the same equilibrium 
constant K,, and the same surface diffusion co- 
efficient 0,. Faster kinetic rates replenish the 
surface adsorbed ligand more quickly and in- 
crease the 2D rate of capture while diminishing 
the width of the surface depletion zone. How- 
ever, faster replenishment of the surface also 
depletes the bulk Iigand more rapidly so that the 
bulk has a larger depletion zone. The net effect 
then is to increase Fz,,, FtOt, and f20, but to 
decrease F3,,_ 
Figures 10(a) and (b) depict the depletion zones 
for two different surface diffusion coefficients but 
the same set of kinetic rate constants. Increasing 
D, increases the 2D rate of capture and gives rise 
to a wider depletion zone on the surface as more 
distant adsorbed ligands are likely to encounter 
the target. But this wider surface depletion zone 
depletes the bulk ligand more rapidly, and thereby 
causes the bulk to have a larger depletion zone as 
well. The 3D capture rate thereby decreases. 
Our results also can be compared with those of 
OB model by plotting the results for FtOt/F; (Fig. 
lla) and f2n (Fig. lib) vs. ax/a4 (the normalized 
adsorption/desorption equilibrium constant) 
from both models. A large boundary is chosen in 
order to simulate the infinity boundary in the OB 
model. A corresponding pair of graphs (Figs. 12a 
and b) displays the same range of equilibrium 
constants but faster kinetic rates. Comparison of 
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Fig. 9. (a) Effect of kinetic rate constants on bulk depletion zones. The ordinate axis is the depleted concentration defined as 
C* = 1 -C/C,. (b) Effect of kinetic rate constants on surface depletion zones. The ordinate axis is the depleted concentration 
defined as C$ = 1- C, /C&,,. Parameters used: a, = a2 = 100, D= 1.5X 10m6, K,, = 1.5 X lo-‘, D, = 1.58X10-s, R, = lo-‘. 
Curve i: kd = 106, and curve II: k, = 10. 
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(a) 1. 0 
0. a 
l u I 
(b) 1.0 
Fig. 10. F&J of surface diffusion on (a) bulk depletion zones, and (b) surface depletion zones. C” and C: ordinates are d;fined 
as in Fig. 9. Parameters used: a, = a2 = 100, D = 1.5 x IO-~, K,, = 1.5x W5, k, = 106, R, = lo-‘. Curve I: 0, = 1.5 X lo- , and 
curve II: 0, = 1.5X lo-*. 
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Fig. 11. A comparison of the present model with the Otto Berg (OB) model at slow kinetic rates as a function of a, /a,: (a) Ftot, 
and (b) fD. Parameters used: a3 = 10m3, and at = a2 = 500. 
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9/a 
Fig. 12. A comparison of the present model with the OB model at fast kinetic rates as a function of ~,/a,: (a) F,,,, and (b) j2,,. 
Parameters used: a, = 1, and a, = aZ = 500. 
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Figs. 11 and 12 show that the two models ap- 
proach each other as the kinetic rates become 
faster. This is not surprising since the OB model 
is more appropriate for the limiting case of a3 
and a4 + 00, whereas our model does not have 
this constraint. 
5. Discussion and conclusions 
Ligands can be captured by a surface target 
either through direct bulk diffusion or surface 
diffusion following reversible adsorption to the 
surface. Given the presence of nonspecific ad- 
sorption, the ability of the adsorbed ligands to 
surface diffuse will always enhance reaction rates 
with a perfect sink target located in the surface in 
steady state. The questions addressed here are: 
(a) under what conditions does the enhancement 
become significant; and (b) how does the magni- 
tude of the enhancement depend on the physical 
parameters? 
Correct prediction of the relative contribution 
of the 2D and 3D pathways to the total rate of 
capture can help to elucidate the mechanism by 
which the target captures ligands. We have solved 
a steady state boundary value problem for a 
perfect sink disk target in the surface, taking into 
account bulk and surface diffusion coefficients D 
and 0, and adsorption/desorption kinetic rate 
constants k, and k, at non-target regions. Solu- 
tions have been successfully found by numerical 
computation on a PC. The results show that the 
rate of capture from the surface depends non-lin- 
early on OS, Keq, k,, k, and geometrical dimen- 
sions. In particular, we demonstrate that not only 
is the non-target reqion equilibrium constant K,, 
important in determining the rate of capture from 
the surface, but so are the kinetic rate constants 
k, and k, separately. As is clear from Fig. 8, the 
dependence on the kinetic rate constants individ- 
ually is quite strong for all situation in which the 
2D flux is significant; in the ranges shown, there 
is no limit beyond which these kinetic rate con- 
stants individually are not important. 
In all cases, the combination of surface ad- 
sorption and diffusion enhances the total rate of 
capture. The results should be useful for predict- 
ing 3D and 2D reaction rates of biological mem- 
brane bound receptor clusters and substrate-im- 
mobilized enzymes. The rate parameters that are 
needed for this prediction, the kinetic rate con- 
stants and surface diffusion coefficient, are all 
calculatable from measurements taken with avail- 
able experimental techniques, notably by total 
internal reflection/fluorescence recovery after 
photobleaching [l&13]. 
The geometries usually chosen for simplicity in 
diffusional capture calculations-isolated or uni- 
formly spaced sinks on a sphere with a ligand 
source at infinity or, as presented here, uniformly 
spaced targets on a plane with a ligand source at 
a finite distance H above the plane-are clearly 
not “general”. The particular geometrical as- 
sumptions do affect the absolute rates of capture. 
However, the most significant results in our cal- 
culations, the relative rates of 2D vs. 3D capture 
given by fi,,, are rather insensitive to changes in 
the intertarget distance 2R, and the Iigand source 
height H over a large range (e.g., for aI = R,/R, 
greater than 40 and for a2 = H/R, greater than 
10 with the particular other parameters as chosen 
for Fig. 5d). Therefore, we would expect our 
approach for calculating fpD to be valid even if 
the sinks were spaced randomly (but sparsely) 
rather than uniformly, and if the surface were 
curved rather than flat. We would expect the 
approach to be less valid for randomly (but 
densely) distributed receptors where the average 
spacing between sinks is small, which for our 
parameters means R,/R, < 40. Nevertheless, the 
approach is completely unrestricted with respect 
to choice of H; the figures assume H s R, only 
for easier comparison with previous models. 
The absolute rates are a more sensitive func- 
tion of geometry than the relative rates. This is a 
general difficulty with calculations modeling 
chemoreception: an actual biological receptive 
surface is nowhere close to being either an iso- 
lated sphere in a ligand sea of infinite depth nor 
a plane in a finite sea. The calculations described 
here, which offer a, and a2 as input parameters, 
show both the effects of varying the cylinder 
height and radius (e.g., Figs. 3 and 5) and the 
approximate range of geometrical parameters 
over which the exact geometry is not critical. 
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The treatment here is “exact” in the sense that 
no limiting approximations were employed to 
solve the assumed model, and the results should 
be valid over a wide range of rate constants, 
surface target densities, and diffusion coeffi- 
cients. However, the assumption that the target is 
a perfect sink is not necessarily appropriate for 
all cases of specific binding to a surface target. 
Presumably, if the sink is irreversible but “imper- 
fect” in that not every collision leads to disap- 
pearance of the ligand, then the target still can be 
modeled as perfect sink but with a smaller radius. 
On the other hand, if binding to the target is 
reversible so that the ligand eventually returns 
unaltered to the surroundings (as does acetyl- 
choline at its receptor), then the steady state 
solution describes an equilibrium situation with 
no net flows. In that case, no depletion zone 
exists in steady state and the theory contained 
herein is inappropriate. “Collision” rather than 
“capture” rates become relevant, and it is still 
likely that 2D diffusion significantly enhances the 
total rate of collision. However, since the ligands 
and receptors are in reversible equilibrium, the 
non-specific kinetic rate constants k, and k, will 
affect the degree of enhancement only through 
their ratio, the equilibrium constant K,,. 
Although a biological cell surface receptor is 
often modeled in the literature as a perfect sink, 
it may capture just one ligand and then the whole 
complex effectively disappears via internalization, 
migration to coated pits, etc, to be replaced on 
the average by another receptor at a random 
location. Of course, statistical local depletion 
zones of tiny amplitude do develop around the 
bound-up receptors, but the newly incorporated 
receptors appear elsewhere in general and, on 
the average, they do not sample those local de- 
pletion zones. Therefore, all new binding occurs 
in a statistically uniform concentration, and the 
theory herein is again inappropriate. However, a 
non-local 3D depletion zone may still develop 
over the whole surface, which acts as an imper- 
fect but irreversible sink, The profile and depth 
of this nonlocal depletion zone, and the 2D diffu- 
sion enhancement of the overall rate of irre- 
versible capture by the surface, may still be Eunc- 
131 
tions of k, and k, separately (not just through 
Kc,). The details of a solution to this problem 
remain to be worked out. 
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