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Abstract
This paper deals with the study of the relationship between the complete linear regularity of
continuous-time weakly stationary processes and the smoothness of their spectral densities. It is
shown that when the coecient of complete linear regularity behaves like O(−(r+)) as !+1,
for some r 2N; 2 (0; 1], then the spectral density has at least r uniformly continuous, bounded,
and integrable derivatives, with the rth derivative satisfying a Lipschitz continuity condition of
order . Conversely, under certain smoothness assumptions on the spectral density, upper bounds
on the rate of decay of the coecient of complete linear regularity are obtained. c© 1999 Elsevier
Science B.V. All rights reserved.
AMS classication: 60G12; 60G10
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1. Introduction
Let fXt : t 2Rg be an R-valued, zero-mean, mean-square continuous, weakly sta-
tionary stochastic process. Throughout the paper, it will be assumed that fXtg has an
absolutely continuous spectral measure, and hence a spectral density f(!); !2R. The
coecient of complete linear regularity (see Section 2 below) associated to the process
fXtg will be denoted by (); 2R:
The study of the link between the spectral density and the regularity of fXtg has been
extensively treated for the case of discrete-time weakly stationary processes. Indeed,
a landmark result relating complete linear regularity with the spectral density is the
Helson{Sarason theorem (Helson and Sarason, 1967), which reads
fXtg is completely linearly regular; i:e: ()! 0 , f(!)= jQj2 exp(u); (1.1)
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where Q is a polynomial with all its roots on the unit circle, and u is a real function
satisfying certain geometric conditions (u lives in the space of VMO functions). Fur-
ther explicit assumptions on the rate at which () decays to zero, provide complete
analytical and regularity characterizations of f(!); see the works of Ibragimov and
Rozanov 1978, (Ch. V) and Rozanov (1967).
In contrast, the analog of the Helson{Sarason theorem for the continuous-time case,
i.e. Eq. (1.1) with Q an entire function of exponential type, and u a real VMO function
of the upper half-plane, is false (Sundberg, 1984). In fact, to date no characterization
of complete linear regularity in terms of the spectral density seems to be available.
However, notice that statement (1:1) does not impose any condition on the rate at
which () should decay. If particular decay rates are assumed, then something can be
said about the smoothness of the spectral density (see e.g. Solev, 1974; Solev, 1981;
Ibragimov and Rozanov, 1978, (Ch. VI)), though not to the full extent achieved in
the discrete-time case. The main result of this paper, Theorem 3.1, deals with this
latter issue; it complements similar well-known results established for discrete-time
weakly stationary processes. More explicitly, it shows that when the decay of () is
of order O(−(r+)), for some r 2N; 2 (0; 1], then the spectral density has at least
r uniformly continuous, bounded, and integrable derivatives, with the rth derivative
satisfying a Lipschitz continuity condition of order . Some few partial converses to
this result are also obtained.
The techniques involved in the proofs of the results presented here, are related to
approximation theory, and Fourier and harmonic analysis. One of the diculties en-
countered when dealing with a spectral density associated to a continuous-time linearly
regular process is that its support is the whole real line, as opposed to spectral densi-
ties of discrete-time processes, whose supports are compact. In this work, this diculty
is overcome in part by considering discrete sampled versions of the continuous-time
process, at xed sample periods (see Section 4). In fact, uniform upper bounds on
f(!); !2R (see Proposition 4.1), that appear hard to obtain otherwise, are easily
found through this strategy.
The partial converses to Theorem 3.1 shown in this paper are established under a
particular factorization of the spectral density (see Theorems 3.2 and 3.3), and under
somehow less restrictive assumptions (see Theorem 3.4) as well. Exponential rates of
decay of the coecient of complete linear regularity are also obtained under strong
smoothness assumptions on the spectral density, namely, that it can be extended ana-
lytically to a nite strip of the complex plane.
The paper is organized as follows. The mathematical framework needed to establish
the main results is introduced in Section 2. The main results are stated in Section 3;
their proofs and some further results are postponed to Section 4.
It is important to mention that for Gaussian stationary processes, complete linear
regularity is equivalent to the mixing condition known as strong-mixing; see Rozanov
(1967), (Ch. IV) for details. This form of mixing is useful in the study of invariance
principles (see e.g. Dehling and Philipp, 1982; Kuelbs and Philipp, 1980), and in the
study of consistency of statistical estimators depending on second- and=or higher-order
moments of the process (see Rosenblatt, 1985; and more recently, Gidas and Murua,
1997a,b); among these estimators are estimators of the covariance function, nonpara-
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metric estimators of the spectral density (Gidas and Murua, 1997a), and estimators of
linear functionals of the process (Gidas and Murua, 1997b). In the last two cases, the
mixing condition controls the variance of the estimators, while the smoothness of the
spectral density controls their bias. The results of this paper have direct applications
to these types of consistency problems.
2. Basic denitions and notation
Let fXt : t 2Rg be as in Section 1, and f(!); !2R, be its spectral density. For
any interval I R, dene the linear hulls
HI = closure in k  k of hfXt : t 2 Igi ;
where hfXt : t 2 Igi denotes the linear span of fXt : t 2 Ig, and k  k, the variance norm
(i.e. k  k2 =Ef()2g). Associated to these spaces, there are the L2-spaces with weight
function f(!)
LI (f)= closure in k  kf of
〈fei!t : t 2 Ig ; (2.1)
where k  kf denotes the norm in L2(f d!) (=LR(f)), i.e. k  k2f =
R
R j  j2f(!) d!.
It is known (see e.g. Dym and McKean, 1976) that, for any interval I R, the
spaces HI and LI (f) are isometrically isomorphic; the isomorphism is given by
2LI (f) 7! =
Z
R
(!) dZ(!)2HI ;
where dZ(!); !2R, is the random spectral measure associated to fXtg. Through
this isomorphism, it is possible to express regularity conditions on the process fXtg
in terms of the trigonometric spaces LI (f), and relate the regularity of fXtg to the
smoothness of its spectral density f(!).
Complete Linear Regularity. For any interval I R, let FI be the smallest -eld
generated by fXt : t 2Rg, and MI be the set of FI -measurable functions with mean
zero, and nite second moment. The process fXtg is said to be completely regular if
r()= supfEfg: 2M(−1;0]; 2M[;+1); kk= kk=1g; >0; (2.2)
decays to zero as !+1. r() is referred to as the coecient of complete regularity. It
can be shown (see Rozanov, 1967, Ch. IV) that for Gaussian processes, r() coincides
with the coecient of complete linear regularity (), given by
()= supfEfg: 2H(−1;0]; 2H[;+1); kk= kk=1g >0: (2.3)
By the isometry between the spaces HI and LI (f), () is also given by
sup

Z
R
(!) (!)f(!) d!
 : 2L(−1;0](f);
 2L[;+1)(f); kkf = k kf =1

: (2.4)
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This is the equality that links a stochastic regularity condition on the process fXtg
(complete linear regularity) to a purely analytical smoothness condition on f(!).
Notice that () is well-dened for general weakly stationary processes; in fact,
a weakly stationary stochastic process fXt : t 2Rg is said to be completely linearly
regular if ()! 0, as !+1. Since this implies, in particular, that fXtg is linearly
regular (see e.g. Ibragimov and Rozanov, 1978, Ch. IV), a complete linearly regular
process possesses a spectral density f(!) satisfying:Z
R
(1 + !2)−1 logf(!) d!>−1: (2.5)
Let Hp+ (respectively, Hp−), p=1; 2;1; be the corresponding Hardy spaces (see
Koosis (1980), for an excellent introduction to the subject), in the upper (respectively,
lower) half plane fz 2C: =z>0g (respectively, fz 2C: =z<0g). Using equality (2:4),
one can easily show the following alternative characterization of () (see Ibragimov
and Rozanov, 1978), (Ch. VI)
()= sup

Z
R
ei!(!)f(!) d!
: 2H 1+;
Z
jjf d!61

: (2.6)
This identity will be used later in the paper to show Theorem 3.1 (see Section 4).
Condition (2:5) implies the existence of an outer function h2H 2+, so that f(!)=
jh(!)j2; !2R (see e.g. Koosis, 1992, Ch. X, Section E). It is easy to verify then
(see Ibragimov and Rozanov, 1978, Ch. VI), that the coecient of complete linear
regularity is also given by
()= sup

Z
R
(!)ei! h(!)=h(!) d!
: 2H 1+; kk161

>0; (2.7)
where k  k1 denotes the usual L1-norm, and h(z)= h(z); z 2C (here and throughout the
remainder of the paper, z denotes the complex conjugate of z). The L1(R) function
u(!)= h(!)=h(!); !2R, plays an important role in the study of the regularity of the
process fXtg (see e.g. Ibragimov and Rozanov, 1978; Solev, 1974; Dym and McKean,
1976). Below, Eq. (2.7) is used to derive a partial converse to Theorem 3.1 (see
Theorem 3.3).
3. Main results
The following function spaces (see Butzer and Nessel, 1971) play a key role in the
assumptions and results of this section. Let C be the set of continuous functions on
R; and consider, for 0<61,
Lip(L1(R); )=
(
u2L1(R): sup
j!j6
ku(+ !)
+u( − !)− 2u()k1 =O()
)
;
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Lip (C \L1(R); )=
(
u2C \L1(R): sup
j!j6
ku(+!)
+u( −!)− 2u()k1=O()
)
;
for r 2N; r>1,
W rL1(R) = fu2L1(R): u= v a:e:; v2ACr−1; v(r) 2L1(R)g;
W rC\L1(R) = fu2C \L1(R): u= v a:e:; v2ACr−1loc ; v(r) 2C \L1(R)g;
and for 0<61, and r 2N; r>1,
W r;L1(R) = fu2W rL1(R): u(r) 2Lip(L1(R); )g;
W r; C\L1(R) = fu2W rC\L1(R): u(r) 2Lip(C \L1(R); )g;
where ACr−1 (respectively, ACr−1loc ), denotes the set of functions with r− 1 absolutely
continuous (respectively, locally absolutely continuous) derivatives; k  k1 denotes the
usual L1-norm; k  k1, the L1-norm; and v(r) denotes the rth derivative of v. Notice
that W rL1(R) is the usual Sobolev space in L
1(R); r>1.
The following theorem is the main result of this section.
Theorem 3.1. Let fXt : t 2Rg be an R-valued, mean-zero, weakly stationary process,
which is stochastically continuous in the mean-square sense. Assume that fXtg is
completely linearly regular, with coecient of complete linear regularity () satis-
fying
()6a (1 + )−; >0; (3.1)
with some constants a>0; >0. Then
(i) if 0<61, the spectral density f2Lip(L1(R); )\Lip(C \L1(R); );
(ii) if >1, is not an integer, f2W r;L1(R) \W r;C\L1(R), with r= [], and = −r, where
[] denotes the largest integer 6;
(iii) if >1, is an integer, f2W−1;1L1(R) \W−1;1C\L1(R).
Remarks. (1) Theorem 3.1 says that the complete linear regularity of the process fXtg
imposes a regularity condition on its spectral density f; in particular, if Eq. (3.1) holds,
with >1;  62N, then f must have at least [] continuous, integrable, and bounded
derivatives, and f([]) must satisfy a Lipschitz continuity condition on R, as well.
(2) For 0<<1, the function spaces Lip(L1(R); ) and
Lip(L1(R); )=
(
u2L1(R): sup
j!j6
ku( −!)− u()k1 =O()
)
coincide. They dier for =1; in this latter case, it can be shown that f2Lip(L1(R); 1)
implies
sup
j!j6
kf( −!)− f()k1 =O(j log j); >0:
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This is also true for the corresponding Lipschitz spaces on C \L1(R); see e.g. Butzer
and Nessel, 1971, (Ch. 3, Section 3:5) for more details.
(3) Theorem 3.1 has applications to consistency results involving the estimation
of nonparametric linear functionals of continuous-time processes, and nonparametric
estimators of the spectral density f. The constant  determines in part the corresponding
rates of convergence; see Gidas and Murua (1997a), and Gidas and Murua (1997b),
for details.
(4) For discrete-time weakly stationary processes, the result stated in the above
theorem is well-known. Moreover, in this case, the converse is also true, i.e. regu-
larity conditions on f(!) imply the complete regularity of the discrete-time process
fXn: n2Zg; see e.g. Rosenblatt, 1985, (Ch. III) or Ibragimov and Rozanov, 1978,
(Ch. V) for details.
(5) I have not been able to show a full converse of Theorem 3.1 for continuous-
time weakly stationary processes; however, some partial converses are shown below
(see Theorems 3.2{3.4).
In order to establish a partial converse of Theorem 3.1, we need to recall that an
entire function (z); z 2C, is said to be of exponential type T if
lim sup
r!+1
r−1 max
06<2
log j(rei)j=T ; (3.2)
 is said to be of nite exponential type, if T<+1; see e.g. Koosis (1988), for more
details on entire functions of exponential type.
Theorem 3.2. Let fXt : t 2Rg be an R-valued, mean-zero, weakly stationary process,
which is stochastically continuous in the mean-square sense. Assume that Eq. (2.5)
holds (i.e. that fXtg is linearly regular), and that there exist constants 06T<+1;
2 [0; 1], and r 2N, with r + >0, so that f(!) can be written as
f(!)= j(!)j2g(!); !2R; (3.3)
where (!) is a square-integrable, entire function of exponential type 6T; g is
bounded away from zero, i.e. inf!2R g(!)>0, and either (i) r=0 and g2Lip(C \
L1(R); ), or (ii) r>1; 0<61 and g2W r;C \ L1(R), or (iii) r>1; =0 and g2
W rC \ L1(R). Then fXtg is completely linearly regular with coecient of complete linear
regularity () satisfying
()6O((− 2T )−(r+)); >2T:
Remark. It can be shown (see e.g. Ibragimov and Rozanov, 1978, p. 197) that when
fXtg is completely linearly regular, there exists a square-integrable entire function 
of nite exponential type, such thatZ
R
j(!)j2=f(!) d!<+1
(this condition is related to the linear interpolation of the process fXtg; see Rozanov
(1967), for details). In particular, f(!) can be factored as f(!)= j(!)j2g(!)
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(compare with Eq. (3.3)). Notice, however, that in this particular decomposition of
f(!), g(!) is necessarily unbounded (since 1=g2L1(R)).
As in the discrete-time case (Ibragimov and Rozanov, 1978, Ch. V), () can decay
exponentially with , if the spectral density is suciently smooth. In fact, we have the
following result.
Theorem 3.3. Let fXt : t 2Rg be an R-valued, mean-zero, weakly stationary process,
which is stochastically continuous in the mean-square sense. Assume that Eq. (2.5)
holds, and that there exist constants 06T<+1; 0<<+1, such that f(!) can be
written as f(!)= j(!)j2g(!); !2R, where (!) is a square-integrable, entire func-
tion of exponential type 6T , and g(!)2C \L1(R), can be extended to a bounded,
analytic function in the strip j=zj<; z 2C. (i) Then fXtg is completely linearly
regular, and its coecient of complete linear regularity () satises, for every ">0
()6O(e−(−")(−2T )); >2T:
(ii) Furthermore, if g is constant on R, then ()= 0; for all >2T .
Remark. Theorem 3.3 part (ii) is well-known in the literature (see Dym and
McKean, 1976, pp. 100{131), and says that the angle between the spaces H(−1; t]
and H(2T+t;+1) is zero, for all t 2R; i.e. the spaces H(−1; t] and H(2T+t;+1) are
orthogonal. For Gaussian stationary processes, this is equivalent to saying that the -
elds F(−1; t] and F(2T+t;+1) are independent; see Dym and McKean (1976), for more
details.
Notice that factorization (3:3) is introduced so that the necessary vanishing of f
at innity is captured by an entire function of nite exponential type. In some sense
(see Section 4), this reduces the problem to the approximation of a function g that is
bounded away from zero. This assumption can be relaxed, if we replace the smoothness
conditions on f by smoothness conditions on the related function u(!)= h(!)=h(!)
(see Eq. (2.7)), which is obviously bounded away from zero.
Theorem 3.4. Let fXt : t 2Rg be an R-valued, mean-zero, weakly stationary process,
which is stochastically continuous in the mean-square-sense. Let h2H 2+ be the outer
function so that f(!)= jh(!)j2, with h(!)= h(−!), !2R, and consider the function
u(!)= h(!)=h(!).
1. Assume that there exist constants 2 [0; 1], and r 2N, with r+>0, so that, either
(i) r=0 and u2Lip(C \L1(R); ), or (ii) r>1; 0<61 and u2W r;C\L1(R),
or (iii) r>1; =0 and u2W rC\L1(R). Then fXtg is completely linearly regular,
with coecient of complete linear regularity satisfying
()6O(−(r+)); >0:
2. If there exists a constant 0<<+1, so that u can be extended to a bounded,
analytic function in the strip j=zj<, then fXtg is completely linearly regular, and
its coecient of complete linear regularity satises, for every ">0
()6O(e(−")); >0:
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Remarks. (1) The proofs of Theorems 3.2{3.4, are based on Bernstein-type approxi-
mation theorems by entire functions of nite exponential type, to smooth functions in
the real line; see Butzer and Nessel (1971), and Timan (1966), for details.
(2) Theorem 3.4 part 2 is proven in Ibragimov and Rozanov, 1978, (Ch. VI, Theorem
6), for the particular case f(!)= j(!)j−2, with  entire of nite exponential type;
in this case  corresponds to the inmum of the absolute values of the imaginary parts
of the non-real zeroes of  (this inmum is necessarily positive).
4. Proofs of the main results
This section is dedicated to the proofs of the theorems stated in the previous section.
4.1. Proof of Theorem 3.1
It will be shown that under the assumptions of Theorem 3.1, f can be approximated
by functions of the form K  f (here and throughout this section,  will stand for
convolution), with some entire function K (the kernel function) of nite exponential
type, so that
kK()  f − fkB=O(−);
for >0 suciently large, where B denotes either L1(R) or C \L1(R), and k  kB,
stands for the corresponding norms. This fact together with the inverse approximation
Theorems 3.5.1 and 3.5.2 in Butzer and Nessel (1971), for functions on the real line,
will yield Theorem 3.1.
Consider, for every >0, the Fejer-type kernel K, given by
K(!)= ()−1
Z =2
0
Z −t
−(−t)
ei!t
0
dt0 dt:
Lemma 4.1. For every f2L1(R)
kK  f − fk1! 0 as ! +1
and
K  f(!)!f(!) d!-a.e. as ! +1:
Proof. It is straightforward to verify that
K(!) = −14(!2)−1fsin2(=2)!− sin2(=4)!g
= 2K(!)− (=2)K((=2)!); (4.1)
where K(!)= (2)−14!−2 sin2(!=2). So, by Eq. (4.1), K  f=2K()  f − (=2)
K((=2))f. It is well-known (Butzer and Nessel, 1971, Ch. 3) that K()f(!)!
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f(!) in L1(R) and d!-a.e. as ! +1. Hence K  f! 2f − f=f in L1(R) and
d!-a.e. as ! +1, as well.
Remark. Recall that K(!) is given by
K(!)=
Z 1
−1
(1− jtj)ei!t dt; !2R
and hence, K is an entire function of exponential type 61. This easily implies that K
is entire of exponential type 6. Furthermore, since for every k 2N, the kth derivative
of K , K (k) is bounded and integrable, we see that, for every r 2N, K 2Wr+2C\L1(R) \
Wr+2L1(R). This fact will be used later in the proof of Theorem 3.1.
The following function will be useful in proving Theorem 3.1:
c(!)=
Z 1
0
Z 2−t
0
f2ei!2t0 − ei!t0g dt0 dt: (4.2)
Lemma 4.2. c2H 1+ \H 2+: Moreover, c2L[1;4](f).
Proof. It is clear that c2H 2+. So we need to show that c2H 1+ \L[1;4](f). A straight-
forward computation shows that
c(!) =
Z 2
1
(t − 1)ei!t dt +
Z 4
2
(2− t2 )ei!t dt
= (12)!
−2f3e2i! − 2ei! − e4i!g: (4.3)
Hence, c(!) is entire of exponential type 64. Moreover, jc(!)j63!−2 for j!j>0,
so, c is integrable; this implies that c2H 1+. Finally, notice that, by Eq. (4.3), c is
bounded on R, and henceZ
R
jc(!)j2f(!) d!6kck21kfk1<+1;
this and Eq. (4.3) yield c2L[1;4](f).
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. For k 2N and >0, dene the functions qk; (!)=K2k  f(!).
By Lemma 4.1, for every >0, qk; !f, both in L1(R) and d!-a.e. as k!1. Notice
that
f(!)− K  f(!)=
1X
k=0
fqk+1; (!)− qk; (!)g d!-a.e.;
hence,
jf(!)− K  f(!)j6
1X
k=0
jqk+1; (!)− qk; (!)j d!-a.e.; (4.4)
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therefore,
kf − K  fk16
1X
k=0
kqk+1;  − qk; k1:
Now, it is easy to verify that
qk+1; (!)− qk; (!)
=
Z
R
f(!0)f2k−1c(2k−1(!− !0)) + 2k−1c(2k−1(!− !0))g d!0;
where c() is the function given by Eq. (4.2).
By Lemma 4.2, 2k−1c(2k−1(! − ))2L[−2k+1;−2k−1](f), for every xed !2R.
Also by Lemma 4.2, c2H 1+; this and identity (2:6) yield
jqk+1; (!)− qk; (!)j62(2k−1)k2k−1c(2k−1(!− ))f()k1;
consequently,
kqk+1;  − qk; k162(2k−1) kfk1kck1:
Therefore, by assumption (3:1) on (),
kf − K  fk16 2 kfk1kck1
1X
k=0
(2k−1)
6 2 kfk1kck1a22(2 − 1)−1 −: (4.5)
By the remark below the proof of Lemma 4.1, K 2W 2C\L1(R) \W 2L1(R); this fact to-
gether with (4:5) and the inverse approximation Theorem 3.5.1 in Butzer and Nessel,
1971, (p. 146), yield f2Lip(L1(R); ), for the case 0<61; whereas, for the case
>1, the inverse approximation Theorem 3.5.2 in Butzer and Nessel, 1971, (p. 148),
together with Eq. (4.5), and the fact that K 2Wr+2C\L1(R) \Wr+2L1(R), for every r 2N, yield
f2Wr();()L1(R) , with
r()= [] if >1; is not an integer;
r()= − 1 if >1; is an integer;
()= − r():
(4.6)
It remains to show that f2Lip(C \L1(R); ), for the case 0<61, and f2
Wr(); ()C\L1(R), for the case >1, with r() and () given by Eq. (4.6). To this end,
notice that, since >1, f is uniformly continuous on R; moreover, if we assume that
kfk1<+1, then Eq. (4.4) and Lemma 4.2 imply
kf − K  fk162kfk1kck1a22(2 − 1)−1 −:
Then, again by the inverse approximation Theorems 3.5.1 and 3.5.2 in
Butzer and Nessel (1971), we have f2Lip(C \L1(R); ), for the case 0<61,
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and f2Wr(); ()C\L1(R), for the case >1, with r() and () as above. So it only re-
mains to show that, under the assumptions of Theorem 3.1, f2L1(R). This is done
in Proposition 4.1 below.
Proposition 4.1. Let fXt : t 2Rg be an R-valued, mean-zero, weakly stationary pro-
cess, which is stochastically continuous in the mean-square sense. Assume that fXtg
is completely linearly regular, with coecient of complete linear regularity () sat-
isfying
P
k>0 (2
k)<+1. Then the spectral density f2L1(R).
Proof. We are going to use a similar result established for discrete-time processes (see
Ibragimov and Rozanov, 1978, Ch. V). To this end, we sample the continuous-time
process fXt : t 2Rg at a xed sampling period =1, yielding fXn: n2Zg. The spectral
density associated to this sampled process is the aliased density
f1(!)= 2
X
‘2Z
f(!+ 2‘); j!j6:
Below, it is shown that fXng is completely linearly regular, with coecient of complete
linear regularity 1(n), satisfying
1(n)6(n); n2N: (4.7)
If we suppose that Eq. (4.7) holds, then obviously, under the assumptions of the
proposition,
P
k>0 1(2
k) is convergent. Hence, by the argument in Ch. V, Ibragimov
and Rozanov, 1978, (p. 183), f1 2L1[−; ]. In particular,
f(!)6
X
‘2Z
f(!+ 2‘)= (2)−1f1(!)6(2)−1kf1k1 d!−a:e: in [−; ]:
Now, notice that if ! =2 [−; ], then there exists an m2Z so that !− 2m2 [−; ].
Since
f(!)6
X
‘2Z
f(!+ 2‘)= (2)−1f1(!− 2m)6(2)−1kf1k1;
we have f(!)6(2)−1kf1k1 d!-a.e. in R, i.e. f2L1(R).
It remains to show that Eq. (4.7) holds. It is easy to verify (see e.g. Gidas and
Murua, 1997a) that condition (2:5) implies
R 
− logf1(!) d!> −1, and so fXng is
linearly regular. Now consider the spaces (compare with Eq. (2.1))
L[0;+1)(f1)= closure in k  kf1 of
〈fei!n: n2N; n>0g ;
where k  kf1 is the usual L2-norm in [−; ] with weight function (2)−1f1(!). For
every 2L[0;+1)(f1), construct its 2-periodic extension to R
(p)(!)=(!) if !2 [−; );
(p)(!)=(!− 2m) if !2 [(2m− 1); (2m+ 1)); m2Z:
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It is straightforward to verify that
kkf1 = k(p)kf for all 2L[0;+1)(f1): (4.8)
In particular, (p) 2L[0;+1)(f), for all 2L[0;+1)(f1). Also, for every ;  2
L[0;+1)(f1), and n2N, we have
(2)−1
Z 
−
ei!n(!) (!)f1(!) d!=
Z
R
ei!n(p)(!) (p)(!)f(!) d!:
This last identity together with Eq. (4.8), easily yield 1(n)6(n) for all n2N.
4.2. Proof of Theorems 3.2{3.4
The following Bernstein-type, direct approximation result plays a key role in the
proofs of Theorems 3.2{3.4.
Lemma 4.3. Let r 2N, and the kernel K be given by K(!)= R 1−1 v(t)ei!t dt, where
v2Cr+4 (i.e. v has at least r + 4 continuous derivatives), has compact support in
(−1; 1), and satises v(0)= (2)−1, v(k)(0)= 0, k =1; : : : ; r + 2. Let g2C \L1(R),
and assume that there exists a constant 2 [0; 1], so that any of the following three
conditions holds:
(i) r=0, 0<61, and g2Lip(C \L1(R); ).
(ii) r>1, 0<61, and g2Wr;C\L1(R).
(iii) r>1, =0, and g2WrC\L1(R).
Then
kK()  g− gk1=O(−(r+)); >0:
Proof. We only need to show that (a)
R
R K(!) d!=1, (b)
R
R !
kK(!) d!=0, k =
1; : : : ; r + 2, and (c)
R
R j!jr+jK(!)j d!<+1, since the rest of the proof is a direct
consequence of Propositions 3.4.3 and 3.4.6 in Butzer and Nessel 1971, (Ch. 3, pp.
143{145). Below we show thatZ
R
j!jjK(!)j d!<+1 for all 06<r + 3: (4.9)
From this fact, we immediately obtain (c). Furthermore, Eq. (4.9) also yields
v(k)(t)= (2)−1
Z
R
(−i!)kK(!)e−i!t d!; t 2R; k =0; : : : ; r + 2:
In particular, we have 0= v(k)(0)=
R
R !
kK(!) d!, for k =1; : : : ; r+2, and
R
R K(!) d!
=2v(0)= 1, i.e. (a) and (b) hold. It remains to show (4:9). Notice that by Propo-
sition 5.1.14 in Butzer and Nessel (1971), [v(r+4)(!)= (i!)(r+4)v^(!)= (i!)(r+4)K(!).
Also, since v(r+4) 2C, and has compact support in (−1; 1), we have j [v(r+4)(!)j=
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j R 1−1 v(r+4)(t)ei!t dtj62kv(r+4)k1; hence, jK(!)j62j!j−(r+4)kv(r+4)k1, for j!j su-
ciently large. This and the uniform continuity of K quickly yield (4:9).
Now we are ready to prove Theorem 3.2.
Proof of Theorem 3.2. Let K be a kernel as in Lemma 4.3; for s>0, and >0,
consider the convolution
K; s  g(!)=
Z s
−s

Z 1
−1
v(t)eit(!−!
0)g(!0) dt d!0=
Z 
−
~v(t)ei!t dt;
where ~v(t)= v(t=)
R s
−s g(!
0)e−i!
0t d!0, is bounded, and has compact support in [−; ].
K; s  g is an entire function of exponential type 6, for all 0<s<+1, 0<<+1.
This together with the fact that K 2L1(R)\L2(R), and the assumption that g2L1(R),
yield ei!K; s  g2H 1+ \H 2+, for all >. Furthermore, we also have
jK; s  g(!)j6kKk1kgk1 for all !2R; 0<s<+1; and 0<<+1:
This latter inequality together with the assumption that  is square-integrable, and the
Lebesgue dominated convergence theorem, imply that, for all  1;  2 2H1+
lim
s!+1
Z
R
 1(!) 2(!)ei!j(!)j2K; s  g(!) d!
=
Z
R
 1(!) 2(!)ei!j(!)j2K  g(!) d!; (4.10)
for all 0<<+1; 0<<+1. Now, since, also by assumption,  is of exponen-
tial type 6T , we have, for all  1;  2 2H1+, e−i!K; s  g 2 2H 2−, > + T , and
ei!T 1 2H 2+. This together with Eq. (4.10), and the fact that H 2+ is the orthogonal
complement of H 2− (see e.g. Dym and McKean, 1976, Ch. 2) implyZ
R
 1(!) 2(!)ei!j(!)j2K  g(!) d!=0;  1;  2 2H1+; >+ 2T: (4.11)
Now, let L[0;+1)(jj2K  g)= closure in k  kjj2Kg of
〈fei!t : t 2 [0;+1)g, where
k  kjj2Kg denotes the L2-norm with weight function jj2K  g. Since H1+ is dense
in L[0;+1)(jj2K g), Eq. (4.11) holds for all  1;  2 2L[0;1)(jj2K g). Moreover,
since
k k2jj2Kg6

inf
!2R
g(!)
−1
kgk1kKk1k kf;
for all  2L[0;+1)(f), every element of L[0;+1)(f) is an element of L[0;+1)(jj2
K  g). Thus, in particular, Eq. (4.11) holds for all  1;  2 2L[0;+1)(f), as well.
Finally, using Eq. (4.11) and Lemma 4.3, we have, for all  + 2L[0;+1)(f),  − 2
L(−1;0](f), with k +kf = k −kf =1,
Z
R
 +(!) −(!)ei!f(!) d!

= inf
<−2T

Z
R
 +(!) −(!)ei!j(!)j2fg(!)− K  g(!)g d!
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6 inf
<−2T
kg− K  gk1
Z
R
j +(!) −(!)j  j(!)j2 d!
6 inf
<−2T

inf
!2R
g(!)
−1
kg− K  gk16O((− 2T )−(r+)):
Therefore, ()6O((− 2T )−(r+)), for all >2T .
Proof of Theorem 3.3. Proceeding as in the proof of Theorem 3.2, we just need to
show that, for all ">0,
inf
<−2T
kg− K  gk16O(e−(−")(−2T )) for all >2T:
But, this is just a consequence of Bernstein-type theorems on direct approximation of
bounded, analytic functions in a strip; see e.g. Timan, 1966, (Section 5.7).
Proof of Theorem 3.4. (i) Consider the entire approximation to u(!)= h(!)=h(!),
K; s  u(!)=
Z s
−s

Z 1
−1
v(t)eit(!−!
0)u(!0) dt d!0;
where K is a kernel as in Lemma 4.3. Proceeding exactly as in the proof of
Theorem 3.2, we obtain, for all  2H 1+Z
R
 (!)ei!K; s  u(!) d!=0 for all >>0; and 0<s<+1:
Hence, since kK; s  uk16kKk1, we have, by the dominated convergence theorem,Z
R
 (!)ei!K  u(!) d!=0 for all >; and  2H 1+:
This implies that for all  2H 1+, with k k161
Z
R
 (!)ei!u(!) d!
 = inf<

Z
R
 (!)ei!fu(!)− K  u(!)g d!

6 inf
<
ku− K  uk1:
Therefore, by the regularity assumption on u, and Lemma 4.3, we have ()6
O(−(r+)).
(ii) This part is obtained in the same way as part (i) above; but now, as in the
proof of Theorem 3.3, we use results (see e.g. Timan, 1966, Section 5:7) on direct
approximation of bounded, analytic functions in a strip, instead of Lemma 4.3.
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