Uncertainty quantification (UQ) analysis may help identify model error; however, efficacy of UQ to filter predictions varies considerably between datasets and featurization/model types.
Abstract
One of the key requirements for incorporating machine learning into the drug discovery process is complete reproducibility and traceability of the model building and evaluation process. With this in mind, we have developed an end-to-end modular and extensible software pipeline for building and sharing machine learning models that predict key pharma-relevant parameters. The ATOM Modeling PipeLine, or AMPL, extends the functionality of the open source library DeepChem and supports an array of machine learning and molecular featurization tools. We have benchmarked AMPL on a large collection of pharmaceutical datasets covering a wide range of parameters. Our key findings include:
• Physicochemical descriptors and deep learning-based graph representations significantly outperform traditional fingerprints in the characterization of molecular features.
• Dataset size is directly correlated to prediction performance, and that single-task deep learning models only outperform shallow learners if there is sufficient data. Likewise, dataset size has a direct impact on model predictivity, independent of comprehensive hyperparameter model tuning. Our findings point to the need for public dataset integration or multitask/transfer learning approaches.
Introduction
Discovery of new compounds to treat human disease is a multifaceted process involving the selection of chemicals with favorable pharmacological properties: a high potency to the desired target, elimination or minimization of safety liabilities, and a favorable pharmacokinetic (PK) profile. To address this challenge, the drug discoverer has a wealth of choices, with total "drug-like" chemical matter estimated between 10 22 -10 60 unique molecules. However, evaluating the desirability of these molecules with respect to potency, pharmacokinetics, and safety liabilities is a time-consuming and expensive process. Many of these molecules require de novo synthesis, which is a rate-limiting step. Furthermore, evaluation of pharmacological properties both in vitro and especially in vivo is prohibitively expensive given the universe of possible choices. To aid in this design challenge, the field of computer-aided drug design has evolved to rapidly predict the properties of pharmacological matter in silico, allowing for rational selection of a feasible set compounds for synthesis and evaluation. These techniques generally fall into two categories: (1) structure-based drug design, which relies on knowledge of the target structure (i.e. docking, molecular dynamics, free energy perturbation) and (2) ligandbased drug design, which uses known properties of molecules to develop models of quantitative structure-activity relationships (QSAR).
Ligand-based drug design generally relies on machine learning-based techniques to identify the link between structure and the property of interest. Recently, a proliferation of advanced machine learning techniques have shown great promise in increasing the predictability of QSAR models. A deep learning model first won the Merck Kaggle multi-activity challenge in 2014, 1 and since then these models have continued to show increased predictive accuracy over QSAR models based on classical machine learning techniques in many studies. 2 A recent example of success with deep learning is the paper by Feinberg et al. that compared the Potential-Net deep learning method with existing shallow learners on a wide array of pharmaceuticallyrelevant datasets. 3 These results showed dramatic improvements for deep learning based on temporal splits using data collected from a pharmaceutical company. Another evaluation showed that a directed message-passing neural network model can provide robust performance over a range of experimental datasets characterizing molecular properties. 4 The authors provide an open-source deep learning software to go with this paper that has been tested on a wide range of parameters. However, this software does not include any type of modular pipeline that would allow for the incorpo-ration of different models and chemical representations. Overall there has been a lack of publicly available suites of software tools that support a transparent and reproducible generation of a diverse array of deep and classical machine learning models, especially ones that can scale to model the large set of pharmaceuticallyrelevant parameters. A major advance towards this goal was made with the introduction of DeepChem, 5 which supports the building of a variety of machine learning models for small molecule property prediction. DeepChem contains a variety of very helpful modules and tools, but has limitations in its ability to robustly train models from a wide selection of hyperparameters, and published performance evaluation is limited to a small number of public datasets with less diverse pharmaceutical relevance. 6 In this paper we introduce a new small molecule property prediction pipeline, AMPL. This software was developed through the Accelerating Therapeutics Opportunities in Medicine (ATOM) Consortium as the ATOM Modeling PipeLine. The key contributions of this work are to automate deep learning training, particularly in hyperparameter search; to enable extensive performance benchmarking; and to apply AMPL to a large collection of pharmaceutically-relevant property-prediction datasets. Most notably, AMPL is available as open source to benefit the drug discovery community.
The closest existing pipeline tools are BIOVIA Pipeline Pilot 7 and KNIME. 8 Pipeline Pilot is a license-based graphical tool for machine learning pipelining. It has capabilities for data cleaning, splitting, training, and model deployment, but are all mainly GUI-based, limiting the customizability of the software. Furthermore, it is only available for a licensing fee, so it does not target the open source community. In terms of free and open source software suites for data analytics, the main alternative is KNIME. This software provides an environment for creating general data flows to process data, use predictive models, and analyze complex datasets. An ecosystem of open source and commercial KNIME node exten-sions has developed which enable workflows for library analyses, virtual screening, model fitting and prediction. In contrast, AMPL is tightly focused on integrating modern machine learning methods with best practices for chemical activity and property prediction. Important issues with machine learning models, such as dataset characterization, model validation, and uncertainty quantification are addressed by AMPL in automated and reproducible ways. The code suite also provides high performance computing modules for model fitting, hyperparameter optimization, and predictions. AMPL currently targets job submission-based clusters to scale training runs; however, AMPL could be adapted to operate on other scalable platforms such as Spark in the future. Furthermore, AMPL is implemented as a modular and reusable Python library to allow for easy integration with other data science software platforms.
An extensive set of experiments were conducted with AMPL, and key observations include:
• Physicochemical descriptors and deep learning-based graph representations are significantly better than traditional fingerprints to characterize molecular features
• Dataset size is directly correlated to performance of prediction: single-task deep learming models only outperform shallow learners if there is enough data. Likewise, data set size has a direct impact of model predictivity independently of comprehensive hyperparameter model tuning.
Our findings point to the need for public dataset integration or multi-task/ transfer learning approaches.
• DeepChem uncertainty quantification (UQ) analysis may help identify model error; however, efficacy of UQ to filter predictions varies considerably between datasets and model types.
The aim of this paper is to present the rigorous and transparent open source software pipeline AMPL to build global and local 'baseline' models for a wide array of molecular properties that are needed for in silico drug discovery. This new software will support reproducible training and testing protocols that enable the broader modeling community to evaluate and improve modeling approaches over time. Figure 1 shows the overall architecture of AMPL. This end-to-end pipeline supports all functions needed to generate, evaluate, and save machine learning models: data ingestion and curation, featurization of chemical structures into feature vectors, training and tuning of models, storage of serialized models and metadata, and visualization and analysis of results. It also contains modules for parallelized hyperparameter search on high-performance computing (HPC) clusters.
Methods

Data curation
AMPL includes several modules to curate data into machine learning-ready datasets. Functions are provided to represent small molecules with canonicalized SMILES strings using RD-Kit 9 and the MolVS package, 10 by default stripping salts and preserving isomeric forms. Data curation procedures are provided with AMPL as Jupyter notebooks, 11 • User-defined custom feature classes Because some types of features are expensive to compute, AMPL supports two kinds of interaction with external featurizers: a dynamic mode in which features are computed on-thefly and a persistent mode whereby features are read from precomputed tables and matched by compound ID or SMILES string. In the persistent mode, when SMILES strings are available as inputs, the featurization module matches them against the precomputed features where possible, and computes features dynamically for the remainder. Because precomputed feature tables may span hundreds or thousands of feature columns for millions of compounds, the module uses the feather format 16 to speed up access.
Featurized datasets for feature types that support persistent mode (currently, all except ECFP fingerprints and graph convolution format) are saved in the filesystem or remote datastore, so that multiple models can be trained on the same dataset. This also facilitates reproducibility of model results.
Chemical descriptor sets such as those generated by MOE often contain descriptors that are exact duplicates or simple functions of other descriptors. In addition, large blocks of descriptors may be strongly correlated with one another, often because they scale with the size of the molecule. The featurization module deals with this redundancy by providing an option to remove duplicate descriptors and to scale a subset of descriptors by the number of atoms in the molecule (while preserving the atom count as a distinct feature). Factoring out the size dependency often leads to better predictivity of models.
The featurization module can be easily extended to handle descriptors generated by other software packages, latent vectors generated by autoencoders, and other types of chemical fingerprints. In most cases, this can be accomplished by writing a small function to invoke the external feature generation software, and by adding an entry to a table of descriptor types, listing the generated feature columns to be used. In more complicated cases, one may need to write a custom subclass of one of the base featurization classes.
Featurization-relevant input parameters include:
• Type of molecule featurizer , and a holdout test set (for evaluation). Alternatively, AMPL offers a k-fold cross-validation option, to assess the performance impact of sampling from the modeled dataset. Under k-fold cross-validation, the holdout test set is selected first, and the remainder is divided into k-fold sets for training and validation. AMPL offers a number of dataset splitting algorithms, which offer different approaches to the problem of building models that generalize from training data to novel chemical space. It supports several of the methods included in DeepChem, including random splits, Butina clustering, Bemis-Murcko scaffold splitting, and a simple algorithm based on fingerprint dissimilarity. 6 In addition, we implemented temporal splitting and a modified version of the asymmetric validation embedding (AVE) debiasing algorithm. 17 We compared random splitting with Bemis-Murcko scaffold splitting for our benchmarking experiments.
Input parameters related to data splitting include:
• Type of splitter to use: index, random, scaffold, Butina, ave min, temporal, fingerprint, or stratified Currently, specific input parameters are supported for:
• Random forest models from scikit-learn
• XGBoost models 19
• Fully connected neural network models
• Graph convolution neural network models 20
As with the featurization module, AMPL supports integration of custom model sub-classes. Parameters for additional models can be easily added to the parameter parser module.
Model-relevant input parameters include:
• Type of model to fit (neural network, random forest, or xgboost)
• Prediction type (regression or classification)
• Singletask or multitask model 
Epoch selection for neural network models
Early stopping is an essential strategy to avoid overfitting of neural networks, thus the number of training epochs is one of the key hyperparameters that must be optimized. To implement early stopping, AMPL trains neural network models for a user-specified maximum number of epochs, evaluating the model on the validation set after each epoch, and identifies the epoch at which a specified performance metric is maximized. By default this metric is the coefficient of determination R 2 for regression models, and the area under the receiver operating characteristic curve (ROC AUC) for classification models.
Model persistence
Serialized models are saved after training and prediction generation are complete, along with detailed metadata to describe the model. This supports traceability and reproducibility, as well as model sharing. AMPL supports saving models and results either using the file system or optionally through a collection of database services. The metadata can be stored in a mon-goDB database 21 or as JSON files. AMPL has functions for saving models and loading prebuilt models for prediction generation.
Model performance metrics
AMPL calculates a variety of performance metrics for predictions on the training, validation and test sets. Metrics may be saved in a mon-goDB database or in JSON files. For regression models, we calculate:
• Coefficient of determination (R 2 ). This is calculated using sklearn's metrics function. Note that this score can be negative if the model is arbitrarily worse than random.
(1)
• Mean Absolute Error (MAE). An advantage of MAE is that it has a clear interpretation, the average absolute difference between the measured value y i and predicted valueŷ i . This works well for cellular activity assay datasets, which use log normalized dose concentration value with similar concentration ranges across different assays. PK parameters are measured on different scales for some assays, which prevents comparison between assays with this metric.
• Mean Square Error (MSE). This is a risk metric corresponding to the expected value of the squared error (or loss).
For classification models, we calculate:
• Area Under the Receiver Operating Characteristics Curve (ROC AUC). The ROC curve plots the True Positive Rate versus the False Positive Rate as a binary classifier's discrimination threshold is varied. The ROC AUC score is calculated by finding the area under the ROC Curve. This value can range from 0 -1, where 1 is the best score.
• Precision (Positive Predictive Value)
where TP = number of true positives and FP = number of false positives
• Recall (True positive rate/ sensitivity)
where TP = number of true positives and TN = number of true negatives
• Area under the precision-recall curve (PRC-AUC). The precision-recall curve plots precision versus recall as a binary classifier's discrimination threshold is varied. It is a good measure of success of prediction when classes are very imbalanced. High scores show that the classifier is returning accurate results (high precision), as well as returning a majority of all positive results (high recall).
• Negative Predictive Value (NPV)
where TN = number of true negatives and FN = number of false negatives
• Cross entropy (log loss)
• Accuracy
where terms are defined as above.
Uncertainty quantification
Uncertainty quantification (UQ) attempts to measure confidence in a model's prediction accuracy by characterizing variance in model predictions. Some common objectives for UQ are to use it to guide active learning or to weight model ensembles. AMPL generates UQ values for both random forest and neural network models.
Uncertainty quantification for random forest
Generating a value quantifying uncertainty is straightforward for random forest and is taken to be the standard deviation of predictions from individual trees. This quantifies how variable these predictions are, and thus how uncertain the model is in its prediction for a given sample.
Uncertainty quantification for neural networks
Our neural network-based UQ uses the Kendall and Gal method 22 as implemented in DeepChem. This method combines aleatoric and epistemic uncertainty values.
Aleatoric uncertainty cannot be reduced by adding more data but can be estimated. It is estimated by modifying the loss function of the model to predict both the response variable and the error of the model.
Epistemic uncertainty arises because of limited data. It represents the uncertainty of the model. Normally this is calculated in a bootstrapped manner, as in the case of a random forest. However, since training neural networks is expensive, an alternate approach is to train one network to generate a set of predictions by applying a set of dropout masks during prediction. Prediction variability is then quantified to assess epistemic uncertainty.
Visualization and analysis
Plots generated by AMPL's visualization and analysis module are shown in the Results section. Additional options include plots of predicted vs. actual values, learning curves, ROC curves, precision vs. recall curves, and 2-D projections of feature vectors using UMAP. 23 The module also includes functions for characterizing and visualizing chemical diversity. Chemical diversity analysis is crucial for analyzing domain of applicability, bias in dataset splitting, and novelty of de novo compounds. This module supports a wide range of input feature types, distance metrics, and clustering methods.
Hyperparameter optimization
A module is available to support distributed hyperparameter search for HPC clusters. This module currently supports linear grid, logistic grid, and random hyperparameter searches, as well as iteration over user-specified values. To run the hyperparameter search, the user specifies the desired range of configurations in a JSON file. The user can either specify a single dataset file or a CSV file with a list of datasets. The script generates all valid combinations of the specified hyperparameters, accounting for model and featurization type, and submits jobs for each combination to the HPC job scheduler. The module includes an option to generate a pre-featurized and pre-split dataset be-fore launching the model training runs, so that all runs operate on the same dataset split. The user can specify a list of layer sizes and dropouts to combine, along with the maximum final layer size and a list of the numbers of possible layers for a given model, and the module combines these different options based on the input constraints to generate a variety of model architectures. The search module can check the model tracker database to avoid retraining models that are already available. It also provides users the option to exclude hyperparameter combinations that lead to overparameterized models, by checking the number of weight and bias parameters for a proposed neural network architecture against the size of the training dataset. Finally, the search module throttles job submissions to prevent the user from monopolizing the HPC cluster.
Input parameters for hyperparameter search include:
• Boolean flag indicating whether we are running the hyperparameter search script 
Results
Benchmark experiments were run to evaluate and validate components of the pipeline.
Data
Experimental datasets were made available by ATOM Consortium member GlaxoSmithKline from a variety of bioactivity and pharmacokinetics experiments. Selected datasets were used for training and evaluating models. These datasets are summarized in Table 1 . Pharmacokinetic (PK) and safety datasets were curated separately, as they contain different types of experimental data and thus require different processing. The raw datasets were cleaned to remove rows with outlying, missing, and duplicate measurements, and processed to yield machine learning datasets with a single aggregate value per unique compound. These procedures informed the design of curation functions included in the pipeline. Curation of the PK datasets required the conversion of values to standard units, the removal of compounds with stability or recovery issues, and the exclusion of data that was generated using significantly different assay protocols. Subsequently, replicate experimental measurements were identified by matching duplicate canonical SMILES strings and averaged to produce a single value per compound.
For the safety datasets, censored measurements were an additional concern. Since bioactivity assays are typically performed over a limited range of compound concentrations, IC50 or EC50 values may be reported as being above or below a maximum or minimum concentration, so that the measurements are censored. When all measurements for a compound are censored in the same direction, the user is given the option to either exclude the compound from the dataset, or include it with a relational operator indicating the direction together with the censoring threshold. In the case where some replicate measurements are censored and some are not, AMPL computes a maximum likelihood estimate for the mean activity, assuming a Gaussian distribution of measurements around the true mean. The distribution of response values is reported along with the mean and standard deviation.
Experimental design for regression pharmacokinetic models
To evaluate AMPL's performance, we built a total of 11,552 models on 15 pharmacokinetic datasets and 26 bioactivity datasets. These models include 9,422 regression models and 2,130 classification models.
We evaluated a variety of deep learning model types and architectures and compared them to baseline random forest models. We explored the performance of four types of features: ECFP fingerprints, MOE descriptors, Mordred descriptors, and graph convolution-based latent vectors. For the neural network models, we searched over many combinations of learning rates, numbers of layers, and nodes per layer. For each combination of neural network hyperparameters, we trained for up to 500 epochs and used a validation set performance metric (R 2 for regression, ROCAU C for classification) to choose an early stopping epoch for the final model. For random forest models, the only hyperparameter varied was the maximum tree depth, as previous experiments showed that other model hyperparameters had a minimal effect for our datasets. The complete set of hyperparameters varied was as follows:
• Splitter Types: scaffold and random 
Analysis of modeling performance
To identify which featurization type generated the most predictive models for each model type, models with the best validation set R 2 score were selected for each model/splitter/dataset combination. The number of "best" models for which each feature type yielded the highest test set R 2 score is plotted in Figure 2 . Figure 2 shows that the chemical descriptors generated by the commercial MOE software outperformed those produced by the open source Mordred package in most cases. DeepChem's graph convolution networks outperform all other feature types for neural network models. The model/featurization combination with the most accurate predictions on the holdout set is shown in Figure 3 . MOE featurization with random forest models most frequently outperformed other featurization/model type combinations for both types of splitters. Figure 4 confirms that random forest models tend to outperform neural network models for the evaluated datasets. 
Investigation into neural network performance
Neural networks are known to perform more poorly on smaller datasets, so we wanted to examine the relationship between the size of a dataset and the test set R 2 values for the best random forest and neural network models for that dataset. Figure 5 shows the test set R 2 values for the best neural network and random forest models for each dataset, where best is defined as the model with the highest validation set R 2 value. The figure shows that as the dataset size increases, the R 2 score for the test set increases as well. The pattern is shown in Figure 6 . These results indicate that we will need to augment our datasets to further improve model performance. We plan to explore multiple avenues to address this requirement: conducting additional experiments, running simulations, sourcing public data, building multi-task models, and experimenting with transfer learning approaches.
Figure 6: Per-dataset model accuracy versus dataset size
We also examined the architectures that yielded the best model for each feature type for the neural network models. Our hypothesis was that larger datasets would perform better with larger networks. Figure 7 shows number of parameters in the hidden layers of the model versus the size of the dataset. The color indicates the dataset and the shape indicates the featurizer type. The number of parameters for the 2-layer networks was calculated by multiplying the first and second layers together. We can see a clear lower bound in the number of parameters for the best network for all featurizer types as the dataset size increases. Figure 8 and Figure 9 show the full set of test set R 2 values for the best model for each molecular featurization representation and model type for random and scaffold splits respectively (picked as before by the best validation set R 2 value). Random sampling inflates the R 2 values of the holdout set, which is as expected since there is greater structural overlap between the set of compounds in the training and holdout set. For scaffold split-generated holdout sets, 
Model tuning results
To evaluate whether hyperparameter search improves model performance, the test set R 2 for a baseline model was compared with the test set R 2 from the best-performing model selected by looking at the validation set R 2 value. Small datasets and ECFP-based models, which showed poor neural network performance overall, showed little to no improvement, while better-performing datasets and featurizers showed greater improvement with hyperparameter search. This suggests that data augmentation will be necessary to improve prediction performance on the smaller problematic datasets, and that ECFP is a poor featurizer no matter the hyperparameters. 
Classification experiments
A set of classification model experiments were also conducted for a panel of 28 bioactivity datasets, without any hyperparameter tuning. In total 2,130 neural network and random forest models were generated. A dose concentration threshold was used to label active and inactive compounds on a per-dataset basis using thresholds provided by domain experts at GlaxoSmithKline. The classes were extremely unbalanced, which partially explains the high ROC-AUC scores.
Uncertainty quantification
To explore the utility of the uncertainty quantification values produced by neural network and random forest models, a case study is presented for three representative PK parameter datasets: rat plasma clearance (in vivo), human microsomal clearance, and human plasma protein binding HSA. These datasets were selected to represent small, medium, and large Test Set ROC AUC Score BSEP pIC50 ADRA1B pIC50 ADRA2C pIC50 ADRB2 pEC50 CHRM1 pEC50 CHRM1 pIC50 CHRM2 pEC50 DRD2 pEC50 GRIN1 pIC50 HRH1 pIC50 HTR1B pIC50 HTR2A pEC50 HTR2A pIC50 HTR2C pEC50 HTR2C) pIC50 HTR3A pIC50 KCNA5 (Kv1.5) pIC50 KCNE1 KCNQ1 (Kv7.1) pIC50 MAOA pIC50 PDE3A pIC50 PDE4B pIC50 Phospholipidosid pEC50 PI3K pIC50 COX 2 pIC50 SCN5A (NaV1.5) pIC50 SCL6A2 pIC50 SLC6A4 pIC50 OATP1B1 pIC50
Neural Network Random Forest Figure 11 : Performance accuracy for classification sized datasets with low, medium, and high R 2 values.
Precision-recall plot analysis
Precision-recall curves measure the fraction of low error predictions made at varying UQ thresholds. Precision is defined as the fraction of predictions with UQ values less than the UQ threshold, with error less than some predefined threshold. For this analysis we use mean logged error and define "low-error" as samples with logged error below the mean (log served to normalize the distribution). Recall reports the fraction of low-error samples which pass the UQ filter threshold. Overall, we would like to use the UQ value as a threshold to identify low error samples at a higher rate than in the overall test set. Table 3 shows the percentage of low error samples in the test set as a whole for each dataset/model/featurizer combination.
In general, a low UQ threshold with accurate uncertainty would correspond to a precision of 1, which means confident predictions correspond to low-error predictions. To have the greatest utility, the curve should keep fairly high precision as the recall increases. UQ successfully filters out low confidence predictions in some cases but performance varies widely with Figures 12, 13 and 14 show that precision drops quickly as recall increases and for some models precision is poor even when applying the lowest UQ threshold. Nevertheless, for each dataset there exists a UQ threshold for at least one model which could be used to increase the fraction of low error predictions over the baseline percentages shown in Table 3 . For example, Figure 14 suggests that applying a UQ threshold could increase precision to 65% from around 42% with a recall of 10%. Later it is shown that for the human plasma protein binding HSA dataset, this could still yield a collection of compounds with a diverse range of response values.
Calibration curves
To further investigate how error changes as the uncertainty increases, we plotted calibration curves of mean error per uncertainty bucket, with the 95% confidence interval of error shown for each bucket as error bars. We would like uncertainty to serve as a proxy for error, so we would hope to see the mean error for the samples in a bucket to increase as the UQ threshold for that bucket increased. Results for neural network and random forest models built on MOE feature vectors and neural network graph convolution models are shown to demonstrate the variation in performance.
For rat plasma clearance (in vivo), there is an overall upward trend for all three calibration curves, but it is not completely monotonically increasing for any of them. This is the smallest dataset of our case study, so increas-ing the bucket size may improve the choppiness of these curves, but overall UQ does not look like it would be a reliable proxy for error for this dataset. For human microsomal clearance, MOE feature vectors yield models where the UQ is strongly biased by the predicted value, especially for the neural network model, as seen in Figure 27 . Error versus predicted value does not show this trend, so this is likely indicating that UQ contains no real information value for this model. This trend exists for the MOE random forest model as well, although it levels off, suggesting slightly less biased UQ values. The graph convolution model displays a more balanced relationship between UQ and predicted value, which mirrors what we saw in the previous two sub-sections, that this model's UQ is more informative of error than the MOE models' UQ. Human plasma protein binding HSA, which showed the best calibration curves, also shows the least correlation between UQ and predicted value. UQ has a wide range of values for all predicted values. 
Discussion
Key observations from the extensive series of model evaluations are summarized here:
• Neural networks generally produced more accurate models only on the larger datasets.
• The proprietary MOE descriptors outperformed the open-source Mordred descriptors for both random forest and neural networks. Among neural network representations, graph convolutions outperformed ECFP.
• A range of neural network architectures performed best, depending on the dataset size. Small networks appear to be prominently featured in many datasets.
• Model performance generally improved as dataset size increased, suggesting the need for public dataset integration or multi-task/ transfer learning approaches.
• Hyperparameter tuning generally improved performance, in some cases dramatically.
• Uncertainty quantification showed a weak correlation with error, and the efficacy of using UQ to filter predictions varied considerably between datasets and model types.
The differences in prediction accuracy show that the parameters needed for in silico drug discovery present a diverse set of data-driven modeling challenges. The extensive benchmarking suggests that there is no clear one best modeling approach for every predicted parameter. The differences in performance show the importance of having a rigorous model building pipeline that can be readily adapted and reapplied to build parameter specific models as new data becomes available.
Conclusions
In this paper, we present the ATOM Modeling PipeLine, or AMPL . This open-source software suite allows the user to build global and local models for a wide array of molecular properties that are needed for in silico drug discovery. Results of extensive benchmarking on a wide variety of pharmacokinetic and safety datasets were also presented, with an exploration of the effects of different featurization and model types on model accuracy. While the datasets used for developing and testing the pipeline are not publicly available, the software used to curate data and train, evaluate, and share new models is available as open source and benefits from having been tested on a wide array of pharmaceutically-relevant parameters. Additional public datasets are included with the pipeline release to support applying reproducible training and testing protocols that enable the broader modeling community to evaluate and improve modeling approaches over time.
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