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iAbstract
We live in a data-rich environment where massive amounts of data such as text mes-
sages, articles, images, and search queries are continuously generated by users. In this
environment, new opportunities to discover and utilize knowledge about the real-world
arise, such as the extraction and description of places and events from social media
records, the organization of documents by spatio-temporal topics, and the prediction
of epidemics by search engine queries. Major challenges addressed in these data- and
application-specific works arise from the unstructured and complex nature of the data,
and the high level of uncertainty and sparsity of the attributes.
Despite the evident progress in utilizing specific data sources for different applica-
tions, there remains a lack of common concepts and techniques on how to exploit the
data as high-quality sensors of geographic space in a general manner. However, such a
general point of view allows to address the common challenges and to define fundamental
building blocks to deal with problems in fields like information retrieval, recommender
systems, market research, health surveillance, and social sciences.
In this thesis, we develop concepts and techniques to utilize various kinds of user-
generated data as a steady source of information about geographic processes and entities
(together called geographic phenomena). For this, we introduce a novel conceptual data
mining framework, called geographic feature mining, that provides the foundation to dis-
cover and extract highly informative and discriminative dimensions of geographic space
in a unifying and systematic fashion. This is achieved by representing the qualitative and
geographic information in the records as geographic feature signals, each constituting a
potential dimensions to describe geographic space. The mining process then determines
highly informative features or feature combinations from the candidate sets that can be
used as a steady source of auxiliary information for domain-specific applications.
In developing the framework, we make contributions to several fundamental prob-
lems: (1) We introduce a novel probabilistic model to extract high-quality geographic fea-
ture signals. The signals are robust to noise and background distributions, and the model
allows to exploit diverse kinds of qualitative and geographic information in the records.
This flexibility is achieved by utilizing a Bayesian network model and the robustness by
choosing appropriate prior distributions. (2) We address the problem of categorizing and
selecting geographic features based on their spatio-temporal type, such as feature signals
having landmark, regional, or global semantics. For this, we introduce representations of
the signals by interaction characteristics and evaluate their performance in clustering and
data summarization tasks. (3) To extract a small number of highly informative feature
combinations that reflect geographic phenomena, we introduce a model that extracts la-
tent geographic features from the candidate signals using dimensionality reduction. We
show that this model outperforms document-centric topic models with respect to the
informativeness of the extracted phenomena, and we exhaustively evaluate how different
statistical properties of the approaches affect the characteristics of the resulting feature
combinations.
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Zusammenfassung
Heute wird permanent eine Vielzahl unterschiedlicher Daten von Benutzern erzeugt, wie
Textnachrichten, Artikel, Bilder oder Suchanfragen. Hierdurch ergeben sich neuartige
Mo¨glichkeiten, um geographische Pha¨nomene zu erkennen und dieses Wissen fu¨r An-
wendungen nutzbar zu machen. Dazu geho¨ren etwa die Extraktion von interessanten
Orten und Ereignissen anhand von Informationen in sozialen Medien, die Organisation
von Dokumenten auf Basis von geographischen Themen oder die Vorhersage von Epide-
mien mittels Suchanfragen. Grundlegende Herausforderungen in diesen oft daten- und
anwendungsspezifischen Arbeiten liegen in der unstrukturierten und komplexen Natur
der Daten und in den großen Unsicherheiten bezu¨glich der Aussagekraft der Attribute.
Trotz zahlreicher Fortschritte bei der Analyse von benutzergenerierten Daten fehlt
es an grundlegenden Konzepten und Techniken, um diese als Sensoren fu¨r geographische
Pha¨nomene zu verstehen und nutzbar zu machen. Solch ein grundlegender Ansatz wu¨rde
es jedoch erlauben, elementare Probleme zu identifizieren und hierdurch fundamentale
Bausteine zur Lo¨sung von Forschungsproblemen im Bereich des Information Retrieval,
der Empfehlungssysteme, der Marktforschung, des Gesundheitswesens und der Sozial-
wissenschaften zu entwickeln.
Diese Dissertation entwickelt Techniken und Konzepte zur Nutzung von benutzer-
generierten Daten als eine sta¨ndige Informationsquelle u¨ber geographische Pha¨nomene.
Wir pra¨sentieren ein neuartiges konzeptionelles Data Mining-Rahmenwerk, genannt Geo-
graphic Feature Mining. Dieses erlaubt es, geographische Pha¨nomene aus verschieden-
artigen Datensa¨tze in einer einheitlichen und systematischen Art und Weise zu extrahie-
ren, indem die jeweiligen qualitativen und geographischen Information als geographische
Feature-Signale beschrieben werden. Hierbei bildet jedes Signal eine potentielle Dimensi-
on, um den geographischen Raum zu beschreiben. Die Aufgabe des Mining-Prozesses ist
es dann, hoch-informative Signale oder Signal-Kombinationen zu extrahieren und diese
als geographisches Wissen fu¨r doma¨nenspezifische Analysen und Anwendungen verfu¨gbar
zu machen.
Durch die Entwicklung des Rahmenwerks leisten wir zudem mehrere Beitra¨ge zu
fundamentalen Forschungsproblemen. (1) Wir pra¨sentieren einen neuartigen probabi-
listischen Ansatz, um hochwertige geographische Feature-Signale zu extrahieren. Die
extrahierten Signale sind robust gegenu¨ber einer Vielzahl von Unsicherheiten in den
Daten. Zudem erlaubt es das Modell, eine Vielzahl an qualitativen und geographischen
Informationen in den Daten auszunutzen. (2) Wir befassen uns mit dem Problem, geo-
graphische Feature-Signale auf Basis ihrer semantischen A¨hnlichkeit zu kategorisieren
und zu selektieren, wie etwa Signale, welche einen einzelnen Ort, mehrere Orte oder
eine Region beschreiben. Hierfu¨r fu¨hren wir Repra¨sentationen der Signale basierend auf
ihrer Interaktions-Charakteristik ein. (3) Um eine kleine Anzahl informativer Signal-
Kombinationen aufzudecken, pra¨sentieren wir ein Modell mit dem latente geographi-
sche Dimensionen aus einer Vielzahl von Feature-Signalen mittels Dimensionalita¨ts-
Reduktion extrahiert werden ko¨nnen. Alle vorgestellten Methoden werden in umfangrei-
chen und vergleichenden Experimenten hinsichtlich ihrer Effektivita¨t evaluiert. Hierzu
verwenden wir reale Daten aus Photo-Communities, Microblogs und von Wikipedia.
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Chapter 1
Introduction
1.1 Motivation
Today, a massive and steadily increasing amount of textual data, photos, and videos is
generated by users on a daily basis. Such data includes records of various social network
services (e.g., Facebook, Twitter, Foursquare), communication platforms (e.g., Blogger,
Tubmblr, Whatsapp), media sharing platforms (e.g., Flickr, Panoramio, Youtube), or
collaborative repositories (e.g., Wikipedia). In addition to user-generated records, user
actions like search queries, click-through sequences, votes, check-ins, user profile data,
and social network information (friends) are available. This data is of course at hand
to the service providers, but may also be crawled from the Web or is made available by
dedicated data APIs.
This data-rich environment provides new opportunities to discover and utilize knowl-
edge about the real-world. For example, records often contain geographic information of
varying granularity and precision that describes where and when users generated them or
about what place and time the content refers to. Consequently, the past decade has wit-
nessed a tremendous amount of research in the fields of information retrieval, text mining,
computer vision, and geographic information science with the aim of exploiting the data
to realize innovative applications and to address novel research questions. Such applica-
tions include the extraction of places and events [Rattenbury et al., 2007a], the prediction
of land cover [Leung and Newsam, 2010], forecasting the spread of epidemics [Ginsberg
et al., 2009], or recommending points-of-interest (POIs) and trajectories [Zheng et al.,
2009], among others.
1.1.1 Applications and Challenges
Since a lot of different fields of research cope with the ubiquitously available user-
generated data, a heterogeneous set of application-driven techniques has been developed.
Problems addressed in the different fields are, for example:
• Information retrieval : Improving browsing and data organization of photo collec-
tions by automatically discovering places and events [Ahern et al., 2007; Ratten-
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bury et al., 2007a; Serdyukov et al., 2009], the extraction of geographical topics in
blogs and tags sets [Mei, 2006; Yin et al., 2011], and the retrieval of context-aware
search results [Sengstock and Gertz, 2011a].
• Disaster Monitoring and Health Surveillance: Tracking hurricanes [Sakaki et al.,
2010] and predicting the distribution of car-animal accidents [Xu et al., 2012] by
using Twitter data. Using search engine queries and Twitter data to predict the
spread of epidemics [Ginsberg et al., 2009; Johnson et al., 2004; Paul and Dredze,
2011].
• Recommender Systems: Recommending POIs and routes using user positions ex-
tracted from photo series and travel blogs [Ye et al., 2011; Zheng et al., 2011,
2009].
• Market Research: Predicting polls and forecasting opinions and interests on the
basis of clicks on online photo collections and search queries [Gallagher, 2010;
Radinsky et al., 2012].
• Social Sciences: Describing and identifying city cores using Flickr tags [Hollenstein
and Purves, 2010] and analyzing geographic conceptualization of space [Deng and
Lemmens, 2009].
Apart from the very distinct techniques and models employed to address the prob-
lems, these works share a number of common challenges. These are summarized as:
• Extracting qualitative and geographic information from unstructured and complex
data records.
• Coping with a high level of uncertainty of the considered attributes.
• Handling the sparse distribution of the geographic information, even when a huge
number of records is available for processing.
• Coping with geographic heterogeneity and trends, such as a strong and biased
background population and areas with a small number of contributions.
• Appropriate handling and utilization of spatial dependency and auto-correlation.
These common challenges are treated in the above works in very different and specific
ways. These include exploiting different types of data features in complex data sources,
such as user-links in social networks [Zheng et al., 2011] or linking to external knowledge
sources [Yuan et al., 2012], appropriate regularization in statistical models [Xu et al.,
2012], use of prior distributions and smoothing techniques [Cheng et al., 2010], and
domain-specific pre-processing routines [Paul and Dredze, 2011].
One can argue that applications need their own techniques and models to appropri-
ately leverage specific data sources. In this thesis, however, we want to explore how to
utilize user-generated data in a more general fashion in order to develop fundamental
building blocks to realize domain-specific applications and to state well-defined research
questions.
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Figure 1.1: Illustration of the utilization of user-generated data as a sensor h for geo-
graphic phenomena. The sensor extracts spatio-temporal signals of geographic phenom-
ena, allowing to compare the locations a and b by the vectors h(a) and h(b) in which
each dimension describes a particular semantics of geographic space.
1.1.2 Sensor and Signals
The underlying idea driving this research is to exploit user-generated data as a gen-
eral sensor to extract informative dimensions of geographic space. This assumes that
geographic processes and entities (together called geographic phenomena) are treated
as semantic dimensions of geographic space. For this, a phenomenon is viewed as a
spatio-temporal intensity signal, describing where, when, and to what degree a social or
physical process or entity occurred.
Understanding users as sensors of geographic information has been introduced in
the field of geographic information science [Goodchild, 2007]. There, the data gathered
by the users is called volunteered geographic information (VGI). The data is collected
by collaborative services allowing users to add information in a more-or-less structured
manner (such as point-of-interest, areas-of-interest, or roads). Examples of such services
are OpenStreetMap1, WikiMapia2, or mash-ups build on top of map interfaces such as
Google Maps3 .
Here, we focus on data that has not been generated by users with the intend of pro-
viding accurate and structured geographic information. Instead, this data is generated
on a massive scale and is mainly unstructured, such as text messages, images, or search
queries. However, this data is more and more understood as a steady observational
data source for geographic phenomena, and has been used to address specific research
questions in the social sciences [Crandall and Snavely, 2012; Sheth, 2009].
Different from existing works, we abstract from particular applications and claim that
information about geographic phenomena is essential to differentiate between locations
1www.openstreetmap.org
2www.wikimapia.org
3developers.google.com/maps
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and/or areas in space and time. By understanding location semantics through processes
and entities, we are able to develop fundamental tasks to find similar locations, extract
interesting places, and to describe space and time in general.
Figure 1.1 illustrates the idea of extracting a set of geographic phenomena from user-
generated data, with each phenomenon constituting a semantic dimension. Without
any information about the distribution of processes and entities, two points a and b in
geographic space can only be compared by the distance to each other. To decide if the
two locations are similar (or distinct), one needs to know something about the semantics
of these locations. One source of such qualitative information are surveys or geographic
databases (such as provided by VGI services). Today, however, we are given a steadily
increasing and accessible amount of data in the form of articles, photos, text messages,
and search queries.
1.1.3 Unifying Mining Framework
In this thesis, we develop a conceptual data mining framework to extract informative
geographic dimensions from heterogeneous user-generated data sources, called geographic
feature mining. We call the dimensions geographic features, each of which described by a
spatio-temporal intensity distribution. This is achieved by transforming the qualitative
and geographic information in the records to geographic feature signals. The aim of the
mining process is then to discover and extract highly informative features or feature
combinations from the candidate set. These signals can afterwards be used as covariate
information in subsequent spatio-temporal analysis task and applications.
The idea of proposing such a general approach, however, only makes sense if it
helps to realize of domain-specific applications by addressing the fundamental challenges
of user-generated data. We see the framework as an abstraction between the user-
generated data and particular applications. A schematic view on the different layers
in shown in Figure 1.2. It differentiates between (1) the data selection/pre-processing
level that extracts raw qualitative and geographic information from the data sources, (2)
the framework level that discovers and extracts a set of informative geographic feature
signals, and (3) the application level that utilizes the feature signals. In the remainder
of this thesis, the connection between feature signals and application-specific problems
is exhaustively discussed. Specific applications considered in this thesis are:
• Point-of-interest (POI), place, and event discovery and summarization: These
applications extract geographic entities and textual descriptions from the data in
order to use them for information organization or monitoring [Ahern et al., 2007;
Rattenbury et al., 2007a; Serdyukov et al., 2009].
• Area-of-interest (AOI) discovery and segmentation: These applications segment
space into coherent semantic regions, e.g., to analyze functional parts of cities
[Yuan et al., 2012]
• Spatio-temporal prediction: These applications extract a spatio-temporal distribu-
tion from a number of direct or indirect observations (such as hurricanes, earth-
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Figure 1.2: Schematic view on different levels of geographic knowledge discovery from
user-generated data. The data selection/pre-processing level is concerned with data-
specific selection and information extraction problems. The framework level is concerned
with the extraction of informative geographic features. The application level makes use
of the geographic feature signals to realize domain-specific tasks.
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quakes, accidents, or crime areas) [Sakaki et al., 2010; Xu et al., 2012].
• Spatio-temporal forecasting : These applications predict the spatio-temporal distri-
bution of a phenomenon in the future [Gallagher, 2010].
• Trajectory pattern mining : These applications extract interesting paths or forecast
the next location of a user given past user location data [Ye et al., 2011; Zheng
et al., 2011, 2009].
The concepts and techniques developed in this thesis should help to address the com-
mon challenges in these works. For this, we summarize the desiderata for a framework
to utilize user-generated data as follows:
• Unifying : The framework should allow to process a variety of user-generated data
sources and be applicable to different domain-specific tasks.
• Systematic: The framework should have clearly defined sub-tasks and an iterative
mining process to guide the analyst in the discovery of geographic knowledge. This
includes general input and output representations, interestingness measures, and
criteria to judge about the quality of the results.
1.2 Contributions
This thesis makes several contributions in the field of geographic knowledge discovery
(GKD). The unique contributions are as follows:
• We develop a conceptual data mining framework for the discovery of geographic
phenomena on the basis of geographic feature signals. In order to define the sub-
problems and their unique challenges, concepts and methods to formalize the input
data, the output patterns, and intermediate data representations are introduced.
We show that the framework allows to describe various application and research-
oriented tasks in a unifying and systematic fashion. Preliminary ideas of this
research have been published in: Reliable Spatio-temporal Signal Extraction from
Human Activity Records (SSTD 2013) [Sengstock et al., 2013a].
• We propose a model to extract robust geographic feature signals from user-generated
data on the basis of a probabilistic Bayesian network. The approach is able to
model diverse kinds of input data and to cope with huge levels of noise and un-
certainty. We show that the model subsumes a number of basic signal extraction
techniques, and is able to extract more robust and meaningful features. Parts of
this research have been published in: A Probabilistic Model for Spatio-temporal
Signal Extraction from Social Media (ACMGIS 2013) [Sengstock et al., 2013b].
This publication presents the Bayesian network model for the robust extraction of
geographic feature signals.
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• We propose a novel technique to compare geographic features by their spatio-
temporal signals. Existing applications compare spatio-temporal signals by their
intensity distribution, resulting in geographic features being similar if they happen
at the same points in space and time. Our technique allows to find features that are
of the same type (event, place, trajectory, etc.). This feature type similarity allows
to filter and select feature candidates or to compare observational data sources
on the basis of their covered spatio-temporal information. Parts of this research
have been published in: Exploration and Comparison of Geographic Information
Sources using Distance Statistics (ACMGIS 2011) [Sengstock and Gertz, 2011b].
This publications covers the problem of finding similar geographic features by using
different representations of the interaction characteristics of the signals.
• We propose a technique to discover geographic phenomena from user-generated
data using dimensionality reduction. For this, we define a latent factor model of
geographic features. We propose several realizations of the model by employing
different dimensionality reduction techniques (KMeans, PCA, SPCA, ICA). Our
experiments show that enforcing sparsity in the latent factor model parametriza-
tion allows to discover more meaningful phenomena. Moreover, our experiments
show how signal transformations can be used as a parameter to discover phenom-
ena of different spatio-temporal types. Parts of this research have been published
in Latent Geographic Feature Extraction (ACMGIS 2012)[Sengstock and Gertz,
2012b]. This publication deals with the comparison of the different dimensionality
reduction approaches. A proof-of-concept application that utilizes the technique
for information organization is published in: Latent Contextual Indexing of Anno-
tated Documents (WWW 2012) [Sengstock and Gertz, 2012a].
1.3 Overview
The remainder of this thesis is structured as follows:
• In Chapter 2, we first detail the research context of this work. Then, we define
essential concepts, such as spatio-temporal variables and spatio-temporal lattices,
and review essential techniques to process spatio-temporal data such as spatio-
temporal discretization and density estimation.
• In Chapter 3, we develope a conceptual data mining framework to extract geo-
graphic features from user-generated data. For this, we first review various works
that utilize user-generated data and reveal commonalities in their underlying mod-
els. Then, we introduce a general representation of user-generated data as geo-
graphic observations, and introduce fundamental sub-tasks to extract informative
dimensions, namely (1) geographic feature extraction, (2) geographic feature com-
parison, (3) and latent geographic feature extraction. The chapter can be seen as
an introduction to the research problems addressed in the subsequent Chapters 4,
5, and 6.
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• In Chapter 4, we propose a novel probabilistic approach to extract geographic
feature signals from user-generated data. We first develop a model that encodes
qualitative and geographic information in the data by conditional probability dis-
tributions in a Bayesian network. Then, we discuss its generality in comparison to
existing approaches and evaluate its robustness and flexibility against its competi-
tors.
• In Chapter 5, we propose a novel technique to compare geographic feature signals
on the basis of their spatio-temporal type. For this, we first review spatial point
patterns to develop the concept of interaction characteristics of spatio-temporal
signals, and then introduce and evaluate different representations by using cluster-
ing and data summarization tasks.
• In Chapter 6, we propose a technique to discover a small number of informative
geographic features from a huge set of candidate features. We first review existing
approaches and then introduce the latent geographic feature model based on di-
mensionality reduction of the candidate signals. We exhaustively evaluate the sta-
tistical properties of different dimensionality reduction approaches and show that
the latent geographic feature model outperforms document-centric topics models
with respect to the informativeness of the extracted phenomena.
• In Chapter 7, we summarize the thesis, provide a general discussion, and give an
outlook on future research directions.
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1.4 Notations
The following notations are used throughout this thesis:
[a, b], (a, b), [a, b), (a, b] Real-valued intervals, a, b ∈ R
[a; b], (a; b), [a; b), (a; b] Intervals in the natural numbers, a, b ∈ N
DS Spatial domain
DT Temporal domain
DC Spatio-temporal/context domain
s ∈ DS Spatial point
t ∈ DT Temporal point
c = (s, t) ∈ DS,T Spatio-temporal point
z(s) Spatial variable
z(s, t), z(c) Spatio-temporal variable
zf (c) Spatio-temporal feature signal of feature f
W Neighborhood matrix
F Set of features
L Discrete spatial or spatio-temporal lattice
ZL,F Geographic feature matrix
N (x;µ, σ) (Univariate) Gaussian density function
N (x;µ,Σ) Multivariate Gaussian density function
µ mean
µ multivariate mean
σ standard deviation
Σ covariance matrix
Ik k × k identity matrix
pX(x) = p(x) Probability density function or probability mass function
of random variable X
1{pred} Identity function (1 if pred is true, 0 otherwise)
We always use bold-face/upper-case variables to denote matrices (e.g., A). If necessary
we use bold-face/lower-case variables to denote vectors (e.g., a). However, we also use
normal-face/lower-case variables (e.g., a) to denote variables that might be vector-valued,
but that are not used in vector-algebraic statements. For example, we use both, s ∈ DS
and s ∈ DS to denote a spatial point in 2-dimensional spatial space.
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Chapter 2
Background and Definitions
2.1 Research Context
This thesis deals with the discovery of geographic phenomena from user-generated data.
In computer science, the domain coping with advanced data analysis techniques on huge
amounts of data is called Knowledge Discovery in Databases (KDD). The subdomain
focusing on spatial and spatio-temporal data and knowledge is called Geographic Knowl-
edge Discovery (GDK). Other subdomains cope specifically with textual or image data,
which is common input to our problems. In the following we give a broad overview of
common concepts and terminology in the domain of data mining and its subdomains.
For a detailed introduction see [Han et al., 2012; Leskovec et al., 2014; Tan et al., 2006].
2.1.1 Knowledge Discovery in Databases
Data mining is the process of discovering knowledge from data and is used synonymously
to KDD. As Han states [Han et al., 2012, p. 5], data mining is actually a misnomer,
since knowledge is to be mined, not data. Still the term is accepted and commonly used.
Definitions of data mining include:
• “Data mining is the process of discovering interesting patterns from massive amounts
of data” [Han et al., 2012, p. 33].
• “Data mining is the process of discovering interesting and potentially useful pat-
terns of information embedded in large databases” [Shekhar and Chawla, 2003,
p. 182].
• “Data mining is the process of extracting useful models [from] data” [Leskovec
et al., 2014, p. 17].
Other phrases have a similar meaning, such as knowledge extraction, pattern mining,
data archeology, data dredging, or big data analysis.
The domain of data mining has a huge overlap with traditional statistics and machine
learning. Compared to traditional data analysis, the unique aspects of data mining can
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be identified as (1) having complex input data, (2) not a strict hypothesis to test, and
(3) using massive amounts of data [Tan et al., 2006, p. 1].
The term pattern is used to describe a particular type of information. Patterns can be
diverse kinds of things, such as itemsets, sequences, labels, text summaries, distributions,
or parameters describing a model. The aim of data mining is to find interesting patterns
among a possibly huge number of candidates. Patterns are the output of data mining
and represent the mined knowledge.
The input to data mining is any kind of data collection, such as relational databases,
data warehouses, transactional data, textual data, multimedia data, data streams, and
sensor measurements. Transforming a data collection into a valuable format such that
data analysis routines can be used, is an essential part of KDD.
Discovery is the process of finding interesting patterns (and hence new knowledge)
without searching for them explicitly. Rather, data mining algorithms should allow to
explore data and discover new knowledge in an automated fashion with only a small
amount of prior assumptions. In this sense, data mining is similar to exploratory data
analysis in statistics.
A data mining task transforms the input data into a particular type of pattern.
Han uses the term data mining functionalities to refer to the following set of technical
low-level tasks (as opposed to domain-specific high-level tasks) [Han et al., 2012, p. 15]:
• Class characterization and discrimination: Summarization and description of data
having an certain class (characterization) and comparison of different classes (dis-
crimination) [Han et al., 2012, p. 16].
• Frequent pattern and association rule mining : Determination of patterns that fre-
quently occur in the data. The frequent patterns allow to discover association rules
and correlations between attributes.
• Classification and regression: Classification and regression is the process of finding
a model that describes and distinguishes data classes or value distributions [Han
et al., 2012, p. 18]. This task is similar to supervised learning, predictive modeling,
and statistical inference.
• Cluster analysis: Clustering is the process of generating class labels from a group
of data and can be used to derive a taxonomy from the records [Han et al., 2012,
p. 20]. From a statistical perspective it is similar to finding peaks in density
distributions.
• Outlier analysis: Outlier analysis aims to detect and discover highly irregular data
records to remove noise or to discover rare events (e.g., fraud detection) [Han et al.,
2012, p. 21].
Knowledge Discovery Process
Discovering knowledge from data can be seen as an iterative sequence, called the knowl-
edge discovery process. Two such sequences are described in [Han et al., 2012, p. 6] and
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[Tan et al., 2006, p. 3]. Figure 2.1 shows a knowledge discovery process slightly adapted
from [Tan et al., 2006, p. 3]. The process can be understood as follows:
• Data Pre-processing : The input data is processed by one or several steps including
data cleaning, integration, selection, transformation, and information extraction.
The last step refers to the extraction of information items (features, concepts) from
unstructured data such as text or images (see Section 2.4.1).
• Data mining : Extraction of patterns from the pre-processed data. A pattern might
itself be the input to other data mining tasks.
• Post-processing : Representation and filtering of patterns using interesting mea-
sures, statistical tests, and visualization. The post-processed patterns might be
input to other data mining tasks.
In this work we use the term data mining to refer to the whole process (synonymous
to KDD) and use the term data mining task to refer to techniques that allow to mine
particular types of output patterns. If a particular knowledge discovery tasks includes
several loops between data mining tasks, we use the term data mining sub-task to refer
to them.
Conceptual Data Mining Framework
Data mining is a highly application-driven domain [Han et al., 2012, p. 23] and the input
and patterns often have domain specific semantics.
In this thesis we define concepts, patterns, mining tasks, interesting measures, and
a general process to mine geographic feature signals from data. We use the term data
mining framework to refer to such a abstract and conceptual view on the problem. A
data mining framework is assumed to define:
• A set of concepts and methods to define input data, intermediate data, output
patterns, and interestingness measures.
• A set of data mining (sub-)tasks to discover and filter interesting patterns.
• A user-driven process of pre-processing, data mining tasks, and post-processing to
transform the input data into knowledge.
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2.1.2 Geographic Data Mining
Geographic data mining is a subdomain of data mining and refers to the extraction of
knowledge, spatial relationships, or other interesting patterns not explicitly stored in
spatial databases [Han et al., 2012, p. 405]. In this thesis we treat time as an inher-
ent dimension of geographic space and use the term spatio-temporal synonymously to
geographic.
In [Han et al., 2012, p. 405] the unique challenge of geographic data mining is identi-
fied as extending traditional spatio-temporal data analysis methods by placing emphasis
on efficiency, scalability, cooperations with database systems, improved interaction with
the user, and the discovery of new types of knowledge.
Geographic data mining has a number of unique aspects (see [Miller and Han, 2009,
p. 10-13]). The following aspects have important impact on this work:
• Measurement framework : Space and time are highly interrelated and provide a
measurement framework for the other dimensions [Miller and Han, 2009, p. 10].
Hence, patterns not only occur on a attribute level (e.g., a signal value), but also
in space and time. Spatio-temporal patterns are important to distinguish different
type of geographic information (e.g., events, places, trends). In this work we will
deal with spatio-temporal patterns of a huge number of attributes (later called
features).
• Spatio-temporal dependency : From a spatial perspective, dependency is the prop-
erty of phenomena to be similar in close spatial proximity. This is often called
the law of geography, meaning, near things are more similar to each other than
distant things. This law extends naturally to the spatio-temporal case. Spatial
dependency is also called small-scale variation in spatial statistics. In this work,
spatio-temporal dependency is used as viable prior knowledge to extract robust
spatio-temporal signals from noisy observations.
• Spatio-temporal heterogeneity : From a spatial perspective, spatial heterogeneity is
the property of spatial phenomena to vary over space. For example, the population
varies from region to region, and it is far from uniformly distributed on Earth.
Spatial heterogeneity can be observed on a medium to large scale. The medium
to large scale variation of a temporal signal is called temporal trend. In this work,
heterogeneity of a (possibly unknown) background population must be taken into
account when extracting signals from observations.
• Scale: The spatial and temporal resolution directly influences the semantics of the
analyzed processes. Hence, other than in scale-independent data domains, model
parameters that affect the resolution need to be set carefully. We will discuss the
influence of the bandwidth in non-parametric models in detail in Section 2.3.2.
• Diverse spatio-temporal input data: Spatio-temporal data might be given in diverse
representations, e.g., raster data describing a distribution, spatio-temporal points
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of measurements, vector geometries, or spatio-temporal relationships between ob-
jects. All of these representations can be found in user-generated data. To be able
to process diverse type of spatio-temporal data in a unifying fashion, we will make
use spatio-temporal influence variables to describe spatio-temporal information.
Important geographic data mining tasks (which could also be named geographic data
mining frameworks according to our definition in Section 2.1.1) are co-location pattern
mining and spatial association rule mining.
• Co-location pattern mining finds subsets of boolean spatial features frequently
located together [Shekar and Huang, 2001]. The focus of this task is on efficient
mining of such subsets [Yoo et al., 2005] and on measures to select interesting
patterns [Sengstock et al., 2012]. The geographic aspect lies in the concept of a
co-location, defined by a distance measure and a threshold in spatial or spatio-
temporal space.
• Spatial association rule mining finds itemsets and rules between items with spatial
predicates (nearby, north, contains, etc.). The input of spatial association rule
mining are transactions with spatial and temporal attributes. The focus is on
the efficient extraction of itemsets and derived rules [Koperski and Han, 1995].
Recently, also the spatial distribution characteristics of rules and itemsets have
been studied in order to develop context-aware interesting measures [Sengstock
et al., 2012].
In this thesis we develop a novel data mining framework that finds informative spatio-
temporal signals from qualitative and geographic influence signals. As for the frame-
works mentioned above, to be eligible to be treated as a separate framework, we will
clearly define the input and output data representations and a mining process to discover
interesting patterns.
2.1.3 Other Fields
This thesis is concerned with user-generated data often given as text or images. In
the following we will use the term unstructured data to refer to such data records. To
transform unstructured data into an appropriate input format to data mining, domain-
specific techniques from natural language processing (NLP) and computer vision are
needed as pre-processing tasks.
In both domains the term information extraction is used to describe techniques and
models to extract information form data records. [Davies, 2012; Feldman and Sanger,
2007]. Information extraction is an important pre-processing task of geographic feature
mining to extract attributes and spatio-temporal information from unstructured data.
We will discuss information extraction concepts in Section 2.4.1.
Apart from the importance of information extraction, other aspects of NLP and
computer vision are important in this work (see [Feldman and Sanger, 2007, p. 3-8] for
a detailed discussion on textual data):
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• Feature-based representation: Since the records in NLP (text documents) and com-
puter vision (images, videos) have no explicit structure of their semantics (e.g.,
mentioned people, locations, objects, etc), they need to be transformed into a
structured representation. The attributes that represent information items of a
record are usually called features.
• High-dimensional problems: To represent documents or images often a huge num-
ber of low-level features is used. This forces the data analysis techniques to work
with high-dimensional data. Often, special techniques (such as dimensionality re-
duction) or assumptions (sparsity) are needed to obtain meaningful results.
• High level of uncertainty : Different from attributes in a database, features are
highly noisy, cover redundant information, and are often meaningless when ana-
lyzed on their own.
In this work we use the term geographic feature with the same meaning as in NLP
and computer vision. We give a precise definition of geographic features in Section 3.4.1.
2.2 Spatio-temporal Analysis
The primary pattern of this thesis are spatio-temporal signals. In the following, we
introduce basic concepts and methods to model and analyze such signals.
2.2.1 Spatio-Temporal Data
Spatio-temporal data has a spatial and a temporal dimension. The space in which spatio-
temporal points are described is called the spatio-temporal space, or the (geographic)
context space. We denote it as
DC = (DS ×DT ) ∈ Rd+1 (2.1)
with DS ⊆ Rd being the spatial space and DT ⊆ R being the temporal space. The
term context space derives from the intuition that it is the spatio-temporal context of
an observation. The spatial space defines an area of interest, the temporal space defines
an interval of interest, and we call DC a (spatio-temporal) window of interest. A point
in context space c = (s, t) ∈ DC is described by a spatial point s and a temporal point t.
The context space need to be equipped with a structure to allow for distance com-
putations between points. Usually we assume a 2-dimensional Euclidean space with its
Euclidean norm used as the distance. If a separate spatial distance dS(si, sj) and tempo-
ral distance dT (ti, tj) are defined, we assume that a combined spatio-temporal distance
exists, e.g., by a mixture of distances
dC(ci, cj) = λdS(si, sj) + (1− λ)dT (ti, tj), λ ∈ [0, 1]. (2.2)
Possible non-euclidean spatial candidates are distances on a road network or the distances
between points on a sphere.
2.2. Spatio-temporal Analysis 17
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Figure 2.2: Scatter plot of Euclidean distance versus great circle distance for n = 10000
randomly generated pairs of points inside the respective bounding boxes.
Geographic Longitude and Latitude
Spatial data points are often given as geographic longitude and latitude (note that here
geographic refers only to spatial space)
s = (lng, lat) ∈ DS ⊆ [−180, 180]× [−90, 90]. (2.3)
The proper distance between two points on Earth is the great circle distance (gcd)
dgcd(si, sj) = r arccos(sin lati sin latj + cos lati cos latj cos |lngi − lngj |) (2.4)
with radius r = 6371 km (average radius of the Earth).
Using geographic coordinates as axes in Euclidean space is called the equi-rectangular
geographic projection. The projection is not conformal, i.e., distances between points in
the projected Euclidean space do not match the distances of the points on the sphere.
For small distances, however, the distances are similar to each other. We make use of the
Euclidean distance ||si− sj || to compute distances between close geographic coordinates
using
deucl−km(si, sj) = ||si − sj ||180.0
pir
. (2.5)
Figure 2.2 shows a scatter plot for n = 10000 point pairs randomly generated in the
bounding boxes of the USA, Germany, and Los Angeles. The scatter plots show that
the distances are close to equal for small distances and are highly correlated within the
proposed regions. Table 2.1 shows the average errors between the gcd and the Euclidean
distance defined as
∆d(si, sj) =
deucl−km(si, sj)
dgcd(si, sj)
. (2.6)
We consider the errors for the areas of interest to be small compared to the uncertainty
of the input data, which justifies the general Euclidean calculations on longitude and
latitude data points. For accurate distance computations in Euclidean space, a conformal
projection of the data points needs to be applied as a pre-processing step.
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Los Angeles Germany USA
min(∆d) 1.000 1.000 1.000
max(∆d) 1.210 1.748 1.553
avg(∆d) 1.097 1.262 1.173
sd(∆d) 0.073 0.213 0.114
Table 2.1: Statistics of ∆d for given areas of interest.
Spatio-temporal Variable
A spatio-temporal signal describes the distribution of a variable in space and time. We
make use of a concept similar to a geostatistical spatial variable to describe the variation
of a variable in continuous space [Cressie and Wikle, 2011]. We only consider spatio-
temporal signals that are positive, and we use a positive-valued spatio-temporal variable
to describe a signal
z(c) ∈ R+, c ∈ DC . (2.7)
A spatial variable normalized by integrating to 1 is denoted
z˙(c) =
z(c)∫
DC
z(c)dc
. (2.8)
A normalized variable can be interpreted as a probability density function that describes
the probability to find the signal at a point in context space
p(c) = z˙(c). (2.9)
The distribution of p(c) is used to describe the spatio-temporal characteristics of a
variable.
Spatio-temporal Influence
The primary type of spatial information in user-generated data records are vector ge-
ometries, such as points, polygons, and bounding boxes. To handle those spatial data
representations in a uniform fashion, we represent them as continuous or piecewise con-
stant spatial variables. Similarly, a temporal interval or a timestamp is represented by
a continuous or piecewise constant temporal variable. We assume that the joint spatial
and temporal information of a record can always be represented by a spatio-temporal
signal, as defined in (2.7).
The spatio-temporal signal of the input data represents a positive and additive in-
fluence over space and time. A high influence at a spatio-temporal points means that
the spatial and temporal information of the record is relevant. A low influence means
that the information is not relevant.
In the following we define spatial influence signals for basic spatial geometries. Similar
influence functions can be defined for points and intervals in temporal space.
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A point s′ ∈ DS can be represented as a piecewise constant step function
zs′(s) =
{
1 if s′ = s
0 otherwise
(2.10)
A polygon or bounding box covering area A ⊆ DS can be represented by
zA(s) =
{
1/|A| if s ∈ A
0 otherwise
(2.11)
A more natural representation of the influence of a geometry in space can be obtained
by using a continuous spatial variable. We will make use of a Gaussian distribution to
model a smooth influence of points. The Gaussian distribution is defined as
N (x;µ,Σ) = 1√
(2pi)2|Σ| exp
(
−1
2
(x− µ)>Σ−1(x− µ)
)
. (2.12)
A spatial point s′ ∈ DS can now be defined by using the point as the center and a
covariance matrix to specify the shape of the influence. A symmetric influence of the
point s′ with distance α can be modeled by the following covariance matrix
Σα = Idα, (2.13)
where Id is the d-dimensional identity matrix. The points’ influence is then defined as
zs′,σ(s) = N (s; s′,Σα). (2.14)
Similarly, we can represent the influence of a bounding box using a multivariate Gaussian
with the covariance matrix Σ being an estimate on the basis of the boxes’ n = 4 corner
points
bbox = (s1, s2, s3, s4). (2.15)
The sample mean of the Gaussian is
sbbox =
1
n
∑
si∈bbox
si. (2.16)
The sample covariance matrix is
Σbbox =
1
n
∑
si∈bbox
(si − sbbox)(si − sbbox)>. (2.17)
The Gaussian representation of a bounding box then is
zbbox(s) = N (s; sbbox,Σbbox). (2.18)
The influence of several geometries can be mixed using the spatial variable representa-
tion. Given a set of spatial variable geometries z1, . . . , zn and mixing weights α1, . . . , αn,
a mixed spatial variable is
zmixed(s) =
n∑
i=1
αizi(s). (2.19)
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2.2.2 Lattice Data
The geographic feature signals (patterns) are represented by discrete spatio-temporal
distributions. The underlying discrete representation of space and time is called a spatio-
temporal lattice [Rue and Held, 2010]. A spatio-temporal lattice is defined as a number
of disjoint spatio-temporal windows
L = {l1, . . . , ln}, li, lj ⊆ DC ,
li 6= lj , li ∩ lj = ∅.
(2.20)
A spatio-temporal window li is also called a cell of the lattice. The spatial areas repre-
sented in a lattice are denoted LS , the temporal intervals LT and the respective dimen-
sions of a cell
l = (lS , lT ) ∈ LS × LT . (2.21)
The center of a cell li is denoted
c∗i = (s
∗
i , t
∗
i ) ∈ DC . (2.22)
Different from continuous context space, spatio-temporal structure between the cells is
not given by a distance function but by a neighborhood function. We define a neighbor-
hood function as a vector-valued function
nbg(l) ∈ RnL+ , l ∈ L. (2.23)
The neighborhood function returns the cells’ dependencies to all cells in the lattice
(including itself). A higher value means a higher dependency. The dependency of a cell
to itself is defined to be 0. An alternative representation of the neighborhood is by using
a neighborhood matrix
W ∈ RnL×nL+ , wij = nbg(li)j . (2.24)
In a regular 2-dimensional lattice, the neighborhood can also be described by a discrete
kernel
K(i, j) ∈ R+, i, j ∈ [−m;m], (2.25)
where K(0, 0) represents the dependency of the cell to itself and K(i′+i, j′+j) represents
the dependency of cell (i′, j′) to the cell with offset i and j.
Similar to the continuous case, we define a spatio-temporal variable over the cells in
a lattice as
z(l) ∈ R+, l ∈ L. (2.26)
We use zC(c) and zL(l) to differentiate between continuous and discrete spatio-temporal
variables if not clear from the context.
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2.2.3 Spatio-temporal Grids
A spatio-temporal grid G defines a lattice L over a given space DC . For this, the grid
G partitions the space DC into disjoint windows L = {l1, . . . , ln}. We define a spatio-
temporal grid on the basis of a function that maps the points c ∈ DC to a window
l ∈ L,
l = G(c) ∈ L, c ∈ DC . (2.27)
A spatial grid maps a spatial point s to an area lSi
lS = GS(s) ∈ LS . (2.28)
A temporal grid maps a temporal point t to an interval lTi
lT = GT (t) ∈ LT . (2.29)
A spatio-temporal grid can be constructed from a spatial and a temporal grid by
l = (lS , lT ) = G(c) = (GS(s), GT (t)). (2.30)
The neighborhood of a regular grid is usually given by kernel K.
Temporal Grids
In this work we use temporal grids that partition the temporal domain DT by a basis
resolution δT ,
δT ∈ {second, minute, hour, day, week, month, year}. (2.31)
We denote a grid that partitions DT using δT as
lT = GδT ,DT (t) ∈ LTδT , t ∈ DT . (2.32)
By convention, the intervals intersecting the boundaries of DT are not considered to
belong to LTδT . Intervals of the types given above are almost equi-length (with small
variations in year and month). An equi-length interval grid can easily be defined based
on multiples of second, minute, hour, day, or week intervals.
Equi-rectangular Spatial Grid
Different from the temporal domain, defining an equi-area spatial grid on spherical
space is non-trivial. We shortly discuss the equi-rectangular grid to partition longi-
tude/latitude pairs onto a regular grid, since this is heavily used in this thesis.
The equi-rectangular projection maps a point
s = (lng, lat) ∈ DS ⊆ [−180, 180)× [−90, 90) (2.33)
into 2-dimensional Euclidean space by just using the longitude and latitude as x and y
coordinates (see Figure 2.3(a)) The equi-rectangular projection partitions the Euclidean
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Figure 2.3: Mapped point on a equi-rectangular and a geodesic grid.
space into rectangles of equi-distant intervals on the x- and y-axis. Let δS be the interval
for both, the x- and y-axis. lS,xi , l
S,y
i are the indexes for cell li in a nx × ny grid defined
on the area of interest DS . The bounding box is defined by the corner points
(lngmin, latmin, lngmax, latmax). (2.34)
The zero indexed grid has the dimensions
nx = b(lonmax − lonmin)/δc, ny = b(latmax − latmin)/δc. (2.35)
The grid is then defined by
lS = (lS,x, lS,y) = GδS ,DS (s) =
(⌊
lng − lngmin
δS
⌋
,
⌊
lat− latmin
δS
⌋)
. (2.36)
The equi-rectangular grid is not equi-area. This means, the areas on the sphere rep-
resented by cells lS ∈ LS have different sizes. The missing equi-area property of the
equi-rectangular grid must be considered when aggregating data. Let the bounding box
of cell lS be
bboxl = (lonmin, latmin, lonmin + δ, latmin + δ)
The size of the area Al of cell l on a sphere with radius r = 6371 km is
|Al| = 2pir
2δ
360
(sin(latmin + δ)− sin(latmin)) . (2.37)
It decreases with higher absolute latitude |latmin|. Hence, when aggregating data into
cells of an equi-rectangular grid, a cell with lower absolute latitude will have a larger
area and hence will cover more points. In this thesis, the largest study area are the
United States. As shown in Table 2.2, the standard deviation of the area variation using
a resolution of δ = 1.0 degrees is 1010.59 km, for a mean area of 9963.91 km. The cell
area variation will hence contribute to an average error of 0.101. Since this error is small
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USA Germany Los Angeles
BBox (-125.25, 21.52), (5.84, 47.39), (-118.53, 33.69),
(-52.78, 49.31) (14.35, 55.16) (-117.88, 34.30)
δ 1.0 0.1 0.01
Ly × Lx = |L| 28 x 73 = 2044 78 x 86 = 6708 61 x 65 = 3965
Amin km
2 8108.72 70.68 1.02
Amax km
2 11462.41 83.63 1.03
Amin/Amax 0.7074 0.8451 0.9930
A(SD) km2 9963.91 (1010.59) 77.27 (3.79) 1.03 (0.00)
Table 2.2: Typical equi-rectangular grids used in this thesis.
compared to the error in the input data, we neglect the area normalization in this work.
However, for larger study areas (e.g. a world wide data analysis) normalization needs to
be considered.
Even without the equi-area property, the equi-rectangular grid has a number of
benefits
• Efficiency : No pre-computation is needed to use a grid GδS ,DS . Mapping of a
point to a cell is a O(1) operation by using Equation (2.36). Neighbors of a cell
can directly be found in O(1) time by index manipulation.
• Fast Convolution: The regular 2-dimensional representation allows for fast com-
putation of a convolution (e.g., for Gaussian smoothing) using the Fast Fourier
Transformation (FFT).
• Hierarchical Structure: 2-dimensional Euclidean space can easily be indexed hier-
archically by subsuming cells into higher-level cells, e.g., by using a quadtree. This
allows for an efficient aggregation along several scale levels.
Equal-area Spatial Grids
Several approaches to construct equi-area grids exist, for example, by recursively tiling
the faces of a polyhedron (see Figure 2.3(b)). An equi-area grid used in astronomy is the
Hierarchical Equal Area isoLatitude Pixelization grid (HEALPix) [Gorski et al., 2005].
Other geodesic grids are described in [Sahr et al., 2003].
2.2.4 Discretization
Since the spatio-temporal input data is represented as a continuous (or piecewise con-
stant) spatio-temporal variable, it needs to be discretized onto a given discrete lattice for
subsequent modeling (e.g., aggregation). Given a continuous signal zC(c) and a lattice
24 Background and Definitions
L. Let c ∈ l denote the spatio-temporal points in the window of cell l. The discretized
signal zL(l) is obtained by
zL(l) =
∫
l
zC(c)dc. (2.38)
Assuming that the size |l| of the cells is small compared to the support of the continuous
function zC(c), an efficient approximation is obtained by just evaluating the center points
c∗ of the lattice windows
z˜L(l) = zC(c∗). (2.39)
In the case where the input data is a point c′ ∈ DC represented by a piecewise constant
step function on zCc′(c) the discretization is obtained by
zL(l) = zCc′(c)1{c′ ∈ l}. (2.40)
2.2.5 Distribution Characteristics
By interpreting the normalized signal z˙(c) as a probability density function p(c), we
can use information theoretic measures to describe characteristics of the signal. In the
following, we only consider normalized discrete spatio-temporal variables z˙L(l), where
p(l) is a probability mass function with
∑nL
i=1 p(l) = 1.
Let zq(l) be the signal of phenomenon q and pq(l) be the normalized signal. The
entropy of a signal describes the uncertainty of the distribution as the average number
of bits needed to encode the signal of phenomenon q,
E[q] =
∑
l∈L
pq(l) log pq(l). (2.41)
The entropy will be zero if the whole probability mass is in one cell. Hence, the signal
exhibits zero uncertainty since it will always exist at the same location. The entropy
will be log nL if the mass is uniformly distributed over all cells. In this case the signal
exhibits total uncertainty, since the phenomenon q can occur at each location with equal
probability.
Given two phenomena qi and qj and their normalized signals pqi(l) and pqj (l), re-
spectively. The Kullback Leibler divergence represents how much additional information
is needed to express the probability distribution of qi on basis of qj ,
KL[qi||qj ] =
∑
l∈L
pqi(l) log
pqi(l)
pqj (l)
. (2.42)
It is an information theoretic measure to compare how similar the distributions pqi
and pqj are. A practical example to use the KL-div is to compare a phenomenon qi
against a background distribution qj . A phenomenon having a similar distribution like
the background distribution is likely to be non-informative. The entropy equals the
Kullback Leibler divergence of qi and qj if pqj (l) is a uniform distribution.
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2.3 Density Estimation
The problem of density estimation is to model a distribution p(x) given a finite set of
observations X = {x1, . . . ,xn} [Bishop, 2006, p. 67]. We write X ∼ p(x) to denote a
random variable distributed according to the distribution p(x). A function of a variable
g(X) is itself a random variable, since it depends on the distribution of X. We overload
the upper case variable X to denote the set of observations and the random variable, so
x ∈ X is a sample (observation) of the random variable X ∼ p(x).
Density estimation is an elementary technique in this work to compute the parameters
of a model and to represent a set of observations (points) by an underlying smooth
distribution. In the following, we review parametric and non-parametric approaches of
density estimation and we discuss the influence of the bandwidth (smoothing) on the
semantics of a distribution in the context of spatio-temporal data.
Finding the optimal distribution for a given model is called estimation. Here we
assume the points X ⊆ DC to be spatio-temporal observations of an underlying continu-
ous process (the geographic phenomenon). Estimating the density distribution is hence
a way to recover the phenomenon from the observations.
2.3.1 Parametric
Parametric density estimation is performed using a parametric model. A parametric
model is a set that can be parametrized by a finite number of parameters [Wasserman,
2004, p. 105]. Generally it can be written
M = {f(x; θ)|θ ∈ Θ}, (2.43)
where f(x; θ) is called a (parametric) density function.
Multivariate Gaussian
A simple parametric model is the family of Gaussian distributions parametrized by the
parameters
θ = (µ,Σ). (2.44)
The density function is defined as
f(x;µ,Σ) = N (x;µ,Σ) = 1√
(2pi)2|Σ| exp
(
−1
2
(x− µ)>Σ−1(x− µ)
)
. (2.45)
A typical estimation approach is maximum likelihood estimation. There, the observa-
tions are assumed to be independently and identically distributed (i.i.d.). The likelihood
of the data given a model parametrized by parameters θ is then
L(X; θ) =
n∏
i=1
f(xi; θ). (2.46)
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Algorithm 2.1 EM algorithm for Gaussian mixture models.
Initialize yˆ, µˆ, Σˆ randomly.
(1) For each xi set its yˆi to index j of the Gaussian where N (xi; µˆj , Σˆj) is maximal.
(2) Estimate µˆj and Σˆj on basis of the points Xj using Equations (2.47) and (2.48).
(3) Go to step (1) until convergence of µˆ and Σˆ.
Maximum likelihood estimation finds the optimum of the likelihood function with respect
to the parameters θ [Bishop, 2006, p. 113].
For the multivariate Gaussian, the closed form solution of the maximum likelihood
estimates are given as
µˆ =
1
n
n∑
i=1
xi (2.47)
and
Σˆ =
1
n
n∑
i=1
(xi − µˆ)(xi − µˆ)>. (2.48)
Using the parameterized multivariate Gaussian to model a number of spatio-temporal
points X ⊆ DC assumes that the underlying process has a single center (unimodal). Af-
ter estimating the parameters the center is given by µˆ, and the shape of the distribution
around the center is given by Σˆ.
Gaussian Mixture Model
A Gaussian mixture model (GMM) assumes the distribution to consist of a number of
k Gaussian distributions. The parameters of the model are
θ = (µ,Σ,pi), (2.49)
where each parameter is a k-dimensional vector
µ =(µ1, . . . ,µk),
Σ =(Σ1, . . . ,Σk),
pi =(pi1, . . . , pik).
(2.50)
The parameter pii is called the mixing coefficient for the Gaussian i. The density function
is given as
f(x;µ,Σ,pi) =
n∑
i=1
piiN (x;µi,Σi). (2.51)
The number of Gaussians, k, can also be seen as a parameter in the Gaussian mixture
model. However, it is usually assumed to be given the user.
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Figure 2.4: Discrete and continuous intensity distributions for n = 13 points using
a histogram estimator with bandwidth bHist and an KDE estimator with a Gaussian
kernel with bandwidth bKDE .
Different from a multivariate Gaussian, there exists no closed form solution for the
optimal parameters using maximum likelihood estimation. Instead, an iterative estima-
tion procedure is used to find the optimal parameters µˆ, Σˆ, and pˆi called expectation
maximization (EM) [Bishop, 2006, p. 435].
For this, a set of latent (hidden) variables y is introduced. Let yi ∈ [1; k], i ∈ [1;n] be
the index of a Gaussian to which a point i has been assigned. Given the points assigned
to Gaussian i as
Xi = {xj |yj = i}. (2.52)
Then, the respective parameters µi and Σ can be estimated as shown in Section 2.3.1.
The EM algorithm estimates the parameters yˆ and (µˆ, Σˆ) iteratively until convergence
as shown in Algorithm 2.1.
GMMs allow to model multi-modal distributions, e.g., a distribution of popular
places. The parametrization allows to identify the centers and the shapes of k peaks,
which might represent particular locations. GMMs can be seen as a statistically founded
form of the KMeans clustering algorithm [Bishop, 2006, p. 424].
2.3.2 Non-parametric
Non-parametric density estimation estimates a density for a given set of observations
without assuming a parametric distribution [Bishop, 2006, p. 435]. Without any as-
sumptions on the functional form of the distributions, non-parametric models generally
include all possible distributions
M = {all possible distributions}. (2.53)
However, in order to estimate a distribution consistently, smoothness assumptions need
to be made [Wasserman, 2004, p. 359]. A possible smooth non-parametric model is
M = {f |
∫
f ′′(x)2dx <∞} (2.54)
which is the set of functions that are not “too wiggly” [Wasserman, 2004, p. 107].
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Non-parametric models are needed if the distribution of the observations is not well
explained in a functional form. This is clearly the case for spatio-temporal distributions
that explain processes happening on Earth. In the following we review Kernel density
estimation (KDE) and histograms. Histograms are used extensively in this work. We
also introduce KDE, since this non-parametric density estimation technique motivates
an adapted form of the histogram estimator. Figure 2.4 shows density estimates using
continuous KDE and a discrete histogram.
Kernel Density Estimation
Given a set of observations
X = {x1, . . . ,xn} ⊆ DC . (2.55)
A kernel
Kb(x,xi) ∈ R+,x,xi ∈ DC (2.56)
measures the influence of observation xi at point x. The parameter h is called the
bandwidth of the Kernel, controlling the support of the influence around xi. A commonly
used kernel is the Gaussian distribution such that
Kb(x,xi) = N (x; xi,Σb), (2.57)
where the parameter b is the standard deviation of a symmetric covariance in the d-
dimensional space
Σb = Id b. (2.58)
Kernel density estimation works by summing up the influences of all points at a given
point x and normalizing the function accordingly by integrating to 1. The bandwidth b
is now treated as a parameter of the model
f(x; b) =
1
Cb
n∑
i=1
Kb(x,xi), (2.59)
where Cb is a normalizing constant such that f(x; b) integrates to 1. Given the Gaussian
kernel, KDE simplifies to
f(x; b) =
1
n
n∑
i=1
1
(2pib2)1/2
exp
{
−||x− xi||
2
2b2
}
. (2.60)
Assume we want to evaluate f(x; b) at all center points of a lattice L. If the kernel Kb
has infinite support (such as the Gaussian kernel), the complexity will be O(nL × n),
where n is the number of points and nL is the number of cells. Given a kernel Kb with
finite support proportional to b such that nb cells are affected for an observation xi, the
complexity reduces to O(nb × n), which is likely to be much smaller than the first case.
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Histogram
A histogram is the simplest non-parametric density estimation approach [Wasserman,
2004, p. 359]. Given a set of observations X and a lattice of equi-area spatio-temporal
cells partitioning space DC ,
L = {l1, . . . , lm}. (2.61)
Let b = δC be the bandwidth of the histogram model. Choosing a larger bandwidth
results in less cells and a coarser resolution, and vice versa. Let the resulting lattice be
Lb. The histogram is a piecewise constant probability mass function f(x; b) defined as
f(x; b) =
∑
li∈Lb
1{x ∈ li}ni
n
, (2.62)
where ni =
∑
xj∈X 1{xj ∈ li} is the number of points falling in cell li. By building a
(possibly sparse) matrix of observation counts over the lattice cells, the density can be
obtained in O(1). Evaluating the density over the lattice will take O(n) time.
Kernel-convoluted Histogram
Different from KDE the histogram is not continuous and the result is a less smooth
distribution [Wasserman, 2004, p. 361]. We can, however, choose a histogram bandwidth
bhist < bKDE and smooth the histogram by convolution with a discrete kernel K. For
the 2-dimensional case let f(x, y) be a count matrix with x, y ∈ [1;m]. The convolution
of f using K is defined as
(f ∗K)(x, y) =
k∑
x′=−k
k∑
y′=−k
f(x− x′, y − y′)K(x′, y′). (2.63)
Histograms for Spatio-temporal Influence Signals
Given a number of records r1, . . . , rn and their spatio-temporal influence signals z1(c), . . . , zn(c).
The influence signals can be seen as a record-specific Kernel, with the same meaning as
in KDE. This justifies to use KDE on the influence signals as
f(c; b) =
1
Cb
n∑
i=1
zi(c). (2.64)
A histogram estimator can be used by first discretizing the continuous signals on a lattice
Lb and then summing up and normalizing the influences along the cells
f(l; b) =
1
Cb
n∑
i=1
zi(l) (2.65)
with
Cb =
∑
lj∈Lb
n∑
i=1
zi(lj). (2.66)
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2.3.3 Scale and Bandwidth
Scale defines the resolution at which a geographic phenomena is analyzed. This is true
for the spatial scale and a temporal scale. We use the term scale level to refer to a certain
spatio-temporal, spatial, or temporal resolution b. In the following, we only discuss the
influence of the spatial scale level on the semantics of geographic phenomena. However,
the discussion is similarly valid for the spatio-temporal and temporal scale.
Scale Level
A scale level defines the resolution of analysis. For example, the following scale levels
can be defined:
• Street level : Phenomena such as roads or the number of cars on a road. The
resolution in which this phenomena changes is in the order of meters.
• City level : Phenomena such as city districts with high crime or a lot of tourists.
The resolution in which this phenomena changes is in the order of kilometers.
• Country level : Phenomena such as regions with high unemployment rates or phys-
ical entities such as mountains. The resolution in which this phenomena changes
is in the order of 10-100 of kilometers.
• Global level : Phenomena such as continents or countries with high number of
educated people or high usage of iPhones. The resolution in which this phenomena
changes is in the order of 100-1000 of kilometers.
We say a low scale level has a fine/high resolution, a high scale level has a coarse/low
resolution.
The semantics of a geographic phenomena changes depending on the scale level of
analysis. Figure 2.5 shows a street network acting as a physical phenomena. On a street
level the concrete shape of the streets describes the network itself. On a higher level,
clusters of streets and the shape of the cluster might describe districts or small towns.
On an even higher level, clusters of districts might describe city regions.
Scale and Non-Parametric Estimators
The bandwidth of non-parametric estimators is directly related to the resolution of anal-
ysis, and hence to the scale level of interest. We refer to the example provided in Fig-
ure 2.5. Given a number of observations X over the space DS that happen proportional
to the number of street segments in their surrounding. A density estimation on different
scale levels bstreet, bcity, burban will result in signals having different semantics. Using
bstreet we may are able to recover the street network. Using bcity we may are able to
recover populated districts (e.g., towns). Using burban we may be able to recover urban-
ized regions. Hence, the parameter b changes the semantics of the estimated phenomena
and must be treated as a user-defined parameter in the mining process: Choosing a
particular bandwidth influences what types of phenomena are to be mined.
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burbanbcity
bstreet
Random non-biased
street observation
(a) Street network and observations (b) Extracted ’street’ feature signal
(c) Extracted ’city’ feature signal (d) Extracted ’urban area’ feature signal
Figure 2.5: Density estimates of spatial points using different smoothing bandwidths.
The sample points represent observations of streets (such as photos showing streets or
cars). The bandwidths correspond to scale levels and result in signals of different seman-
tics (streets, cities, urban areas). More observations are needed to extract a meaningful
signal representing the street network. However, enough observations exist to extract a
signal describing the distinct cities and the urban areas.
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Scale and Parametric Estimators
Parametric models such as Gaussian distributions or Gaussian mixture models do not
have a bandwidth parameter. However, their parametrization is also related to the scale
level of interest.
In a Gaussian distribution the covariance matrix describes the shape of the signal.
Scale level information can be given as prior knowledge, e.g., by forcing the shape to
be symmetric and having a given standard deviation as shown in Eq. (2.13). Without
restrictions on the covariance matrix the estimated Gaussian can be seen as choosing
the best scale for the provided data.
For GMMs and KMeans, the number of clusters k affects the scale level of interest.
If a number of points is assumed to be described by a multimodal distribution, a small
number of centers will induce a high scale level (low resolution), while a large k will
induce a low scale level (high resolution).
2.3.4 Robustness
As discussed in the previous section, the semantics of a signal obtained by model M
depends on the bandwidth b. The bandwidth can, however, not be chosen arbitrarily.
It depends on:
(a) The area of interest DC . The bandwidth must be chosen small enough to be able
to describe the phenomenon structure within DC .
(b) There is a lower bound bmin on the bandwidth that depends on the number and
the spatio-temporal accuracy of the observations X. An estimated signal on a low
scale level with only a few observations will sufficiently describe the phenomenon.
In the following, we review a technique to asses the robustness of a model. We call a
signal that only changes slightly for small variations in the input data a robust signal.
A signal that varies heavily even for small variations of the input data is called a non-
robust signal (detailed later). This will allows us to filter signals in which we cannot be
confident, e.g., because it is based on a too small sample of observations. We describe
how to determine confidence bands for an estimated signal. The confidence band can be
visualized together with the signal to support the discovery process. An aggregation on
the total variability of the signal can also be used to filter non-robust distributions.
Bootstrap
We employ a technique from statistics to compute confidence intervals for arbitrary
models M, called the bootstrap [Wasserman, 2004].
Let X = {x1, . . . ,xn} ⊆ DC be the input observations. A set X∗ is a random sample
with replacement of the input observations X of size n (hence, of the same size as the
input data). In X∗ some observations are missing and some are duplicated. We denote
k sampled sets as
X
(1)
∗ , . . . , X
(k)
∗ . (2.67)
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Figure 2.6: Confidence intervals based on the bootstrapped standard error estimate for
different bandwidths.
Given a modelM and its density function f(x; θ). Let f(x; θ)(i) be the estimated density
on the basis of set X
(i)
∗ . The sample mean of the signal at point x over the sampled
densities is
mean[f(x; θ)] =
1
k
k∑
j=1
f(x; θ)(j). (2.68)
The sample variance of the density at point x is
svar[f(x; θ)] =
1
k
k∑
i=1
f(x; θ)(i) − 1
k
k∑
j=1
f(x; θ)(j)
2 . (2.69)
The standard deviation describes the variation of the signal based on small variations of
the input data.
By assuming the variation to be the standard error of the signal, we can construct a
confidence band by a normally distributed error. The 95%confidence band is then,
(mean[f(x; θ)]− 2svar[f(x; θ)],mean[f(x; θ)] + 2svar[f(x; θ)]). (2.70)
This confidence band describes the range of the estimated signal values in 95% of the
time. The bootstrap can be used on every model since it only depends on the input
data. Let the runtime complexity of the model be O(M), then the complexity of the
bootstrap is O(kO(M)).
Bandwidth Selection
Figure 2.6 shows a KDE-estimated signal using different bandwidths and their 0.95
percent confidence bands computed by the bootstrap. The input data consists of points
randomly sampled over the context domain (here 1-dimensional) and only the points
34 Background and Definitions
overlapping with a set of intervals are kept as observations. The data can be seen as
observations of intervals of different lengths in the context domain. The intervals are
arranged in three clusters, where the sub-intervals in each cluster become larger from
(a) to (c), with (c) consisting of only a single interval. The different interval lengths
correspond to different semantics expressed on different scale levels.
Figure (a) shows the resulting signal and the confidence bands using a bandwidth
that allows to recover the short intervals on the left. The resulting signal shows several
peaks at the interval locations, however, the confidence band indicates that we cannot
be sure that they are just showing up by chance.
Using larger bandwidths, corresponding to the scale levels of the middle and the right
interval lengths, the confidence band of the signals becomes more narrow. In Figure (b)
peaks within the left and center intervals exists, however, they are still rather noisy. In
particular, the lower band often hits the x-axis. Finally, in Figure (c), the three interval
clusters are estimated with a relatively narrow confidence band. Even the lower band
(worst-case) shows the three interval clusters.
The increasing density from the left to the right clusters in Figure (c) reflects the
intensity of the phenomena measured by the signal. As gaps exist in the left and the
center cluster, the density is lower. As a result, the signal (c) is robust with respect to
the input data. Robust estimations for (a) and (b) will need more observations to obtain
a robust estimate.
2.4 User-generated Data
The input to the data mining framework and the problems proposed in this thesis comes
from user-generated data sources. Such data sources are often unstructured, such as
textual messages, text documents, images, and videos. Moreover, they often comprise
complex relationships between different kinds of information, e.g., between users, doc-
uments, text, links, locations, check-ins, among others. In the following we introduce
concepts and methods to process and model such data sources.
2.4.1 Unstructured Data
User-generated data sources often include text documents, images, and videos. These
content types contain attributes and spatio-temporal information in a non-structured
form, i.e., implicitly covered in language or image pixels. An important pre-processing
step is hence to extract basic information items from the records. In the following, we
review techniques and terminology from the fields of natural language processing and
computer vision related to feature representation and information extraction.
Feature Representation
Often the term unstructured data is used to refer to records whose information is not
represented by an explicit data schema or attributes [Weiss et al., 2005, p. 2]. The term
unstructured data is slightly misleading, since the records of course have an implicit
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structure to convey the information [Feldman and Sanger, 2007, p. 3]. Such implicit
structure is exhibited by language and image pixels. An important task in unstruc-
tured data analysis is to leverage different kinds of elements in the records in order to
transform it from an irregular and implicitly structured representation into an explic-
itly structured representation. For this, pre-processing operations are used to transform
the raw, unstructured, original-format content into a carefully structured, intermediate
representation [Feldman and Sanger, 2007, p. 3-4].
The extracted information items are often called features. The term stems from
its usage in machine learning, where a feature is an attribute of an observation [Hastie
et al., 2009, p. 9]. In text mining the term document feature is used to describe basic
information items such as characters, words, or terms [Feldman and Sanger, 2007, p. 5-
6]. In computer vision features include extracted corners, edges, textures, or shapes
[Davies, 2012]. The above features are used to represent parts of a record or a record as
a whole and is called the feature representation of a record.
Feature representations of the records are then used for subsequent tasks in text
mining and computer vision. One such task is the extraction of high-level features,
such as concepts and entities in text mining [Feldman and Sanger, 2007] or objects in
images and videos [Davies, 2012]. Such high-level feature extraction tasks use low-level
features as underlying data representations. To extract high-level features even other
data sources can be exploited, called background or domain knowledge [Feldman and
Sanger, 2007, p. 42]. For example, attributes of extracted entities in a text messages can
be used as features to represent the document.
We denote a collection of unstructured data records such as text documents, images,
or videos as
R = {r1, . . . , rn}. (2.71)
We use the term information extraction to refer to any task that extracts low- or high-
level features from unstructured data records. A set of features is denoted
F = {f1, . . . , fp}. (2.72)
The function that represents a given record by a vector of features is called a feature
extraction function
ψF (r) ∈ Rp+, r ∈ R. (2.73)
The function returns a positive real value for each of the p features. The value of a single
feature f in record r is
ψf (r) ∈ R+, r ∈ R. (2.74)
It is also called the influence or the signal of feature f in r.
Feature Types
Depending on the data type, different kinds of features can be extracted. In the following
we shortly list features types for different types of unstructured data that are meaningful
for geographic feature mining.
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Textual Features. Low-level textual features include words and terms. Removing
those features that exhibit only a small amount of information, since they occur more or
less equally common in the documents, is called stop-word removal. Words and terms
can also be stemmed to reduce verbs and nouns to a common basis. Using such low-
level textual features can be seen as a domain-independent representation. If no prior
assumptions on the semantics of the features is proposed, such a representation can be
used as a starting point.
High-level features are often domain dependent. For example, if phenomena related
to products or persons are of interest. In this case, high-level features need to be ex-
tracted from the documents first. According to [Feldman and Sanger, 2007, p. 96], the
following high-level features can be extracted from text:
• Entities: Basic building blocks of documents, e.g., people, companies, locations,
genes, drugs.
• Attributes: Specifications of entities, e.g., age of a person, type of organization.
• Facts: Static relations between entities.
• Events: Dynamic relations between entities.
Given textual data, spatio-temporal information can be extracted on the basis of men-
tioned places and times [Lieberman, 2010; Stro¨tgen and Gertz, 2013]. These entities
constitute a geographic scope of the content and can be used as spatio-temporal informa-
tion, similar to associated GPS coordinates or timestamps. We say this spatio-temporal
information has been extracted using geographic and/or temporal expressions.
Image and Video Features. Low-level image features, such as lines, corners, textures
and shapes can be used as a domain independent feature set. A common set of features
(not necessarily positive-valued) is the set of MPEG features [Le Gall, 1991]. Another
set of low-level features are SIFT features [Lowe, 2004].
In the context of geo-referenced social media, low-level image features have been
used to predict photo locations [Hays and Efros, 2008] and to find representative images
for places and windows in space and time [Chen and Roy, 2009; Crandall et al., 2009;
Rattenbury et al., 2007b].
However, for the task of geographic feature mining we assume that low-level features
are first transformed into meaningful high-level ones. Today, efficient algorithms exist
to recognize objects in images and videos [Viola and Jones, 2001]. The techniques use a
training collection of images/videos with annotated objects and are able to detect objects
in images and videos with high precision. A very valuable set of features is hence a set
of objects. Each image can then be represented by a set of objects shown in it.
Social Media Tags. Tags are user-defined terms associated with records. They are
initially meant to index the records by a user defined vocabulary [Davis, 2006]. In today’s
social media services tagging of records is very common. Thereby, a tag of an image can
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be seen as a weak high-level feature, explaining the content of the image. Hashtags in
Twitter messages play the same role in assigning a topic to a short message.
In this work, we use tags as high-level user-provided record features. The value of
tags as high-level record features has been shown in a variety of works. Different seman-
tics of tags have been analyzed in [Davis, 2006]. The semantics of different temporal
distributions has been analyzed in [Dubinko et al., 2007]. Together with low-level image
features, they have also been used to detect places and events [Crandall et al., 2009] and
for place recommendation [Shepitsen et al., 2008].
2.4.2 Complex Data
User-generated data is not only often unstructured, but also comprised of relationships
between information items, such as between users, links, documents, words, and loca-
tions. Here we assume that basic information items have already been extracted from
the data using techniques explained in the previous section.
Current research in data mining deals with knowledge discovery in such complex
data sources. As described in [Han et al., 2012, p. 585], complex data includes sequence
data, graph and network data, spatio-temporal data, multimedia data, and text data,
among others. In this thesis we use the term complex data for data sources that contain
(different types of) information items that are connected to each other.
Generative Models
A recently popular technique to mine knowledge from complex data are generative mod-
els [Bishop, 2006, p. 365]. Let X,Y, Z be a number of variables describing some type
of information in the data source (e.g. documents, words, users). A generative model
allows to generate samples from the joint distribution
p(x, y, z; Θ), (2.75)
where Θ represent the parameters of the distribution. To achieve this, a generative model
needs describe the joint distribution of the variables. In contrast, a discriminative model
only describes a conditional distribution, e.g.
p(z|x, y; Θ). (2.76)
Note that a generative model is more general than a discriminative one, since a condi-
tional distribution can always be obtained from a joint distribution by integration and
Bayes rule.
Direct modeling of the joint distribution as a single function is often not possible
since the dependencies between variables and parameters are too complex [Kollar and
Friedman, 2009, p. 3]. In addition, estimates of a function with a huge number of
variables are often weak, since not enough data is available to fit the huge number of
parameters needed to describe the functional relationship [Kollar and Friedman, 2009,
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p. 5]. To overcome this problem, a joint model is defined based on independence as-
sumptions among the variables. For this, the joint distribution is assumed to factor in
a model-specific way. For example,
p(x, y, z) = p(x|y, z; Θ1) p(y|z; Θ2) p(z; Θ3). (2.77)
Each factor is represented by a distinct (parametrized) function. Since now the inter-
action between some variables does not need to be modeled anymore, the joint model
needs a smaller number of parameters. The joint distribution can be described as a
graph of factors, where the conditional dependence between the factors is represented
as directed edges. Each factor is a conditional probability distribution (CPD), and in a
generative model, the product of all CPDs resembles the joint distribution.
The graph represents the hierarchical relationship between variables. Because of this,
these models are also called hierarchical models. Another used phrase which refers to
the factor graph is directed graphical model. Finally, a synonym to directed graphical
model is Bayesian network. We use the latter term later in Chapter 4.
Using a graphical model (often a generative one) to describe the statistical structure
of complex data involves:
• Definition of conditional probability distributions (CPDs) and network structure:
During this step, often hidden (latent) variables are introduced to realize assumed
but unknown relationships between variables. The CPDs and the network struc-
ture encode knowledge and assumption about how the different types of informa-
tion interact with each other in a graphical model.
• Estimation of parameters: This task is generally model independent, however, of-
ten models are built in a way such that parameter learning is possible for a huge
amount of data [Kollar and Friedman, 2009, p. 5]. Prominent learning techniques
are sampling methods (Markov Chain Monte Carlo; MCMC), expectation maxi-
mization (EM), and variational inference.
We refer the reader to [Bishop, 2006] and [Hastie et al., 2009] for an overview of different
types of graphical models and estimation techniques, and to [Kollar and Friedman, 2009]
for a detailed introduction into the topic.
Topic Models
Topic models are a specific type of generative model that are aimed to extract topics
occurring in text documents. A topic is similar to a category of a document. A topic
is, however, not a unique label, but a distribution over words. Since the topics are not
known in advance, the task of topic modeling is to infer the topics from the data.
Let D,W,Q be the variables describing the documents, words, and topics, respec-
tively. Since Q is not known but expected to exists as a variable in the model, it is
called a latent variable. Two well-known topic models are Probabilistic Latent Semantic
Analysis (PLSA) [Hofmann, 1999] and Latent Dirichlet Allocation (LDA) [Blei et al.,
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2003]. The models allow to predict the distributions p(q|d) and p(w|q). These describe
the probability that a topic belongs to a document and that a word belongs to a topic,
respectively. Both models have been extended to incorporate other types of information
in complex data sources (e.g., timestamps, location, links, users). We will detail several
of these approaches in the next chapter.
2.5 Summary
In this chapter, we detailed the research context of this thesis and introduced necessary
definitions and techniques to process spatio-temporal and user-generated data.
We focused on a signal-based representation of geographic information, which is
an essential concept for the development of the geographic feature mining framework
in the following chapter. In particular, we showed how spatial data types like points,
polygons, and bounding boxes can be understood as and transformed to spatio-temporal
intensity signals. Moreover, we reviewed density estimation of spatio-temporal data, and
discussed its challenges and peculiarities. In this context, we discussed scale, estimation
bandwidth, and robustness, which are essential when dealing with noisy and uncertain
data but are often neglected in related works. Finally, we introduced concepts and
methods to process common types of user-generated data, namely unstructured and
complex data. There, we reviewed feature-based data representations and introduced
information extraction techniques.
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Chapter 3
Geographic Feature Mining: A
Unifying Framework
3.1 Introduction
A huge amount of research emerged in the last decade that addressed the utilization
of various forms of geographic information in user-generated data to realize novel ap-
plications and analysis methods. Since the data sources, the types of spatio-temporal
information, and the addressed problems are very different from each other, this body
of research is highly heterogeneous, application-, and data-specific.
In this chapter, we propose a data mining framework to systematically discover
geographic knowledge from diverse types of user-generated data sources in the form of
geographic feature signals. In short, a geographic feature is defined as a dimension of
space and time and is described by a spatio-temporal signal. The aim of geographic
feature mining is to extract and discover interesting features that convey knowledge
about geographic phenomena, e.g., social and cultural habits, physical processes, or
places and events. We show in the remainder of this chapter that this simple framework
conception allows to define a huge number of different applications and tasks found
in related work. Herewith, we also provide a big picture on the problem of mining
geographic knowledge from user-generated data in general.
We first give an high-level overview of a heterogeneous body of research that deals
with the extraction of geographic knowledge from user-generated data and related ap-
plications. Thereby, we focus on identifying common problems and applications and
describe various underlying models in a unifying probabilistic fashion to uncover their
similarities.
Then, on the basis of a fundamental set of problems, applications, and insights into
the underlying models, we present a conceptual data mining framework (as defined in
Section 2.1.1) that allows to systematically extract geographic knowledge in a highly
data independent manner. We summarize the key features of the proposed framework
as:
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• Unifying : This allows to use different kinds of data sources and to define various
applications and mining tasks.
• Systematic: This allows to represent the information in the data and the output
patterns by simple primitives. By this, we are able to focus on the essential prob-
lems and questions (what is to be measured, what is the semantics of a pattern),
and to use the right tools and models to address them. Moreover, a mining process
allows to extract knowledge in an iterative manner.
The remainder of this chapter is organized as follows. In Section 3.2, we start with
reviewing related work and identifying common applications and models. Then, we
introduce concepts and data representations to model the input data in Section 3.3 and
the output patterns in Section 3.4. In Section 3.5, we present interestingness measures
of geographic feature signals. In Section 3.6, we propose a process and (sub-)tasks to
extract interesting geographic knowledge from the data.
3.2 Comparison of Models and Applications
This section gives an overview of related work dealing with applications and models
to extract geographic knowledge from user-generated data. We present works from a
diverse range of fields, such as multimedia, computer vision, information retrieval, Web
technology, and data mining.
The particular works are often very application- and data-specific. Our aim is to
identify common concepts and methods to extract geographic knowledge from user-
generated data for particular tasks and applications. For this, we focus on the underlying
models that describe the spatio-temporal distribution of information contained in the
data. Such models (and the resulting spatio-temporal distributions) are needed for a
variety of applications:
(1) Location prediction of records and users on the basis of the record content or users’
friends.
(2) Detection and description (summarization, labeling) of popular places and events
from photos, documents, and text messages.
(3) Detection, description and ranking of user trajectories from recorded user locations.
(4) Recovery of geographic phenomena such as accidents/crimes, natural disasters,
and epidemics from photos, text, and search queries.
(5) Analysis of the spatio-temporal variation of textual topics (spatio-temporal topic
models).
(6) Supervised learning of spatio-temporal models based on user-generated data for
prediction and forecasting.
(7) Spatio-temporal visualization and indexing of user-generated records.
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We organize the related work by their underlying spatio-temporal models and use a
unifying notation to describe them in a probabilistic fashion. The user-generated data
sources contain different kinds of information, which we represented by the following
variables:
• r ∈ R: A document, record, query, or user action in the data source.
• f ∈ F : A discrete (categorical) feature such as a word, object, characteristic image
element, or normalized query string extracted from the records. The records might
be represented by a large number of features (e.g., the words in a document).
• q ∈ Q: A high-level feature or concept that is aimed to be found by using a model.
For example, spatial clusters of records, a cluster/subset of features, or a latent
variable describing a distribution over features.
• u ∈ U : A user who created a record.
• s ∈ DS : A spatial point in continuous spatial space or an area in discrete spatial
space.
• t ∈ DT : A timestamp or interval in temporal space.
• c = (s, t) ∈ DC : A point or a window in spatio-temporal space.
This set of variables describes information in a user-generated data source, and we can
think of an underlying generative process that generates the data (see Section 2.4.2).
The process is described by the joint distribution over all variables (if they exist)
p(r, f, q, u, s, t). (3.1)
To describe geographic information in the data, the relationship between features f ∈ F
or high-level features q ∈ Q and spatio-temporal space (s, t) ∈ DC are particularly
important. This relationship is expressed in the distributions
p(s, t),p(s, t, f),p(s, t|f),p(f |s, t), p(s, t, q),p(s, t|q),p(q|s, t). (3.2)
We show that these probabilities are in fact often used to realize particular applica-
tions, such as extracting places and events, estimating locations of records, or predicting
geographic phenomena.
Most of the works do not present their ideas in a probabilistic fashion, for example,
by describing their approaches on the basis of clustering, heat-maps, or count vectors. A
major effort of the following review is to reduce these approaches to a simple probabilistic
description. Uncovering and classifying the underlying models allows to identify common
concepts and methods in a heterogeneous body of research, and, as a consequence, to
formulate a unifying framework to mine geographic knowledge for a variety of tasks.
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3.2.1 Place and Event Models
A large body of research deals with the identification of places and events from geo-
referenced records, such as photos or text messages. Usually, places and events are
defined as popular phenomena that happen in a small spatial area and/or time interval.
Clustering-based Approaches
We first review works that cluster the records spatially or spatio-temporally based on
their geographic information. The resulting clusters are supposed to represent popular
places or events and describe an area or spatio-temporal window. The clusters are used
for various applications, such as the organization and visualization of photo collections,
extraction of points-of-interests (POIs), or the prediction of record location on the basis
of the record content.
In [Ahern et al., 2007] the authors propose a techniques to extract labels for interest-
ing places and events to organize photo collections and to visualize landmarks on a map.
The input are geo-referenced and tagged photos. The authors extend their approach to
extract representative images for discovered places and events in [Kennedy et al., 2007]
and [Kennedy, 2008]. In the following, we detail their approach to extract places and
place descriptions.
As a pre-processing step a spatial grid is used to partition the photos into medium-
scale areas of interest. A number of places is then extracted in each partition separately.
K-means is used to identify spatial clusters inside each partition. The number of clusters
is chosen by the number of photos in the partition or by choosing a fix number (around
20) that allows to present a reasonable number of places on a map. Spatial clustering
finds the modes of the underlying density distribution of the photos. Since K-means can
be described by a Gaussian Mixture Model, the underlying distribution of the photos is
p(s) = GMM(s;α,µ,Σ). (3.3)
Given a cluster q (representing a place) with centroid sq and covariance matrix Σq, the
cluster-conditional spatial distribution can be described as
p(s|q) = N (s; sq,Σq). (3.4)
Hence, the photos inside a partition are supposed to represent a number of places or
events with each instance having a single center sq and a particular shape Σq.
Even if not mentioned in the papers, we note that the partitioning scheme normal-
izes the medium-scale background density (see spatio-temporal heterogeneity in Sec-
tion 2.1.2). By clustering the whole spatial space, regions with high background density
would consume most of the clusters, while less populated areas will have no clusters at
all. By prior partitioning each area is assumed to have a fixed number of clusters, which
homogenizes the number of clusters in space.
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To extract representative tags for each cluster a TF-IDF-like scoring function of the
tags is used. Given a tag f inside a cluster q, the score is defined as
scoreKen(f, q) =
TF︷ ︸︸ ︷
countr(f, q)×
IDF︷ ︸︸ ︷
countr(·)
countr(f)
, (3.5)
where countr counts the number of records supporting the given arguments (e.g., having
tag f and/or being assigned to cluster q), and countr(·) is the number of all records. To
limit the influence of users contributing large amounts of photos, the score can also be
computed based on the user counts
score′Ken(f, q) = countu(f, q)×
countu(·)
countu(f)
. (3.6)
Here, countu counts the users supporting the given arguments. Such an adapted counting
scheme is used in several papers and is not mentioned for the following works anymore.
In [Crandall et al., 2009] a very similar approach is used to extract places and place
summaries. Here, the mean-shift clustering algorithm is used to find dense photos loca-
tions, and no prior partitioning into regions is assumed as a pre-processing step. Using
mean-shift allows to determine the number of clusters from the data by choosing a
bandwidth b [Comaniciu and Meer, 2002]. For each cluster, the representative tags are
extracted using
scoreCran,R(f, q) =
countr(f, q)
countr(f)
. (3.7)
We note that this score is just the tag-conditional cluster probability
p(q|f) = p(f, q)
p(f))
=
countr(f,q)
countr(·)
countr(f)
countr(·)
=
countr(f, q)
countr(f)
. (3.8)
Note also that scoreKen(f, q) and scoreCran(f, q) behave very similar. In fact, they are
the same if scoreKen(f, q) is multiplied by the constant countr(·). Other TF-IDF-like
scores (e.g., using logged IDF) will also behave similar. Another similar work about
place extraction and summarization on the basis of clustering and scoring is presented
in [Jaffe, 2006].
In [Yin and Cao, 2011] the clustering-based approach is used as a pre-processing
step. Here, a number of places have been extracted from a photo collections and used as
points-of-interest (POIs). The identified POIs are then used to mine and rank interesting
POI trajectories of tourists.
In [Deng and Lemmens, 2009] the photos are spatially clustered using DBSCAN.
These clusters cannot be described by a single center, but by a density distribution
p(s|q) = KDEq(s; ε), (3.9)
where KDEq(s; ε) is the Kernel-density estimate of the points assigned to cluster q, and
ε is the distance parameter of DBSCAN. Areas of the clusters can be extracted by a
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convex hull of the cluster points or based on a confidence region of the extracted KDE
estimate. The aim of the authors is to use the tag-tag correlation matrix of the photos in
a cluster to analyze different conceptualizations of space. In [Kisilevich et al., 2010] the
authors propose a modified DBSCAN algorithm to extract more equally sized regions,
which are then summarized by representative tags as shown above.
A slightly different approach to extract events from text messages in proposed in
[Becker and Gravano, 2010]. There, the records are clustered not only on the basis of
the geographic information, but jointly based on features (tags, title, description), spa-
tial, and temporal information. This results in clusters describing sets of records with
similar content in spatio-temporal proximity. To achieve a joint clustering the authors
use an ensemble-clustering method. Distance functions for feature-space (bag-of-words
representation of the records), spatial space (geodesic distance), and temporal space (dis-
tance between timestamps) are defined separately. Then, the cluster-ensemble method
combines the separate clusterings on each of the distances into a single joint clustering
result. By this approach the clusters might overlap in a region and/or time interval if
their content is different but their spatio-temporal information is not. This work is less
focused on the spatio-temporal distribution of events. However, the distribution could
easily be estimated on the basis of the records assigned to event clusters (as shown in
(3.9)), or on basis of the spatio-temporal centroid. To determine the most representative
label of overlapping events, the clusters would have be scored first (e.g., by choosing the
cluster with the higher number of records, equally to p(q)).
All of the approaches above allow to extract representative features for each cluster
q by choosing the features with highest probability p(q|f). We generalize this idea and
describe the representativeness of features for an arbitrary point or area in space s. Let
Aq be the region that contains all records assigned to cluster q and lets assume that the
regions are non-overlapping. In this case p(q|f) and p(Aq|f) are the same, since Aq just
represents the fraction of space that is covered by cluster q. If we do not know about
the clusters we can use any disjoint set of regions A1, . . . , An to compute p(A|f) and
by shrinking the areas we can assume to end up with a single point p(s|f). Note that
p(s|f) can be computed by using Kernel density estimation and a given bandwidth b,
p(s|f) = KDEf (s; b), (3.10)
where KDEf (s; b) denotes KDE of all records having feature f . Hence, the clustering
approach can be seen as a segmentation of spatio-temporal space into dense regions
Aq1 , . . . , Aqk and the representativeness is determined by
p(q|f) = p(Aq|f) =
∫
Aq
p(s|f)ds. (3.11)
As a result, we see that p(s|f) is an important probability to determine the representa-
tiveness of a feature at a point s.
Another application of the spatial clustering model is proposed in [Crandall et al.,
2009] and [Cao et al., 2009]. There, it is used to predict the location of records by
the record content. In both approaches a set of photos with associated spatial GPS
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information are spatially clustered to obtain important places (modes in the density
distribution p(s)). Hence, they use the clustering model to extract locations with a
high likelihood of occurring photos. Then, for each cluster, a classifier (SVM, canonical
correlation analysis) is learned using a feature representation of the records based on the
image features or the tags. The classifier is trained using the photos in the cluster as
positive instances, and all other photos as negative instances.
To predict the location of an unseen record, the classifier’s confidence values for a
positive labeled prediction are determined, and the location of the classifier having the
highest confidence is used as the records location estimate.
For this task, the extraction of places is used as a pre-processing task. The idea can
be generalized by assuming a discrete distribution p(c) over a given spatio-temporal grid
and training a classifier for each cell.
All of the clustering-based models are working on continuous spatial or spatio-
temporal data, hence no discretization takes place. Only in [Ahern et al., 2007; Kennedy,
2008; Kennedy et al., 2007] the background distribution of photos has been taken into
account. The other approaches are biased by spatio-temporal heterogeneity. This might
be justified if only the most popular places and events in the whole area are important
for the task.
Unimodal Distributions
The above works assume the records to define a multimodal spatio-temporal distribution,
where each peak can be represented by a unimodal instance. Other works assume that
the spatio-temporal information of records and/or features describes a single place or
event instead. Such models can be used to decide if a set of records or a feature exhibits
a place or event semantics.
In [Liang et al., 2010] the authors are interested in extracting tags from a photo
collection that are highly predictive to identify a unique place. For this, they fit a
symmetric Gaussian distribution to the spatial record coordinates of all records that
have a particular tag. The resulting tag-conditional spatial distribution can be described
as
p(s|f) = N (s; sf , σf ). (3.12)
To filter out tags that describe a particular place, they choose those tags that have a
small estimated standard deviation σˆf .
A more complex unimodal model is described in [Backstrom et al., 2008]. In this
work the authors aim is to describe the spatial focus of queries in a search engine on the
basis of the user locations. For this, the authors propose a model to extract the center
and the shape of user location distributions for a given set of queries. The locations of
users is obtained by the IP-address, the scale level of interest is on a country to global
level.
They assume that a query f has a single center sf (unimodal) and the likelihood of
a user at location s to submit this query is described by
g(s; f) = g(s; γf , sf , αf ) = γf ||s− sf ||−αf , (3.13)
48 Geographic Feature Mining
where γf is a frequency parameter of the query (height of the bump), and αf a shape
parameter (called dispersion in their paper) describing the form of the bump. A small
αf will result in an almost uniform distribution, while a large αf results in a single peak
with exponential characteristics. After normalization this function can be described as
the probability that a location s belongs to a query f
p(s|f) ∝ g(s; γf , sf , αf ). (3.14)
Given this functional form of the distribution, the parameters γf , sf and αf can be
obtained by maximum likelihood estimation using an optimization routine presented in
the paper. Notably, in [Cheng et al., 2010] their approach has been used to filter tags
f ∈ F that have a small amount of locality, by thresholding the dispersion parameter
αf .
The same model has been used by the authors to predict the location of Facebook
users [Backstrom et al., 2010]. Based on empirical analysis they find that the distance
of a user to its friends can be described by
g(||su, sv||) = 0.0019 (||su − sv||+ 0.196)−1.05, (3.15)
which is of a similar functional form as (3.13). Given friends with known location as
training data, the location of a user can be found using maximum likelihood optimization.
The above unimodal models can be used if p(s|f) or p(s|q) are assumed to have a
single peak, such as a place or event. The clustering models can be seen as mixture
models of such unimodal distributions, i.e., the GMM is the mixture model of Gaussian
distributions. In [Backstrom et al., 2008] also a mixture model for their exponential
distribution is proposed to model queries with several centers. No comparison between
these two models has been performed, however.
3.2.2 Heat-Map Visualizations and KDE Models
The former models estimate spatio-temporal densities based on continuous spatio-temporal
points and by assuming particular distribution characteristics. In the clustering-based
models distributions are expected to have a number of bumps, with each bump repre-
senting a certain phenomenon (e.g., a place or an event). In the unimodal models the
phenomena are expected to be described by a single bump, e.g., a single place or event.
The most general category of geographic phenomena are processes having an arbi-
trary distribution. Given continuous spatio-temporal data, such distributions can be
estimated using non-parametric density estimation. Such models make no assumptions
on the shape of the distribution and are not described by a parametrized function. In-
stead, they expect a parameter describing the smoothness of the distribution, called the
bandwidth (see Section 2.3). Phenomena that lack a functional form are, for example,
the amount of traffic accidents, or natural phenomena (beach, coast).
A number of works copes with the spatial visualization of such phenomena by using
heat-maps. A heat-map is just a non-parametrized density estimate. Given continuous
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data a heat-map can be described by a Kernel-density estimate with bandwidth b,
p(s) = KDE(s; b). (3.16)
Spatial heat-map visualizations can be found in many works, e.g., in the visualization
of news in Twitter [Earle et al., 2010; Sankaranarayanan et al., 2009], extracted topics
in blogs [Adams and McKenzie, 2012], dense regions of geo-referenced photos [Toyama
et al., 2003], and tags describing vernacular geographies in cities [Hollenstein and Purves,
2010]. These works all focus on different kinds of applications. However, they all need
accurate and robust density estimates of the spatio-temporal information in the records.
3.2.3 Discrete Spatio-temporal Distributions
The previous models all work on a continuous spatio-temporal space. We now introduce
a number of works that represent the spatio-temporal density distribution by a discrete
distribution over a lattice. For this, note that the number of counts k1, . . . , kn, k ∈ N
over the cells c1, . . . , cn can be described as a discrete distribution
p(ci) =
ki∑n
j=1 kj
. (3.17)
In fact, a distribution over a discrete spatio-temporal lattice can be obtained for any
positive, additive, real-valued signal (see Section 2.2.1). Estimating densities in a given
set of bins (given by a spatio-temporal grid defining a lattice) is also called the non-
parametric histogram estimator (see Section 2.3.2).
In [Rattenbury et al., 2007a] the authors propose a way to determine if a tag is
representative for a place or an event. Extended versions of their work are described
in [Rattenbury et al., 2007b] and [Rattenbury and Naaman, 2009]. For this, they first
extract a discrete spatio-temporal distribution over a lattice L for each tag f by counting
the number of corresponding photos falling in a cell c
p(c|f) = countr(f, c)
countr(f)
. (3.18)
They build discrete distributions for several scale levels by defining the lattices L1, . . . , Lk
along a quadtree. In each scale level the tags are scored by their spatio-temporal clus-
tering characteristic. For this, they use the entropy of the distribution p(c|f) (see Sec-
tion 2.2.5)
Ejf =
n∑
ci∈Lj
p(ci|f) log p(ci|f), (3.19)
where j denotes the scale level. A small entropy indicates that most of the probability
mass is in a few cells. An entropy of log n (with n = |Lj | being the number of cells) means
the the probability mass is uniformly distributed. A major focus on their work is to find
tags that show a clustering behavior at multiple levels (scale-structure identification,
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SSI). For this, they sum up the entropy scores at each level to obtain a global clustering
score over all scale levels. The global score is
E∗f =
k∑
j=1
Ejf . (3.20)
Extracting tags that have a consistent clustering behavior among all the levels is a
reasonable assumption to find scale-independent phenomena. However, as discussed in
Section 2.3.3, the semantics of a phenomena might change at different scales. This
means, if the analyst is interested in a certain scale level then not the global clustering
score E∗f but the local score Ef is of interest. The result of their approach is a set of tags
and associated spatio-temporal distributions, each having a score stating how likely it is
a place or event. In their works the authors do not discuss what tag is the best label for
a certain place or window in space and time (representativeness).
In [Emily et al., 2009] the same SSI approach as in [Rattenbury and Naaman, 2009]
has been used to select tags that have a landmark semantics. They propose an adapted
global clustering score by exploiting the co-occurrence of tags on the basis of their average
Jaccard distance. It is left unclear if this smoothed score improves the selection of tags
with scale-independent clustering characteristics.
Both of the works above use the discrete spatio-temporal distribution of tags p(c|f)
to determine spatio-temporal cluster characteristics on basis the entropy. Other charac-
teristics might be determined as well, e.g., if a spatio-temporal distribution is described
by a particular number of clusters or represents a trajectory. We will introduce a novel
approach to compare tags on the basis of their spatio-temporal characteristics in Chapter
5.
In [Chen and Roy, 2009] the authors present an approach to determine place or event
related tags from photo collections. These tags are then used to extract places and events
in a subsequent step. They first extract a continuous density distribution for each tag
based on a wavelet transform. Wavelets are a non-parametric form of density estimation
(see Section 2.3 and [Wasserman, 2004]). The resulting continuous density distributions
of each tag p(c|f) are then transformed into a discrete spatio-temporal space using a
discretization over a lattice. This results in smoothed and de-noised discrete spatio-
temporal distributions compared to a direct count-based discretization.
The authors separate periodic and non-periodic distributions into separate groups
by using heuristics (peaks every 7 days, etc.). Then, each of the two groups of tags
is clustered separately by their discrete spatio-temporal distributions to find clusters of
tags with similar distribution p(c|q1), . . . ,p(c|qk), where p(c|q) is the normalized centroid
of the cluster (detailed below).
A similar approach has been proposed in [Zhang et al., 2012b]. The authors use geo-
referenced photos to find clusters of tags that have a similar spatio-temporal distribution.
For this, they first extract discrete spatio-temporal distributions for each tag f ∈ F on
the basis of the number of corresponding photos falling into a cell of a lattice L. The
resulting distributions are represented by a matrix
Z ∈ NnL×nF . (3.21)
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To obtain groups of tags with similar spatio-temporal semantics the columns of the
matrix are clustered using K-means. The resulting clusters contain tags that have a
similar spatio-temporal distribution, and the centroid of the cluster represents the aver-
age spatio-temporal distribution of its tags. Before clustering the authors normalize the
columns by the L2-norm of the column. The authors state that this will result in less
clusters having only a single tag. However, no comparison or evaluation is performed.
Let the centroid of cluster q be µq ∈ RnL+ . We can represent the distribution of a
cluster as a discrete probability distribution by normalizing accordingly
p(s|q) = µq∑nL
i=1 µqi
. (3.22)
The aim of their research is mainly a comparison of their proposed form of spatio-
temporal similarity to other similarity measures, e.g., co-occurrences of tags in the photo
tag-sets. The evaluation involves a number of users judging whether or not the resulting
clusters are spatio-temporally relevant. Since a co-occurrence similarity will clearly
result in clusters that are less spatio-temporally specific, the goal of the evaluation is
thus somewhat unclear. We interpret their work as an approach to extract dominant
spatio-temporal distributions occurring in the data (similar to the work proposed by
[Chen and Roy, 2009]).
In [Leung and Newsam, 2010] the authors propose a model to extract land cover types
from geo-referenced images. For this, they build a classifier based on manually labeled
image data, to predict a ’developed’ and an ’undeveloped’ label for each image. The
labels can be seen as two features fd and fu. They extract discrete spatial distributions
for each tag
p(c|fd) and p(c|fu) (3.23)
and assign the label to those cells that with a higher feature-conditional cell-probability.
Note that this is exactly the same model as is used to extract representative tags for
clusters. Their preliminary results show that there is a correlation between the distri-
bution obtained by ground-truth and the estimated land cover types obtained by their
model.
In [Hays and Efros, 2008] the authors use discrete spatial distributions to visualize
and compare scenes that are shown on an images (such as mountains, desert, etc.). For
this, they assume a training collection of geo-referenced images and a similarity function
sim(ri, rj) between images based on low-level image features. Given a new image, they
compute the similarity to all other images in the training set and extract a discrete spatial
distribution by a weighted histogram over the lattice. Given a set of photos r1, . . . , rm
with coordinates e1, . . . , em, and a spatial lattice L = {s1, . . . , sn}. The unnormalized
discrete spatial distribution of a photo r′ is defined as
p˜(s|r′) ∝
n∑
i=1
1{ei ∈ s}sim(r′, ri), (3.24)
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which can easily be normalized by
p(s|r′) = p˜(s|r
′)∑n
i=1 p˜(si|r′)
. (3.25)
The authors show that by using a reasonable large photo collection the distributions of
natural phenomena can be extracted with good precision using this simple technique.
They also use their idea to predict the location of a photo. For this, they either
return the mode of p(s|r′) or the location of the most similar image r′ on the basis of
sim(r, r′),∀r′ ∈ R as the result.
As an additional application they extract the spatio-temporal distribution for a huge
number of images. Then, they cluster the distributions to obtain spatio-temporal signals
of dominant image distributions similar to the idea of [Zhang et al., 2012b] and [Chen and
Roy, 2009]. Let q be a cluster and µq be the cluster centroid, then the spatio-temporal
distribution of the scene (phenomenon) represented by this cluster is
p(s|q) = µq (3.26)
and can be seen as a dominant geographic feature in the data.
Finally, we explain the use of discrete spatio-temporal distribution for geographic
phenomenon recovery. The authors in [Xu et al., 2012] propose a statistical model to
extract the intensity of car accidents in the United States from Twitter messages. First,
they extract a set of accident related tweets by using a set of keywords, and use this set
of tweets as positive observations. Then, they use a spatio-temporal lattice defined over
the US-states and days to aggregate the counts of positive observations. The number
of positive counts is modeled by a Poisson distribution in each cell. Let x1, . . . , xn be
the counts of positive tweets in the cells c1, . . . , cn. The number of positive tweets is
assumed to follow
p(x|ci) = Poisson(x;λi), (3.27)
where λc is the intensity of the Poisson distribution at cell c. Given a background
distribution over the cells b1, . . . , bn the model can be extended by the link function
γ(x, b) = x · b, p(x|ci) = Poisson(γ(x, bi);λi). (3.28)
The maximum likelihood estimate of λi then is
λˆi =
xi
bi
. (3.29)
Note that λ is not a probability but a positive real-valued intensity parameter. The
discrete distribution of positive tweets (those having feature fp) over the lattice can be
obtained from the intensity by
p(ci|fp) = λi∑n
i=1 λi
. (3.30)
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If the background distribution b1, . . . , bn is the count of all tweets falling into a cell
(positive and negative events), then p(ci|fp) = λi.
Such Poisson models on spatio-temporal lattices are a primary tool in statistical
epidemiology [Lawson, 2001]. Since the counts are represented by a Poisson distribution
conditional in each cell, the model can easily be extended to take covariate information
into account in a well-defined manner (such as shown for the background distribution).
Note that in all models presented so far no spatial-interaction between the cells has
been modeled explicitly. Instead, spatial interaction is included by choosing appropriate
bandwidth parameters or number of clusters. For the linked Poisson model, the authors
in [Xu et al., 2012] propose explicit spatio-temporal regularization on basis of the neigh-
borhood matrix W of the lattice by reformulating the estimation of λi as a regularized
maximum likelihood estimation problem.
3.2.4 Language Models
In the following, we present discrete spatio-temporal models that are used to describe
the distribution of words in textual data. From a spatio-temporal point of view, these
models are equivalent to some of the models described before. However, since their
focus is the modeling of language, specific smoothing and estimation techniques have
been used to cope with word sparsity.
In [Cheng et al., 2010] the authors propose a model to predict the city of a user by
his tweets. For this, the authors assume a set of geo-referenced tweets as training data.
Their problem can be formulated as finding the location (city) s that maximizes
p(s|f1, . . . , fk), (3.31)
where f1, . . . , fk are the words in the tweets of the user. Given a discrete lattice over
city locations, they compute a distribution for each word in the training corpus on the
basis of the tweets user location (GPS coordinate)
p(s|f) = countr(f, s)
countr(f)
. (3.32)
Then, by using a naive base assumption they compute
p(s|f1, . . . , fk) =
k∏
i=1
p(s|fi) (3.33)
to predict the most likely city. To tune their model they propose to use only predic-
tive local words and different smoothing techniques. To filter local words they use the
model proposed by [Backstrom et al., 2008] by using a dispersion threshold. They also
make use of spatio-temporal smoothing. For this, they use another coarser spatial state
lattice Lstate and mix the city and state level probabilities. Another spatio-temporal
smoothing is based on a lattice-based convolution given a neighborhood matrix W (see
Section 2.3.2).
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Exactly the same idea to predict the locations of text documents has been used in
[Wing and Baldridge, 2011] and [Serdyukov et al., 2009]. In [Wing and Baldridge, 2011]
sophisticated smoothing techniques have been used to limit the influence of sparsity
(back-off smoothing), which shows to greatly improve the prediction performance.
Note that these models are inherently based on the distributions p(c|f). We see that
estimating this distribution robustly is a major task for a huge number of applications.
3.2.5 Temporal Models
Works that focus on temporal information in user-generated data often employ tech-
niques from time-series analysis [Gallagher, 2010; Guralnik and Srivastava, 1999; Ma
and Perkins, 2003]. In this work we will not study these models and techniques in de-
tail, however, in the following we mention works that have a considerable overlap with
spatial and spatio-temporal modeling.
From a conceptual point of view temporal models are not different from spatial and
spatio-temporal models. Given a set of features or clusters the temporal distribution
can be represented by a temporal distribution
p(t|f) or p(t|q). (3.34)
The models, however, often make use of a Markov assumption. Let the density at a point
in time be p(t). By the Markov assumption this probability depends on a number of
prior time intervals p(t|t− 1, . . . , t−k). The number k is the order of the Markov chain,
denoting the size of the temporal dependence. Using the Markov assumption allows to
model special characteristics of temporal data, such as trends and periodicities. The
generalization of a Markov model to spatial and spatio-temporal space is a Markov
Random Field (which is not detailed in this thesis).
A particular focus on temporal distributions of tweets can be found in [Chae et al.,
2012] where the authors use the seasonal-trend decomposition (STD) technique to detect
unusual temporal patterns. For this, the authors first select a subset of records on the
basis of tweet keywords or the tweets locations. Then, they extract a number of textual
topics from the tweets using LDA as a pre-processing step. By using the document topic
weights p(q|r) they extract a temporal distribution by a weighted discrete temporal
density distribution, as shown in (3.24). This temporal distribution is then decomposed
using STD to find unusual temporal patterns in each topic. The authors do not focus on
the spatial dimension of the events but extract a discrete spatial distribution for selected
LDA topics as a post-processing step.
Without considering the spatial domain at all, the extraction of spatio-temporal
events shares a number of research goals with topic detection and tracking (TDT) [Allan
et al., 1998; Rajaraman and Tan, 2001]. There, a stream of documents is to be clustered
into a set of textual topics. In TDT, the focus is on the content similarity of documents
and their temporal frequency. Given that a huge number of documents is similar in a
short time interval, this is regarded as a topic, and new records are accordingly labeled by
this topic if their content is similar. Primary challenges are, however, not the modeling
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of temporal peaks, but the identification of documents that have similar content [Allan
et al., 1998]. See also [Kleinberg, 2002].
In the context of social media, different type of temporal events have been analyzed
in [Lehmann et al., 2012] on the basis of the temporal hashtag distributions. There, the
focus is on a characterization of distribution types by the amount of tweets occurring
before and after the peak.
3.2.6 Trajectory Models
Another type of geographic phenomena can be described by trajectories. A trajectory is
a temporal sequence of spatial points, forming a polyline in spatio-temporal space. Given
user-generated data, some works cope with the discovery of trajectory phenomena.
In [Sakaki et al., 2010] the authors propose a system to detect trajectories of geo-
graphic phenomena in Twitter. For this, they first train a classifier (SVM) on the basis
of a bag-of-word representation of the tweets. The training data consists of manually
labeled tweets that describe a particular phenomenon (e.g., a hurricane). Through this
each incoming tweet can be labeled as belonging to a phenomenon or not.
A temporal model is used to detect if the number of positive tweets is higher than
expected. In this case the spatio-temporal trajectory is estimated using a hidden Markov
model (HMM). The HMM uses a latent spatial variable s
(i)
f to describe the hurricane
center at time step i. The parameter is then updated at every time step by the incoming
positive observations and by the former location s
(i−1)
f . They propose a Kalman filter
and a particle filter approach to predict the HMM parameters, with the particle filter
showing better results.
Using a HMM to model the spatio-temporal density distribution is a valuable ap-
proach if the phenomenon of interest is assumed to have a single moving center. We can
describe the spatial distribution of the phenomenon at time t as
p(s|f, t) = p(s|s(t−1)f , R(t)), (3.35)
where s(t) is the location at time step t, R(t) are the positive observations in the respective
time interval, and s(t−1) is the location at the former interval.
In [Yin and Cao, 2011] the authors propose a model to mine user trajectories in
discrete spatio-temporal space from geo-referenced photo collection data. They first
spatially cluster the photos to extract points-of-interest and then describe them using
representative tags. Then, they extract trajectories over point-of-interest on the basis
of the users’ photo sequences. Those trajectories are then mined for frequent sequential
patterns using standard techniques [Zhu et al., 2006]. Using the frequent sequential
trajectory patterns, the points-of-interest descriptions, and user importance features,
they rank the trajectories by an interestingness score.
3.2.7 Spatio-temporal Topic Models
Currently a great body of research copes with the extraction of textual topics from com-
plex data (text with associated information) using generative models (see Section 2.4.2)
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A topic q ∈ Q can be seen as hidden information in the documents that describes a
weighted distribution of topics over documents p(q|r), and each topic is described by a
distribution over words p(f |q). This allows to organize documents with respect to their
topics and to analyze the content in the documents by the topics’ word distributions.
Particularly interesting for this thesis are topic models that aim to model the spatio-
temporal variation of topics. In the following we propose basic modeling strategies to
describe the spatio-temporal distribution of topics.
Extracted topics can be seen as high-level features of documents (similar to rec-
ognized objects in images). Hence, we can use them directly to compute a weighted
spatio-temporal distribution p(c|q) as shown in (3.24). Exactly this scheme is used in
[Chae et al., 2012] and [Adams and McKenzie, 2012]. There, first the LDA topics of
tweets and blogs are determined and the spatio-temporal distribution of the topics is
extracted in a subsequent step.
In the following, we describe extensions of probabilistic latent semantic analysis
(PLSA) and LDA that model the distribution p(s, t, f, q) explicitly. By this, they do not
compute the topic information p(q|r) and p(f |q) as a pre-processing step (independently
of the spatio-temporal record information) but assume that feature, topics, space, and
time depend on each other. Anyhow, the models need to make assumptions on how the
information items are interrelated.
In [Sizov, 2010] the author models the distribution of tags in space and time in
geo-referenced photo collections. They propose an extension of LDA such that each
topic is described by two univariate Gaussian distributions that independently represent
the latitude and the longitude information. The resulting distribution is a symmetric
multivariate Gaussian that can be tied on the longitude and latitude axis. The spatial
distribution can be represented by a constraint multivariate Gaussian
p(s|q) = N (s;µq,Σ′q), (3.36)
where Σ′q is a constraint covariance matrix adhering to the above assumptions. Since the
model is based on a multivariate distribution of each topic, it assumes that records with
similar topic cluster around a single location, i.e., the underlying topic phenomenon is a
landmark or place. The authors describe different applications of their model: Content
organization (visualization) of photos by topics and location by using p(s|q), location-
aware keyword search of photos by using p(r|w, s), location suggestion on the basis
of keyword queries by using p(s|w), and location-aware tag recommendation by using
p(w|s). Note that these applications can be achieved by all of the topic models below.
In [Yin et al., 2011] the authors propose a similar model to extract spatial topics from
geo-referenced photo collections. They extend PLSA such that each topic has not only a
distribution over words, but also a distribution over a number of Gaussian distributions.
The spatial distribution of a topic can be described as
p(s|q) = GMM(s;αq,µ,Σ), (3.37)
where αq is a topic specific vector of weights for each of the Gaussian distributions. The
authors use their model to extract and visualize keyword-depended spatial topics in the
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photo collection. For this, they choose the topic q that most likely describes a set of
keywords w1, . . . , wk using p(q|w), and draw its spatial distribution p(s|q). The model
is learned by using the EM algorithm.
In [Mei et al., 2006] the authors propose another PLSA-based mixture model to
extract spatio-temporal topics from Web-logs. For this, they assume a set of documents
with associated timestamps and discrete locations (a spatio-temporal lattice). The model
distinguishes between two types of topics, global and spatio-temporal ones. A spatio-
temporal topic has an associated discrete spatio-temporal distribution p(s, t|q) over the
cells in the lattice. The model is learned using an EM algorithm. The authors propose
generalized versions on arbitrary graphs (with the lattice being a particular instance) in
[Mei, 2006; Mei et al., 2008].
In [Hao et al., 2010] the authors propose an extension of PLSA to extract location
relevant topics from travelogues (blogs). For this, they also assume that a document is
represented by a mixture of global and local topics. The spatial information is obtained
by geo-tagged terms in the documents (e.g., place names). Other than in [Mei et al.,
2006], they do not assume that the locations are associated with the whole document,
but to a text segments (sentence or paragraph). The local topics have an associated
discrete distribution over the locations p(s|q). They use the model to (1) find similar
locations on the basis of spatio-temporal topic and word distributions p(s|q) and p(s|w),
respectively (2) to recommend locations by keyword queries, and (3) to extend existing
blogs by location-relevant content from other blogs.
Similar to [Mei et al., 2006] and [Hao et al., 2010], the authors in [Eisenstein et al.,
2010] present an LDA extension that allows to distinguishes between local and global
topics. They assume geo-referenced tweets as input data. They use their model to (1)
analyze lexical variation by topic and location, (2) segmentation of geographic space in
coherent linguistic communities, and (3) prediction of author locations. As a specific
model assumption, they assume local topics to be specializations of global topics. This
allows to analyze the lexical variation of a topic in space.
In [Hong et al., 2012] the authors propose a generative model to describe the rela-
tionships between users, terms, topics, locations, and language. They assume that words
in a tweet depend on the location and the topic, geographic regions have different lan-
guage variations, topics distributions over regions are topic dependent, and users tend to
occur in a handful of locations. Their model is a primary example of modeling complex
data such as given in Twitter using a rich generative model. Their primary evaluation
consists of using the model to predict the location of tweets and comparing the predicted
location with that of the real GPS coordinate. Regarding the spatio-temporal model,
they assume a discrete set of regions and timestamp. The regions have been obtain in a
pre-processing step by spatial clustering the photo GPS coordinates.
Finally, an approach that exploits location information in news and blogs is proposed
in [Wang et al., 2007]. The authors extend the LDA topic model by a distribution over
location entities. For this, they extract location names in the text and use them to
describe topics in addition to the word distribution. Since they do not model the spatial
coordinates and/or extents of the locations, their work can better be understood as an
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extension of LDA to handle entities found in the text.
3.2.8 Supervised Models
Finally, we review works that focus on predictive spatio-temporal models by using user-
generated data as covariate information. A supervised spatio-temporal model takes a
number of measurements in space and time
X = {(c1, y1), . . . , (cm, ym)}, (3.38)
where ci is the measurement location and yi is the measurement value. The measure-
ments are assumed to be samples from a spatio-temporal process that is described by
a distribution p(c, v). Prediction is the process of estimating the measurement at an
arbitrary point in space and time
p(v|c). (3.39)
In [Zhang et al., 2012a] the authors propose a model to predict natural phenomena
(such as snow cover) by spatio-temporal distributions of geographic features extracted
from geo-referenced photos. For this, they extract a number of discrete spatio-temporal
distribution p(s|f) for a set of keywords f ∈ F (e.g., ’white’,’snow’,’mountains’). This
allows to represent a location s by a feature-vector over keyword intensities. Then, they
use remote images as training data to learn a model p(v|s).
In [Ginsberg et al., 2009] the authors propose a model to predict phenomena on the
basis of search engine queries. For this, they use the user locations and timestamps
of a large number of queries f ∈ F , where each f is a particular query string. Their
model first obtains the counts of queries in space (states) and time (weeks), resulting
in a number of discrete distributions p(c|f). As in [Zhang et al., 2012a], they use these
distributions to extract geographic-feature vectors to represent a location s by a feature-
vector over the query intensities. The phenomenon to predict (the outcome variable) is
the number of physician visits in space and time X = {(c1, y1), . . . , (cm, ym)}. Given a
training set made of the physician visits and the associated feature vectors, they train a
linear model to predict the number of visits p(v|c).
The term forecasting is used if a measurement is to be predicted in a future point
in time where also no covariate information is available (such as the vectors extracted
from image data or the queries above). Such forecasting models exploit characteristics
of the past temporal distribution (see Section 3.2.5)
In [Gallagher, 2010] the authors use the clicks of users on photos, the click timestamp,
and user location to model the user interest in particular objects shown on a photo. For
this they use the tags of the photos as weak high-level features, e.g, people or products.
In their approach they focus on forecasting models of spatio-temporal distributions of
click counts. They use a discrete temporal distribution p(t|f) on the basis of the number
of clicks that fall into day intervals (temporal lattice). Then, an auto-regressive temporal
model is used to predict the interest in a future time period, given the past temporal
distribution. Their work shows that spatio-temporal distributions of user interest from
user-generated data have a predictive temporal component.
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3.2.9 Application Commonalities
The former sections presented a variety of different works with respect to their underlying
models. We saw that most applications and tasks are based on an appropriate modeling
of features, feature combinations (high-level features), and records in space and time.
Given a user-generated data source, the essential spatio-temporal information can
be described probabilistically by the distributions
p(s, t),p(s, t, f),p(s, t, q),p(s, t|f),p(s, t|q),p(s|t, f),p(q|s, t). (3.40)
Given these distributions the applications rely on them like follows:
• Finding regions, hotspots, events, or places relies on p(s, t) to find dense windows
in space and time.
• Extracting representative features relies on selecting the most likely features at an
area/interval/window according to p(s, t|f).
• Comparison of features by their spatio-temporal semantics is based on p(s, t|f) or
p(s, t, f).
• Finding the most likely location of a record relies on p(s, t|f) (feature-dependent,
e.g., text prediction) or p(s, t) (feature-independent).
• Describing the variation of textual topics in space and time relies on p(s, t|q), where
q is a latent topic.
• Extracting covariates for supervised spatio-temporal models relies on p(s, t|f) or
p(s, t|q) to extract feature vectors for areas/intervals/windows.
In the following, we propose a conceptual geographic data mining framework that ex-
tracts the above distributions from the data using simple and general primitives, namely,
geographic observations and geographic feature signals. Based on these primitives, we
define a process that allows to realize different tasks and applications easily, and to
clearly define and address fundamental sub-problems.
3.2.10 Other Approaches
Finally, we mention ideas in related work that overlaps with the aim of building a
data- and application-independent framework to mine geographic knowledge from user-
generated data.
The authors in [Kennedy et al., 2007] and [Crandall and Snavely, 2012] propose
the idea of using geo-referenced photo collections as a source to identify places and
events, and to use them to browse and visualize the data. Similar to our framework,
they consider tags or visual features of geo-referenced photos as potential features to
represent geographic semantics, and they state that this idea can be used to realize and
extend a variety of applications in information retrieval. However, since both works
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use a clustering-based approach, their approaches are limited to extract phenomena as
points or areas that represent popular places and events. In this thesis, we develop a
framework that is more general with respect to the phenomena semantics, by modeling
them as arbitrary spatio-temporal distributions.
In [Serdyukov et al., 2009] and [O’Hare and Murdock, 2012] the authors propose
a language model to describe the distribution of features (words, tags) in geographic
space. They state that such a model allows to estimate the geographic focus of text and
to enable new location-based services. The primary focus on the distribution p(f, s, t)
is similar to our proposed framework. However, their model is specifically developed
for geo-referenced textual data, e.g., text snippets or tag sets with an associated point
coordinate. Moreover, their work is not focused on discovering interesting dimensions of
geographic space, but to associate the textual records with locations.
In [Singh, 2010] the authors introduce the idea of social pixels as a common abstrac-
tion to represent spatio-temporal information contained in social media. A social pixel
describes a vector of social influences at a particular point in space and time. The au-
thors also focus on representing user-generated data by the distribution p(f, s, t), where
a discrete bin c = (s, t) is called a social pixel. Their focus, however, is on a declarative
algebra to query information contained in social pixels and not on data mining tasks.
Moreover, they do not discuss how a meaningful social pixel space is to be extracted,
other than from counting the number of information items in the cells.
Finally, in [Naaman et al., 2010] an abstraction of social media data sources as
social awareness streams is introduced. Their aim is to understand social activity and
communication patterns by analyzing how the message content varies on the basis of user
characteristics and personal networks. Hence, the focus is not on utilizing social media
as spatio-temporal observations to discover geographic phenomena, but on a unifying
abstraction to analyze communication patterns and topics in the data.
3.3 Input Data Representation
In order to abstract from particular types of user-generated data, we now propose a
general representation of the input-data in the form of geographic observations.
3.3.1 Geographic Observations
The main idea behind the applications and geographic knowledge discovery tasks pre-
sented so far is to exploit relationships between qualitative information and spatio-
temporal information found in user-generated data to describe and discover geographic
patterns. We use the term qualitative information to denote low- or high-level features
that describe the content of records (words in documents, tags of photos, query strings),
and spatio-temporal information to describe all kinds of spatial and/or temporal evidence
available in the data (GPS coordinates, IP-addresses, geographic/temporal expressions).
By focusing on qualitative and spatio-temporal information the data can be seen
as a set of measurements observing relationships between these two information items.
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We call these measurements geographic observations. Data sources like photo collections,
text messages, or Web sites provide rich sources to extract such geographic observations.
For example, by building relationships between user locations and text snippets, or GPS
coordinates and photo content.
Extracting an accurate set of features is already a highly application-specific process.
In the following, we assume that observations are generated using a (possibly large)
number of low-level candidate features as qualitative information. Finding features or
features combinations that have geographic semantics is then part of the knowledge
discovery process.
Often a measurement is associated with one or several users, e.g., a user clicking or
uploading a record, or users writing a document. We make use of this ternary relationship
between features, spatio-temporal information, and users, if available.
A geographic observations is hence defined as
o = (EF , EC [, EU ]), (3.41)
with EF representing information about qualitative features, EC representing informa-
tion about the spatio-temporal context, and EU representing (optional) information
about the (observing) users.
3.3.2 Uncertainty and Influence
Measurements are supposed to be a highly uncertain kind of information. A joint obser-
vation of a feature and some spatio-temporal information provides only a small amount
of evidence about their semantic relationship. Hence, to discover significant patterns, a
huge number of measurements is needed.
Uncertainty also exists in all of the three information items of an observation them-
selves. About the qualitative features EF (what is measured), about the spatio-temporal
information EC (where and when is it measured), and about who did the measurement
EU . We use the term influence to describe the amount of evidence an observation
contains about features, the spatio-temporal context, and the observing users.
3.3.3 Measurements
As shown in the related work a lot of different data sources have been used to extract
geographic knowledge. Furthermore, even for the same data, different kinds of qualitative
and geographic information can be extracted.
To generate a set of geographic observations we differentiate between records (provid-
ing the qualitative features) and measurement events (defining the geographic context,
the observing user, and constituting the relationship). We denote a set of records
R = {r1, . . . , rn}. (3.42)
The content of the records is the primary source to extract qualitative features. In some
cases, features might not be extracted from the records directly but from associated
resources, e.g., from the URLs shown in a query result or from associated user profiles.
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A measurement builds a relationship between features, spatio-temporal context, and
users. We denote measurement as
H = {h1, . . . , hm}. (3.43)
Often the measurement are defined on the basis of the records themselves. For example,
in a photo collection the photos constitute measurements that relate features (tags, image
objects), a spatio-temporal context (GPS coordinate, timestamp), and user information
(uploading user). Measurements can, however, also be defined by of users clicking a
photo [Gallagher, 2010], submitting a query [Backstrom et al., 2008], or checking-in at
a location in a location-based social network [Cheng et al., 2011].
A particular interesting type of measurement are co-locations in textual data. For
example, one can define a measurement as the features (terms, entities) and the spatio-
temporal information (geographic and/or temporal expressions) co-occurring in a text
segment (sentence or paragraph) or in close proximity. In NLP, such co-occurrences are
analyzed to uncover semantic relatedness between terms [Weeds et al., 2004], e.g., to
find synonyms or different semantics of a word [Turney and Pantel, 2010]. In this work
we assume co-occurrences between features and spatio-temporal information to represent
geographic observations, and we are particularly interested in the spatio-temporal feature
distributions.
The extraction of geographic observations from user-generated data can be described
as applying the information extraction functions φF , φC , and φU on the measurements
o = (EF , EC , EU ) = (φF (h), φC(h), φU (h)). (3.44)
Information extraction functions describe the influence a measurement has in its re-
spective domain (features, spatio-temporal space, users) and will be described in the
following sections. Each measurement represents a geographic observation such that the
set of geographic observations can be described as
O = {(φF (h), φC(h), φU (h))|h ∈ H}. (3.45)
3.3.4 Feature Influence
A (qualitative) feature extraction function describes the influence of a given set of cate-
gorical features F = {f1, . . . , fp} on a measurement h
φF (h) = ψF (ω(h,R)) ∈ Rp+. (3.46)
We make use of a feature extraction function ψ for unstructured data defined in (2.73).
Since a measurement might refer to partial records (e.g., a sentence in a document), we
use
r′ = ω(h,R), h ∈ H (3.47)
to denote the content that is relevant to a measurement. Information that is not given as
categorical data (e.g., ratings, real values) first needs to be transformed by discretization
and a 1-of-K feature representation [Bishop, 2006, p. 74].
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3.3.5 Spatio-temporal Influence
The spatio-temporal context of a measurement is described by a spatio-temporal variable
(2.7) describing the influence of a measurement in space and time
φC(h)(c) ∈ R+, h ∈ H, c ∈ DC . (3.48)
We use the notation of a functional to clarify that the resulting spatio-temporal influence
is a signal zh(c) in space and time (see Section 2.2.1). Hence, even if the spatio-temporal
information is given as a point and/or a timestamp, we assume that it can be represented
as a continuous signal in space and time.
3.3.6 User Influence
Often an observation is only influenced by a single user. However, it is reasonable to
assume that several users have influence on a record, e.g., if a records has been created
by several users. Furthermore, we might treat friends of a user as having influence on the
users’ observation. As discussed in [Anagnostopoulos et al., 2008], the fact that actions
of a user can induce his/her friends to behave in a similar way can be measured in a
social network. This social influence is also a valuable input data to describe the user
influence of geographic observations. For example, close friends of a user (as measured
in a social network) will more likely travel together and make similar observations.
Their measurement are hence less independent, which reduces the amount of additional
evidence in the extracted relationship between features and spatial-context. By handling
the mutual influence these users have on their records (such as counting on the basis of
users), we can extract more robust and meaningful feature signals.
The set of all users is denoted
U = {u1, . . . , uk}. (3.49)
To model this multi-user influence of the observations we use a user influence function
similar to the feature and the spatio-temporal influence functions
φU (h)(u) ∈ R+, h ∈ H,u ∈ U. (3.50)
Let ui be the single user creating observation hi. In the case of a single user influence,
the influence function will be
φU (hi)(u) = 1{ui = u}. (3.51)
More complex user influence functions can be built based on the distance of users in
social networks (e.g., the number of hops), or by computing the similarity of users on
the basis of similar behavior by using collaborative filtering approaches [Schafer et al.,
2007].
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Figure 3.1: Geographic Features and Geographic Feature Space.
3.4 Output Patterns
Given a set of geographic observations a crucial step is to transform them into patterns
that allow to describe and discover geographic knowledge. The main patterns of interest
in this work are spatio-temporal distributions of features in space and time. We call
them geographic feature signals. In the following we describe this representation and
clarify its semantics.
3.4.1 Geographic Features
Generally, we define a geographic feature to be a property of space and time. This is
similar to the definition of a document feature in text mining, which represents a property
of the documents. The influence of a geographic feature f at a spatio-temporal point
is represented by a positive, real-valued spatio-temporal variable called the geographic
feature signal
zf (c) ∈ R+, c ∈ DC . (3.52)
A set of geographic candidate features F = {f1, . . . , fp} allows to construct a (possible
high-dimensional) multivariate geographic feature signal
zF (c) = (zf1(c), . . . , zfp(c))
>. (3.53)
As shown in Figure 3.4.1, a multivariate geographic feature signal allows to represent a
spatio-temporal point c ∈ DC by a vector of geographic feature influences, called a geo-
graphic feature vector. We say that a spatio-temporal point is represented in geographic
feature space. As it is the case for document or image features (see Section 2.4.1), a
geographic feature vector allows to represent the semantics of a spatio-temporal point
or window on the basis of a numeric vector in geographic feature space.
The geographic feature vectors of the cells in a lattice ci ∈ L describe a cell-feature
matrix
ZL,F := (zF (c1), . . . , zF (cn))
> ∈ Rn×p+ . (3.54)
3.4. Output Patterns 65
We call this also the geographic feature matrix of a lattice. Note that the rows are cells
and the columns are the features. Other than in a document-term matrix the rows have
a dependency, defined by the neighborhood matrix W.
Probabilistic Interpretation
Given the geographic feature matrix
Z ∈ RnF×nL+ . (3.55)
Since the signals represent positive and additive influences of the features f1, . . . , fp over
the cells c1, . . . cn, we can describe the matrix by the joint distribution
p(fi, cj) = zij/
nF∑
i=1
nL∑
j=1
zij . (3.56)
From this distribution we can derive the conditional probabilities p(c|f), p(f |c), p(f),
and p(c). As we have shown in the related work, a lot of applications and discovery
tasks can be reduced to use these distributions.
3.4.2 Geographic Phenomena
Geographic features and their respective spatio-temporal signals are assumed to be the
primary patterns to discover geographic phenomena. We define a geographic phenomenon
q to be any social or physical process or entity that can be identified in space and
time. This means, we can identify where, when, and at what intensity a phenomenon q
occurs. Given this definition, a geographic phenomenon is just the same as a geographic
feature. Actually, we say that a geographic feature is a low-level feature and a geographic
phenomenon is a high-level feature. For the low-level features, we assume that they
represent a property of space and time. We don’t know yet what kind of phenomena
they represent, however. The aim of extracting high-level features (phenomena) is to
find features or feature combinations that are interesting and convey knowledge about
underlying phenomena. The relation of (low-level) geographic features and (high-level)
geographic phenomena is hence similar to low-level image features (patches, lines) and
high-level image features (objects). We use the notation
zq(c) ∈ R+, c ∈ DC (3.57)
to refer to the spatio-temporal distribution of a phenomenon q.
One way to discover geographic phenomena is to select geographic feature signals
that are interesting. Hereby, a phenomenon q is represented by a single geographic
feature f , and we assume
zq(c) ' zf (c),∀c ∈ DC . (3.58)
However, sometimes a phenomenon is represented by a combination of features. A
phenomenon signal is then described as
zq(c) = η(zf1(c), . . . , zfp(c)) = ηF (c). (3.59)
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For example, a linear combination of geographic feature signals is
ηF (c) = α0 +
p∑
i=1
αizfi(c), (3.60)
where α is a vector of feature weights and α0 is the intercept. Given that the features
F are descriptive (such as words, tags, or color names) a description of a phenomenon q
can be extracted on the basis of its top-k features as determined by α,
description(q) = (label(fi)|fi ∈ F ∧ α1 > αi > αp)ki=1. (3.61)
Probabilistic Interpretation
We assume that a number of unknown geographic phenomena q1, . . . , qk can be discov-
ered in a geographic feature matrix ZL,F . The combination of features is represented by
p(f |q) and the spatio-temporal distribution of a geographic feature by p(c|q).
Phenomena can be seen to exists in an unknown joint distribution p(f, c, q), where
q is a latent variable. Geographic phenomenon discovery tasks then try to estimate the
joint distribution based on the given distribution p(f, c) defined by Z.
3.5 Interestingness
An essential part of knowledge discovery is the selection of interesting patterns among
a possibly huge number of candidates. In this section, we introduce different types of
interestingness of spatio-temporal distributions.
3.5.1 Spatio-temporal Distribution Type
Geographic feature distributions p(c|f) or feature combinations p(c|q) can describe sev-
eral types of geographic phenomena (places, events, trajectories). Depending on the
knowledge discovery task or the applications, only specific types might be of interest. In
the following we characterize the spatio-temporal distributions of particular phenomenon
types as shown in Figure 3.5.1:
• Uniform: A signal that is distributed equally likely among space and time. Such
a signal is likely to be non-interesting as a geographic feature since it does not
allow to distinguish between points in space and time. A uniform signal can be
identified by a high entropy E[p(c|f)]. Feature with such distribution types have
a similar meaning like stop-word features in NLP (see Section 2.4.1).
• Places (landmarks), temporal events, spatio-temporal events: Signals that have a
single peak in spatial space, temporal space, or spatio-temporal space. As shown
in [Rattenbury et al., 2007a] such features can be used to extract popular places or
events or to extract highly predictive features. Signals with a single peak can be
identified by a low entropy E[p(c|f)] or by fitting the distribution to a unimodal
function (see Section 3.2.1) and evaluating the fitting error.
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(a) Uniform (b) Temporal Event (c) Unique Place
(d) Random (e) Recurring (f) Place Type
(g) Spatio-temporal (h) Temporal Trend (i) Spatial Trend
(j) Recurring Spatio- (k) Recurring Spatio- (l) Trajectory
(Landmark)
Temporal Event
Event
temporal Event temporal Event
with incr. Intensity
DT
DS
Figure 3.2: Different types of spatio-temporal distributions. The x-axis of the grids
represent the spatial domain and the y-axis the temporal domain. Each cell is a spatio-
temporal window in geographic space and the color encodes the intensity of the signal.
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• Place type, recurring temporal event, recurring spatio-temporal event : A signal
that has several spatial peaks, temporal peaks, or spatio-temporal peaks (possi-
bly in a regular interval). Such phenomena can be seen as attributes of places or
(temporal/spatio-temporal) events. For example, a feature that describes a certain
type of place or event. Such features can be identified by analyzing if the distri-
bution is multi-modal, for example, by clustering of the signal (see Section 3.2.1)
and evaluating the error of the clustering result.
• Spatial trend, temporal trend, spatio-temporal trend : A signal with medium to
large-scale variation withing spatial, temporal, or spatio-temporal space. A spa-
tial trend is similar to spatial heterogeneity. For instance, in some areas there
might be a higher background population resulting in a higher signal intensity.
Temporal trends are often monotonically increasing, representing a growing back-
ground population.
• Trajectory : A signal forming a line in spatio-temporal space. Hence, it has high
signal at close temporal intervals and close spatial areas. Identifying if a signal
has trajectory semantics can be achieved by fitting a Hidden Markov Model on the
basis of the feature distribution (see Section 3.2.6) and evaluating the error of the
fit.
3.5.2 Dominance
The spatio-temporal distribution type depends on p(c|f) and is independent of the
amount of signal of a feature f in the geographic feature matrix ZL,F . Describing
geographic feature by their amount of signal, allows instead to select highly dominant
features. The dominance can be described by the probability that the feature occurs in
the geographic feature matrix
p(f) =
∑
c∈L
p(f, c). (3.62)
The dominance in a particular region, interval, or window A ⊆ L can be obtained as
p(f,A) =
∑
c∈A
p(f, c). (3.63)
3.5.3 Representativeness
In [Ahern et al., 2007] and [Crandall et al., 2009], among others, the selection of repre-
sentative features for an area Aq described by a spatio-temporal cluster q is of particular
interest. As we stated in Section 3.2.1 the representativeness of a feature f in cluster q
covering window Aq can be generalized by
p(q|f) = p(Aq|f) =
∑
c∈Aq
p(c|f). (3.64)
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Hence, for any area A or any cell c, the features with the highest value for p(A|f) or
p(c|f) are the most representative. Note that the representativeness as defined here does
not depend on the dominance p(f). The product of dominance and representativeness
is just the joint distribution p(c, f).
3.6 Mining Process
We now give a high-level overview of the geographic feature mining framework by defining
a set of fundamental data mining (sub-)tasks and describing how they are connected to
each other in the mining process.
A schematic overview of the process is shown in Figure 3.3. The framework consists
of data mining (sub-)tasks that allow to extract, filter and combine an initially huge
number of geographic candidate features into a small number of meaningful geographic
phenomenon signals. The process contains loops to iteratively improve a set of signals
by updating assumptions and parameters in the mining tasks.
3.6.1 Geographic Observation Generation
The first step in the framework is the generation of geographic observations from user-
generated data as proposed in Section 3.3. This tasks assumes a user-generated data
source R, a defined set of measurement events H, and appropriate influence functions
φF , φC , and φU .
Geographic observation generation is a pre-processing step to transform the implicit
relations between features, spatio-temporal information and users into a set of geographic
observations O. This task is the most application- and data-specific. The underlying
assumptions in selecting candidate features, spatio-temporal information, users, and
their ternary relation determine the semantics the observations, and thus the semantics
of the output patterns. Choosing an initial set of feature extraction functions and
measurement events hence highly depends on the data and what kind of geographic
knowledge should be mined (social or cultural habits, natural phenomena, etc.).
Once a set of geographic observations has been generated, the following data mining
tasks are much more automated and can be seen as tools to help an analyst to discover
geographic knowledge.
3.6.2 Geographic Feature Extraction
Given a set of observations O, the first task in the framework is to extract the spatio-
temporal signals of the candidate features. The resulting signals are represented in a
geographic feature matrix ZL,F .
This step needs to cope with the high amount of uncertainty in the geographic
observations to extract robust and meaningful signals for a possibly huge number of
features. This data mining task is heavily concerned with density estimation of feature
influences in space and time, and an appropriate modeling of user redundancy and a
possible background distribution. In existing works, fundamentally different kinds of
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models have been used to extract geographic feature signals (if such a concept has been
defined at all) according to the particular application needs. We assume geographic
feature extraction to be an application-independent tasks and formulate applications on
the basis of the resulting geographic feature matrix ZL,F .
In Chapter 4, we propose a flexible approach to extract geographic feature signals
based on geographic observations with arbitrary influence functions. We show that the
model is able to extract robust distributions (see Section 2.3.4), handle user redundancy,
and normalizes the background distribution of the observations.
A special instance of geographic feature extraction is concerned with the extraction
of a single feature that represents an apriori known phenomenon. Such applications are
presented by [Xu et al., 2012] and [Sakaki et al., 2010]. Their applications are specifically
tuned to extract particular phenomena (trajectories) [Sakaki et al., 2010] or to consider
data-specific side information (user locations) [Xu et al., 2012]. In the context of our
framework, we treat phenomenon recovery just as a special instance of geographic feature
extraction, or in other words, as a domain-specific realization of the geographic feature
extraction task.
3.6.3 Geographic Feature Comparison
Given a geographic feature matrix ZL,F with a probably large number of geographic
feature candidates, an initial data mining task is to select features that have interesting
properties (see Section 3.5) and to categorize features by similar semantics.
We use the term geographic feature comparison to describe all kinds of selection, fil-
tering, and categorization tasks. This is motivated by the fact that these tasks underlies
a pairwise comparison of the feature signals, either to the other signals in the matrix, or
to a well-known reference signal (e.g., a uniform distribution or a background popula-
tion). Moreover, thresholding by statistics like the mean value or the variance of a signal
can be seen as a comparison of these statistics to instances of well-known distributions.
In [Chen and Roy, 2009; Hays and Efros, 2008; Zhang et al., 2012b], the authors
extract clusters of features that have similar spatio-temporal distributions. By using
K-means as the clustering technique, they actually compute the similarity between the
signal vectors using the Euclidean distance. This corresponds to a categorization tasks
that determines those feature as similar that occur at the same points in space and time.
In Chapter 5, we present a novel representation of the feature signals that allows
to select and categorize features on the basis of their type. Finding features that are
of similar type allows to build a more specific geographic feature matrix for subsequent
mining tasks, or to compare user-generated data sources on the basis of their kinds of
covered geographic information (as we will show later).
3.6.4 Latent Geographic Feature Extraction
Even after performing feature selection, filtering, and categorization tasks using appro-
priate feature comparison methods, the number of candidate features in a geographic
feature matrix ZL,F can still be large. Moreover, there likely exist several features
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describing the same phenomenon. A primary output of geographic feature mining is,
however, a small number of highly interesting feature signals, corresponding to real-world
processes and entitites. We call this analytics task geographic phenomenon discovery.
To extract a small and informative number of features, those candidate features with
similar semantics should be combined into high-level features. Clustering of geographic
features by their spatio-temporal signals can be seen as such a geographic phenomenon
discovery task [Chen and Roy, 2009; Hays and Efros, 2008; Zhang et al., 2012b]. However,
ordinary clustering will result in a binary association of feature candidates with the
discovered high-level features. Moreover, the obtained clusters show highly redudant
semantics (as we will show later).
In Chapter 6, we introduce a novel approach to extract informative and distinct geo-
graphic phenomena from user-generated data, called latent geographic feature extraction.
The approach is based on dimensionality reduction of the geographic feature matrix. La-
tent geographic features allow to explore the semantics of geographic space as perceived
by the users in the user-generated data source. Moreover, the latent geographic fea-
ture signals constitute high-level geographic features themselves, and can be extracted
and persisted as geographic raster data for subsequent tasks. Using the terminology of
our geographic feature mining framework, the latent geographic features can be used
to define a low-dimensional geographic feature matrix ZL,Q, nQ < nF , for subsequent
data mining and learning tasks, such as predictive models, geographic segmentation, or
context-aware recommendation.
3.7 Summary
In this chapter, we introduced a conceptual data mining framework that allows to realize
geographic data mining tasks and applications in a highly data-independent manner. For
this, we introduced a process to represent the qualitative and geographic information in
user-generated data records as geographic feature signals. The aim of the data mining
process is then to discover and extract informative feature signals and feature signal
combinations from the candidate signals.
We first reviewed a heterogeneous set of related works to identify general problems, as
well as underlying models and concepts. Then, we introduced geographic observations,
geographic features, the geographic feature matrix, and a knowledge discovery process,
to formulate and address different kinds of problems identified before. The fundamental
tasks of the framework are (1) geographic feature extraction, (2) geographic feature
comparison, and (3) latent geographic feature extraction. Together, they allow to extract
a small number of highly informative geographic feature signals, each representing a
dimension to describe geographic space.
This chapter provides an exhaustive overview of the topics covered in the next chap-
ters. There, we detail the introduced framework tasks and develop techniques to address
their specific challenges.
Chapter 4
Geographic Feature Extraction:
A Flexible and Robust Approach
4.1 Introduction
In this chapter we present a novel approach to extract geographic feature signals from
user-generated data. Our approach is flexible by being based on geographic observations
instead of particular user-generated data sources. The model is also aimed at extracting
highly robust signals even in the presence of a strong background distribution and user
bias.
The resulting geographic feature signals zf (c) are important for a variety of tasks
and applications:
• To compare features (tags, terms, image elements) on the basis of their geographic
semantics and to select features with place and event semantics [Chen and Roy,
2009; Cheng et al., 2010; Rattenbury et al., 2007a].
• To detect places, events, and other geographic phenomena within the spatio-
temporal signals of a huge number of features [Chen and Roy, 2009; Hays and
Efros, 2008; Leung and Newsam, 2010; Zhang et al., 2012b].
• To predict the location and posting time of records by their content [Cheng et al.,
2010; Serdyukov et al., 2009; Wing and Baldridge, 2011].
• To summarize and describe areas based on representative features [Ahern et al.,
2007; Crandall et al., 2009; Kennedy, 2008; Kennedy et al., 2007].
Geographic phenomenon recovery can be seen as a special case of geographic feature
extraction [Sakaki et al., 2010; Xu et al., 2012]. Here, the spatio-temporal signal of
a known phenomenon q should be recovered from user-generated data records, where
the geo-referenced records act as binary observations (positive or negative). In the two
mentioned papers the binary feature is extracted in a pre-processing step by training
a classifier (using manually labeled tweets) or by using heuristics (keywords occurring
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in the tweets). Then, the signal zq(c) is estimated based on the positive and negative
observations. In this chapter we handle the signal extraction of every feature f similar
to the extraction of a phenomenon q. However, we generalize the problem such that not
binary observations but arbitrary feature influences can be given as input data.
The remainder of this chapter is structured as follows. First, in Section 4.2 we
detail the problem statement and the contributions. In Section 4.3, we present existing
approaches to extract geographic feature signals from user-generated data. Then, in
Section 4.4 we introduce our novel probabilistic model based on a Bayesian network. In
Section 4.5, we discuss the similarity of the proposed models under certain assumptions.
Finally, in Section 4.6 we present a detailed evaluation of the parameter influence and
compare the models using ground-truth signals.
4.2 Problem Statement and Contributions
The task of geographic feature extraction can be defined as follows:
Given a user-generated data source, extract one or more geographic features f ∈ F and
their respective geographic feature signals zf (c) based on the qualitative and geographic
information in the records.
In the previous chapter we introduced a general representation of the input data in
the form of geographic observations O = {o1, . . . , on} with o = (EF , EC , EU ), where
EF , EC , and EU are positive real-valued influence functions over the feature, spatio-
temporal, and user domain, respectively (see Section 3.3.1). In our framework we define
geographic feature extraction as follows:
Given a set of geographic observations O, extract a geographic feature matrix ZL,F ∈
RnL×nF+ over the features F on a lattice L. A geographic feature signal zfi(c), c ∈ L is
represented by column i in the matrix ZL,F .
Since the input data is uncertain and has a high level of noise, the extraction of mean-
ingful and robust signal is non-trivial. In order for a signal to be meaningful, we assume
that it adheres to the following properties:
(1) It should be robust to small variations in the input data (see Section 2.3.4).
(2) It should be a piecewise smooth function in the order of the scale level of interest
(e.g., a country-level phenomenon should not have a lot of peaks within the country
scale). The scale level must be given by the user (see Section 2.3.3).
(3) It should represent the influence (importance) of the feature in space and time.
This is the most application-specific property since different notions of importance
might be of interest for different applications. Here, we focus on signals that can
have arbitrary shaped distributions, that are independent of a possible user bias,
and that are not governed by a background distribution.
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We propose a novel approach to extract geographic features signals from geographic
observations based on a Bayesian network model. It allows to model observation with
arbitrary positive influence functions for features, geographic context, and users. Other
works mostly assume the input to be given as records with a bag-of-word feature rep-
resentation, point locations, and single associated users [Ahern et al., 2007; Chen and
Roy, 2009; Cheng et al., 2010; Crandall et al., 2009; Rattenbury et al., 2007a]. Since
geographic observations include this particular type of measurement as a special case,
our model is able to process this input representation as well. Beside this apparent
flexibility of our model, the approach allows to:
(1) Extract more robust signals than the existing binomial model. This is an important
property, since results just occurring by chance need to be separated from true
signals occurring in the noisy and uncertain data.
(2) Extract signals that are not governed by a background distribution in the data.
This is needed since all signals will follow the background distribution, which limits
their usage to judge about the feature specific importance in space and time.
(3) Extract signals that are not affected by a possible user bias. This is important
since in some cases (e.g., user photo series), a single user will govern the signal of
some features at some points in space and time. We propose a parametrization
that allows to vary the impact of the user redundancy continuously from pure
feature-based signals to pure user-based signals.
(4) Since the above parameters have a negative effect on the signal strength, we pro-
pose a parametrization that allows to extract stronger signals by optimizing the
confidence in positive/negative observations.
4.3 Existing Approaches
We now review existing approaches to extract arbitrary shaped geographic feature sig-
nals. Other approaches make assumptions on the distributions in describing the signals
by (1) several bumps or dense regions (clustering) [Ahern et al., 2007; Crandall et al.,
2009; Kennedy, 2008; Kennedy et al., 2007], (2) a single bump (unimodal distribution)
[Backstrom et al., 2008], or (3) a trajectory (HMM) [Sakaki et al., 2010]. An arbitrarily
shaped signal zf (c) might be further processed to determine its spatio-temporal type
(see Chapter 5). Then, the extraction of zf (c) using the following models can be seen as
a pre-processing step to extract robust signals at a particular scale level, similar to the
idea presented in [Chen and Roy, 2009].
4.3.1 Input Data
For the following approaches, the input can be described as follows. The data set is
given as a number of records
R = {r1, . . . , rn}. (4.1)
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Each record is described as tuple
r = (rF , rc, ru), (4.2)
where rF is a bag-of-words vector of categorical features f ∈ F , rc ∈ DC is a spatio-
temporal point coordinate given as timestamp and a spatial coordinate (mostly an asso-
ciated GPS measurement), and ru ∈ U is a single user. We use rfi do denote the number
of times feature fi occurs in the record and f ∈ rF to represent a feature in the record.
Note that this representation is similar to a geographic observation where rf , rc, and ru
are particular types of influence functions EF , EC , and EU , respectively.
4.3.2 Count Models
Most of the existing works extract the signal just on the basis of the counts of categorical
features in space and time [Ahern et al., 2007; Backstrom et al., 2008; Chen and Roy,
2009; Crandall et al., 2009; Kennedy, 2008; Kennedy et al., 2007; Leung and Newsam,
2010; Zhang et al., 2012b]. This happens either explicitly (by counting the number of
records or features in the cells of a spatio-temporal lattice), or implicitly (by finding the
spatial cluster centers on the basis of the density or record or features). Even in [Sakaki
et al., 2010] the hidden Markov model uses the density of positive labeled records in
space and time.
We focus on count models defined on a spatio-temporal lattice (discrete spatio-
temporal space) instead of density estimates in continuous spatio-temporal space. As
discussed in Section 2.3, there is no fundamental difference between the two techniques
when comparable bandwidths are used.
The most simple approach to extract an arbitrarily shaped signal based on categorical
features is counting of features in the lattice cells L = {c1, . . . , cn}. The record-based
count over the cells c1, . . . , cn is defined as
x
(j)
i = countr(fj , ci), (4.3)
with
countr(fj , ci) =
∑
r∈R
1{rc ∈ ci} · 1{fj ∈ rF }. (4.4)
Here, the records represent binary observations of a feature f in space and time. Other
counting schemes can be used, for example, based on the frequency of a feature in the
records. This feature-based count is defined as
x
(j)
i =
∑
r∈R
1{rc ∈ ci} · rfj , (4.5)
where rfj denotes the number of times feature fj occurs in record r. In this case the
number of feature occurrences in a record can be seen as a positive and additive influence
of a feature in a record. For records with a small number of features (such as words in
tweets) , this counting scheme will be similar to the record-based counts. However, such
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a counting scheme will lead to different results for longer text documents. We see the
feature-based counts as a more fine-granular type of observation, which should be used
if possible (such as for long texts).
For both counting schemes, the aggregated number of features in a cell is used as the
geographic feature signal
zfj (ci) = x
(j)
i . (4.6)
Note that the signal follows an existing background distribution and both are sensitive
to a user bias.
User Redundancy
User redundancy can be tackled by using a counting scheme based on the number of
distinct users using a feature in a spatio-temporal cell
x
(j)
i = countu(fj , ci), (4.7)
where
countu(fj , ci) = |{ru|r ∈ R ∧ rc ∈ ci ∧ fj ∈ rF }|. (4.8)
This limits the influence of users having a large number of records at a particular point
in space and time. Note that with this user-based counting scheme (1) the number of
features in a record cannot be taken into account, such as in (4.5), and (2) the user
influence of a record must be a binary relationship (associated or not).
As we stated before, it is reasonable to exploit the frequency of features in records,
and, as discussed in Section 3.3.6, to consider more complex relationships between users
and records. In our proposed model we allow to handle the user redundancy given
arbitrary feature influence functions (corresponding to different counting schemes).
Robustness
The extracted count-based signal zf (c) is highly robust since it is based on the records
themselves. If the records change slightly the signal will change slightly, since there
is a direct relationship between the number of records and the signal intensity (see
Section 2.3.4).
Transformations
The extracted signals can be further processed to obtain more meaningful results. For
example, since the signal intensity will clearly follow a background distribution, this
influence can be limited by down-weighting high intensity values.
We propose three transformations that are also used in Chapter 6. All of them reduce
the influence of high signal values:
• The square-rooted signal
z′f (c) =
√
zf (c). (4.9)
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• The logged signal
z′f (c) = log(1 + zf (c)). (4.10)
• The binarized signal
z′f (c) = 1{zf (c) > 0}. (4.11)
A binarized signal takes a single observation as the only evidence needed to turn a cell
into a positive signal or not, making the result totally independent from an assumed
background distribution.
Runtime Complexity
We now discuss the runtime complexity for the count model in a lattice with nC cells,
a set of nR records, and nU users. This discussion (as well as the discussion for the
space complexity in the next section) will also be valid for the binomial model and the
Poisson model explained later, since both are based on the counts of features or users in
the lattice.
To extract the record- or feature-based counts of a single feature in a spatio-temporal
lattice with nC cells and nR records we need to process the records once and sum up
the record or feature counts. We can determine the cell c of a spatio-temporal point rc
in O(1) time in a lattice defined on a regular grid. For the feature-based counts in (4.4)
and (4.5) the runtime complexity will hence be O(nR).
Given an irregular grid (such as the US states) the runtime complexity to find the
corresponding cell will be O(log nC) if an appropriate spatial index structure is used.
Then, the runtime complexity to build the spatio-temporal lattice will be O(nR log nC),
and O(nRnC) if no index structure is used.
When counting the number of users we need to update a set of users in each cell
to determine if the user was already inserted or not. Let nU be the total number of
users. Each cell would need a data structure to check for duplicate users. We assume a
standard binary search tree to realize those set operations. We can reduce the problem
to an insert of every record in a single binary search tree, to test if a user has already
been inserted or not. Given that the duplicate check will be performed when inserting
the records (in time O(logOR)), the total runtime complexity will be O(nR log nR) in a
regular lattice and O(nR(log nR + log nC)) in an irregular lattice with index support.
One can use an approximation of the user counts by using the hashing-based Flajolet-
Martin algorithm [Leskovec et al., 2014, p. 124], which determines the number of distinct
items in a set in O(1) amortized time. The average error of the estimate is
err(v) = 0.77351 log2(v), (4.12)
where v is the size of the set [Martin, 1985]. By this, the total runtime for the regular
lattice case will also be O(nR) and for the irregular case with index support O(nR log nC),
on the cost of a small counting error (4.12).
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Space Complexity
A lattice with nC cells will need an array of that size to hold the counts, resulting in
O(nC) space. However, there will be a large number of cells having no count such that
a sparse representation can be used. There, only cells having a count greater than zero
are recorded. Given the sparsity factor
κC =
δC
nC
, (4.13)
with
δC = |{c ∈ C ∧ zf (c) > 0}|. (4.14)
The space complexity will then be O(nCκC) = O(δC). Note that smoothing of the signal,
e.g., by convolution with a kernel, will increase κC and hence the space complexity.
In the worst case, such as smoothing by a kernel with infinite support (e.g., a non-
bounded Gaussian), κC will be 1 and δC = nC . In such cases, a lazy smoothing strategy
can be used that applies the kernel just when the smoothed signal is needed (such as
before visualization or before further processing). One can hold the complete data in a
sparse matrix Z′L,F and apply a pre-processing routine around the signal each time it is
requested
zf (c) = θ(z
′
f (c)). (4.15)
In order to manage the signals more efficiently also compressed matrix representations
can be employed, on the cost of an additional runtime overhead. Such techniques will
not be discussed in this thesis, however.
In case of determining user counts, a set of distinct users needs to be recorded for
each cell (e.g., in a binary search tree). Given the average number of users in a cell is
δcell,U , and the sparsity being κcell,U = δcell,U/nU . Then, the space complexity will be
O(nCnUκCκcell,U ) to compute the result, and O(nCκC) to hold the final result.
4.3.3 Binomial Model
Using counts is a common and robust way to represent the influence of a feature in space
and time. It is, however, strongly influenced by an underlying background distribution.
In the following we introduce a geographic feature extraction technique that normalizes
the signal according to an unknown background distribution.
As input we assume binary count data (feature is present or not). The number of
positive events can then be modeled by a binomial distribution. Let x
(j)
i = countr(fj , ci)
and mi = countr(ci), then
x
(j)
i ∼ Binomial(x(j)i ; p(j)i ,mi), (4.16)
with p
(j)
i being the probability that a positive event will happen in cell ci. The MLE
estimate of p
(j)
i is
pˆ
(j)
i =
x
(j)
i
mi
. (4.17)
80 Geographic Feature Extraction
We represent the signal as the probability that the feature will be used in a cell.
zfj (ci) = pˆ
(j)
i . (4.18)
This is an appropriate model to normalize an unknown background distribution. In this
case the total number of records is assumed to represent the overall population.
Given a geographic feature matrix of count signals ZL,F . Note that in such a matrix
each signal can be described by the distribution p(f, c). The binomial model is derived
from the count-based matrix by
p(f |c) = p(f, c)∑
f∈F p(f, c)
=
countr(f,c)
countr(·)∑
f∈F countr(f,c)
countr(·)
=
countr(f, c)∑
c∈L countr(f, c)
, (4.19)
since for the record- and feature-based count functions
countr(c) =
∑
f∈F
countr(f, c). (4.20)
This establishes the relationship between the record- and feature-based count models
and the binomial model.
User Redundancy
User redundancy can be tackled in the same way as for the count model by counting the
users instead of the features. Obtaining p(f |c) from the count-based geographic feature
matrix ZL,T such as in (4.19) needs, however, a separate computation, since
countu(c) 6=
∑
f∈F
countu(f, c). (4.21)
This is because users in a cell might support several features and will be counted repeat-
edly. In this case the binomial signal can be obtained by using p(c|f) as extracted from
a count-based matrix ZL,F and computing p(f) separately by the number of distinct
users using feature f as in (4.7). Then, the binomial signal is extracted by
p(f |c) = p(c|f) p(f)∑
f ′∈F p(c|f ′) p(f ′)
. (4.22)
Robustness
The binomial signal is not robust to small changes of the input data. For this note that
zfj (ci) =
x
(j)
i
mi
(4.23)
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directly depends on the total number of records in a cell mi. If mi is small, the fraction
will jump if x
(j)
i differs by a small quantity. More precisely, the standard error of the
estimate pˆ
(j)
i is
err
(
pˆ
(j)
i
)
=
√√√√ pˆ(j)i (1− pˆ(j)i )
mi
(4.24)
and depends inversely on the number of total counts in the cell mi. Hence, the error will
be high in cells with a small total number of records (a small background population),
and the error will be the highest for signal values around 0.5.
Runtime and Space Complexity
Since the binomial model is directly based on the counts of positive and negative obser-
vations the runtime and space complexity are the same as for the count-based models
(see Section 4.3.2)
4.3.4 Linked Poisson Model
In the binomial model the total count of records or features in a cell has been used an
indicator of the background population. One can also assume an arbitrary positive signal
indicating the strength of a background distribution. In [Xu et al., 2012] the authors
propose a linked Poisson distribution to model the positive number of tweets (records
having a feature f indicating a positive observation) given an arbitrary background
distribution.
We first introduce the standard Poisson model. There, the positive counts are mod-
eled as
x
(j)
i ∼ Poisson(x(j)i ;λ(j)i ), (4.25)
where λ
(j)
i is the intensity parameter indicating the average number of counts in a cell.
Given just a single count value for each cell, the MLE estimate is simply the number of
counts itself (similar to the count model)
λˆi = x
(j)
i . (4.26)
In the following we omit the supscripts of λ
(j)
i and x
(j)
i , and just use λi and xi for
representing the intensity and the counts of a feature f , respectively. Given an arbitrary
background signal in the cells b1, . . . , bn, bi ∈ R+ (not necessarily the total number of
counts). The background is treated as an intensity, similar as λ. One can introduce a
link function between the positive counts and the background intensity. This function
might represent an arbitrary relationship but is usually given as
γ(xi, bi) = xi · bi. (4.27)
The link function is introduced in the Poisson model as
xi ∼ Poisson(γ(xi, bi);λi). (4.28)
82 Geographic Feature Extraction
The MLE estimate of λi is then
λˆi =
xi
bi
. (4.29)
Note that if bi is the total number of counts (sum of positive and negative records) then
this is just the same signal as for the binomial model.
The Poisson model is an important tool in statistical epidemiology since it can be
used to introduce other covariate information (other indicators) by introducing them in
the link function [Lawson, 2001]. Also, other link functions have been introduced in this
context. However, the above multiplicative relationship is a common choice and also
used in [Xu et al., 2012].
The intensity is finally used as the geographic feature signal
zfj (ci) = λˆ
(j)
i . (4.30)
Since for our problem we are not given an external background distribution we assume
the total number of records as an indicator for it, as in [Xu et al., 2012]. The authors still
used the Poisson model to realize explicit smoothing based on a neighborhood matrix
W. By this, they are able to smooth the signal given their assumed coarse US-state
lattice. This regularization-based method is, however, very expensive. Since our focus
is on the extraction of smooth signals given a possibly high resolution regular lattice,
we smooth the signal using efficient kernel convolution methods, which will be detailed
later.
Also, the authors extend the link function to include the Twitter-specific location
names in the user profiles as covariate information. Since this technique cannot be gener-
alized to other data sources easily, we do not consider this extension in our comparison.
Since we do not make use of these two extensions, the Poisson model is reduced to
the binomial model. In this case the user redundancy handling as well as the runtime
and space complexity for the Poisson model are the same as for the binomial model.
Hence, we use the count and the binomial model as comparative approaches.
Both, the binomial and the Poisson model are only well defined on count data. In
our Bayesian network model we generalize the above models to be used with arbitrary
influence functions on the features, geographic context, and user.
4.4 Bayesian Network Model
In the following we introduce a flexible and robust approach to extract geographic feature
signals from user-generated data. The expected input is a set of geographic observations,
with each observations having arbitrary positive influence functions as defined in Sec-
tion 3.3.1. This makes the model far more flexible that the count or binomial model. The
resulting geographic feature signals can be represented in a geographic feature matrix
(see Section 3.4.1). This makes the approach an important sub-task in the geographic
feature mining framework.
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In addition to its flexibility to take various kinds of features, geographic information,
and user information provided by a data sources into account, our proposed model has
the following benefits:
• It allows to extract more robust signals than the binomial model by allowing to
parametrize an appropriate prior signal.
• Our model allows to vary the impact of redundant user observations on the ex-
tracted signal continuously, making it an instance of the record count and the user
count models.
• The model allows to mix arbitrary geographic context information on the basis of
the influence functions. By this, we are able to exploit different kinds of information
in the records in a unifying way.
• Since the signal prior has a negative effect on the signal strength, we propose a
parametrization that allows to extract stronger signals by optimizing the confidence
in positive/negative observations.
4.4.1 Bayesian Networks
We use the language of Bayesian networks to define our model. A Bayesian network BN
consists of a graph G whose nodes X = {X1, . . . , Xn} are random variables and where
each edge corresponds to the direct influence of one node on another node. Each node is
represented by a conditional probability distribution (CPD), describing the probability
of a node value given the values of the parent nodes. The graph G can be viewed as
a skeleton for representing the joint distribution over all random variables. The joint
distribution is defined via the chain rule for Bayesian networks
P (X1, . . . , Xn) =
n∏
i=1
P (Xi|pa(Xi)), (4.31)
where pa(Xi) denotes the parents of node Xi in the graph G. Here, we assume that all
variables are known such that we deal with a fully observed Bayesian network. Moreover,
w.l.o.g, we assume that all variables are discrete. Note that a Bayesian network is also
called a directed graphical model such as described in Section 2.4.2. We use val(X) =
{x1, . . . , xk} to denote the k discrete states of variable X. For binary random variables,
we use val(X) = {x0, x1}, with x0 denoting the false state and x1 denoting the true
state.
A probability distribution is denoted P (X). The probability of X for value x is
P (X = x) = P (x). We now use the upper-case letter P to denote a probability distri-
bution, since this is the standard notation used in Bayesian network literature [Kollar
and Friedman, 2009].
A probability distribution P (X,Y ) can be restricted by setting variables to known
states such as P (X,Y = y) = P (X, y). Now the probability distribution P (X, y) is
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only a distribution on X since the state y is inserted as evidence in the network. In
a situation where the structure of the network and the probabilities of the CPDs are
known inference consists of:
(1) Inserting evidence into the model by setting variables to known states.
(2) Marginalizing (integrating) out variables, e.g., P (X) =
∑
y∈Y P (X,Y ), and apply-
ing Bayes rule.
For example, from P (R,Q,C) we derive the conditional probability P (q|c) by marginal-
ization of R and applying Bayes’ rule
P (q|c) =
∑
r∈R
P (r, q, c)∑
r′∈R
∑
q′∈Q
P (r′, q′, c)
. (4.32)
For a detailed introduction to Bayesian networks and graphical models we refer the
reader to [Kollar and Friedman, 2009].
4.4.2 Probabilistic Signal Extraction
We start with assuming a given signal zq(c) of a geographic phenomenon q. The signal
represents the phenomenon in the value domain [0, 1], with zq(c) = 1 if the signal occurs
at c and zq(c) = 0 otherwise. This behavior is reasonable for different scenarios:
• The signal represents the confidence in presences or absence. Given a signal be-
tween 0 and 1 means there is some uncertainty in knowledge about the presence
of the phenomenon.
• The signal represents how much of the spatio-temporal window has been covered.
Let the spatio-temporal space be discrete with c ∈ L. A process might cover the
whole cell (zq(c) = 1) or it might not cover the cell at all (zq(c) = 0). A value
between 0 and 1 indicates a partial coverage of the cell.
• The signal represent an intensity of an underlying process. For example, let the
phenomenon represent the crime rate. A value of 1 then represents the maximal
crime rate while a value of 0 represent no crime at all.
All of the interpretations above are reasonable to understand the semantics of a signal,
and the interpretations might overlap. It is up to the analyst to interpret the extracted
signal in an appropriate way, depending on the input data (geographic observations) and
the type of qualitative features. We now introduce a probabilistic model to extract such
a signal from arbitrary geographic observations.
The variable C represent the geographic context space. The distribution P (C) is
the background distribution with P (c) being the probability that measurements occur
at cell c. A binary random variable Q = {q0, q1} denotes presence or absence of a
phenomenon q. We make the necessary assumption that the background distribution and
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the phenomenon signal are independent. Then, the joint probability that a phenomenon
q has been observed at c is
P (q1, c) = zq(c)P (c). (4.33)
The intuition behind this statement is that zq(c) represents the mass of phenomenon
q found at c, and P (c) is the probability that a measurement of this phenomenon is
performed. We can then interpret the phenomenon signal zq(c) as the context-conditional
probability to find the phenomenon
P (q1|c) = P (q
1, c)
P (c)
= zq(c). (4.34)
We need the binary variable Q to distinguish between positive and negative observations
in the Bayesian network. Given we have a feature f that represents a positive observa-
tion q1, the above probability equals p(f |c), which we used in the previous chapter to
represent a geographic feature signal.
Let P (Q,C,X ) be a probability distribution with variables Q and C (as described
above) and also a number of other variables X . The inference task in any such distribu-
tion to extract the geographic feature signal for phenomenon q is
zq(c) = P (q
1|c) =
∑
X
P (q1, c,X )∑
X∪Q
P (Q, c,X ) . (4.35)
4.4.3 Random Variables
We now define the random variables that will occur in our model. The random variables
represent the input data as follows:
• R is a discrete random variable representing the measurements. Each record r is
an individual measurement and provides information about qualitative features,
their spatio-temporal context, and about what users created the record. The value
domain of R is the set of records in our data set, i.e., val(R) = {r1, . . . , rnR}. In
the case of geographic observations, we have R = O.
• Q is a binary random variable describing if a phenomenon has been observed (q1),
or not (q0). This variable represents a feature f by two states (present or absent).
Note that here Q is not used to denote a set of phenomena but the observation
state of a single phenomenon.
• C is a random variable representing the geographic context. W.l.o.g we assume a
discrete space given by a spatio-temporal lattice L. The space consists of spatio-
temporal cells val(C) = {c1, . . . , cnL}. The probability distribution P (C) can be
seen as the background distribution.
• U is a discrete random variable representing the users. The value domain is the
set of individual users, i.e., val(U) = {u1, . . . , unU }.
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Figure 4.1: Bayesian network structure of the measurement domain.
Apart from the domain variables, we introduce two auxiliary variables to model depen-
dencies and prior assumptions:
• M is a binary constraint variable. It is introduced to model the dependence be-
tween context, users, and phenomena. Only the m1 state of the variable will be of
interest, and this state will be given as evidence in our Bayesian network.
• N is a binary virtual evidence variable. It is used to represent the overall confidence
we have in our semantic measurements. Only the n1 state of the variable will be
of interest, and this state will be given too as evidence in our Bayesian network.
As stated above, we keep M = m1 and N = n1 fixed such that we only consider the
joint distribution P (R,C,U,Q,m1, n1). Given the distribution the inference task is:
zq(c) = P (q
1|c,m1, n1) =
∑
u
∑
r
P (r, c, u, q1,m1, n1)∑
u′
∑
r′
∑
q
P (r′, c, u′, q,m1, n1)
. (4.36)
4.4.4 Network Structure
The Bayesian network structure to define the joint probability over our domain variables
is shown in Figure 4.1. In this structure the geographic context C, the users U , and the
phenomenon Q are conditionally independent given the records R. This can be written
as follows
P (C,U,Q|R) = P (C|R)P (U |R)P (Q|R). (4.37)
This independence assumption is a simplification. As stated in Section 4.4.2 the inde-
pendence assumption between the context C and Q is reasonable since we do not expect
that the total mass of measurements in geographic space C to depend on the kinds
of phenomenon Q occurring there (and vice versa). As we discussed earlier there are,
however, reasons for not making such an independence assumption between geographic
context, the phenomenon and the users, since some users might exist that are heavily bi-
ased to observe particular phenomena at particular points in space and time. Because of
this, dependency between C, U , and Q is introduced by the auxiliary constraint variable
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M . We will use a specific functional form of P (M |C,U,Q) that allows to continuously
vary the influence of redundant observations on the signal. Also, a virtual evidence
variable N is introduced to parametrize the evidence of the phenomenon distribution
P (N |Q). By this, we are able to control the influence of positive and negative observa-
tions to optimize the resulting signal. Finally, P (R) is the probability that a record is a
measurement at all. This is assumed to be
P (r) =
1
nR
. (4.38)
This just reflects the prior probability that a record in the data set is considered a
measurement. Since we do not distinguish between important and non-important mea-
surements, this is a constant probability for all records.
The joint distribution is defined as follows
P (R,C,U,Q,M,N) = P (C|R)P (U |R)P (Q|R)P (N |Q)P (M |C,U,R)P (R). (4.39)
Since we use M and N to introduce a parametrization on Q and on the dependency
between C, U , and Q, we will always activate these CPDs by inserting evidence in the
network. Thus, we are dealing with the following distribution
P (R,C,U,Q,m1, n1) = P (C|R)P (U |R)P (Q|R)P (n1|Q)P (m1|C,U,R)P (R). (4.40)
Equations (4.39) and (4.40) provide a skeleton to compute the joint distribution once
we are given the factors (CPDs). Based on the joint distribution the signal can then be
extracted using (4.36).
In the following we detail for P (C|R), P (U |R), and P (Q|R) how they can be ex-
tracted from the input data, and define the functional form of P (N |Q) and P (M |C,U,R)
to introduce model parameters.
Geographic Record Influence
We call the CPD P (C|R) the geographic record influence. For a given a record r,
the spatio-temporal distribution P (C|r) represents its influence over the cells c ∈ L.
The distribution is similar to a normalized spatio-temporal influence variable z˙q(c) (see
Section 2.2.1). Given a geographic observation o, the distribution P (C|r) is just its
spatio-temporal influence EC .
In the case of a given set of user-generated data records (e.g., photos or tweets),
we extract the geographic influence using a spatio-temporal variable as detailed in Sec-
tion 2.2.1. If the records have an associated GPS coordinate we can use a piecewise
constant step function (2.10) to represent the influence in space and time. If the records
are associated with a polygon or bounding box we can use (2.11) to represent P (C|r).
Each record can have its own specific geographic record influence. This allows to use
different kinds of geographic information for each record (user location, GPS coordinate,
bounding box).
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We can model spatial dependency directly within this CPD. For a single associated
point coordinate (e.g., GPS coordinate) the resulting Gaussian influence function (2.12)
can be used, where a given standard deviation σ specifies the strength of the spatio-
temporal interaction. Such interaction assumptions are crucial to model uncertainty.
For example, a GPS coordinate will clearly not specify an infinitely small point on
Earth with total certainty, but can be described as a bump with highest certainty (the
center) at this point. The Gaussian representation allows to model exactly this behavior.
In some cases an indicator of the scale level of a given spatial point is given explicitly,
e.g., by a type attribute. An example are spatial coordinates provided as metadata in
Wikipedia documents. Additional to the point coordinate itself, this metadata attribute
contains a scale level indicator (street, city, country, continent). This scale level can
be used to set the standard deviation in (2.12) such that, e.g., countries and cities are
represented as bumps with corresponding shapes.
Phenomenon Record Influence
We call P (Q|R) the phenomenon record influence. The distribution that a record r is a
measurement of phenomenon q is then represented as P (Q|r). The CPD is a distribution
of the two binary states q1 and q0, with P (q1|r) denoting the probability that the record
is a positive observation, and P (q0|r) = 1−P (q1|r) being the probability that the record
is a negative observation. We need this separation to make the positive and negative
cases dependent on a parametrization introduced by P (N |Q) later.
In the case of a given categorical feature we can set P (q1|r) = 1 if a feature f occurs
in the record r. We can also realize the feature-based counting scheme by using the
feature frequency within the record as P (q1|r). Note that P (q0|r) does not need to be
defined as it follows from the positive state.
In [Sakaki et al., 2010] the authors train a classifier to label a record as a positive
observation. We can use the confidence output of the classifier as P (q1|r) to distinguish
between confident and non-confident feature influences. In [Xu et al., 2012] the authors
use a heuristic on the basis of occurring keywords in a record. We can set P (q1|r) = 1
if record r contains a keyword. Furthermore, we can use arbitrary rules to define our
CPD, e.g., if keyword ka occurs we set P (q
1|r) = pa, if keywords kb and kc occur, we set
P (q1|r) = pbc, and P (q1|r) = 0 otherwise.
Given a geographic observation o, the qualitative feature signal EF represents P (q
1|r)
(see Section 3.3.4).
In the following experiments we use a simple rule-based CPD on the basis of the
textual content of tweets with P (q1|r) = 1 if a keyword string occurs in the tweet, and
P (q1|r) = 0 otherwise. By this we are able to make a fair comparison between our
results and the results obtained from the count model and the binomial models.
Phenomenon Confidence
In the experiments we show that the overall confidence we have in positive and negative
observations can be used to optimize the signal. For this, we introducing the auxiliary
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Q P (Q|r)
q0 0.5
q1 0.5
N Q P (N |Q)
n0 q0 0.1
n1 q0 0.9
n0 q1 0.3
n1 q1 0.7
N Q P (N,Q|r) = P (N |Q)P (Q|r)
n0 q0 0.1 · 0.5 = 0.05
n1 q0 0.9 · 0.5 = 0.45
n0 q1 0.3 · 0.5 = 0.15
n1 q1 0.7 · 0.5 = 0.35
Table 4.1: Probability tables for P (N,Q|r) = P (N |Q)P (Q|r).
variable N and define P (N |Q) as follows:
P (n1|Q) =
{
β0 if Q = q
0
β1 otherwise
(4.41)
with β0, β1 ∈ [0, 1] and P (n0|Q) = 1−P (n1|Q). The parameter β0 represents the overall
confidence we have in the negative observations and β1 the confidence we have in the
positive observations. A parameter value of β0 = 0.9 means that we are 90% sure that
a negative observation is correct, a value of β1 = 0.7 means that we are 70% sure that a
positive observation is correct. Both parameters can be set independently. The impact
of the parameters is shown in Table 4.1 for β0 = P (n
1|q0) = 0.9 and β1 = P (n1|q1) = 0.7.
In this example the record is equally likely a positive or negative observation. However,
after applying the confidence parameters we treat the record as being more likely a
negative observation, since now P (n1, q0|r) > P (n1, q1|r). Note that only the n1 state
is of interest and is given as evidence in the network.
User Record Influence
P (U |R) specifies the probability that a user has an influence on a record. By defining
the user influence by a separate factor within the model we can set it independently of
the geographic record influence and the phenomenon record influence. Note that this
is a huge difference to the restrictions in the other models. There, user counts cannot
be used with feature-based counts. In our model we are able to use arbitrary P (Q|R)
CPDs.
Since we integrate over the users in (4.36) the P (U |R) CPD will have no effect on
the resulting signal so far. We use the variable M in the next section to introduce
dependence between users U , geographic context C, and phenomenon Q.
For the experiments, we assume that each record has a single associated user ru and
we set P (ru|r) = 1 (resulting in a zero probability for all other users). This again allows
to compare the different models appropriately.
User Redundancy
To realize dependence between U , C, and Q we introduce the auxiliary variable M in the
model by P (M |Q,C,U). The aim of variable M is to penalize observations that show a
high redundancy with respect to a joint user, context, and phenomenon occurrence.
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We define a relation J(u, c, q, r) between user, geographic context, phenomenon, and
records. A co-occurrence of the variables (a measurement) is assumed to have a positive
impact on the signal. However, subsequent measurements of the same co-occurrence
are expected to provide less evidence than the first occurrence. Since the co-occurrence
depends on the CPDs introduced above, we define our relation on their basis
J(u, c, q, r) =
{
1 if P (u|r) > 0 ∧ P (c|r) > 0 ∧ P (q1|r) > P (q0|r)
0 otherwise
(4.42)
Then, we define the number of co-occurrences a user u contributed about q at context c
by
m(u, c, q) =
∑
r∈R
J(u, c, q, r). (4.43)
Now, the CPD P (m1|U,C,Q) is defined as a function of m(u, c, q), penalizing large
co-occurrences. It is defined as
P (m1|u, c, q) =
{ 1
m(u,c,q) if m(u, c, q) > 0
0 otherwise
(4.44)
with P (m0|u, c, q) = 1 − P (m1u|, c, q). The parameter  is used to control the strength
of penalization. For  = 0 the influence is not penalized at all and for  = 1 the influence
is inverse proportional to m(u, c, q).
4.4.5 Inference
Given the CPDs P (C|R), P (Q|R), P (U |R) and the parameters β0, β1, and  the signal
zq(c) = P (q
1|c, n1,m1) (4.45)
at geographic context c can be computed by summing over all records and users as shown
in (4.36). The resulting runtime of this brute force approach is O(nRnU ). To obtain the
signal over the complete geographic context the runtime will be O(nRnUnC). Note that
this is much higher than O(nR log nR) (user-based count or binomial model) or (nR)
(record- or feature-based count or binomial model). In the following we introduce an
efficient algorithm to compute the signal and discuss its runtime and space complexity.
Algorithm and Runtime Complexity
The above brute force attempt assumes that all records might have an influence on all
users U and the complete context space C. However, those influences are likely to be
bounded. We use δrec,U to denote the average number of users having P (U |R) > 0 and
δrec,C to denote the average number of cells having P (C|R) > 0. First, we rewrite the
general inference equation
P (q1|c,m1, n1) =
∑
u
∑
r
P (r, c, u, q1,m1, n1)∑
u′
∑
r′
∑
q
P (r′, c, u′, q,m1, n1)
=
P (c, q1,m1, n1)
P (c, q0,m1, n1) + P (c, q1,m1, n1)
(4.46)
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with
P (c, q,m1, n1) =
∑
r
∑
u
P (r, c, u, q,m1, n1)
=
∑
r
∑
u
P (q|r)P (c|r)P (u|r)P (m1|u, c, q)P (n1|q)P (r)
. (4.47)
Once we are able to compute (4.47) efficiently for q0 and q1, we can obtain the signal by
(4.46). Efficient calculations are possible by exploiting sparsity and by using intermediate
results.
For this we reorder (4.47) and drop P (r) because it is a constant and will cancel out
in (4.46)
P˜ (c, q,m1, n1) = P (n1|q)
∑
u
P (m1|u, c, q)
∑
r
P (c|r)P (u|r)P (q|r)
= P (n1|q)
∑
u
1
m(u, c, q)
∑
r
P (c|r)P (u|r)P (q|r)
= P (n1|q)
∑
u
w(u, c, q)
m(u, c, q)
.
(4.48)
To achieve this we inserted (4.44) and used
w(u, c, q) =
∑
r
P (c|r)P (u|r)P (q|r). (4.49)
The functions w(u, c, q) and m(u, c, q) can be computed by a single run. Given that a
record has influence only over a small number of cells and users, both can be processed
by traversing over all records once with a runtime complexity of O(nRδrec,Uδrec,C). Since
δrec,U and δrec,C are assumed to be small we almost achieve O(nR). Given w(u, c, q) and
m(u, c, q) we need to traverse over all users
P˜ (c, q,m1, n1) = P (n1|q)
∑
u
w(u, c, q)
n(u, c, q)
= P (n1|q)W (c, q, ), (4.50)
where
W (c, q, ) =
∑
u
w(u, c, q)
n(u, c, q)
. (4.51)
The function W (c, q, ) (4.51) is the user aggregated and redundancy penalized influence
over all records and all users. This operation needs O(nUnC) time using a brute force
approach. However, the spatio-temporal signal values of a user are at least as sparse as
the final signal, which we denoted as κC = δC/nC in Section 4.3.2. Hence, the runtime
can assumed to be O(nUnCκC) = O(nUδC). Once we have computed (4.51) for q
0 and
q1 we can derive
P˜ (c, q0,m1, n1) = P (n1|q0)W (c, q0, ) = β0W (c, q0, ) (4.52)
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and
P˜ (c, q1,m1, n1) = P (n1|q1)W (c, q1, ) = β1W (c, q1, ). (4.53)
From these two statements we can compute the final signal by
zq(c) =
P (c, q1,m1, n1)
P (c, q0,m1, n1) + P (c, q1,m1, n1)
=
P˜ (c, q1,m1, n1)
P˜ (c, q0,m1, n1) + P˜ (c, q1,m1, n1)
=
β1W (c, q
1, )
β0W (c, q0, ) + β1W (c, q1, )
.
(4.54)
Hence, once we have computed W (c, q, ) the signal can be determined in O(1) time.
In summary it will need O(nUδC + nRδrec,Uδrec,C) time to compute the signal over the
complete context space, which is much faster than the brute force attempt O(nUnCnR).
Algorithm 4.1 details the computation of W (c, q) given a parameter . One can see
that the computations factor into two sub-routines to compute w(u, c, q) and m(u, c, q),
given the CPDs, and to compute W (u, c, ), given . By this, we can reuse w(u, c, q) and
m(u, c, q) as long as the CPDs do not change.
Space Complexity
The approach first needs to compute w(u, c, q) and m(u, c, q) resulting in a space com-
plexity of O(nUnC) (since nQ = 2 is a constant) to hold the counts and influences for
each user and each geographic context cell. Again we exploit the sparsity of the signal
and the user distribution to reduce the space complexity. Let κC be the sparsity fac-
tor of the signal in context space and κcell,U be the sparsity factor on the number of
users contributing to a cell. The resulting space complexity to compute w(u, c, q) and
m(u, c, q) is then O(nUnCκCκcell,U ). Afterwards, w(u, c, q) and m(u, c, q) are aggregated
into W (c, q), which needs O(nCκC) space. The total space complexity is hence
O(nUnCκCκcell,U + nCκC) = O(nCκC(nUκcell,U + 1)) = O(nCnUκCκcell,U ). (4.55)
which is the same as for the binomial model.
4.4.6 Signal Prior
Our model allows to extract robust results because we are able to model uncertainty
in the CPDs. One standard approach is to assume a prior distribution on the CPDs.
For this, we assume that each record has a small probability γphen to be a positive
phenomenon observation P˜ (q1|r) = P (q1|r) + γphen. Also, we we assume that each cell
has a small probability γctx to contain the phenomenon P˜ (c|r) = P (c|r) + γctx. Both
CPDs can easily be normalized by
P (c|r) = P˜ (c|r)∑′
c P˜ (c
′|r) (4.56)
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Algorithm 4.1 Algorithm to compute W (c, q).
Input: Parameter , records R, users U , discrete context space C, with each record
r ∈ R having the CPDs P (C|r), P (Q|r), and P (U |r)
Assumptions:
|{c ∈ C ∧ P (c|r) > 0}| ' δrec,C
|{u ∈ U ∧ P (u|r) > 0}| ' δrec,U
|{c ∈ C ∧ w(u, c, q) > 0}| ' δC
Routine:
(1) Create sparse matrices w(u, c, q),m(u, c, q) ∈ RnU×nC×2
for each r ∈ R:
for each u ∈ P (U |r) > 0, c ∈ P (C|r) > 0, q ∈ {q0, q1}:
if P (u|r) > 0 ∧ P (c|r) > 0 ∧ P (q1|r) > P (q0|r):
m(u, c, q) += 1
w(u, c, q) += P (c|r)P (u|r)P (q|r)
(2) Create sparse matrix W (c, q) ∈ RnC×2
for each u ∈ U, q ∈ {q0, q1}:
for each c ∈ w(u, ·, q) > 0:
W (c, q) += w(u, c, q)/m(u, c, q)
Output: W (c, q)
and
P (q|r) = P˜ (q|r)∑
q′∈Q P˜ (q′|r)
. (4.57)
This allows to assume a prior signal distribution, which is valid even if no influences have
been measured at all. Modeling the distribution in such a way will, however, induce a
huge runtime overhead, since the CPDs will no longer be bounded (see Section 4.4.5).
Therefore, we introduce a signal prior γ = (γp, γw) directly on zq(c):
zq(c; γ) =
β1W (c, q
1, ) + γpγw
β0W (c, q0, ) + β1W (c, q1, ) + γw
. (4.58)
The prior adds a probability γp ∈ [0, 1] to each cell (the prior probability of a positive
observation). γw ∈ R+ is the strength of the prior affecting how fast the background
distribution will be superimposed by the record influences. We will discuss appropriate
settings for the prior in the experiments.
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4.4.7 Spatial Dependency
Until now the spatial dependency has been considered by choosing an appropriate band-
width for the spatio-temporal lattice. The signal can, however, further be smoothened
to account for spatial interaction between the cells in the lattice. This resembles the
smoothing scheme proposed in Section 2.3.2 to estimate signals on the basis of histograms
that are more similar to continuous KDE estimates.
The scheme can be realized by using smoother geographic record influence functions
P (C|R). However, by this we will increase the sparsity factor κrec,C , thus resulting in a
higher runtime. To allow for efficient modeling of the interaction between neighboring
cells we use a kernel directly on the extracted signal, a well known technique in digital
image processing [Gonzalez and Woods, 2007]. For this, we use a Gaussian kernel Kσ′
to convolute the signal
zq(c; γ, σ
′) = zq(c; γ) ∗Kσ′(c). (4.59)
We define the kernel as a σ′ × σ′ matrix that covers a 2-dimensional symmetric Normal
distribution with standard deviation 3.0 (this means the outer cells have almost zero
probability mass).
4.5 Model Comparison
Given our model, different instances can be defined by choosing appropriate CPDs
and parameters. In this section we show that using simple CPDs and an appropri-
ate parametrization leads to the binomial model based on record or user counts. We
will use θ to refer to a particular set of CPDs and parameters and denote zq(c; θ) as a
particular instance of our model.
Binomial Feature Count Model
As described in Section 4.3.3 the binomial model estimates the signal by
zq(c) =
countr(q, c)
countr(c)
, (4.60)
where we use q to denote the corresponding indicator feature.
Using our model we choose P (c|r) to be 1 if the record falls into context c, P (q|r)
being 1 if the record is a positive phenomenon observation, and P (u|r) = 1 if the user u
is associated with r. We set  = 0, β0 = 1, β1 = 1, and γw = 0.
Since then w(u, c, q) = countr(u,w, q) is just the number of records of user u mea-
suring q at c and m(u, c, q) vanishes because of  = 0, we have
zq(c; θ
rec
binom) =
∑
uw(u, c, q
1)∑
q
∑
uw(u, c, q)
=
∑
u countr(u, c, q)∑
q
∑
u countr(u, c, q)
=
countr(c, q)
countr(c)
. (4.61)
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Figure 4.2: Logged counts of twitter user contributions in San Francisco.
Binomial User Count Model
The binomial model based on user counts is
zq(c) =
countu(q, c)
countu(c)
. (4.62)
By using the same CPDs and parameters as above but choosing  = 1, we get
zq(c; θ
user
binom) =
∑
u
w(u,c,q1)
m(u,c,q1)∑
q
∑
u
w(u,c,q)
m(u,c,q)
=
countu(c, q)
countu(c)
, (4.63)
since now w(u, c, q) = m(u, c, q).
4.6 Experiments
We now present experiments conducted with different instances of our model. First,
we discuss the impact of the parameters to optimize the signal and show how differ-
ent kinds of geographic information can be mixed to obtain better results. Then, we
compare the count, the binomial model, and our model by measuring the similarity of
their extracted signals to a ground-truth phenomenon signals. For all models we use a
keyword-based phenomenon record influence P (Q|R) and an indicator-based user record
influence P (U |R) as proposed in Section 4.4.4.
4.6.1 Data and Setup
As input data we use tweets crawled from the public Twitter stream API from 12/03/28
to 13/04/11 using a bounding box covering San Francisco (-122.5552, 37.5938, -122.3478,
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37.8410). The resulting data set consists of 10M records of which around 2.7M have
a point coordinate and almost all records having an associated bounding box. The
point coordinate reflects the GPS user location where the tweet was submitted and the
bounding box represents a coarser tweet location (point of interest, district, city, state).
To compare the count, the binomial, and our model we only use tweets having a point
coordinate, resulting in |R| = 2.7M records and |U | = 142, 631 users. For the other
experiments, we use all tweets.
We use a fine grained spatial lattice with a resolution of 180 x 151 cells. The spatial
areas have an approximate extent of 153 meters. For our experiments, we did not use a
temporal context space due to presentation considerations. Hence, we only discuss the
spatial distribution of phenomena. The parameter discussion and the evaluation results
can however assumed to be equally valid if a temporal domain is taken into account.
The resulting geographic context space has size of nC = 27, 180.
The experiments have been performed using a single 2.0GHz CPU on a machine
with 48GB RAM. The records have been completely loaded in memory (using about
7GB RAM) to generate the intermediate results w and m. Creating these matrices
for a given set of CPDs needs around 3 minutes. Calculating the signal P (Q|C) given
the parameters β, γ, σ and  needs time in the order of seconds. The inference is
implemented in Python without particular optimization strategies except sparse matrix
algorithms using the SciPy library 1.
4.6.2 Characteristic Keywords
In the following we extract geographic feature signals based on characteristic keywords.
A characteristic keyword is assumed to act as a feature that represents a known phe-
nomenon. For example, we expect the word ’bridge’ to be representative for the bridges
in San Francisco, or the word ’beach’ to be representative for the beach areas. This is
of course a strong simplification, since clearly not all tweets containing these words have
been submitted with these phenomena in mind, nor have they been tweeted at those
particular locations. However, we still assume that there is a higher chance that these
words have a connection to the mentioned major phenomena in San Francisco. The aim
of evaluating the signals using these keywords is hence, to find good signals even in the
presence of a high noise level and uncertainty.
Other works, such as [Xu et al., 2012], use the same heuristics to extract phenomena,
like car accidents in the United States. For real-world phenomenon recovery applica-
tions more sophisticated phenomenon record influences P (Q|R) need to be developed or
learned from human annotations.
In the following we assume the characteristic keywords to be noise indicators, and
assume that models that perform well on such heuristics will also extract meaningful
signals for other noisy and uncertain features.
1http://www.scipy.org
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GPS Bounding Box GPS and Bounding Box
W (q1, c)
sq(c)
Figure 4.3: Aggregated influence and extracted signal using GPS, bounding box, and
combined information.
4.6.3 Merging Spatio-temporal Information
First, we demonstrate the flexibility of our model to combine different kinds of spatio-
temporal information. For this, we consider records having a GPS coordinate rgps and/or
a bounding box rbbox and mix the spatial information as follows:
P (c|rgps) = 1 if the GPS coordinate falls into context cell c, and 0 otherwise.
P (c|rbbox) follows a 2D Gaussian over the bounding box area such as shown in (2.11). We
define a CPD that uses either the GPS, the bounding box, or both kinds of information
to compute the geographic record influence
P (c|r;pi) = P (c|rgps, rbbox;pi) =

P (c|rgps) only GPS
P (c|rbbox) only bbox
piP (c|rgps) + (1− pi)P (c|rbbox) both
(4.64)
where the mixing coefficient pi controls the weight of the GPS and the bounding box
information. Figure 4.3 shows the results using pi = 0.5. The top row shows the aggre-
gated influence W (q1, c) using either only the GPS, the bounding box, or the combined
CPD. One can clearly see the differences of the GPS (left), bounding box (center), and
mixed (right) aggregated influences. The bottom row shows the corresponding signals
extracted using a P (Q|R) CPD with indicator string ’beach’ and parameters γw = 0,
σ = 3.0,  = 1, β0 = 1, β1 = 1. One can see a stronger signal at the beach areas
when using the mixed context influence while preserving the high resolution information
from the GPS coordinates. Hence, signal extraction can clearly benefit from using dif-
ferent spatio-temporal information sources, which can be easily achieved by defining an
appropriate mixing CPD.
4.6.4 User Redundancy
We now discuss the influence of the user redundancy parameter  using the Twitter
GPS records. For this, we activate the constraint variable by inserting evidence m1
in the Bayesian network. Figure 4.4 shows the resulting ’beach’ signal using γw = 0,
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 = 0.5  = 1.0 = 0
Figure 4.4: Influence of varying redundancy penalization.
β0 = 1, β1 = 1 for varying . There is a slight increase in the signal strength and
emergence of some noise cells when increasing . The increasing signal strength comes
from a lower aggregate intensity W (q0, c), compared to W (q1, c). This is intuitive, since a
user will likely contribute other records except those for phenomenon q. However, setting
 = 1.0 leads to the emergence of noise at cells where almost only user u contributed
records. This shows that values between 0 and 1 can be beneficial to increase the signal
strength while suppressing the influence of noisy cells.
Overall, for our data set of Twitter records the influence of  is not strong. Especially,
the signal prior γ will superimpose its influence. However, we expect the influence of 
being much larger in data sets with a huge amount of duplicate records, e.g., in photo
collections.
4.6.5 Model Parametrization
We discuss the influence of the signal prior (γp, γp), the phenomenon confidence (β0, β1)
and spatio-temporal smoothing σ jointly, as they show a strong interaction.
Generally, (γp, γw) limits the influence of cells where only a small amount of positive
phenomenon influence has been observed, and hence reduces the aggregated influence
W (q1, c). A heuristic setting of γp is the probability that positive observations about q
occur in the data set (e.g., the number of records containing the indicator feature). Using
P (Q|R) with the indicator string ’bridge’ results in a fraction of 0.0012 tweets containing
the string. Using this as γp means the assumed probability to see a tweet containing
’bridge’ over the whole context space is expected to be that fraction. Now, having a cell
with only one record containing the word ’bridge’ will result in P (q1|c) = 1 when using
the binomial model. Using γp and setting the pseudo count γw to a reasonable number
will lead to a large decrease of the probability at that context cell.
In Figure 4.5 the influence of different γw values is shown. A huge reduction in signal
intensity at cells around the bridge can be observed when increasing γw. For high values,
almost all cells not overlapping with the Bay Bridge and the Golden Gate Bridge have
been decreased to small values.
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The effect of additional spatio-temporal smoothing is shown in the center column.
When applying a kernel with σ = 3 the noisy cells stay present when no γ prior is used
(top center). Hence, using a spatio-temporal kernel alone will not give adequate results.
However, the smoothed signal with γ prior shows a smooth distribution with most of
the signal mass distributed over the bridges.
As a side effect of using a γ prior, the overall signal looses intensity also in those cells
having a reasonable number of records. In Figure 4.5 one can see that the Bay bridge
(right) becomes a small line when applying a strong γ prior. To increase the signal at
cells having a high positive influence W (q1, c), the confidence parameter β0 can be used.
By looking at (4.36) we see that a reduction of β0 leads to a decreasing influence of
negative observations W (q0, c). Given a γ prior, then only the total positive influence
and not the fraction related to the negative influences becomes significant. In Figure
4.5 we see that decreasing β0 will increase the signal at those locations having a larger
number of positive observations. Combining this with a strong γw parameter results in
strong signals around the phenomenon cells while noise cells stay removed.
We use the described parameter dependency to derive a heuristic optimization strat-
egy for our model as follows:
Heuristic Optimization. Given a set of CPDs, we start with β0 = 1, β1 = 1, γw =
0 and γp being set in the order of the overall probability that the phenomenon will
occur as an observation in the dataset. Then, we increase γw until the signal will not
change heavily (we observe a parameter of γw = 10 to give good results). Then, spatio-
temporal smoothing is applied such that the signal becomes smooth but small-scale
characteristics are still present. Then, the phenomenon confidence β0 is decreased until
the characteristics of the aggregated influence W (q1, c) will become present.
4.6.6 Ground-Truth Evaluation
We now evaluate the count, binomial, and Bayesian network model against ground-truth
signals to judge about their quality and robustness. Our aim is to evaluate the intrinsic
ability of the models to describe heterogeneous and noisy measurements derived from
user-generated data. For this, we use a fixed spatio-temporal smoothing factor σ = 3.0
for all models and just use user counts by setting  = 1. To be able to compare the
models we use indicator P (Q|R) CPDs using the keywords ’beach’ and ’traffic’ and only
use the 2.7M tweets having a GPS coordinate.
The two ground-truth signals are depicted in Figure 4.6 and 4.7. The ’beach’ signal
zbeach(c) has a value of 1 at all locations in San Francisco where major beaches can be
found. The ’traffic’ signal ztraffic(c) has a value of 1 along the highways and major roads
in San Francisco. The binary signals represent presence or absence of the phenomenon.
We compare three different models. θlog is a count model where the signal just
consists of the logged user counts of the positive observations. To make it a probabilistic
signal zq(c; θlog) = P (q|c) we normalize it to the unit interval. θbinom is the binomial user
count model. This model reflects the intuitive approach to extract a signal from binary
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(a) Traffic signal mask (b) θlog traffic signal
(c) θbinom traffic signal (d) θopt traffic signal
Figure 4.6: Signal extraction results for the ’traffic’ signal using different models.
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(a) Beach signal mask (b) θlog beach signal
(c) θbinom beach signal (d) θopt beach signal
Figure 4.7: Signal extraction results for the ’beach’ signal using different models.
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Traffic (2303 cells)
Model Y10 Y100 Y1000 Ytot cossim
θlog 0.000 0.270 0.443 0.415 0.398
θbinom 0.100 0.400 0.459 0.411 0.312
θopt 0.700 0.830 0.615 0.478 0.527
Beach (573 cells)
Model Y10 Y100 Y250 Ytot cossim
θlog 0.400 0.500 0.388 0.323 0.388
θbinom 1.000 0.910 0.808 0.574 0.651
θopt 1.000 0.940 0.828 0.595 0.660
Table 4.2: Overlap Yk(q, θ) and cosine similarity of extracted signals using different
model instances.
positive and negative phenomenon observations. The model corresponds to the approach
proposed in [Xu et al., 2012]. θopt is the model tuned by the heuristic optimization
strategy proposed in Section 4.6.5.
Figure 4.6 shows the resulting signals for the ’traffic’ phenomenon. The map shows
the signal intensity distribution, and the underlying graph shows the top 250 signal
intensities in decreasing order. The graph shows the signal in blue color. Furthermore,
the mean (black) and the 95% confidence interval of the signal (red) calculated on the
basis of a 10-fold bootstrapping. The mean and the confidence interval allow to judge
about the robustness of the signal in terms of changing the input data. The graph is
colored with a gray background if the corresponding signal cell matches the signal mask.
Hence, a graph with a pure gray background means that the top 250 signal values fully
explain the corresponding signal mask.
To quantitatively judge about how precisely a signal describes the phenomenon the
amount of overlap of the top-k signal values with the phenomenon mask is used. Let
Cθ,k be the k cells with the highest signal value zq(c; θ). The overlap is computed by
Y (q, θ) =
∑
c∈Cθ,k 1{zq(c) > 0 ∧ zq(c; θ) > 0}
k
. (4.65)
We use this measure instead of standard precision and recall because the signal might
not have an absolute 0 value, and hence the signal would describe the mask completely.
However, what we are really interested in is how well the best signal values describe our
true signal. In Table 4.2 we show the resulting precision values for varying k (depending
on the size of the signal mask) and for the complete signal mask (Ytot). A value of 1
for Ytot means that the top signal values fully cover the signal mask. To measure the
similarity between the extracted signal and the true signal in terms of their distribution
similarity, we use the cosine similarity between the model signal zq(c; θ), normalized
from 0 to 1, and the signal mask zq(c).
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For the ’traffic’ signal, we see that the θlog model is clearly dominated by the total
population counts. The major roads are visible, however, the top signal values are
located in the downtown area and the airport (apart from the highways). The signal is
robust as it is not dominated by cells having a small number of observations, as can be
seen in the graph.
The ’traffic’ signal of the binomial model θbinom shows a slight increase in the overlap
with the signal mask. However, the signal is dominated by some noisy peaks apart from
the highways. In Table 4.2 one can see that the overall precision Ytot for the binomial
model is not higher than for the log model. Also, the signal graph shows a heavy variation
of the mean signal and large confidence bounds, indicating that the signal is not robust
to changing data. One can also see that especially those signal cells that have a low
sample mean are those cells not overlapping with the mask.
The optimized model shows a much better signal of the traffic mask in terms of
quality and robustness. By using our heuristic optimization strategy, we end up with
γp = 0.002, γw = 5, and β0 = 0.01. As can be seen in the graph and by the precision
values, the top-k signal values overlap with the traffic mask nicely. Moreover, the signal
is robust in terms of changing the input data. Table 4.2 shows that the tuned model
outperforms the other models for each measure.
The ’beach’ signal results are similar, with the logged count model being dominated
by the background population. The binomial model shows better results. However,
by looking at the signal graph, one can see that those cells not overlapping the beach
mask have a low sample mean, and hence being non-robust estimates. By tuning the
model we end with γp = 0.01, γw = 4, β0 = 0.1. The optimized model looks similar to
the binomial model, however, with the noisy cells removed. In Table 4.2 the precision
measures and the cosine similarity for the optimized model is overall better than for
the binomial model. However, the differences are not that intense than for the ’traffic’
signal.
Overall, the ’traffic’ signal is much harder to extract since there are fewer positive
observations, and the signal is spread in regions with high and low background popula-
tion. In these cases, the optimized Bayesian network model shows much better results
than the binomial model. For signals with a larger number of observations that are not
overlapping regions with high background population, the quality of the binomial model
improved. However, even then we can increase the quality of the signal by using our
parametrized model.
4.7 Summary
In this chapter, we introduced a novel approach to extract geographic feature signals
from different types of user-generated data sources. Since the extraction of geographic
signals provides the basis to represent the qualitative and geographic information of
user-generated data in a geographic feature matrix, this technique is fundamental to our
framework. The main advantages of our proposed approach is its robustness to different
kinds of noise, such as uncertainty of the feature semantics, spatio-temporal noise, and
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existing background distributions. Moreover, the approach allows to exploit a variety
of qualitative and geographic information in the records, resulting in stronger and more
meaningful signals.
We achieve this robustness and flexibility by addressing the singal extraction prob-
lem by an appropriately structured Bayesian network model. This allows to represent
qualitative, geographic, and user information in the records independently from each
other using robust and expressive conditional probability distributions. Also, by this
probabilistic formulation we are able to use prior distributions to tackle the problem of
sparsity in the spatio-temporal distributions.
By extracting signals from large real-world social media data sets, we showed that
our approach extracts more meaningful signals for well-known geographic entities than
standard techniques used in related work. The signals are not only better distributed
along the entity locations, they are also more robust to variations in the input data,
which proves the robustness of our approach.
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Chapter 5
Geographic Feature Comparison:
Categorization and Selection by
Interaction Characteristics
5.1 Introduction
By using unstructured data sources to explore and extract geographic phenomena we
almost always need to cope with a huge number of geographic features and their cor-
responding geographic feature signals. For example, when using geo-referenced text
messages (such as tweets) to extract and explore geographic phenomena we are faced
with a large set of candidate features, such as the set of all frequent terms or hashtags.
Consequently, an important pre-processing step involves the selection of promising fea-
tures among the thousands of feature candidates. In the previous chapter we proposed
methods to extract robust spatio-temporal feature signals from the raw data. Now, we
focus on techniques to select and categorize the extracted geographic features by char-
acteristics of their spatio-temporal signals. Such selection and categorization tasks are
important to explore the semantics of large sets of feature candidates, to build concise
geographic feature spaces, and to compare data sets to each other.
We use the term geographic feature comparison to refer to the general task of com-
paring two geographic feature signals against each other. This might be a comparison
between two feature candidates (to asses if they are similar) or between a candidate
feature and a distribution with well-known characteristics (e.g., a uniform distribution
or a parametric unimodal distribution). Feature comparison can then be used to (1)
select a number of features that exhibit certain characteristics (e.g., being uniformly
distributed, dominant in a certain area, or similar to a reference feature or a background
distribution) and (2) to categorize features by clustering them into groups with similar
distribution characteristics.
Pairwise comparisons of features are realized by a distance or similarity function
and by an appropriate representation of the feature signal. A frequently used approach
compares features on the basis of their raw vectorized signals (later called their intensity
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representation) by using the Euclidean distance or the cosine similarity [Zhang et al.,
2012b]. Such a comparison determines those features as similar that occur at the same
points in space and time. Thus, those features are considered similar that describe the
same phenomenon (e.g., a particular city, region, or event). Such direct comparisons
have been used to extract and summarize events or places by clustering, such as shown
in [Chen and Roy, 2009; Hays and Efros, 2008; Zhang et al., 2012b].
In this chapter we introduce novel methods that allow to compare features on the
basis of their spatio-temporal type instead of the concrete phenomenon they represent.
As defined in Section 3.5.1, the spatio-temporal distribution type (or spatio-temporal
type for short) denotes the kind (type) of geographic phenomenon a feature represents.
Such types include landmarks and events at certain scale levels, place and regions types
(phenomena occurring in several disjoint areas), recurring events, or trajectories. For
this, we introduce the idea to represent geographic feature signals by interaction char-
acteristics. The term interaction stems from spatial point pattern analysis, where it
describes how points interact with each other. For example, points might tend to avoid
each other, leading to a regular structure, or they might tend to occur in close proximity,
leading to clustered structure. Using statistics of the point interaction allows to describe
how a signal is distributed, e.g., to distinguish between signals that have a single peak
or several peaks.
From an application point of view, we will show that a comparison on the basis of
the spatio-temporal type allows to categorize features and to summarize data sources
concisely. This allows for feature selection and filtering decisions to build more concise
geographic feature matrices for subsequent data mining task, for example, a geographic
feature matrix with highly predicative landmark features. In the following we introduce
a set of feature representations that exhibit the spatio-temporal type of the signal and
evaluate their qualitative performance to distinguish between different signal types.
The remainder of this chapter is structured as follows. First, in Section 5.2 we
detail the problem statement and the contributions. Then, in Section 5.3 we explain
the difference between intensity and interaction characteristics of spatio-temporal sig-
nals, which builds the theoretical foundation to define feature representations exhibiting
spatio-temporal type semantics. In Section 5.4, we define three different feature rep-
resentations and evaluate their performance to distinguish between signals of different
spatio-temporal types. Finally, in Section 5.5 we present different data mining tasks
that make use of the novel comparison method using real-world data sources.
5.2 Problem Statement and Contributions
Within our framework, the usual input to geographic feature comparison are geographic
feature signals. A geographic feature signal is a positive-valued discrete or continuous
spatio-temporal variable (see Section 2.2.1). Here, however, we also describe features by
sets of points. The set of points corresponding to a feature is called its point pattern.
The points represent observations of the feature in space and time (such as by GPS
coordinates and timestamps). A geographic feature signal can be extracted from such
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point patterns by using a geographic feature extraction method proposed in the previous
chapter. Defining the methods also on point patterns establishes the link to the under-
lying foundations of interaction characteristics and illustrates the general applicability
of the techniques.
The aim of geographic feature comparison is to compare geographic feature signals
against each other or against a well-known type of distribution. We think of a comparison
as a distance or similarity function that indicates if two feature signals are similar or
dissimilar to each other. A pairwise comparison of the raw signals allows to realize the
following tasks:
• Feature Selection and Filtering : By comparing the features against a well known
type of distribution (e.g. a uniform distribution or a reference feature) we can
select those features that correspond to known characteristics. This is important
from an exploratory point of view to asses how many of the candidate features
describe particular patterns, such as a covered area or a reference phenomenon.
These comparisons can be realized by computing the Euclidean or cosine distance
of the feature signals directly, since two signals will be similar if they occur at the
same locations in space and time.
• Feature Categorization: By clustering features into groups in which their signals
are pairwise similar, we can summarize and compare data sets on the basis of
their spatial semantics. By using a distance measure on the signals directly, the
clusters will be comprised of features that describe the same phenomenon. Such
a clustering approach has for example been used to find and describe places and
events [Chen and Roy, 2009; Hays and Efros, 2008; Zhang et al., 2012b].
In this chapter we extend the feature comparison idea and focus on the problem
of comparing features by their spatio-temporal distribution type. The spatio-temporal
distribution type of a signal or a point pattern (in the following only called spatio-
temporal type) is a category of the underlying geographic phenomenon. Such basic
categories comprise places, events, trends, or trajectory, among others. For a detailed
definition of different kind of spatio-temporal distribution types see Section 3.5.1. In
the following we restrict ourselves to spatial data, i.e., spatial point patterns and spatial
signals. As in the previous chapter, the presented techniques are equally valid for spatio-
temporal signals if a joint spatio-temporal distance function exist, such as shown in (2.2).
We now give a more specific categorization of spatial types, which we use to describe
particular patterns in the remainder of this chapter. Point patterns and signals exposing
the following types are shown in Figure 5.1.
• (Small/large) Landmark Feature: A landmark feature describes a unique place on
Earth, like a city or a place name. In this case, the point pattern shows a single
cluster or the signal shows a single peak. Different kinds of landmark features can
be distinguished by their size. A city-level landmark occurs in a small region while
a country-level landmark occurs in a larger region. Therefore we can distinguish
between landmark features on different scales, here generally referred to as small
and large landmark features.
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Figure 5.1: Five types of spatial feature distributions in 2D space. Each of the five
blocks shows two different instances of a spatial feature type in the top and the bottom
row, respectively. In each row a point pattern is shown in the left column and the
corresponding feature signal (intensity distribution) in the right column.
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• Local Feature: A local feature occurs within a small area but at several places
on Earth. Hence, the point pattern is clustered at several locations or the signal
shows several peaks. For example, a feature occurring predominantly in cities will
show a clustered distribution, with each cluster covering an area at city-level scale.
Typical examples of such geographic features are place categories, or moods and
actions of people.
• Regional Feature: A regional feature occurs in a wider area than a local feature
and might also occur at several places on Earth. Examples of such features are at-
tributes describing a physical phenomenon (’forest’, ’mountains’, etc.) or regional
behavior (language, actions, etc.). The pattern has several large clusters or the
signal shows several wide peaks.
• Global Feature: A global feature is distributed in the whole area of interest and does
not show strong location-specific variation. For example, the spatial distribution
of records containing a stop-word (a word occurring in almost all of the records)
will not describe a specific geographic phenomenon, but only the distribution of
the observations in general. This does not mean that the points and the signal
are distributed uniformly in the area. Such global features will show a number of
small and/or large clusters according to the background distribution of the data,
if the signal is not normalized accordingly.
We will introduce methods that allow to asses how many of the candidate features
are of a particular spatial type, for example features exposing a landmark type or a
global type. Extracting features of a particular type is important to build geographic
feature spaces tailored for specific data mining tasks. E.g., a geographic feature space
with landmark features will be highly predictive and descriptive for locations. Those
landmark features will be promising candidates to extract place labels or to predict
record locations. On the other side, local and regional features are promising candidates
to segment space into different semantic categories (e.g., into rural and urban areas, or
into areas with affinity and non-affinity for particular behavior).
By being able to cluster the features into groups that adhere to the same spatio-
temporal type, data sets can also be summarized and compared to each other easily.
From an exploratory point of view this is an important task to understand the geographic
semantics of a data set, e.g., what kind of phenomena are described by the features.
Moreover, this allows to compare data sets independently of their area of interest. This
will allow to merge features of the same type from different data sets, to build a global
data sets for a particular type of phenomenon. We summarize the general problem
statement as follows:
Given a set of spatio-temporal signals (or point patterns) of features, how can we
compare the features, such that those features exhibiting the same spatio-temporal
distribution type are similar to each other?
We propose a vector-based representation of the feature signals based on their inter-
action characteristics. The term interaction derives from spatial point pattern analysis,
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where it describes how points interact with each other. For example, points might tend
to avoid each other, leading to a regular structure, or they might tend to occur in close
proximity, leading to clustered structure. In the following we introduce the theoretical
underpinnings of point interaction to derive different vector-based feature representa-
tions that can be used in distance and similarity functions. Then, we show that a
representation based on the K-function together with the Canberra distance [Landauer
et al., 1967] has the best qualitative performance in distinguishing between different
types of signals. Finally, we show how this setting can be used to categorize features in
real-world data sets and to summarize data sources based on their covered geographic
feature types.
5.3 Distribution Characteristics
In the following we detail the theoretical foundations of different characteristics of geo-
graphic feature signals. We make use of the terminology and methods of spatial point
patterns to develop a feature representation that allows to compare signals on the basis
of their spatio-temporal type.
5.3.1 Point Pattern Analysis
In spatial statistics the field dealing with patterns and descriptions of spatial point sets
is called point pattern analysis [Baddeley, 2010]. Spatial point pattern analysis extends
to the spatio-temporal domain DST if an appropriate spatio-temporal distance between
the points is defined, such as in (2.2). A spatial point pattern is a set of points in the
area of interest DS ,
S = {s1, . . . , sn} ⊆ DS . (5.1)
We assume a given distance function d between points
d(sj , sj) ∈ R+, si, sj ∈ DS . (5.2)
A pattern S is assumed to be a sample of a random point process Y . We can think
about a point process as a model that allows to generate patterns that have the same
characteristics.
The number of points of a point pattern S located inside a region A ⊂ DS is denoted
N(S ∩ A). If the points are distributed randomly, then for any region A the expected
number of points is proportional to its area |A|,
E[N(S ∩A)] = λ |A|. (5.3)
The constant λ is called the intensity of the point pattern with the same meaning as
in the Poisson distribution shown in (4.25). For the complete area of interest DS , the
intensity is then
λ =
nS
|DS | . (5.4)
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The intensity λ is one characteristic of a point process Y , namely the first moment of
the point process. See [Baddeley, 2010; Ripley, 1981; van Lieshout, 2010] for a formal
introduction to point pattern analysis.
5.3.2 Intensity Characteristics
A point process that has a random distribution is, however, a rare case. Such a point
processes will almost only occur in carefully designed experiments. For real-world data,
the intensity (the expected number of points) will likely vary in the area of interest
DS . This variation is modeled using an intensity function instead of a scalar intensity
parameter. The function returns the intensity at every point in the area of interest
λ(s) ∈ R+, s ∈ DS . (5.5)
The intensity function is the continuous version of the intensity distribution over cells in
a spatial lattice, as proposed in (2.2). The intensity signal is also identical to a geographic
feature signal as defined in (3.52). This builds the connection between a point pattern
and a geographic feature signal. The intensity function can be estimated by density
estimation. Known approaches are histograms and Kernel Density Estimation (KDE),
as introduced in Section 2.3.2.
Here, we focus on the usage of the intensity function as a characteristics of a point
pattern. If we compare two point patterns directly on the basis of their intensity function,
they will be similar if the points occur at the same locations. Since, in our context, the
intensity function describes where a feature occurs on Earth, they will be similar if
they represent the same phenomenon. We say that the intensity function represents the
intensity characteristics of a point pattern or of a signal.
Determining the similarity between features is achieved by using distance or simi-
larity functions on the intensity representations, i.e., vectors representing the intensity
function (5.5). Frequently used distance functions are the Euclidean distance, the Cosine
similarity, and the mean squared error (MSE). We will not detail the comparison of fea-
tures based on their intensity characteristics in more detail, since this idea is successfully
used in a variety of related works [Chen and Roy, 2009; Hays and Efros, 2008; Zhang
et al., 2012b] and is considered a standard approach to determine features that describe
the same phenomena.
5.3.3 Interaction Characteristics
Different from the intensity function, the patterns can also be compared in terms of
how the points interact. If the points occur randomly in the whole area, each point
behaves independently from the others, and the pattern is called independent (or ran-
dom). A randomly distributed pattern is a pattern generated from a Poisson process
[van Lieshout, 2010]. If the points are likely to occur in close spatial proximity, the pat-
tern is called clustered. If the points of a pattern tend to avoid each other, the pattern is
called regular. Note that there is not one single type of clustered or regular interaction.
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For example, points might tend to occur in several small clusters, or in a single large
cluster.
Given a function that describes this interaction, we say that it represent the interac-
tion characteristics of a point pattern. We extend this concept to arbitrary geographic
feature signals in the next section.
Figure 5.1 show examples of point patterns with different interaction characteristics.
The landmark patterns have a single cluster, while the local and regional patterns show
several clusters. The global pattern has a varying intensity over the area of interest but
is not clearly clustered.
A common method to describe the interaction between points are distance statistics.
For this, the frequencies of distances between points are determined to describe a location
distance distribution that is invariant to the particular point locations. A well-known
distance statistic is the K-Function. It is based on the pairwise distances of the points
in the pattern [Ripley, 1977] and is defined as
K(r) =
1
λ
E[N(S ∩ b(s, r))− 1]. (5.6)
Here, b(s, r) is the disc around point s with radius r. The subtraction of 1 comes in
because the center point itself is not counted. Hence, λ ·K(r) is the expected number
of points within a distance r for any point in the pattern.
The K-function describes a cumulative distribution function. If the radius r is larger
than the complete area of interest, then K(r) = 1, since the expected number of points
lying around any point in the pattern includes all other points.
If we compare two point patterns on the basis of their K-function, they will be similar
if the points occur with the same expected distances from each another. Given that the
points represent observations of a phenomenon, we expect that the patterns or signals
will be similar if they describe the same type of geographic phenomenon. We state this
as a hypothesis and evaluate how well the K-function describes the types of geographic
features in the next sections.
5.4 Interaction-based Feature Comparison
In this section we present three approaches to describe a set of points or geographic
feature signals by their interaction characteristics. The result of each approach is a
numerical vector or quantity that describes how the points or the signal are distributed,
called its interaction characteristics representation.
We present an approach based on the Gaussian covariance matrix, an approach based
on the cumulative distribution of the signal’s intensity values, and an approach using
the K-function. Then, we will evaluate the qualitative performance of these approaches
in combination with different distance functions.
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5.4.1 Gaussian Covariance
The first approach describes the points of the signal by a single Gaussian distribution.
There, we can use the parameters of the Gaussian to describe its spatio-temporal type.
Given a point pattern, we need to fit a Gaussian distribution on the set of spatial
points. We already showed how to fit a k-dimensional multivariate Gaussian on a set of
points in Section 2.3.1.
We now discuss the fitting procedure for discrete spatio-temporal signals. Given a
discrete geographic feature signal zf (c). We can use the same estimation approach as
for a point pattern by interpreting the signal as a weighted set of points. For this, we
assume that the center points of the lattice on which the discrete signal is defined are
C = {c∗1, . . . , c∗m}. (5.7)
The weights are given by the normalized signal z˙f (c). To estimate the mean of a Gaussian
we use
µˆ =
1
m
m∑
i=1
z˙f (c) · c∗i . (5.8)
To estimate the covariance matrix we use
Σˆ =
1
m
m∑
i=1
z˙f (ci)(c
∗
i − µˆ)(c∗i − µˆ)>. (5.9)
Given the fitted parameters of the Gaussian, we describe the interaction character-
istics by the 2× 2 covariance matrix Σˆ, since it represents the shape of the distribution
in 2-dimensional space, invariant to its location (mean).
Two kinds of representations are considered:
(1) We determine the Eigenvalues ef = (ef,1, ef,2) ∈ R2 of the covariance matrix Σˆ.
This is achieved by a singular value decomposition of the covariance matrix. This
is a standard procedure to determine the Eigenvalues and has negligible (constant)
runtime on a 2× 2 matrix.
The first Eigenvalue ef,1 describes the magnitude of the vector showing in the
direction with the largest variance. The second Eigenvalue ef,2 describes the mag-
nitude of the vector with second-largest variance. Hence, the two quantities are a
rotation-invariant description of the shape of the Gaussian.
(2) We extract the 95 percent confidence area of the Gaussian and compute its size,
denoted af = area0.95(Σf ). For this, we use the Eigenvalues ef and compute the
95 percent confidence area by
af = 2pief,1ef,2. (5.10)
Figure 5.2 shows scatter plots between the Eigenvalues ef,1 and ef,2, and the area af for
different pattern types. The scatter plots for each type are based on 20 patterns that
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are similar to the patterns shown in Figure 5.3. The data comes form a synthetic point
pattern dataset, which is detailed in Section 5.4.5.
One can see that the magnitude of the Eigenvalues and the size of the area depends
on the total spread of the distribution. A landmark feature will be characterized by
a small area af and small eigenvalues ef of the covariance matrix. A local, regional,
and global feature will be characterized by larger areas and Eigenvalues, compared to
the landmark distributions. This over-simplifying approach will not perform well in
distinguishing local, regional, and global features. However, it will successfully identify
landmarks and separate them from the others feature types.
5.4.2 Intensity Distribution
The second representation of interaction characteristics is based on the distribution
defined over the signal values zf (c) = λ(c), c ∈ L. Given a point pattern we assume that
it is first transformed into a discrete spatio-temporal signal, as detailed in the previous
chapter. The normalized signal values z˙f (c) are used to extract a cumulative distribution
function over the intensity domain
P (z˙f (c) < x) =
1
nL
nL∑
i=1
1{z˙f (c) < x}, x ∈ [0, 1]. (5.11)
We represent this distribution by an equi-interval histogram evaluated over k bins
If =
(
1
nL
∑
c∈L
1
{
i
k
< z˙f (c) ≤ i+ 1
k
})k−1
i=0
. (5.12)
This vector characterizes how often the signal values occur in the cells. In Figure 5.2
the intensity histogram of different signal types is shown in a boxplot. Each plot shows
the histograms of 20 patterns with similar characteristics (landmark, local, regional,
global). The histogram shows the intensity values on the x-axis and the probabilities
on the y-axis. The landmark and even the local patterns show that most of the cells
have a very low signal value. The regional and global patterns, however, have a higher
number of cells with larger intensities, indicated by the increasing left tail. The plots
show a significant difference between the vectors in the first three and the second last
columns, indicating that the landmarks and local features will be clearly separated from
the regional and global features.
5.4.3 K-Function
Finally, we employ the K-function to extract a representation of interaction character-
istics. For this, we need an estimate of the K-Function Kˆ(r), which can be calculated
for a given radius r by
Kˆ(r) =
1
λnS
∑
si∈S
∑
sj∈S,j 6=i
1{d(si − sj) ≤ r}. (5.13)
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The normalizing constant 1/(λnS) can be dropped, since for a relative comparison of two
patterns the absolute value of the function has no impact. Moreover, one can consider
the induced error by counting the point itself as small. Therefore, the following function
is used to describe the interaction characteristics of a pattern
K ′(r) =
∑
si∈S
∑
sj∈S
1{d(si − sj) ≤ r}. (5.14)
The above estimate is based on a point pattern. We now introduce an alternative view
on the K-function that allows to compute the interaction characteristics for arbitrary
signals zf (s). For this, w.l.o.g., we assume that the signal zf (s) is defined on the basis of
the intensity function λ(s), and hence represents the average number of points in space.
Since the signal represents the average number of points at a location s, we can
integrate over the disc b(s, r) instead of counting the number of points within a given
radius to obtain the covered number of points
J(s, r) =
∑
sj∈S
1{d(s− sj) ≤ r} =
∫
b(s,r)
zf (sj)dsj . (5.15)
Similarly, instead of traversing over each point to compute the expected value, we can
integrate over the area of interest and use the value zf (s) as the multiple of J(r). Hence,
K ′(r) is computed as
K ′(r) =
∫
DS
zf (si)J(si, r)dsi =
∫
DS
zf (si)
∫
b(si,r)
zf (sj)dsjdsi. (5.16)
Given that zf (s) is a discrete spatial signal defined over the cells L = {c1, . . . , cn} and
the distance between two cells is defined by the distance between their center points
d(c∗i , c
∗
j ), K
′(r) is computed by
K ′(r) =
∑
ci∈L
zf (ci)
∑
cj∈L,d(c∗i ,c∗j )≤r
zf (cj). (5.17)
The K-function is then represented as a vector over k radii
Kf =
(
K ′(ri)
)k
i=1
. (5.18)
The boxplots for these vectors are shown in Figure 5.2. They shows significant differences
between features having a landmark characteristic (first two columns) and the local,
regional, and global distributed features. Also, the two landmark types show significant
differences.
5.4.4 Performance Considerations
The number of geographic features signals in an unstructured geographic information
source can be large. Hence, performance in the extraction of interaction characteristics
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is a crucial aspect. In the following we discuss the runtime complexity of the above ap-
proaches. We assume point patterns with nR points, discrete geographic feature signals
with nC cells, and nC  nR. We assume that the discrete signal is sparse with a sparsity
factor of κC = δC/nC , where δC denotes the number of non-zero cells in the lattice.
We discuss runtime complexities for point patterns and discrete spatial signals. In
Section 4.3.2 and Section 4.4.5 the runtime complexities to transform discrete signals
from a set of geographic observations (point patterns) have been discussed, ranging
from O(nR) for a simple count-based approach to O(nUδC + nRδrec,Uδrec,C) to extract
optimized signals for varying feature weights and user influences. To denote the runtime
of the geographic feature extraction (GFE) method we use O(GFE).
Gaussian Covariance and Intensity Distribution
For a set of points, the Gaussian covariance matrix can be estimated in O(nR) time, and
for a given discrete signal, the runtime decreases to O(nCκC) (see Section 5.4.1).
The intensity histogram approach needs to transform the points into a discrete signal.
Then, the intensity histogram can be obtained in O(nCκC) time, resulting in a total of
O(GFE + nCκC) time for a point pattern.
Both, the Gaussian covariance matrix and the intensity histogram approach are
efficient and will allow to process a huge number of features easily.
K-Function
In order for the Kf vector approach to be efficient, one needs to look at the sparsity
factors and use approximate solutions. In the following, we present the runtime com-
plexities for the case that the input is provided as a point pattern, for the case that the
input is a discrete signal defined on a regular lattice, and for the case that the point
pattern is approximated by a signal.
The vector represents the function at k different radii. The runtime is, however,
only affected by the largest chosen radius rmax, since the values for the smaller radii
can be computed while traversing over the points or cells needed to process rmax. We
denote the average number of points or cells within radius rmax as δrad,R = nRκrad,R
and δrad,C = nCκrad,C , respectively.
Point Pattern Input. First, we consider the runtime of point pattern input. Using a
brute force approach we need to traverse over all points and process all other points to
determine those instances within r. This will need O(n2R) time. To determine the points
within rmax more efficiently, a spatial index structure can be built in a pre-processing step
in O(nR log nR) time. Then, accessing the δrad,R points around a given point will need
in the order of O(log nR) time (the matching points need however still to be processed).
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Using the index structure the total runtime reduces to
O(nR log nR + nR(log nR + δrad,R))
=O(nR log nR + nR log nR + nRδrad,R)
=O(nR(log nR + log nR + δrad,R))
=O(nR(log nR + δrad,R)).
(5.19)
For this technique to be more efficient than the brute force approach the average number
of points δrad,R must be less than
δrad,R < nR − log nR, (5.20)
which is a very reasonable assumption for appropriate choices of rmax.
Discrete Signal Input. Given a discrete spatio-temporal signal on a regular grid.
The number of non-zero cells within radius rmax around a cell in the lattice is δrad,C =
nCκrad,C .
Within a regular grid we can determine the indexes of a cell in O(1) time. Given a
cell c, the rectangle around the cell including the circle with radius rmax can hence be
indexed directly. However, we still need to traverse the set of non-zero cells in that block
of cells. Given that we have a sparse matrix representation, we can access the columns
having non-zero cells directly and then traverse the non-zero rows (or vice versa). We
assume that the cost of accessing the cells in the block that are outside of the circle with
radius rmax is negligible, resulting in a runtime of O(nCκrad,C) to access the surrounding
cells.
We need to traverse over the sparse signal, which needs O(nCκC) time, and collect
the values for each of those non-zero cells. This will need time of
O(nCκCnCκrad,C)
=O(n2CκCκrad,C).
(5.21)
Hence, the runtime is heavily affected by the factors κC and κrad,C . If κC ≤ 1/√nC and
κrad,C ≤ 1/√nC (which are reasonable assumptions) the runtime will be less than linear
in the order of cells in the lattice and is considered fast.
In this case the technique is also a reasonable choice to compute an approximated Kf
vector for point pattern input, resulting in a runtime of O(GFE + n2CκCκrad,C), which
reduces to O(nR +nC) if a fast count-based feature extraction approach is used and the
above sparsity assumptions hold.
5.4.5 Evaluation
We evaluate the above interaction characteristics representations by computing the pair-
wise similarities of features from a synthetic data set of point patterns. Different distance
functions are used to determine the similarity between the feature representations. Since
we know the types of the patterns in advance, a high quality feature representation and
distance function combination should result in an ideally segmented distance matrix.
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Synthetic Dataset
The synthetic data set was generated by sampling from a Matern cluster processes using
the R spatstat package1 [Baddeley, 2005]. The Matern cluster process is a parametric
point process to describe point patterns with different point interactions. The parameters
are given by an average number of cluster centers, a radius around cluster centers, and
an average number of points inside a cluster. Details are provided in [Isham, 2010]. We
choose 5 parameter settings, representing the distribution types described in Section 5.2.
For each of these types, 20 patterns (instances) are generated, resulting in a total of
100 patterns. The discretized signals of these patterns represent a set of 100 geographic
feature signals zf1(c), . . . , zf100(c). Figure 5.1 shows the types and two patterns for each
of the them. Each plot shows the point pattern on the left and its intensity distribution
(geographic feature signal) on the right.
Distance Matrix
We compute the distance matrices for a number of combinations between interaction
characteristics representations and distance functions. The following distance functions
have been used:
• Euclidean distance: This is just the metric between two vectors a, b ∈ Rk in Eu-
clidean space, defined as
dEucl(a, b) = ||a− b||2 =
√√√√ k∑
i=1
(ai − bi)2. (5.22)
The Euclidean distance is a common first choice for numeric vectors. However, it
treats each vector element independently, resulting in large distances even if two
neighboring vector elements are similar.
• Maximum distance: This distance is defined as
dmax(a, b) = ||a− b||∞ = max{||a1 − b1||, . . . , ||a1 − b1||}. (5.23)
Here, only the vector element with the largest difference contributes to the distance.
• Earth mover’s distance (EMD): This distance is frequently used to compare his-
tograms in image processing [Rubner et al., 2000]. We represent the input his-
togram by the vectors a, b ∈ Rk+. The EMD computes the amount of work needed
to transform a given histogram a into a histogram b. The amount of work is
determined by a flow matrix F ∈ Rk×k+ . The total amount of work is defined as
work(a, b,F) =
k∑
i=1
k∑
j=1
dijfij , (5.24)
1http://www.spatstat.org
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subject to the conditions
fij ≥ 0, i ∈ [1; k], j ∈ [1; k], (5.25)
k∑
j=1
fij ≤ ai, i ∈ [1; k], (5.26)
k∑
i=1
fij ≤ bi, j ∈ [1; k], (5.27)
k∑
i=1
k∑
j=1
fij = min
 k∑
i=1
ai,
k∑
j=1
bj
 . (5.28)
In (5.24) dij is the distance of histogram bins (here the absolute distance of the
index in the vector). The work is finally normalized, resulting in the EMD distance
defined as
dEMD(a, b) =
∑k
i=1
∑k
j=1 dijfij∑k
i=1
∑k
j=1 fij
. (5.29)
This distance is expensive to compute, since the minimization problem above needs
to be solved and thus resulting in a sup-linear runtime in the order of the number
of vector elements. The distance is, however, a promising choice for histogram-like
vectors, since it takes distances and values between all elements in the vector into
account.
• Canberra distance: This distance between two vectors a, b ∈ Rk is defined as
dCanberra(a, b) =
k∑
i=1
|ai − bi|
|ai|+ |bi| . (5.30)
The Canberra distance takes the absolute value of the elements in the vector into
account. The distance between vector elements with high values will be generally
smaller (since the denominator will be large). Hence, differences of small values
have more impact.
The aim of the evaluation is to best separate five groups of point pattern types. For
this, we plot the patterns in a distance matrix as shown in Figure 5.3. The patterns are
ordered by groups, with the groups themselves ordered by landmark small, landmark
big, local, regional, global from left to right and bottom to top. For a perfect result, the
patterns within a group are perfectly similar (small distance) and intra-group patterns
are totally dissimilar (large distance), as shown in the pairwise separated case.
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Figure 5.3: Distance matrices using covariance, intensity histogram, and K-function
characteristics in combination with different distance functions.
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Results
We evaluated the interaction characteristics of the above three feature representations
using different distance functions. The resulting distance matrices are given in Figure
5.3. The upper-left distance matrix shows the ideal pairwise separation of the feature
point patterns in the synthetic dataset.
The covariance/Euclidean matrix shows the distances using the Euclidean distance
with the Eigenvalues ef as input. The matrix shows that the landmarks and the local
features are nicely separated from the regional and global features. However, there is a
lack of separation between the local, regional, and global features as well as between the
landmark features. The same can be observed for the covariance area using the absolute
norm (Manhattan distance).
The intensity histogram/Euclidean matrix (Int-Hist/Euclidean) shows the distances
using Euclidean distance with If vectors as input. The matrix shows a nice separation
between the small landmark and the global features. There is also a remarkable sepa-
ration between the groups of landmarks and local features, and the regional and global
features. The latter separation becomes even more clear by the matrix showing distances
using the EMD with If vectors (Int-Hist/Earth Mover).
The remaining matrices show the results for the Kf vectors. The usage of the
maximum and the Euclidean distance function shows similar results. Even if the small
and large landmark are pairwise separated, and together are separated from the local,
regional, and global features, the overall performance is poor, compared to the intensity
histogram with EMD. The same is true for the EMD of the Kf vectors. The best results
are obtained with the Canberra distance. This can be explained as differences between
small probabilities in the CDF have more impact in distinguishing between Kf vectors.
In our evaluation the Canberra distance together with the Kf vectors performed
best. The performance of the EMD using the Ik vectors in also remarkable. Given the
evaluation results we use the Kf/Canberra setting for the clustering task in the following
Section.
5.5 Feature Exploration
We now present different exploration tasks based on interaction characteristics using
real-world data sets. These data sources provide a large number of features (words,
tags, keys) and each feature is represented by a point pattern. We will use the count-
based signals derived from the point patterns, zf (c), to compare the features using the
Kf vector representation and the Canberra distance.
Three kinds of exploration tasks are proposed that allow to select and filter features
in the data sources. First, the features are clustered by their respective Kf vectors
and the Canberra distance. We show that the resulting clusters provide a meaningful
categorization of the features into spatio-temporal types.
Then, we propose a data source summarization tasks that allows to describe and
compare different data sets quickly by boxplot visualizations of the Kf vectors in the
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Source BBox # records (nR) # features (nF )
Flickr USA 4,518,322 27,552
GER 528,281 4,536
Twitter USA 247,743 2,047
GER 46,111 480
OSM-Keys USA 3,113,495 319
GER 2,400,857 507
OSM-POIs USA 1,230,709 362
GER 1,325,678 483
BBox GER = ([47.159, 55.103], [5.888, 15.029])
BBox USA = ([25.244, 50.064], [−124.892,−52.558])
Table 5.1: Data source statistics.
clusters. This technique allows for a comparison of different data sources (inter-source
comparison) with respect to their feature types.
Finally, we present scatter plots between the feature’s covariance area af (interaction
characteristics) and the feature frequency. This allows for an intuitive and insightful
understanding of how the feature type characteristics are related to feature frequency,
and how these relationship differs between sources (inter-source comparison) and between
areas (inter-area comparison).
5.5.1 Data Sources
We use Flickr, Twitter, and OpenStreetMap (OSM) data to extract different sets of
geographic features. For each data source, we use data from the US and Germany. The
Flickr features are tags of the geo-referenced photos. The Twitter features are hashtags
of geo-referenced tweets. Both, the tags and the hashtags are normalized to lower case
characters. From the OSM data we extract two kinds of features. The OSM-Keys data
source consists of the attribute-keys of the OSM node records 2. The keys can be seen
as the attribute names. The users are allowed to specify arbitrary attribute names,
hence, an exploration task to understand the spatio-temporal semantics of those keys is
a meaningful analysis. The OSM-POI data source consists of the concatenated key-value
pairs of selected attributes describing points-of-interests (POIs). For each data source,
only those features are considered that occur at least 20 times. See Table 5.1 for detailed
statistics of the data sources.
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Figure 5.4: Log-log rank plot of feature frequencies.
5.5.2 Feature Frequency
For a better comparison of the features in the next section, we group features into
different frequency groups. In each data source, the frequency of the features in the
records can be described by a long-tail distribution. Figure 5.4 shows the log-log plot
of the feature frequencies against their frequency rank. All the data sources show an
almost linear log-log relationship. This means that the features (tags, hashtags, keys,
attributes) follow a power law distribution, with a small number of very frequent features
(head-group), a medium number of medium frequency (body-group), and a large number
of very infrequent features (tail-group). For each data source, the features are first
categorized into these groups by partitioning them into three equi-sized bins along the
logged frequencies.
5.5.3 Feature Categorization
The aim of the feature categorization task is to determine and understand different
classes of feature types in the data. For this, we cluster the features on the basis of their
Kf vectors. The resulting clusters are assumed to contain features that have similar
spatio-temporal types (e.g., landmarks, local, regional, global features). The clusters
2Each OSM record has an arbitrary number of associated attributes, with each attribute being rep-
resented as a key-value pair.
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can then be used to define a geographic feature matrix of geographic signals covering a
particular spatio-temporal type. For example, for a predictive spatio-temporal model, we
will need features that allow to distinguish between points on Earth (landmark features).
To segment regions of coherent geographic semantics, however, we will need local or
regional features that represents place types.
Clustering
The features are clustered using a fixed number of 5 clusters. This rather small number
is motivated by our goal to find clusters that describe significantly different interac-
tion characteristics. It also follows our assumption of having four different interaction
characteristics classes (landmark, local, regional) plus one cluster for some unexpected
characteristics.
As input data we use the Flickr GER data source where the features are tags of
geo-referenced photos. To cluster the features we use the K-medoid clustering approach
together with the Kf vector representation and the Canberra distance. For the Kf
vector extraction we chose a maximum radius of 4.0 degrees (corresponding to ∼ 444
km) to capture interaction patterns up to a region-level scale.
Results
The resulting clusters are presented in an interaction-frequency matrix in Figure 5.5. The
interaction-frequency matrix displays the clusters in the rows and the frequency groups
in the columns. Each cell contains the most frequent features of the corresponding cluster
intersecting the corresponding frequency group. In the matrix, also the point pattern of
a representative feature is displayed for each cluster and frequency group.
The interaction-frequency matrix shows the most global features being of cluster 1
(row 1) in the head-group. The shape of Germany is clearly visible as expected for a
global feature in the area of Germany (note that the plot is squeezed along latitude).
The point patterns of the body- and the tail-group of the same cluster can be seen as
thinned patterns, still showing the global characteristic of the point distribution. Note
that this means that the features in the global clusters have a coherent spatio-temporal
semantics independent of their total frequency.
Some dense clusters of points are visible in those thinned versions, representing major
cities with a large number of feature instances. Hence, the global cluster still contains
clustered (non random) point patterns, which is an expected behavior in the presence
of a strong background distribution. The features in the first row can be interpreted as
the background distribution and have little predictive value on the spatial domain (e.g.
’germany’, ’europe’, ’2007’).
The features of clusters 2 and 3 show a more local and regional semantics. Here, clus-
ter 2 shows a more regional behavior in the tail- and the body-group than cluster 3. The
head-group of cluster 3 clearly shows a landmark (’austria’). However, its size leads to not
assigning it to the landmark clusters 4 or 5. The features in cluster 2 and 3 mostly rep-
resent types of places (’event’,’fachwerk’,’medieval’, ’snow’,’travel’,town’,’party’). These
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features a valuable instances to segment space into regions with coherent semantics or
to assign them as attributes to points in space.
Clusters 4 and 5 clearly show a landmark semantics, where the points in the body-
and head-group of cluster 4 are more widely spread than in cluster 5. These feature are
highly predictive to identify a particular point or region in space. Overall, we interpret
the result as showing global features in cluster 1, regional features in cluster 2, local
features in cluster 3 and landmark features in clusters 4 and 5.
5.5.4 Data Source Summarization
We now turn to the task of summarizing data sources on the basis of the interaction
characteristics. This allows to describe and compare sources as a whole. The tasks can be
used to identify promising data sources and to merge features of similar spatio-temporal
semantics from different data sources into a single geographic feature matrix.
5.5.5 Boxplot Visualization
For the inter-source comparison task, we clustered the sources by interaction character-
istics using the same parameters as in the feature categorization task. Each cluster can
be described by a boxplot of the Kf vectors of its features. We plotted the clusters of all
data sources in the German area of interest as rows in Figure 5.6. The rows correspond
to the datasets (Flickr, Twitter, OSM-Tags, OSM-POIs) and the columns to the clus-
ters. The clusters are roughly ordered by their interaction characteristic (from global
to landmark). The small matrix on the bottom-left of the figure is a rough indication
about which clusters show similar characteristics. In the following we denote Flickr-X
as being cluster X of the Flickr source (corresponding to row 1 column X).
Comparing Flickr and Twitter, both have a global and a landmark cluster (cluster
1 and 5, respectively). Also, Flickr-4 and Twitter-2 show similar characteristics. The
geographic semantics of the latter cluster is a larger landmark cluster, e.g., containing
predictive features of large cities (’berlin’, ’hamburg’) or regions (’czech’, ’switzerland’).
Interestingly, also OSM-POIs-1 is similar to these characteristics, containing features like
’natural tree’ and ’sport skiing’. Hence, these features exhibit a landmark characteristics
on a large-scale.
The OSM-Keys and OSM-POIs sources do not have plain landmark clusters. This is
an expected result because the keys and POI-attributes are assumed to be general types
used over the whole area of interest. The strongest landmark characteristic of the OSM
sources is shown by OSM-Tags-5 with features like ’kms:zip’ (a OSM attribute holding
a zip code), which clearly has a landmark semantics.
Clusters 3 and 4 of the Twitter source have no corresponding partner in the Flickr
data source, thus indicating significant differences in these data sources. Overall, the
Flickr and Twitter data sources show interaction characteristics different from the more
coordinated OSM sources.
Figure 5.7 shows summaries for the US datasets. One can see similar clusters as
for the Germany data, with the Flickr and Twitter sources having strong landmark and
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Figure 5.8: Area-frequency scatter plots. Each plot represents the frequency on the
x-axis and the area on the y-axis. The plots in the top row show the results for the
Germany data sets and the bottom row shows the results for the US data sets.
regional features. The Flickr, OSM-Keys, and OSM-POI clusters are very similar to
the respective data sources in Germany. Only the Twitter-5 cluster has a less dominant
landmark semantics than its German counterpart. This can be explained by a higher
number of high frequency landmark features (hashtags) that have a larger scale level
than in Germany. This is something we expect for the US, with a large number of
landmark features in the main metropolitan areas.
5.5.6 Area-Frequency Scatter Plot
Finally, we describe a simple data visualization by using the covariance property af (the
95% confidence area of a point pattern of the Gaussian covariance approach). Note
that this interaction characteristics is more limited, only allowing for a separation of
landmark and non-landmark features by a single quantity. However, this allows us to
relate the feature frequency to the landmark semantics easily in a scatter plot.
Figure 5.8 shows the scatter plots of af against the feature frequency for each feature
in a data source. Eight plots are arranged in a matrix with the data sources in the
columns and the regions in the rows. Note that a cluster of points in a scatter plot
represents a dominant area-frequency subset in the data.
Each plot shows a smaller number of medium-area features compared to small-area
and large-area features. This indicates that we have a larger number of landmark and
global features in the data, while features covering a medium-scale area are less prevalent.
One can see that the OSM-Key USA data source has fewer global features than its
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German counterpart. This is an indicator that the OSM data in the USA is much less
standardized, resulting in a higher number of keys with landmark semantics. On the
other hand, the Twitter data source in the USA has more global features than its German
counterpart, indicating that hashtags in Germany are much less coordinated than in the
US. Hence, for a geographic feature matrix covering both, the US and Germany, the
features of the Twitter and the OSM-Key sources need to be carefully selected, since
they have different spatio-temporal semantics in these areas.
In contrast to the Twitter and OSM-Key sources, the OSM-POI and the Flickr
sources show a more similar behavior in the US and Germany. Hence, these data sources
are comparable regarding the contained spatio-temporal types. In summary, the scatter
plot summarization allows to compare data sources or areas of interest easily in order
to guide feature merging and data source selection decisions.
5.6 Summary
In this chapter we introduced novel methods and applications to compare spatio-temporal
signals and point patterns on the basis of their spatio-temporal type. For this, we
used the concept of interaction characteristics to derive vector-based representations of
distribution properties. These representations can then be compared by distance and
similarity functions. We showed that a representation derived from the K-function, in
combination with the Canberra distance, performed best in separating different types
of point patterns. However, also the intensity histogram together with the Earth-Mover
distance showed remarkable results.
Given these novel techniques, we demonstrated how features in real-world data sets
can be described, categorized and filtered by their type, making this feature comparison
method a promising exploratory tool to pre-process and analyze large sets of candidate
features. Finally, we introduced boxplot summarizations of the K-function vectors of
clustered features to extract a compact visualization of the types in a data set. This
allows for a comparison of features from different sources or from different areas of
interest to guide feature selection and merging decisions.
In this chapter we did not deal with comparison methods that are based on the raw
signals. As detailed before, such methods are valuable to filter and categorize features
that refer to the same phenomenon instead of the same phenomenon type. Other works
have successfully employed these methods to extract and summarize places and events.
From an exploratory point of view, these methods focus on an alternative dimension
to analyze and pre-process the set of feature candidates in identifying and merging
redundant information. Accordingly, we see our novel method as an additional tool
to analyze and explore the wealth of geographic information contained in unstructured
geographic information sources.
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Chapter 6
Latent Geographic Feature
Extraction: Phenomenon
Discovery using Dimensionality
Reduction
6.1 Introduction
From the perspective of a data analyst, the primary objective is to extract a small
but informative number of patterns from the data in a highly automated fashion. In
this chapter, we deal with the task of extracting a small but informative number of
distinct geographic phenomena from user-generated data. We call this task geographic
phenomenon discovery. A geographic phenomenon is generally defined as any social
or physical process or entity that can be identified in space and time. As discussed
in Section 3.5.1 and detailed in Chapter 5, types of such phenomena include places
(landmarks), events, trends, and trajectories of objects.
The motivation to do this is well-justified, since the records of user-generated data
sources exhibit the opinions, interests, and impressions of people, together with geo-
graphic information about where and when they occur. We refer the reader to Chapter 3
for a detailed discussion on how user-generated data can be used as a source of geographic
observations, and to [Kennedy et al., 2007] for an application-oriented introduction to
place and event extraction from social media.
A number of works address specifically the extraction of geographic phenomena with
place and event semantics [Ahern et al., 2007; Cheng et al., 2010; Crandall et al., 2009;
Deng and Lemmens, 2009; Kennedy, 2008; Rattenbury et al., 2007a; Rattenbury and
Naaman, 2009; Yin and Cao, 2011]. In Section 3.2, we reviewed these models and catego-
rized them in clustering-based and uni-modal distribution-based approaches. Different
from these approaches, the following work will focus on the extraction of arbitrarily-
shaped spatio-temporal distributions from user-generated data. This includes complex
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spatio-temporal distributions of geographic phenomena such as coastlines, mountain re-
gions, urban regions, and social behavior, among others. To extract such spatio-temporal
patterns, the place and event extraction methods, which focus on bump-finding in the
distributions, will not work adequately. Therefore, our work is more related to recent
approaches of spatio-temporal topic modeling [Hong et al., 2012; Mei et al., 2006; Yin
et al., 2011] and the extraction of tags with similar spatio-temporal semantics [Zhang
et al., 2012b].
We propose a novel and fundamental approach to obtain geographic phenomena from
user-generated data, called latent geographic feature extraction. This approach works di-
rectly on the geographic feature matrix, as introduced in Section 3.4.1, and represents a
sub-task in the geographic feature mining framework. In this approach, a small number
of latent geographic features is assumed to be hidden in a huge number of candidate
signals. The aim of latent geographic feature extraction is to extract these latent fea-
tures from the geographic feature matrix. Using the idea of a generative model, the
latent geographic features can be seen as underlying factors that generate the candidate
features. For example, several geographic features of a textual record source will refer
to the same phenomenon, such as the terms ’beach’, ’boat’, ’sea’, ’sand’, ’water’. The
aim of latent geographic feature extraction is to discover a phenomenon that explains
the joint occurrence of these terms in geographic space, namely, a latent ’coast’ feature.
Of course, extracting phenomena that are already known is not so much of interest from
an exploratory point of view. However, discovering joint occurrences of social, market,
or health related terms will be highly informative to describe such processes and en-
tities from a geographic perspective, and to utilize this information in domain-specific
applications.
In our evaluation, we will often use well-known processes and entities to judge about
the quality of the phenomenon discovery results. This is a necessary proxy evaluation for
developing concepts and techniques that allow to find novel and unexpected phenomena
on the basis user-generated data in general. Will we present some unexpected and
meaningful phenomena found for the Los Angeles area using Flickr data in a dedicated
exploration section of this chapter.
The introduced approach is based on dimensionality reduction of the geographic fea-
ture matrix. Since dimensionality reduction is closely connected to latent variable models
[Hastie et al., 2009, p. 678], this justifies the naming of our approach. In the following, we
compare several types of dimensionality reduction approaches that make use of different
statistical properties of the data. In an exhaustive evaluation, we show that techniques
assuming sparse and statistically independent feature combinations result in the most
informative latent features, and that our proposed latent geographic feature extraction
approach is able to discover more informative phenomena than existing document-centric
approaches for data sets exhibiting very high noise levels. Moreover, we show that the
normalization strength of the candidate feature signals can be used as a parameter to
find different types of phenomena. Preliminary results of these evaluations have also
been published in [Sengstock and Gertz, 2012b] and [Sengstock and Gertz, 2012a].
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As for the output of existing place and event extraction approaches, latent geo-
graphic features are a valuable analytic output. They allow to explore the semantics of
geographic space as perceived by the users and reflected in the data. Moreover, the latent
geographic feature signals constitute high-level geographic features themselves, and can
be extracted and persisted as geographic raster data for subsequent tasks. Using the ter-
minology of our geographic feature mining framework, the latent geographic features can
be used to define a low-dimensional geographic feature matrix for subsequent data min-
ing and learning tasks, such as predictive models [Gallagher, 2010; Shekar et al., 2002],
geographic segmentation [Leung and Newsam, 2010], or context-aware recommendation
[Adomavicius and Tuzhilin, 2011].
The remainder of this chapter is structured as follows. First, in Section 6.2, we detail
the problem statement and the contributions. Then, we review related topic modeling
approaches in Section 6.3. In Section 6.4, we introduce the concept of dimensionality
reduction on the geographic feature matrix and discuss different dimensionality reduction
techniques. In Section 6.5, we evaluate their applicability for phenomenon discovery in
several exploration tasks. Finally, in Section 6.6 we introduce how the records can be
associated with the extracted phenomena, in support of categorization, browsing, and
search tasks.
6.2 Problem Statement and Contributions
A geographic phenomenon signal is represented as a spatio-temporal variable
zq(c) ∈ R+, c ∈ DC . (6.1)
The geographic feature candidates are given as a set
F = {f1, . . . , fp}, (6.2)
with each feature f ∈ F having a geographic feature signal
zf (c) ∈ R+, c ∈ DC . (6.3)
We expect that the feature signals are defined on a spatio-temporal lattice L = {c1, . . . , cn},
and we describe the discrete signal zf (c) as a vector over a discrete number of cells
zf = (zf (c1), . . . , zf (cn)) ∈ Rn. (6.4)
A geographic feature matrix ZL,F ∈ Rp×n+ is a matrix in which each row corresponds to
an n-dimensional geographic feature signal.
To represent columns and rows in matrices we use the following notation: Given a
matrix A ∈ Rm×n, we use coli(A) ∈ Rn to refer to the vector in the ith column, and
rowj(A) ∈ Rm to refer to the vector in the jth row.
A geographic phenomenon can be described by a combination η of the feature signals
zf1(c), . . . , zfp(c) denoted
zq(c) = ηαq(c). (6.5)
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The variable αq ∈ Rp denotes a vector of feature weights for the features f ∈ F . The
proposed dimensionality reduction methods assume that the feature combinations are
linear, leading to the following feature combination function
ηαq(c) = α0 + α1zf1 + · · ·+ αpzfp . (6.6)
We generally omit the intercept α0 and assume α to be a p-dimensional vector of weights.
The corresponding signal vector of zq(c) is denoted zq ∈ Rn. The general idea of latent
geographic feature extraction does not depend on linearity of the feature combination,
as long as a feature weight vector αq can be derived from the combination.
For the sake of convenience, we assume that the resulting geographic phenomenon
signal zq and the feature weights αq can have both, positive and negative values. To
interpret the resulting signal vector zq as a positive intensity and the elements in αq
as importance weights, we flip the sign of αq if the largest absolute value in the vector
is negative. In this case, we also flip the sign of the signal vector zq. Then, we only
make use of the positive signal values and feature weights to describe the intensity of the
geographic phenomenon and the importance of feature weights for that phenomenon. We
will see, however, that the most promising techniques will produce signals and weights
that are solely positive or negative, and can hence always be flipped to a strictly positive
value domain.
The features with the highest weight in αq are used as a summary of the phenomenon
q. Since we employ textual features in this work, we can use them as a textual description
given as an ordered list of terms. The description summarizes what a phenomenon is
about and the signal describes where and when it occurs.
Thus, each phenomenon q is represented by a spatio-temporal signal vector zq and
a feature weight vector αq. Geographic phenomenon discovery needs to extract a small
number k  p of geographic phenomena
Q = {q1, . . . , qk}, (6.7)
with each phenomenon q ∈ Q being described by a spatio-temporal distribution zq and
a feature weight vector αq,
q = (zq,αq). (6.8)
An extracted geographic phenomenon q is said to be informative or meaningful if
it describes a real-world social or physical phenomenon. Since the technique of geo-
graphic phenomenon discovery is inherently unsupervised, we evaluate informativeness
by presenting phenomenon descriptions and signals and discuss if the combination is a
reasonable result. For this, (1) the signal should clearly describe high and low intensity
areas, (2) the description should describe a meaningful geographic process or entity, and
(3) the signal-description combination should be coherent. Besides informativeness, the
extracted signals should be distinct from each other. A result in which several extracted
phenomena represent the same real-world process or entity is hence considered a bad
result. The problem statement can now be defined as follows:
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Given a set of p geographic features candidates F , extract k geographic phenomena
Q, with k  p, where the phenomena q ∈ Q are highly informative and represent
distinct geographic processes or entities.
The contributions are summarized as follows:
• We show that dimensionality reduction of the geographic feature matrix allows
to discover informative and distinct geographic phenomena from user-generated
data. In an exhaustive evaluation we show that this approach is able to discover
more informative phenomena than spatio-temporal topic models and clustering
approaches. For this, we introduce a set of carefully selection qualitative criteria,
to judge about the informativeness of the results.
• We show that the choice of the dimensionality reduction technique has a strong
impact on the quality of the results. We find that techniques assuming sparse
and statistically independent feature combinations result in the most informative
phenomena.
• We show that the strength of normalization of the signals in the geographic feature
matrix can be used as a parameter to find different types of geographic phenomena,
such as results having landmark, regional, or global semantics.
• We demonstrate how extracted latent geographic features can be associated with
the records in the input data source. This allows to address problems in the field
of information organization and retrieval, such as categorization, browsing, and
search tasks.
6.3 Document-centric Approaches
First, we describe approaches that are aimed to extract textual topics from document
collections. The primary aim of these models is to describe each document by a small
number of topics that allow for efficient processing of large collections while preserving
the essential statistical relationships that are useful for classification, novelty detection,
summarization, and similarity computations [Blei et al., 2003]. Given a set of geo-
referenced documents, the spatio-temporal information can be taken into account to
describe how the topics are distributed in space and time.
We introduce a topic-pivot approach that uses latent Dirichlet allocation (LDA) to
extract a small number of topics in a pre-processing step, and then computes the spatio-
temporal topic distribution using the geographic information of the records. The second
introduced approach is an extension of probabilistic latent semantic analysis (PLSA) that
takes the spatial location of documents explicitly into account, called latent geographic
topic analysis (LGTA).
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6.3.1 Geo-referenced Documents
The document-centric approaches work directly on the corpus of geo-referenced docu-
ments, with each document being represented as a bag of words. As in Section 4.3.1, we
describe this type of data source as
R = {r1, . . . , rm}, (6.9)
where each record r (document) is described as a tuple
r = (rF , rc[, ru]). (6.10)
We use rfi do denote the number of times feature fi occurs in the record, rc ∈ DC
to denote the GPS coordinate and ru to denote the user. The user information is not
considered in the introduced approaches and is therefore ignored in the remainder of this
section.
6.3.2 Topic-pivot Approaches
Different approaches exist to extract topics from a document corpus. A non-probabilistic
approach is latent semantic analysis (LSA) [Deerwester et al., 1990]. LSA extracts
the topics by a singular value decomposition of the m × p record-feature matrix. This
decomposition has a close connection to principal component analysis (PCA), which will
be discussed later. In [Hofmann, 1999], a probabilistic version of LSA, called probabilistic
latent semantic analysis (PLSA) has been introduced. Different from the SVD approach,
this is based on a Bayesian model (a mixture model of multinomial distributions) and
has a sound statistical interpretation. Recently, PLSA was improved by a generative
topic model called latent Dirichlet allocation (LDA) [Blei et al., 2003]. In the following
we shortly review LSA, since it is closely connected to PCA and LDA, which is a de-facto
standard in topic modeling and has been used in a variety of geographic data mining
applications, such as in [Adams and McKenzie, 2012] and [Chae et al., 2012].
Latent Semantic Analysis (LSA)
We shortly detail LSA, since its usage of the singular value decomposition (SVD) is also
needed later for PCA. LSA is also one of the first topic modeling approaches and is still
widely used in text mining and information retrieval [Manning et al., 2008].
LSA extracts the topics by a singular value decomposition of the p×m feature-record
matrix (also called term-document matrix)
T ∈ Rp×m+ , (6.11)
where the matrix elements tij denote the number of times feature fi occurs in record rj .
The singular value decomposition of this matrix is
T = UDV>, (6.12)
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where the columns of U ∈ Rp×p are the left singular vectors, D ∈ Rp×p is a diagonal
matrix with eigenvalues of both, TT> and T>T, ordered by d1 ≥ · · · ≥ dm and being
called the singular values, and the rows of V> ∈ Rp×m are the right singular vectors
[Manning et al., 2008, p. 374]. The singular value decomposition allows to represent the
matrix M by a rank-k approximation Tk. For this, the smallest m− k eigenvalues in D
are set to zero [Manning et al., 2008, p. 376]. By removing the last m−k singular values
from D and correspondingly removing the last m−k columns from U and rows from V>,
one can represent the original p×m term-document matrix by a p× k approximation.
For the sake of topic modeling, the weights of the p features in the k topics can be
found in the columns of UD, and the topic weights of a record can be found in the
columns of V>. Note that the resulting weights can be positive and negative, which
prevents interpreting them as probabilities.
Runtime Complexity. Different algorithms exist to decompose a matrix by SVD.
In general, the runtime of the algorithms are difficult to express, since they depend on
how fast the iterative algorithms converge, and on the admissible numerical error of the
decomposition. In [Trefethen and Bau, 1997] the authors give the runtime of a two-step
bidiagonalization/QR factorization approach for a p×m matrix as
O(pm2 +m2) = O(m2(p+ 1)) = O(pm2). (6.13)
The runtime is hence quadratic in the number of records m, which is problematic for
data sets with a huge number of records.
Latent Dirichlet Allocation (LDA)
LDA is a probabilistic topic model and a successor of PLSA. It is based on a generative
mixture model. The generative process of the data set can be described by the following
schema:
For each document r ∈ R
Sample a topic distribution for the document θr ∼ Dirichlet(α)
For each word in rF
Sample a topic q ∼Multinomial(θr)
Sample a word f ∼Multinomial(βq)
The parameters represent the record-conditional topic probability
p(q|r) = θr (6.14)
and the topic-conditional feature probability
p(f |q) = βq. (6.15)
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These two distributions allow to describe each record as a mixture of topics, and each
topic as a distribution over features. We will show in the next section how these proba-
bilities can be used to compute a spatio-temporal distribution of a topic.
Runtime Complexity. The authors in [Blei et al., 2003] propose a variational in-
ference algorithm to estimate the parameters θr and βq. Different algorithms exist,
however, to estimate the parameters, including sampling-based approaches [Xiao and
Stibor, 2010], variational EM-algorithms [Nallapati et al., 2007], and online learning ap-
proaches [Hoffman et al., 2010]. The variational approaches are considered to be fast
and are, different from the sampling approaches, deterministic. The runtime of the vari-
ational algorithm proposed in [Blei et al., 2003] is reported by the authors in [Nallapati
et al., 2007] to be
O(l(mh2k + pk)), (6.16)
where l is the number of iterations needed to converge to a solution, m is the number of
records (documents), h is the average number of features in a record, k is the number
of topics, and p is the number of features. Their inference approach is not quadratic
in the number of records such as LSA. However, it strongly depends on the number
of iterations needed until convergence (which heavily depends on the admissible error).
One can, however, assume that l m for large corpora, making the runtime complexity
of LDA smaller than LSA.
Spatio-temporal Topic Distribution
The two topic models described above discover a number of topics q1, . . . , qk in the data.
In the probabilistic LDA model, the resulting topics are described by the distributions
p(f |q) and p(q|r).
In [Adams and McKenzie, 2012] and [Chae et al., 2012] the authors’ aim is to ex-
tract geographic phenomena from geo-referenced data. In their work, the authors first
extract a number of k topics using LDA in a pre-processing step. Using our notation of
geographic phenomena, the distribution p(f |q) represents the feature weight vector
αq = (p(f |q))f∈F . (6.17)
The spatio-temporal distribution of the phenomena is extracted from p(q|r) by aggregat-
ing the geographic information of the records. For this, a weighted histogram approach
is used
zq(c) =
∑
r∈R
1{rc ∈ c} p(q|r). (6.18)
We call this the topic-pivot approach, since the topics are first extracted and then, the
spatio-temporal distribution is determined on the basis of the topics. Note that in the
LSA approach we can represent the feature weight vector by the columns of UD,
αq = coli(UD). (6.19)
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The topic weights of a record, represented in the columns of V> are not strictly positive.
Hence, there is no well-defined technique to extract the spatial distribution zq(c) for topic
q. We can, however, use the transformation proposed in Section 6.2, to extract a positive
value range for the feature weights.
6.3.3 Geographic Topic Models
The topic-pivot approach extracts topics without taking the geographic information of
the records into account. Extensions to topic models have been proposed that make use of
additional attributes in the data, however. Such attributes include temporal information,
such as the document creation time [Blei and Lafferty, 2006; Hong et al., 2011; Wang
et al., 2008], and geographic information, such as associated GPS coordinates [Hong
et al., 2012; Yin et al., 2011] (see Section 3.2.7 for more examples of spatio-temporal
topic models). Even if these topic models are primarily meant to describe document
topics, they can be used for geographic phenomenon discovery, if the models allow to
extract spatio-temporal distributions of the topics.
Latent Geographic Topic Analysis (LGTA)
For the comparative evaluation, we use the model proposed in [Yin et al., 2011], since it
represents a straightforward extension of PLSA for geo-referenced documents. Moreover,
it is based on simple geo-referenced records, different from models that take additional
domain-specific attributes like language, links, or social networks into account.
To realize a spatio-temporal topic model, the authors introduce the concept of a
region. Each region l ∈ L is represented by a Gaussian distribution in spatial space DC
Gaussian(c;µl,Σl). (6.20)
The textual topics are now extracted on the basis of the features occurring in the regions
instead of the documents. By this, the model is actually a combination of a Gaussian
mixture model and PLSA. The generative process to create the geo-referenced data
source can be described as
For each document r ∈ R
Sample a region from region importances l ∼ Discrete(γ)
Sample a document location from the region rc ∼ Gaussian(µl,Σl)
For each word f ∈ rF :
Sample a topic from the region topic importances q ∼Multinomial(φl)
Sample a word from the topic importances f ∼Multinomial(θq)
The following probabilities are describe by the model
p(f |q) = θq. (6.21)
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This is the importance of the features f ∈ F for a topic q and is denoted in our notation
as
αq = (p(f |q))f∈F . (6.22)
The distribution of a topic in geographic space is described by the regions l ∈ L. The
probability at any point c ∈ DC for a given region l is given by
p(c|l) = Gaussian(c;µl,Σl) (6.23)
and the importance of a topic for a region is given as
p(q|l) = φl. (6.24)
Note that the regions represent a Gaussian mixture model with the region importances
p(l) = γ. (6.25)
The distribution of a topic in space is thus given as
p(c|q) =
∑
l∈L
p(c|l) p(q|l) p(l), (6.26)
which we describe in our notation as
zq(c) = p(c|q). (6.27)
Runtime Complexity. The authors use a nested EM approach to estimate the pa-
rameters of the model. The runtime complexity of this approach is stated as
O(l1(kmp+mh+md+ l2kmp)), (6.28)
where l1 and l2 are the number of iterations needed for the outer and the inner EM loop
to converge, respectively, m is the number of records, p is the number of features, h is
the average number of features per record, and k is the number of topics. Again, the
runtime complexity heavily depends on the number of iterations l1 and l2, but is linear
in the number of records m. Hence, if a weak convergence criterion is used this approach
can be seen as efficient for large data sets.
6.4 Dimensionality Reduction
The previous approaches use the documents directly. We now propose techniques to
extract geographic phenomena from a geographic feature matrix. We call these methods
latent geographic feature models. These models have the following advantages:
• The signals of the candidate features can be extracted using sophisticated feature
signal extraction models as shown in Chapter 4. This includes the handling of user
redundancy, influence of the background distribution, robustness, and appropriate
scale level selection.
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• Features can be filtered and selected using appropriate geographic feature compar-
ison tasks in a pre-processing step.
• The candidate signals can be appropriately normalized in a pre-processing step. We
show that appropriate normalization allows to extract latent geographic features
of different spatio-temporal type.
The above benefits are a result of defining geographic phenomenon discovery as a sub-
task in the geographic feature mining framework (see Chapter 3). There, instead of
building complex models whose primary aim is to model documents, terms, or other
corpus information, we focus on the spatio-temporal signals and their spatio-temporal
semantics, and provide intuitive and domain-specific techniques to extract geographic
knowledge.
In the following, we first introduce the main objectives of dimensionality reduction
in vector-space data representations. Then, we review the semantics of a geographic
feature matrix. Finally, we detail three selected dimensionality reduction techniques,
and discuss their semantics in the context of geographic phenomenon discovery.
6.4.1 Background
Dimensionality reduction tries to project data points of a high-dimensional data matrix
X ∈ Rn×p, with n = p or even n < p, onto a low-dimensional subspace X˜ ∈ Rn×k,
with k  p. One way to accomplish such a task is to select features from the data
matrix. Such a selection can be based on heuristics or on feature selection algorithms in a
supervised learning context [Guyon and Elisseefi, 2006]. In the latter case, those features
are selected that increase the performance of a predictive model. Our aim is, however, to
extract features in an unsupervised fashion. Such techniques are known as unsupervised
feature selection [Guyon and Elisseefi, 2006] or feature extraction approaches [Bishop,
2006, p. 2].
Latent feature extraction is a popular technique in exploratory data analysis. There,
the aim is to study unobserved (latent) characteristics of the data. Our input data is
made of spatio-temporal cells, with the dimensions being geographic feature candidate
signals. The extracted latent features thus represent a subspace of the feature candidate
dimensions.
We discuss the application of principal component analysis (PCA), independent com-
ponent analysis (ICA), and sparse PCA (SPCA) as dimensionality reduction techniques.
PCA and ICA are among the most popular techniques (see [Bishop, 2006, p. 561] and
[Hastie et al., 2009, p. 558]). The application of ICA as an explorative feature extraction
technique is also known as projection pursuit [Hastie et al., 2009, p. 557]. We then dis-
cuss SPCA as a recent technique proven useful for high-dimensional data [Hastie et al.,
2009; Peter and Van de Geer, 2011; Zou et al., 2006].
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6.4.2 Geographic Feature Matrix
The input to vector-space based dimensionality reduction techniques is an n × p ma-
trix with the n rows representing the observations, and the p columns representing the
attributes. In our task, the input is a geographic features matrix, where the n rows
represent cells in a discrete spatio-temporal domain (also called data points or locations
in the following), and the p columns represent the feature candidates
ZL,F ∈ Rn×p+ . (6.29)
Using dimensionality reduction, the input matrix is transformed into a low-dimensional
representation
ZL,Q ∈ Rn×k, (6.30)
with k  p. We assume that the essential statistical structure of the matrix ZL,F
is preserved in the low-dimensional matrix ZL,Q, such that the resulting latent features
exhibit informative and distinct information about geographic phenomena. The columns
of the low-dimensional matrix represent the latent geographic feature signals zq1 , . . . , zqk .
In addition, the techniques return a feature weight vector for each latent dimension
αq1 , . . . ,αqk , which allows to describe the latent feature on the basis of the candidate
features.
For our input data, the feature signals are treated as a high-dimensional measurement
over the spatio-temporal cells in a lattice. Since these candidate features are assumed to
be noisy, exhibiting redundant information, or no essential geographic semantics at all
(e.g., by just following the background distribution), the aim of dimensionality reduction
is to find a new set of dimensions that describe the geographic space in a more informative
way. For this, each dimension should have a distinct semantics, noise should be reduced,
and the background distribution be removed (if not done so already in the input matrix).
The different dimensionality reduction techniques proposed in the following allow to
extract such low-dimensional representations by assuming different statistical properties
of the resulting latent features.
6.4.3 Spatio-temporal Tag Clustering
First, we present a simple solution based on ordinary clustering of the signals, which
can be seen as a naive dimensionality reduction technique. In [Zhang et al., 2012b], the
authors propose a method to find clusters of tags in geo-referenced social media with
similar spatio-temporal semantics. For this, the authors create a matrix similar to the
geographic feature matrix, with the cells of discretized spatio-temporal space represented
in the rows, and the tags in the columns. The resulting clusters can hence be interpreted
as latent geographic features in our sense.
To find clusters of similar tags, the columns of the matrix are clustered using K-
means. Since the input are the spatio-temporal distributions of the tags zf1 , . . . , zfp , the
resulting k clusters q1, . . . , qk are describes by non-overlapping sets of features
{Fq1 , . . . , Fqk}, Fqi ⊆ F, Fqi ∩ Fqj = ∅∀i ∈ [1; k]. (6.31)
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The cluster centroid represents the average spatio-temporal signal over the cluster fea-
tures
zq =
1
|Fq|
∑
f∈Fq
zf . (6.32)
By using K-means, there is no notion of a feature weight vector for a cluster and the
authors in [Zhang et al., 2012b] do not consider them at all. The Euclidean distance
between the feature distribution and the cluster centroid might be used as an inverse
indicator of the weight of a feature to a cluster. However, then a Gaussian mixture
model (GMM) would be a better choice for this task.
K-Means and GMM are closely connected to PCA. However, their statistical ob-
jective in the context of dimensionality reduction is not well understood. See [Ding,
2004] for a discussion on the similarities between PCA and K-Means, and [Bishop, 2006,
p. 443] for details on the relationship between K-Means and GMM.
The major benefit of the K-means approach is the runtime efficiency for large datasets.
The runtime complexity is O(lknp), where l is the number of iterations to converge
(usually in the order of 10), k is the number of latent features, n is the number of spatio-
temporal cells, and p is the number of candidate features. Since we already compiled
the usually large number of m records in the geographic feature matrix, the K-means
approach is very fast since it is linear in the number of cells n, and the number of can-
didate features p. This runtime benefit is, however, not anymore valid if GMM is used
for the task. Because of this, we only choose K-means as an alternative to the following
dimensionality reduction approaches, since the runtime is the primary advantage.
6.4.4 PCA
PCA seeks linear combinations of the original variables (features) that maximize the
variance over the data points (cells). Those combinations describe new extracted vari-
ables and are called principal components (PCs). The first k components, ordered by
their amount of variance, are used as dimensions to approximately describe the data in
a reduced k-dimensional space.
The PCs of a geographic feature matrix Z represent the latent geographic feature
signals. In accordance to the PCA terminology, we now also use the term components to
refer to the latent geographic features. The components can be found by singular value
decomposition (SVD). For this, the matrix Z is first centered such that all columns have
zero mean. The matrix is then factorized as
Z = UDV>. (6.33)
As described in Section 6.3.2 the resulting matrices U, D, and VT represent the left
singular vectors, the singular values, and the right singular vectors respectively. By only
choosing the k largest singular values, and removing the n−k columns and the n−k rows
from U and V>, respectively, the principal components can be found in the columns of
UD, and the feature weights in the rows of V>. The feature weights are also called the
loadings of a principal component in PCA terminology.
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By using our notation for latent geographic features, the latent geographic features
signals (components) are given as the columns of UD
zqi = rowi(UD) (6.34)
and the feature weights (loadings) are given as
αqi = coli(V
>). (6.35)
The PCs have the property to be mutually uncorrelated and are ordered by their amount
of variance they contribute to describe data points. The first property means that
the latent geographic features have the least mutual correlation of all possible linear
combinations of the candidate feature signals. This is a desired property, since it leads
to highly distinctive latent geographic features. The second property induces an order
on the latent geographic features. The first latent feature describes most of the variance
in the spatio-temporal distributions of the candidate features. Hence, this variation will
be found in most of the features. In our case, this will most likely be the background
distribution, since it occurs in every signal. Hence, we can use PCA to extract the
background distribution with the first latent geographic features, and look at the other
k − 1 latent features as describing distinct geographic semantics.
PCA was successfully used for dimensionality reduction for other kind of data. For
example, to extract latent dimensions in microarray data [Zou et al., 2006] or in images
showing faces [Turk and Pentland, 1991]. For all these kinds of data, PCA extracts a
small number of dimensions that sufficiently explain the data records. These dimensions
are also called prototypes [Hastie et al., 2009, p. 459], since they represent prototypi-
cal dimensions of the input data. For the microarray data, these prototypes are also
called Eigen-genes [Zou et al., 2006], and for the face-image data Eigen-faces [Turk and
Pentland, 1991].
We can use the same terminology and call the low number of latent geographic
features the geographic Eigen-features, in the sense of being a prototypical dimension to
describe geographic space.
Runtime Complexity. PCA is based on the SVD of the geographic feature matrix.
As stated in Section 6.3.2, the runtime to decompose an n× p matrix is
O(np2). (6.36)
Hence, PCA is linear in the number of spatio-temporal cells in the lattice and quadratic
in the number of feature candidates. Thus, a very large set of candidate features (in
the order of thousands) should first be reduced using domain-specific feature selection
strategies (such as proposed in Chapter 5) to efficiently compute the PCs.
6.4.5 ICA
Independent component analysis (ICA) is a technique to separate a multivariate signal
into source components that are mutually statistical independent, rather than statisti-
cally uncorrelated [Hastie et al., 2009, p. 557]. The source components correspond to the
6.4. Dimensionality Reduction 149
principal components in PCA, and hence to the latent geographic feature signals. The
statistical independence between the latent features, enforced by ICA, is an even more
strict assumption between distributions than non-correlation. This property of ICA has
been successfully exploited to distinguish individual speakers in audio signals, to reduce
noise in images, for latent factor discovery in financial data, and to extract basis face
representations (similar to Eigen-faces) for face recognition [Bartlett et al., 2002; Hyva¨ri-
nen and Oja, 2000]. In all those applications a representation of the original signal by
statistical independent source components captures essential structure in the data by a
small number of dimensions.
Given a n× p data matrix Z, ICA is described as the factorization
Z> = AS, (6.37)
where A ∈ Rp×p is the mixing matrix, and S ∈ Rp×n is the source matrix. The rows of
S represent the source components (similar to the principal components in PCA), and
the columns of A the mixing coefficients (similar to the loadings in PCA).
An ICA algorithm needs to compute both matrices, A and S. This is achieved by
computing a un-mixing matrix W ∈ Rp×p with the property
S = WZ> (6.38)
and
A = W−1. (6.39)
The FastICA algorithm to compute the un-mixing matrix as proposed in [Hyva¨rinen
and Oja, 2000] is shown in Algorithm 6.1.
Applying ICA to a geographic feature matrix finds a set of statistically independent
latent geographic features. The mapping is given as
zqi = rowi(S) (6.40)
and
αqi := coli(A). (6.41)
ICA has the property that the source components are mutually independent which cor-
responds to both, non-Gaussian nature and low entropy of the distributions zq(c), q ∈ Q.
ICA finds the same number of source components as there are input features. To ex-
tract a smaller number of source components the dimensionality of the input is reduced
to k dimensions using PCA in a pre-processing step. Then, ICA is performed on this
low-dimensional representation.
In the context of a geographic features matrix, independence between latent ge-
ographic features can be stated as follow: Two latent geographic features zqi(c) and
zqj (c) are independent if, for all cells c1, . . . , cn, we are not able to predict the signal
zqi(c) on the basis of the signal zqj (c), and vice versa. Hence, the latent features should
contain no redundant information about each other.
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Algorithm 6.1 FastICA Algorithm.
Input:
• Transposed geographic feature matrix (input matrix) X = Z> ∈ Rp×n where each
column is an p-dimensional sample.
• Functions g(f), g′(f). The function g(f) applies the transformation tanh(x) to each
element of the vector f . The function g′(f) applies the transformation 1− tanh2(x)
to each element of the vector f . See [Hyva¨rinen and Oja, 2000] for details about
these choices and alternative functions.
Routine:
for i ∈ [1; p]
Create vector wi ∈ Rp×1 with random values
wi = wi/
√∑p
j=1w
2
ij
while wi changes
t = w>i X
wi =
1
nXg(t)
> − ( 1n
∑n
j=1 g
′(t)j)wi
wi =
∑i
j=1 w
>
i wjwj
wi = wi/
√∑p
j=1w
2
ij
Output: W = (w1, . . . ,wp)
Other than PCA, the components of ICA have no natural order. If the number
of extracted latent geographic features is small, such that an analyst can easily tra-
verse through the complete result, ICA will work as an exploratory tool. However, if
the number of latent features is large, the analyst should be guided by a score of the
meaningfulness of the latent features. In such a setting, the extracted latent geographic
features can be ordered according to a given criterion. For example, by the similarity
to the background distribution (see Section 5.2), by the aggregated dominance of the
features in the input data (see Section 3.5.2), or by the representativeness of the signal
in a spatio-temporal window (see Section 3.5.3).
Runtime Complexity. In [Hyva¨rinen and Oja, 2000], the authors propose a fix-point
iteration scheme to compute the independent components called FastICA. The authors
do not specify the runtime complexity of the algorithm explicitly, however, we state the
following runtime complexity on the basis of Algorithm 6.1
O(pl(np+ np+ p2 + p)) = O(pl(2np+ p2 + p)) = O(p2l(n+ p)), (6.42)
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where l is the number of iterations needed for convergence of the wis, n is the number of
cells in the lattice, and p is the number of features. The number of iteration to converge
is usually very small (in the order of 10), as stated by the authors and observed by our
experiments using the scikit implementation1.
To extract the independent components, the input matrix must first be reduced by
PCA. Hence, the total runtime of ICA is
O(np2 + k2l(n+ k)), (6.43)
where k is the number of components to be found. Note that k  p. Hence, the runtime
of the FastICA routine will become much faster resulting in a small runtime overhead
compared to PCA.
6.4.6 Sparse PCA
In PCA and ICA, the resulting latent geographic features are assumed to be combinations
of all candidate features. Hence, a latent geographic feature will have a non-zero feature
weight for almost all of the features, with many of the feature candidates having weights
close to zero. From an exploratory point of view it would be more meaningful to represent
a latent geographic feature by only a few high-informative feature candidates.
From a statistical point of view, such a sparsity assumption has many advantages.
High-dimensional statistics suffers from the problem that not enough observations exist
to describe the dependencies between a large number of variables. A recently introduced
concept is the assumption of sparsity of the underlying latent dimensions. Hence, a latent
dimension is only made of a few variables with weights different from zero. Given this
assumption, less data is needed to estimate the model [Peter and Van de Geer, 2011].
In SPCA, the PCs are described by a maximum number of v variables, with v  p.
SPCA was introduced in [Zou et al., 2006]. The authors propose a regularized linear
regression approach to estimate the principal components and the loadings, called the
elastic net. This approach expects a vector of sparsity parameters
λ = (λ1, . . . , λk), (6.44)
where λi denotes the number of features that should have a non-zero loading for the
principal component i. Interestingly, these parameters induce a trade-off between spar-
sity and the amount of variance that is captured by the components [Zou et al., 2006].
Hence, the analyst can decide to let the principal components capturing most of the
variance (large λi) or to have a more meaningful interpretation according to the feature
candidate weights, but slightly redundant latent geographic feature results.
The mapping of sparse PCs to latent geographic features is the same as in PCA. The
sparsity assumption results in latent geographic features (zq,αq) having only v or less
features with a weight different from zero in αq.
1https://github.com/scikit-learn
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Algorithm 6.2 Sparse PCA Algorithm.
Input:
• A centered geographic feature matrix Z ∈ Rn×p.
• A vector of sparsity numbers λ = (λ1, . . . , λk) for each principal component.
• A global penalty λ being set to a small value.
Routine:
Compute the principle component loadings A = (a1, . . . , ak) = V
> using the SVD
Z = UDV>
Until convergence of A
for j ∈ [1; k]
βj = argmin
β
(aj − β)>Z>Z(aj − β) + λ||β||2 + λj ||β||1
Set B = (β1, . . . , βk)
Compute SVD of Z>ZB = UDV>
Update A = UVT
Runtime Complexity. The algorithm to estimate the sparse principal components
is shown in Algorithm 6.2. The runtime of SPCA using elastic net regularization as
reported in [Zou et al., 2006] is
O(lk(pvn+ v3)), (6.45)
where l is the number of iterations needed until convergence, k is the number of latent
features, p is the number of candidate features, v is the number of non-zero coefficients,
and n is the number of spatio-temporal cells. As for the previous approaches, the algo-
rithm heavily depends on the number of iterations needed until convergence. However,
as the authors state and as observed in our experiments, the number of iterations is very
small. Note that for a high sparsity (small v) the algorithm is efficient even for a huge
number of features p.
6.5 Comparative Experiments
In this section, we present a comparison of the different geographic phenomenon discov-
ery approaches introduced in the previous section. For this, we first describe the user-
generated data sources used for evaluation and detail the comparison criteria. Then, we
conduct a qualitative evaluation of all approaches with respect to the informativeness
and the distinctiveness of the extracted phenomena. Afterwards, we focus on a compari-
son between the proposed dimensionality reduction approaches and then, quantitatively
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Figure 6.1: Total number of distinct users of the US and LA Flickr data set in log-scale
aggregated using a geo-rectangular grid with δS = 1.0 (111 km) and δS = 0.01 (1.11
km), respectively.
evaluate the impact of normalization on the resulting phenomena types. Finally, we use
the most promising technique (SPCA) for an exploratory analysis of the Los Angeles
(LA) area. The results show that SPCA-based phenomenon discovery is a valuable tool
for data analysis and geographic knowledge discovery.
In our experiments we only focus on the extraction of spatial phenomena. Hence,
we use only a single infinite interval to describe the temporal dimension, resulting in
purely spatial signals. The reasons for this restriction are as follows: (1) The number
of spatio-temporal bins would be much larger in a spatio-temporal setting. To extract
robust spatio-temporal feature signals we would need even more data than used for
the subsequent comparison (in the order of millions for the US area). At the time of
conducting the experiments, we did not have access to such a huge data set. (2) Spatio-
temporal phenomena are much harder to describe and interpret. Hence, for evaluating
the qualitative performance, a focus on spatial phenomena allows for a more meaningful
comparison.
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Flickr US Flickr LA
# rec m 5,976,689 245,312
# features p 30,323 (695 filtered) 58,141 (3235 filtered)
# users 3,081 5,796
Area DS US bounds LA city bounds
(-124.87,25.25,-52.61,50.06) (-124.87,25.25,-52.61,50.06)
Interval DT [Jan-2008, Jan-2011) [Jan-2010, Jan-2012)
Grid δS = 1.0 (111 km) δS = 0.01 (1.11 km)
72× 24 = 1728 cells 43× 25 = 1075 cells
Table 6.1: Flickr data set statistics.
6.5.1 Data and Setup
As input data we use geo-referenced documents retrieved by the Flickr API2. For this,
we collected photos from a query over the US area within the time interval Jan-2008
to Jan-2011, and from a query over the Los Angeles (LA) area for the time interval
Jan-2010 to Jan-2012. The details of the data sets are given in Table 6.1.
We create a geographic feature matrix ZL,F using the count-based user model pro-
posed in Section 4.3.2. The spatial lattice is based on a geo-rectangular grid. We use
a cell-width δUS = 1.0 for the US-area and δLA = 0.01 for the LA-area, resulting in a
lattice of size nUS = 1728 and nLA = 1075. As features, the tags associated with the
geo-referenced photos have been used. Those textual tags are mostly self-describing,
allowing for a meaningful interpretation of the phenomenon semantics. From both data
sets we removed those features (tags) that occur in less than 5 cells and whose user
contribution over all cells is less than 10. This results in |FUS | = 695 and |FLA| = 3235
features. Figure 6.1 shows the spatial distribution of user counts for both data sets.
We do not use a background-normalized input (such as proposed in Chapter 4), to (1)
test the intrinsic ability of the models to cope with a background-polluted distribution,
and (2) to allow for a fair comparison to the document-centric approaches (which are not
able to use a priorly normalized signal). Note that this pre-processing ability is a great
advantage of the latent geographic feature extraction approaches and relies on the input
being a pre-processed geographic feature matrix, instead of the documents themselves.
6.5.2 Comparison Criteria
As mentioned in Section 6.2, geographic phenomenon discovery should result in a small
number of informative and distinct geographic phenomena. Since a phenomenon is
represented by a spatial signal and a description (extracted from the features having the
highest weight), the evaluation should take both of them into account. In the following
we clarify the criteria to judge about good and bad results:
2http://www.flickr.com/services/api
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• Discriminative spatial signal : The extracted spatial signal of a phenomenon should
clearly describe high and low intensity areas. A good signal will clearly assign a
high value to those regions where the phenomenon occurs, and zero to the other
parts. Moreover, high intensity areas should be contiguous, without gaps or noisy
peaks.
• Meaningfulness of description: The description, extracted from the features of
highest weight, should represent a meaningful geographic process or entity. We
distinguish between features having landmark semantics and regional semantics
(see Chapter 5). Consequently, the phenomena can be more landmark-ish or re-
gional. Landmark semantics are represented by placename features, such as city
or country names (’newyork’, ’california’). Regional semantics are represented by
attribute features such as ’nature’, ’water’, ’mountain’, etc. Furthermore, global
features are supposed to have no geographic meaning in the area of interest at all.
In Figures 6.2 to 6.8 we grayed-out the global features, since they are supposed to
have no value to describe the semantics of a phenomenon. A phenomenon having
a huge number of global features with high weight is considered a bad result. The
following tags are supposed to have global semantics within the US and/or LA
area:
Global area features: ’us’, ’usa’, ’america’, ’unitedstates’, ’northamerica’ (in
the US area), additionaly, ’la’, ’los’, ’angeles’, ’losangeles’, ’california’ (in the
LA area).
Years: ’2008’, ’2009’, ’2010, ’2011’.
Camera names and photo properties: ’nikon’, ’canon’, ’iphone’, ’olympus’,
’fuji’, ’nikkor’, bw’, ’color’, ’photo’, ’image’, ’hdr’, ’d90’, ’d700’, ’d5000’, ’geo-
tagged’.
Service names: ’instagram’, ’instagramapp’, ’iphoneography’, ’hipstamatic’.
• Signal-description coherence: The extracted signal and the description should be-
long to each other. If a description contains placenames and the signal has no
intensity at these locations, this is considered a bad result.
• Phenomenon redundancy : Within the set of extracted phenomena, their semantics
(represented by the description-signal combination) should be distinct from each
other. A result with many redundant phenomena is considered a bad result.
6.5.3 Parameter Selection
All of the reviewed and newly introduced approaches for geographic phenomenon dis-
covery need a parameter k to specify the number of phenomena to be extracted. This
important parameter has a direct impact on the quality of the results. Choosing a too
large k will lead to a huge number of non-informative and redundant phenomena, choos-
ing a too small k results in a few phenomena that reflect the landmarks with the most
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user contributions (e.g., New York, Los Angeles), along with a phenomenon reflecting
the background distribution.
Basically, choosing k can be done by evaluating the results over a range of choices.
Given an appropriate quantitative measure, this selection process can be automated by
an exhaustive search over a fine-grained parameter space. However, for the problem of
geographic phenomenon discovery, we have not been able to develop a suitable quanti-
tative measure. Instead, we presented a number of qualitative criteria to judge about
the informativeness of the results in the previous section. For the following experiments,
we run the phenomenon discovery tasks using a small number of promising parameter
choices,
k ∈ (10, 20, 50, 100). (6.46)
We selected the parameter that results in the most informative results using ICA and
SPCA. Then, we compared the results by using the same parameter value for all ap-
proaches. We also tested other parameter choices for the LGTA and the topic-pivot LDA
approach. However, we have not been able to extract more informative results than by
using the parameter as detected above.
In general, finding a promising quantitative measure to evaluate the quality of geo-
graphic phenomenon discovery is a highly interesting direction of future research. We
discuss this problem in the conclusions in Section 7.2.
6.5.4 Comparison of all Approaches
We use a user-count based geographic feature matrix Z as input for the dimensional-
ity reduction and clustering approaches. For the document-centric approaches (LDA,
LGTA) we use the geo-referenced tag sets directly. Thereby, we remove those features
(tags) from the sets that have been removed from the geographic feature matrix. We
found a parameter value of k = 20 to result in the most informative phenomena for the
two data sets.
We use the identifier <approach-n> to refer the the nth extracted phenomenon of a
particular approach. The corresponding phenomena are given in the Figures 6.2 to 6.8.
PCA. By using PCA, the extracted geographic phenomena are ordered by the amount
of variance they describe in the geographic feature space. Because of this, the phe-
nomenon PCA-1 follows the background distribution of the data, since locations are pri-
marily distinguished by the intensity of signal. The description indicates that ’newyork’,
’california’, ’sanfransico’, and ’city’ are dominant in the records and closely describe the
total variation of the spatial signal.
In the other extracted phenomena we find landmarks, e.g., PCA-2 (California), PCA-
6 (Florida), PCA-7 (Canada), or PCA-18 (Arizona). However, some phenomena have a
mixed landmark semantics, e.g., PCA-3 (Chicago, LA, Washington) or PCA-4 (Chicago,
San Franciso). Moreover, the landmark features occur redundantly in several phenom-
ena, e.g., ’sanfrancisco’ in PCA-1, PCA-2, and PCA-4.
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The spatial signals are not very discriminative. They show several positive and
negative peaks, which prevents segmenting the signal into high and low intensity areas.
This is based on the fact that PCA extracts signals with strong positive and negative
values.
ICA. Other than for PCA, the ICA results show highly discriminative spatial signals.
Each signal has clear high and low intensity areas. All phenomena describe small to
medium sized landmarks, e.g., ICA-1 (Pennsylvania), ICA-2 (Seattle), ICA-3 (Florida),
ICA-4 (Oregon), etc. The descriptions show a mixture of landmark features (place
names) and regional features (’landscape’, ’nature’, ’beach’, etc.) that are character-
istics for the area. This shows that ICA combines feature candidates with different
distributions, other than just picking landmark features. Finally, the resulting phenom-
ena are highly distinct from each other, and the signal-description combinations are
coherent.
SPCA. Similar to the PCA result, the phenomenon SPCA-1 can be seen as describing
the background distribution. The remaining SPCA results mainly represent landmark
phenomena, such as SPCA-2 (California), SPCA-3 (Chicago), SPCA-4 (San Franciso),
etc. The landmark phenomena are highly distinct from each other.
Since this approach uses a sparsity constraint, the resulting descriptions only have a
small number of features with a weight different from zero. SPCA-16 (Quebec landmark
feature) even only has a single weighted feature. Compared to PCA and ICA, this results
in more compact descriptions that are easier to interpret. Also, compared to PCA, this
results in much more meaningful descriptions in general. Different from the ICA result,
there exists a phenomenon SPCA-17 (’water’,’landscape’,’nature’) with pure regional
characteristics. Such regional phenomena are important if space should be segmented
into categories. Only a single phenomenon (SPCA-5) shows a mixed landmark semantics.
The spatial signals are highly discriminative, as they are in the ICA result.
K-Means. The K-Means result shows highly discriminative signals. Mostly, only a
single peak is shown with the remaining area being zero. The semantics of the phenomena
are of the landmark and regional type. A major difference to the previous results is the
number of 6 phenomena having only a single feature, and 3 having only 2 features
with a weight different from zero. These phenomena with highly sparse descriptions are
landmarks with the feature being the respective placename features. However, these
landmarks occur redundantly, such as in K-Means-9 and K-Means-13 (New York), K-
Means-3 and K-Means-10 (Chicago/Illinois). Moreover, the signals of K-Means-1, K-
Means-2, and K-Means-14 are highly similar but the descriptions are very different.
K-Means-12 shows a mixed landmark semantics (Washington and Seattle). Despite the
fact that K-Means extracts highly discriminative signals and sparse descriptions, the
result is poor because of the small number of distinct extracted phenomena and the
ambiguity of descriptions for similar spatial signals.
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LDA. The spatial signal of the LDA result are not discriminative at all. Every phe-
nomenon signal is described by an almost random number of peaks over the whole area
of interest. Also, the descriptions have no intuitive interpretation as geographic phenom-
ena. This can be expected, since the extraction of feature combinations is performed
without taking the spatial proximity of the records into account (topic-pivot approach).
LGTA. For LGTA, we show results using two parameterizations. In LGTA-A, the
record-feature counts are used directly without taking the frequencies of the features in
the corpus into account (λ = 0). In LGTA-B, the feature counts are down-weighted by
the total feature frequency (λ = 0.5). This limits the influence of features that occur
often in the records. The results of both LGTA approaches show discriminative spatial
signals. The extracted LGTA-A phenomena mainly show landmark signals. However,
the corresponding descriptions often do not relate to them. For example, LGTA-A-4
shows a peak at Chicago, however, the description has high weight for the features ’flow-
ers’, ’nature’, ’water’, ’lake’. Similarly, LGTA-A-3 shows a strong peak at California,
however, the features with high weight are ’florida’ and ’pennsylvania’. The LGTA-B
results are similar. The phenomena show less weight for frequently used place names
(such as ’newyork’, ’california’, etc.). However, the resulting phenomena still have a
mixed semantics and non-coherent signal-description combinations. We find this result
surprising, since the generative model is explicitly meant to model spatial topic distribu-
tions. However, for the given Flickr data set we have not been able to extract meaningful
phenomena.
Evaluation. Given the results from the different approaches, we find ICA and SPCA
to perform best. The resulting phenomena have meaningful semantics, the spatial signals
are highly discriminative, and the signal-description combinations are coherent. Inter-
estingly, PCA fails to extract good phenomena, despite being very similar to SPCA and
ICA. Hence, the sparsity constraint as well as the independence assumption between
signals turn out to be promising modeling concepts. K-Means performed well in ex-
tracting single features with landmark semantics. However, the resulting phenomena
are not distinct from each other. Moreover, K-Means extracts phenomena with similar
spatial signals but different descriptions, which shows that this approach fails in suitably
combining the feature candidates. For our used Flickr data set, LDA fails completely in
extracting informative phenomena and LGTA lacks in signal-description coherence and
distinctiveness.
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(a) Phenomena 1-10 (b) Phenomena 11-20
Figure 6.2: All extracted PCA phenomena from US Flickr data set (k = 20).
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(a) Phenomena 1-10 (b) Phenomena 11-20
Figure 6.3: All extracted ICA phenomena from US Flickr data set (k = 20).
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(a) Phenomena 1-10 (b) Phenomena 11-20
Figure 6.4: All extracted SPCA phenomena from US Flickr data set (k = 20).
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(a) Phenomena 1-10 (b) Phenomena 11-20
Figure 6.5: All extracted K-Means phenomena from US Flickr data set (k = 20).
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(a) Phenomena 1-10 (b) Phenomena 11-20
Figure 6.6: All extracted LDA phenomena from US Flickr data set (k = 20).
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(a) Phenomena 1-10 (b) Phenomena 11-20
Figure 6.7: All extracted LGTA phenomena from US Flickr data set (k = 20, λ = 0).
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(a) Phenomena 1-10 (b) Phenomena 11-20
Figure 6.8: All extracted LGTA phenomena from US Flickr data set (k = 20, λ = 0.5).
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(c) LA SPCA
Figure 6.9: Three selected phenomena extracted from the LA Flickr data set using
PCA, ICA, and SPCA (k = 20). See Section 6.5.5 for a discussion about the unique
characteristics.
6.5.5 Dimensionality Reduction Comparison
We now compare the three dimensionality reduction approaches PCA, ICA, and SPCA
to evaluate the impact of the different statistical assumptions. For this, we select three
phenomena from the SPCA results using k = 20 and find the most similar counterparts
in the PCA and ICA results on the basis of their spatial signals. Then, we compare the
descriptions to each other. We now use a log-normalized input signal. Figure 6.9 and
Figure 6.10 show the three selected phenomena for each technique and for both data
sets, respectively.
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(c) US SPCA
Figure 6.10: Three selected phenomena extracted from the US Flickr data set using
PCA, ICA, and SPCA (k = 20). See Section 6.5.5 for a discussion about the unique
characteristics.
In the LA data set, the selected SPCA-phenomena candidates can be described as
having city, hollywood, and (venice) beach semantics. For PCA, we have to choose
the first three extracted phenomena ordered by their variance, because only the first
phenomenon has a meaningful signal. This can be explained by the fact that the geo-
graphic feature matrix Z is under-specified (p > n). Although it is possible to extract
principal components, it is not well-defined for such cases. This results in noisy and
non-informative phenomena except for the first one, which just follows the background
distribution.
ICA extracts more informative phenomena and the selected candidates from the
SPCA results are found. We see that the city phenomenon is described by features having
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global semantics (’losangeles’,’square’). Consequently, it is similar to the background
distribution (see Figure 6.1 for baseline in log-scale). The hollywood phenomenon has
a signal around the Hollywood area. It is only described by a single representative
feature (’hollywood’), with the rest of the features having global semantics. The beach
phenomenon has a signal around Venice beach (lower-left of the map) and is described
by the features ’beach’, ’venice’, ’water’ and ’venicebeach’. Less representative global
features are ’california’ and ’losangeles’.
Differently, SPCA extracts highly informative phenomena with distinct characteris-
tics. The features are less polluted by global features like ’losangeles’, ’california’, or
’instagramapp’. The city phenomenon features are highly informative for an inner city
environment (’art’, ’street’, ’graffiti’, ’food’). The hollywood phenomenon features are
highly specific for this area (’hollywoodboulevard’, ’walkoffame’, ’star’). Furthermore,
SPCA also extracts other phenomena close to the Hollywood area (universal studio, grif-
fith park; see Figure 6.13), which we will present in Section 6.5.7. The beach phenomenon
is highly informative for the coastal environment found at Venice beach (’beach’, ’sunset’,
’sky’, ’blue’, ’ocean’) and is not polluted by global features at all.
From the US data set we select the SPCA-phenomena nature, coast, and desert re-
gion for comparison. Here, the geographic feature matrix ZL,F has a smaller number
of features, with n > p, resulting in more meaningful results for PCA. PCA extracts a
nature phenomenon with dominant signal on the west coast. It is strongly influenced by
global features (’usa’, ’california’). ICA extracts the nature phenomenon with a signal
better distributed over the US, with high intensities in the mountain regions. Still, the
phenomenon shows high weights for non-informative global features (’usa’,’geotagged’).
SPCA extracts the phenomenon with a signal distributed evenly in the mountain areas.
All features are highly informative for the regions (’landscape’, ’mountain’, ’national-
park’, among other). The same observations hold for the extracted coast phenomenon
and the desert region phenomenon.
Evaluation. For the input data sets and the selected phenomena we see that SPCA re-
sults are highly informative regarding their signal distribution and their feature weights.
ICA performs better than PCA, with PCA being useless if the geographic feature ma-
trix is not of full rank (p > n). This shows that modeling the feature weights as sparse
vectors plays a key role in extracting informative phenomena.
6.5.6 Normalization
Normalization of the geographic feature matrix has a strong impact on the characteris-
tics of the resulting phenomena. Without normalization, the discovered phenomena are
dominated by features having intense peaks. Those features are found at locations with
high user contributions (large cities, populated places) and mostly describe landmarks
(city-names, place-names). The extracted phenomena then have landmark characteris-
tics with features being informative for this area.
Logging reduces the impact of the peaks, resulting in less impact of these landmark
features. The resulting phenomena are hence less dominated by landmark-ish features.
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Figure 6.11: Selected SPCA phenomena (k = 20) with highest weight of the feature
’beach’ extracted using non-normalized input (top), logged input (center), and binarized
input (bottom). The ’beach’ phenomenon for the non-normalized input describes a
landmark (’California’), while the ’beach’ phenomenon for the binarized input describes
a regional feature (coastal regions in the US).
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Figure 6.12: Boxplot of entropies of phenomena signals using different approaches and
normalizations (k = 20). A small entropy indicates a landmark signal, large entropy
indicates a global signal. The SPCA signals show the strongest effect on an increasing
normalization level of the input matrix.
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Binarization diminishes the impact of peaks, resulting in extracted phenomena with high
weights for features that are widely distributed in the area of interest (corresponding to
regional semantics).
Figure 6.11 shows the extracted phenomena (SPCA) with highest weight for the
feature ’beach’ in the US data set using non-normalized, log-normalized, and binarized
input, respectively. The non-normalized phenomenon shows a signal in California, which
is the area with highest user contributions for the beach feature. However, the most dom-
inant features are the landmark features ’california’ and ’sanfrancisco’. The phenomenon
can hence be described as a California landmark phenomenon, with ’beach’ being a rep-
resentative feature. Using logged input, the signal is spread on both coasts, still with
a higher intensity on the West Coast. The features are not dominated by landmark
features anymore but represent coastal features. Using binarization, the signal is evenly
distributed on both coasts. Moreover, informative coastal features like ’ocean’, ’beach’,
’sea’, and ’boat’ have higher weights (compared to the logged input).
Evaluation. In an explorative task the user might want to discover more landmark-
ish, regional, or global phenomena. We use the strength of normalization as a parameter
of geographic phenomenon extraction. Figure 6.12 shows the impact of normalization
to the entropies of the signal distributions of k = 20 extracted phenomena in a box
plot. Recall that a signal with low entropy corresponds to a landmark feature, while
a signal with high entropy corresponds to a global feature (see Section 2.2.5). We see
that ICA and SPCA respond to the log and bin normalization with higher entropies.
Thereby SPCA responds much better than ICA. No response can be seen for PCA.
Hence, SPCA is the primary candidate for explorative settings, according to (1) the
informativeness of the extracted phenomena, and (2) the response to geographic feature
matrix normalization.
6.5.7 Exploratory Analysis
We finally present some interesting discovered phenomena for the LA data set using the
best performing technique, SPCA. Figure 6.13 and Figure 6.14 show five selected phe-
nomena using log and bin normalization, respectively. The log normalized phenomena
correspond to interesting landmark phenomena in the LA area. We discovered three
interesting phenomena for Hollywood (universal studios, griffith park, hollywood boule-
vard), a little tokyo phenomena around the central station, and an airport phenomena.
Other phenomena not presented here are: venice beach, downtown, passadena, lacma,
among others. Note that, although those phenomena are discovered in an unsuper-
vised fashion from a noisy geographic information source, they are highly informative to
explore the LA city area.
Using bin normalization, the extracted phenomena show more regional characteris-
tics. They can be understood as attributes of geographic space. The phenomena can
be labeled as: inner city, going out, tourist related, walking, and nature. Interestingly,
the tourist phenomenon has a high signal around the presented LA-landmark phenom-
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universalstudios 0.90 
 studios 0.35 
 movie 0.17 
 park 0.16 
 water 0.09 
 universal 0.05 
 hollywood 0.02 
 light 0.01 
griffithobservatory 0.82 
 griffith 0.33 
 griffithpark 0.29 
 hollywood 0.22 
 observatory 0.20 
 skyline 0.19 
 sunset 0.06 
 night 0.02 
hollywoodboulevard 0.75 
 walkoffame 0.40 
 star 0.32 
 theater 0.30 
 hollywood 0.24 
 theatre 0.17 
 street 0.04 
 hotel 0.00 
littletokyo 0.82 
 train 0.47 
 station 0.26 
 downtown 0.19 
 metro 0.11 
 street 0.04 
 losangeles 0.02 
 california 0.00 
boeing 0.58 
 airport 0.48 
 lax 0.48 
 airplane 0.32 
esinternationalairport 0.23 
 plane 0.22 
 nikon 0.01 
 2010 0.00 
Figure 6.13: Exploratory phenomenon discovery result showing five selected SPCA phe-
nomena from LA data set using logged input and k = 20.
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streetart 0.79 
 graffiti 0.50 
 mural 0.28 
 street 0.20 
 cameraphone 0.07 
 man 0.04 
 red 0.02 
 portrait 0.01 
girls 0.96 
 party 0.18 
 cars 0.14 
 green 0.10 
 trees 0.08 
 lights 0.07 
 hair 0.01 
 nikon 0.01 
tourist 0.69 
 d700 0.42 
nitedstatesofamerica 0.35 
 d90 0.34 
 vacation 0.26 
 travel 0.15 
 american 0.08 
 america 0.06 
walk 0.74 
 walking 0.59 
 metro 0.21 
 bicycle 0.18 
 streetphotography 0.17 
 sign 0.03 
 bike 0.02 
 cali 0.01 
flowers 0.83 
 nature 0.35 
 flower 0.24 
 water 0.24 
 bokeh 0.20 
 light 0.15 
 tree 0.10 
 pink 0.07 
Figure 6.14: Exploratory phenomenon discovery result showing five selected SPCA phe-
nomena from LA data set using binarized input and k = 20.
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ena. This clearly makes sense, as those landmark phenomena are of high interest to LA
tourists.
We see that an unsupervised geographic phenomenon discovery task can be used to
discover semantics of geographic space, using a source of noisy user-generated geographic
observations as input. The discovered signals are discriminative to segment the area
into regions of different semantics and describe geographic processes and entities that
are important to the area of interest.
6.6 Record-Phenomenon Relationship
In this chapter, we presented an approach to discover a small number of geographic
phenomena from user-generated data by using dimensionality reduction on a previ-
ously extracted geographic feature matrix ZL,F . We showed that phenomena discovered
using this technique are more informative than results obtained through comparable
document-centric approaches. However, different from the topic-pivot LDA model (see
Section 6.3.3) and the LGTA model (see Section 6.3.2), our approach is not modeling the
relationship between the records (documents) and the resulting phenomena explicitly.
This stems from the feature influence aggregation step when building the geographic fea-
ture matrix ZL,F (see Chapter 4). There, we loose the direct link between the features
and the records. Consequently, we also loose the relationship between the records and
the phenomena, since they are extracted by reducing the dimensions of the geographic
feature matrix.
The record-phenomenon relationship is, however, a useful property for a variety
of tasks in information organization and retrieval, for example, to support browsing of
record collections by geographic semantics, and to search for records of similar geographic
semantics by representing the records in latent (geographic) feature space. We refer
the reader to [Sizov, 2010] for a list of applications that exploit record-phenomenon
relationships, and to [Hofmann, 1999] for search in latent feature space.
In this section, we present a simple proof-of-concept technique to establish links
between records and latent geographic features that have been extracted by using our
dimensionality reduction approach. By this, we show that our approach can be used
to address problems in information organization and retrieval, despite the fact that
connections between records and phenomena are not modeled explicitly. Parts of this
section have already been published in [Sengstock and Gertz, 2012a].
6.6.1 Record Similarity Measures
To establish links between the records r ∈ R and the extracted phenomena q ∈ Q we
employ similarity measures between a record and a phenomenon. In the following, we
introduce a simple measure based on the inner product of vector-valued record repre-
sentation and the phenomena.
When extracting the geographic feature signals from the input records, we first iden-
tified a set of record features. We now use these features to represent each record by a
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bag-of-feature vector
fr ∈ Rp+. (6.47)
This vector aggregates the record feature influences as specified in Section 3.3.4. More-
over, we assume that each record has an associated discrete spatio-temporal signal, as
defined in Section 3.3.5. This spatio-temporal distribution is denoted as
zr ∈ Rn+. (6.48)
For records being geo-referenced by a single GPS coordinate, this distribution has a
single cell with a value of one, and all other cells being zero.
As introduced in Section 6.2, the extracted phenomena Q = {q1, . . . , qk} are repre-
sented by two quantities, the feature weight vectors
{αq1 , . . . ,αqk},αq ∈ Rp, (6.49)
and the spatio-temporal distributions
{zq1 , . . . , zqk}, zq ∈ Rn. (6.50)
We can now associate the records with the phenomena by comparing either the
records’ feature vector fr to the phenomenons’ feature weight vector αq, or by comparing
the records’ spatio-temporal distribution zr to the phenomenons’ distribution zq. For
this, we define two similarity functions, a feature similarity function and a geographic
similarity function. Both are based on the inner product of the respective record vector
and the phenomenon vector. The inner product is the un-normalized version of the cosine
similarity, which is the de-facto standard for similarity computations between bag-of-
word representations [Feldman and Sanger, 2007]. For this proof-of-concept approach, we
used the simpler inner product technique because of efficiency considerations. However,
the results are comparable to the cosine similarity results.
The feature similarity is defined as
sF (ri, qj) = f
>
r αq. (6.51)
The geographic similarity is defined as
sG(r, q) = z
>
r zq. (6.52)
Both similarities return high values if the record and the phenomenon vector are similar
to each other.
In the following, we use the two similarity measures to associate the records with the
phenomena, by using either the records’ feature information (the bag-of-feature repre-
sentation) or the records’ geographic information (the spatio-temporal distribution).
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6.6.2 Data and Setup
We conducted experiments on 111, 166 Wikipedia abstracts occurring within the US
area ([−124,−54]× [26, 50]). The data was downloaded from DBpedia3 and the features
have been extracted by splitting the abstracts by word boundary characters (spaces and
sentence delimiters). Only terms occurring at least 20 times in the collection have been
kept and no stopwords have been removed, resulting in |F | = 17, 266 document features
(terms). The spatio-temporal lattice is represented by a regular grid with stepwidth 1.0
degree over the US bounds, resulting in a geographic feature matrix ZL,F with |L| = 1728
rows (72× 24 grid). We normalized ZL,F to use only the binary occurrence information
of a feature (binarization) to extract phenomena with regional to global semantics.
We use ICA to extract latent geographic features, as this dimensionality reduction
technique showed promising results in the previous experiments. For the choice of the
number of phenomena to be extracted, we found that k = 10 gave the most informative
results for this data set (using the criteria proposed in the previous section).
6.6.3 Results
By using the terms and the geographic information of Wikipedia abstracts for latent
geographic feature extraction, one obtains a small number of informative geographic
phenomena. Figure 6.15 shows the spatial signals of three selected phenomena, and
Table 6.2 shows the corresponding top-10 features with highest weight (description).
Phenomenon q1 clearly represents the mountains in the US, q2 the coastal regions, and q3
can be interpreted as being related to historic-industrial places (with high signal intensity
in the east of the US). Other informative, non-presented phenomena are ’major cities’,
the ’Canadian border’, ’California’, as well as a phenomena reflecting the background
distribution.
We compute the similarity of the abstracts to the three selected phenomena using the
feature similarity sF (6.51) and the geographic similarity sG (6.52). Table 6.3 shows the
top-8 Wikipedia abstracts for each phenomenon, as determined by the feature similarity.
The corresponding geographic similarities are shown in the right three columns of the
table.
Feature Similarity. As shown in Table 6.3, the top-ranked Wikipedia abstracts for
each of the three phenomena belong clearly to the respective phenomena semantics.
E.g., ’Humback Mountain Cs.’, ’Schofied Pass Nevada’, and ’Schofied Pass Nevada’ are
clearly associated with the mountain phenomenon. As well are ’Bay Island Bermuda’,
’North Dumpling Light’, and ’Long Beach Light’ clearly associated with the coast phe-
nomenon. The document-centric approaches model the association between a record
and a phenomenon by a weight distribution, and select the top-weighted phenomenon
or phenomena as the respective labels. Here, we can use the same approach, by choos-
ing the phenomenon with the highest similarity score. By this, we are able to label
3http://dbpedia.org
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(a) Mountains
(b) Coast
(c) Historic
Figure 6.15: Geographic phenomenon signals of three selected phenomena extracted
from the geo-referenced Wikipedia abstracts using ICA and k = 10. The signals show
very distinct distributions from each other, representing the mountain areas, the coast
areas, and the historic-industrial regions in the US.
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q1: Mountains q2: Coast q3: Historic
mountains mountain sum-
mit peak wilderness hiking
range forest flows highest
bay coast islands penin-
sula beach island port
coastal boat ocean
steel cementery trains
1900 joseph mills society
pennsylvania tracks cost
Table 6.2: Geographic phenomenon descriptions of three selected phenomena extracted
from the geo-referenced Wikipedia abstracts using ICA and k = 10. The table shows
the top-10 weighted features of the three selected phenomena q1, q2, and q3. By the
semantics of the terms, the phenomena have been labeled ’Mountains’, ’Coast’, and
’Historic’, respectively.
Wikipedia Articles sF (r, q1) sF (r, q2) sF (r, q3) sG(r, q1) sG(r, q2) sG(r, q3)
Humback Mountain Cs. 0.16 0.03 0.07 5.78 -0.16 -0.85
Schofield Pass Nevada 0.15 0.03 0.05 -0.06 -0.04 -0.26
Schoflied Pass Wyoming 0.15 0.02 0.06 0.15 -0.42 0.21
Red Mountain Cascades 0.14 0.04 0.07 5.78 -0.16 -0.85
Conjeos Peak 0.13 0.03 0.05 0.58 -0.71 -0.08
Red Mountain Rossland 0.12 0.05 0.06 1.42 -0.30 0.00
Willow Creek Pass Col. 0.12 0.04 0.05 2.01 -0.32 0.06
Stampeda Pass 0.12 0.05 0.05 5.78 -0.16 -0.85
Bay Island, Bermuda 0.03 0.12 0.04 0.03 3.17 -0.97
North Dumpling Light 0.05 0.11 0.06 1.47 6.31 4.85
Long Beach Light 0.06 0.11 0.05 -1.71 3.72 0.24
Mapeque Bay, Prince Edw. 0.03 0.11 0.06 -1.47 0.89 -0.53
Cornelius Island 0.03 0.11 0.04 -1.08 7.83 4.15
Monomoy National W. R. 0.05 0.11 0.04 -0.46 8.34 0.29
Nosuch Bay, Bermuda 0.03 0.11 0.03 0.03 3.17 -0.97
Bedwell Bay, British Colum. 0.05 0.11 0.07 1.98 -1.52 -0.35
Mount Vernon Cementry 0.04 0.04 0.09 -0.53 -2.02 8.65
Boulevard Heights, St. L. 0.00 0.05 0.09 -2.17 -2.24 8.32
Acheson Tunnel 0.06 0.05 0.09 -0.09 -0.56 7.67
Washington Trust Build. 0.04 0.07 0.09 -0.09 -0.56 7.67
St.Thomas Syro-M. Church 0.00 0.07 0.09 -0.12 1.40 10.17
Theatre Passe Muraille 0.03 0.05 0.09 -0.01 -8.97 -3.00
Crystal Mall British Colum. 0.03 0.06 0.09 1.77 -0.61 -0.49
Reynolda Gardens 0.02 0.07 0.09 1.12 -0.14 1.07
Table 6.3: Top-8 Wikipedia abstracts ordered by the feature similarity sF (r, q) to the
three phenomena q1, q2, and q3. Each row-group of eight abstracts corresponds to one
phenomenon. The feature similarly for each phenomenon is shown in the left three
columns, the geographic similarity for each phenomenon is shown in the right three
columns.
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the records by their most similar phenomena to support information organization and
retrieval tasks.
Geographic Similarity. By using the geographic similarity function, those records
will have a high similarity value that occur at locations where a phenomenon has a
strong signal. Of course, such an association is ambiguous if several phenomena have
a strong influence at the records’ location. In such a case, one needs to employ the
feature similarity function to decide which phenomenon is most representative for the
record. Consequently, the geographic similarity is less valuable to organize the records
by their geographic semantics. However, this technique can be employed if no obvious
phenomenon of a record can be determined (if all feature similarity scores are small).
Then, the association will be established by choosing the spatio-temporal similarity
score.
Table 6.3 shows some abstracts that have a high feature similarity but a low geo-
graphic similarity for a specific phenomenon. Two of such examples for the ’mountain’
phenomenon are ’Schofield Pass Nevada’ and ’Schofield Pass Wyoming’. Those abstracts
are clearly linked to the ’mountain’ phenomenon, however, they occur in regions with
a low signal of that phenomenon. These differences give interesting opportunities to
improve and evaluate the resulting phenomenon discovery approaches in future work.
Moreover, such differences give rise to explore the record collection by patterns of dif-
ferent feature- and/or geographic preferences.
6.7 Summary
In this chapter, we studied the problem of exploratory geographic phenomenon discov-
ery from user-generated data. We reviewed document-centric approaches that extract
geographic phenomena by finding document topics and associated spatio-temporal dis-
tributions in the input collection, and introduced our novel approach of latent geographic
feature extraction that extracts phenomena by dimensionality reduction of a previously
generated geographic feature matrix. We compared the approaches by evaluating the
informativeness of the resulting phenomena using a set of carefully defined qualitative
criteria. By this, (1) we showed that the choice of the dimensionality reduction technique
has significant impact on the quality of the results. In particular, the statistical inde-
pendence property of ICA and the sparsity property of SPCA result in more compact
descriptions, more distinct phenomena, and more coherent signal-description combina-
tions compared to K-Means or PCA. Moreover, (2) we showed that the document-centric
approaches fail to find highly informative phenomena in the considered data sets. This
is particularly interesting for the LGTA model, which was specifically designed to find
document topics with geographic semantics. Since this model was originally evaluated
on a document collection of pre-selected records covering a high-level topic (e.g., ’cars’,
’electronics’), this may be due to the higher noise level in our test data sets. We also
showed that (3) the strength of normalization of the geographic feature matrix can be
used to control the type of the extracted geographic phenomena, such as phenomena
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having a landmark, regional, or global semantics. Finally, (4) we presented a simple
technique to associate the records with discovered phenomena that have been extracted
using our latent geographic feature extraction approach. By this, we showed that the
geographic feature mining framework can be used to address problems in the information
organization and retrieval domain.
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Chapter 7
Conclusions
7.1 Summary
In this thesis, we developed a conceptual data mining framework to extract highly in-
formative dimensions of geographic space from user-generated data. By revealing com-
monalities in the models and challenges of existing works, we introduced a process to
represent the qualitative and geographic information in user-generated data records as
geographic feature signals. The aim of the data mining process is then to discover and
extract informative feature signals and feature signal combinations from the candidate
signals. The fundamental tasks defined and studied in this thesis are (1) geographic
feature extraction, (2) geographic feature comparison, and (3) latent geographic feature
extraction.
In Chapter 4, a probabilistic model for geographic feature extraction based on a
Bayesian network has been proposed. This approach allows to extract robust feature
signals and leverage different kinds of qualitative and geographic information from the
records.
In Chapter 5, a novel technique to categorize and select geographic feature signals on
the basis of their spatio-temporal type has been introduced. This helps to select informa-
tive sub-sets from the feature candidates gathered in the geographic feature extraction
task. The technique is based on a representation of the signals by their interaction
characteristics. This representation can then be used by distance and similarity func-
tions to cluster and summarize features, or to filter them by comparison to well-known
distributions.
In Chapter 6, the task of latent geographic feature extraction has been covered. This
tasks allows to extract a small number of informative feature combinations from the
candidate set. We introduced a model that extracts such latent features using dimen-
sionality reduction and showed the superior informativeness of the results compared to
document-centric (and hence data-centric) approaches.
In summary, this thesis develops a set of fundamental data mining tasks to utilize
user-generated data as a source of geographic knowledge. These tasks can be seen
as providing a layer between the user-generated data and particular domain-specific
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applications, and by this, help to make the field of geographic knowledge discovery more
prolific for application-driven research in other domains.
7.2 Discussion
Our work is the first comprehensive study of a common framework and of fundamental
tasks to utilize user-generated data as a general sensor for geographic phenomena. Of
course, this gives raise to a lot of questions about the model and design decisions, as
well as about the particular challenges addressed in this work.
• Generality : Even if the ideas have been developed by revealing the specific tech-
niques and models in a huge number of existing data- and application specific
works, a generalization will never allow to realize and support all kinds of applica-
tions. For the sake of fruitful research in application-driven domains, we assume,
however, a set of clearly defined concepts and problem statements as indispens-
able. This research can be seen as exploring the problem from the side opposite
to the application-driven approaches. Bringing them together by interdisciplinary
research is a valuable goal for the future.
On the other side, the generality exposed in this work allows to find techniques in
related fields that address a number of the common challenges. These are spatial
statistics, computer vision, and information retrieval, as frequently referred to in
this work.
• Candidate Features: The most fundamental decision to geographic feature mining
is the set of candidate features. In this work, we mostly used textual features,
such as tags or terms tokenized from documents, and showed that they are a
powerful source to describe geographic space. We experienced, however, that the
data sources exhibit very different semantics between and within each other. For
example, Twitter can be seen as a medium for a variety of purposes [Gill, 2005;
Kwak et al., 2010], and transporting content of varying quality [Agichtein et al.,
2008]. The purpose of Twitter, or micro-blogs in general, includes communication
between users, providing a forum for user opinions, allowing for automated status
update of applications, and advertisement from companies and public services,
among others. To extract informative dimensions of geographic space from these
heterogeneous semantics, the selection of appropriate data sources and subsets of
these sources constitutes an important perquisite. The task of geographic feature
comparison, as proposed in this thesis, can be seen as a core component in the
framework to help users select appropriate feature candidates for the subsequent
applications.
Furthermore, in developing the different concepts and evaluating the tasks, we in-
creasingly got the impression that abstract image features can provide a general
yet discriminative source to describe the semantics of geographic space. This in-
cludes colors and textures (discriminating weather conditions, urban/natural areas,
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night/day) and common sub-structures (discriminating objects or people). More-
over, by identifying objects and people in images and linking them to external
knowledge sources, the images will be a highly objective source of real-world ob-
servations. Exploiting techniques from computer vision will hence be a promising
direction of research in the future.
• Intrinsic and Extrinsic Evaluation: Extracting informative dimensions to describe
geographic space in an application-independent manner makes it hard to separate
good from bad signals. Intrinsic quality measures, that is, measures that judge
about the quality of the tasks by the resulting data only and not taking the user
feedback into account, are nevertheless an important tool to evaluate the tasks in a
fast and comparable manner. In this work, we introduced properties of geographic
feature signals, such as dominance and representativeness. Moreover, we defined
the type semantics of spatio-temporal signals and provided qualitative criteria to
judge about the informativeness of extracted features. We believe that such basic
measures are an important step towards a general framework and see this as a
prolific direction of research for geographic knowledge discovery and geographic
information science.
However, extrinsic evaluations, that is, evaluations relying on user feedback from
real-world applications, will finally judge about the qualitative performance of un-
derlying techniques and models. With a variety of different applications emerging
in this data-rich environment in the near future, the quality of common concepts
and techniques can be better understood to improve common abstractions and in-
trinsic measures. Using the common models in existing and emerging applications
and evaluating the user feedback appropriately is hence an important necessity
from a practical point of view.
7.3 Future Work
In addition to the general thoughts about prolific future research directions given in the
discussion above, a number of concrete ideas for future work emerged during this thesis:
• Spatio-temporal regularization: We addressed the problem of spatio-temporal data
sparsity by using appropriate smoothing bandwidths in non-parametric models.
This approach is fast and allows explicitly to take the scale of the resulting signals
into account. However, smoothing all points in space and time identically can lead
to inaccurate results (e.g., by smoothing a signal into a region without any user
contributions). An alternative approach is to penalize spatio-temporal distribu-
tions that are non-smooth while learning statistical models. This approach allows
to use sophisticated penalty functions that reflect the local characteristics of the
data. One such approach that extends non-negative matrix factorization (NMF)
by a regularization factor has been introduced in [Cai et al., 2011]. NMF is not yet
well understood from a statistical point of view [Gaussier and Maupertuis, 2005].
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However, it shows promising results as a dimensionality reduction technique for
multivariate data [Lee and Seung, 2001]. We started with initial experiments using
a spatio-temporal regularization factor based on the idea proposed in [Cai et al.,
2011]. We expect this adapted dimensionality-reduction approach to improve the
informativeness of the latent geographic feature extraction results by exploring
novel penalty functions of spatio-temporal signals to tackle spatio-temporal data
sparsity.
• Markov Random Fields: Other than smoothing and spatio-temporal regularization,
Markov random fields (MRF) model the dependency between neighboring points in
space and time explicitly. MRFs are much harder to fit than the models proposed
in this thesis, and using them for massive data is an active field of research [Hastie
et al., 2009, p. 643]. Nevertheless, we see a great potential to improve (latent)
geographic feature extraction using these models and plan to utilize them in the
future.
• Online algorithms: As we stated throughout this work, we want to use user-
generated data as a steady source of geographic phenomenon signals. Hence, the
actuality of the resulting dimensions and the utilization of novel data are essential
aspects. One approach to address this problem is to split the data into temporal
intervals and to perform geographic feature mining on these data subsets. By using
a sliding window approach [Leskovec et al., 2014, p. 116] the resulting signals will
be available in a reasonable small temporal resolution and change smoothly over
time. However, by such a simple approach we loose the connection between the
extracted signals in the different intervals. Hence, we have no explicit information
if the signal in the new time interval is a changed version of a former signal, a new
one, or a combination. This is particularly important for the latent geographic
feature extraction task, since the discovered signals are already combinations of
features. One way to address this problem is to use the extracted signals of the
current time interval as input to the following interval. By using PCA, ICA, and
SPCA an initial set of latent features can be used as a starting point to converge
to a new solution. This property can be used to capture the dependencies between
the results in the time intervals. We plan to extend latent geographic feature
extraction on this basis in the future.
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