Abstract. We prove that the F -jumping coefficients of a principal ideal of an excellent regular local ring of characteristic p > 0 are all rational and form a discrete subset of R.
Introduction
All rings in this paper are commutative, Noetherian and of characteristic p > 0. In [HY] Hara and Yoshida defined generalized test ideals τ (a c ) ⊂ R for ideals a of a ring R and non-negative parameters c ∈ R. Since then several papers studied the dependence of these ideals on c. Notably, in [BMS1] the authors studied, under the assumption that R is regular and F -finite, the F -jumping coefficients, i.e. the non-negative c ∈ R for which τ (a c−ǫ ) = τ (a c ) for all ǫ > 0. They showed that when R is regular and essentially of finite type over an F -finite field, the F -jumping coefficients of every ideal a of R are all rational and form a discrete subset of R.
Generalized test ideals and F -jumping coefficients have important counterparts in characteristic 0, namely, multiplier ideals and jumping coefficients. The discreteness and rationality of F -jumping coefficients parallels the discreteness and rationality of jumping coefficients in characteristic 0 [ELSV] .
In [BMS2] discreteness and rationality has been proven for F -jumping coefficients of principal ideals in F -finite regular local rings. In this paper we extend this result to excellent (but not necessarily F -finite) regular local rings (note that an F -finite ring is automatically excellent). We expect that discreteness and rationality hold for the F -jumping coefficients of every ideal in some large class of regular rings (perhaps all excellent regular rings), but this remains to be proven. In anticipation of this development we develop the results in Sections 2 and 3 assuming the barest minimum about R (namely, condition (*) of Section 2).
An important aspect of our paper is a novel method in the proof of our main result (see Section 6) which is substantially different from [BMS2] . Unlike [BMS2] we do not use Dmodules. We use Frobenius actions on the injective hull of the residue field of R (see Section 5). This method germinated in [K, p. 10] in a very simple proof, without D-modules, of a key result of [ABL] . This method undoubtedly holds a potential for more applications.
Preliminaries: generalized test ideals and jumping coefficients
In this section R is a commutative Noetherian regular ring containing a field of characteristic p > 0. If a is an ideal of R, we denote a [p e ] the ideal generated by the p e -th powers of the elements of a.
Definition 2.1. If a is an ideal of R, we set the ideal I e (a) to be the intersection of all the ideals I of R such that I
[p e ] ⊃ a.
In this paper we deal with rings R satisfying the following condition:
(*) R is regular and I e (a)
[p e ] ⊃ a for all a and all e.
Thus R satisfies (*) if and only if for all a and e the set of the ideals I such that
In [BMS1, 2.3] it is shown that an F -finite regular (not necessarily local) ring satisfies (*). We will show in Section 4 that an excellent regular local ring also satisfies (*).
In this section we list some basic properties of rings satisfying (*). All of these properties were proven in [BMS1] for F -finite regular rings.
If R satisfies (*), then (a
, where ⌈x⌉ is the smallest integer greater than or equal to x. This is proven in [BMS1, 2.8] for an F -finite regular ring R, but the proof uses only property (*). Since R is Noetherian, the ascending chain 
Following [BMS1, Definition 2.17], we define a positive real number c to be an
for every ǫ > 0.
Lemma 2.4. If R satisfies condition (*) and a is an ideal of R, then the set of the F -jumping coefficients of a is closed in R.
Proof. If λ is an accumulation point of the F -jumping coefficients of a, then Corollary 2.3 implies that there must exist an increasing sequence of F -jumping coefficients λ 1 < λ 2 < λ 3 < · · · converging to λ. Since each λ i is an F -jumping coefficient, each containment
) also is strict which shows that λ is an F -jumping coefficient of a.
Next we quote another result from [BMS1] , whose proof also uses only condition (*), rather than the stronger condition of F -finiteness.
Proposition 2.5. [BMS1, 3.4(2) ] If R satisfies condition (*), a is an ideal of R generated by m elements, and α > m is an F -jumping coefficient for a, then α−1 also is an F -jumping coefficient for a.
And finally, we quote a result from [BMS1] that requires a new proof.
Proposition 2.6. [BMS1, 3.4 (1)] Assume R satisfies condition (*) and let a be an ideal of R. If c is an F -jumping coefficient of a, so is pc.
Choose an integer e so large that both τ (a c ) = I e+1 a
, we see that
and so
In fact
then for all large e we must have
a contradiction. Similarly we can show that
for every ǫ > 0. Now, if pc is not an F -jumping coefficient, then for some ǫ > 0 we have
contradicting the fact that c is an F -jumping coefficient.
3. A necessary and sufficient condition for the rationality and discreteness of F -jumping coefficients
The main result of this section is the following Theorem 3.1. Assume R satisfies condition (*). If the set of the F -jumping coefficients of a has no rational accumulation points, then the set of the F -jumping coefficients of a is discrete and every F -jumping coefficient of a is rational.
Assume a is generated by m elements. We denote the modulo m part of a real number s with {s}, that is 
{p e c} ∈ C for all c ∈ C and all e ≥ 1.
Then C is empty.
Proof. Assume that C = ∅ and let C be the collection of non-empty subsets of C which satisfy the three properties above. Endow C with a partial order defined by A B ⇔ A ⊇ B for all A, B ∈ C.
Let D be a chain in (C ); we now show that C 0 = ∩ D∈D D ∈ C. Clearly, C 0 satisfies properties (a), (b) and (c) above, so we just need to show that
which is impossible. Apply now Zorn's Lemma to obtain a maximal element M ∈ C with respect to , i.e., a minimal element in C with respect to inclusion. Let M ′ be the set of accumulation points of M . Clearly M ′ satisfies property (a) above by virtue of being a subset of M , it satisfies (b) because it is a set of accumulation points and it satisfies (c) because the functions x → {p e x} are continuous on the set of the irrational points of [0, m], hence they map the set of accumulation points of M to itself. Since M is closed there exists a minimal m ∈ M , and property (a) implies that m is an isolated point of M . Now m ∈ M \ M ′ and the minimality of M implies that M ′ / ∈ C, hence M ′ = ∅. We deduce now that M must be finite, and since it satisfies property (c), the previous lemma shows that it contains no irrational points. We conclude that M is empty, contradicting the fact that M ∈ C.
Proof of Theorem 3.1. Let C denote the set of the accumulation points of the F -jumping coefficients of a in the interval [0, m] . This set satisfies the three conditions listed in Proposition 3.3: (a) holds because of Corollary 2.3, (b) holds because the set of the F -jumping coefficients of a is closed (see Lemma 2.4) and the set of the accumulation points of a closed set is closed and (c) follows from Propositions 2.5 and 2.6. By assumption, all points of C are irrational. Hence Proposition 3.3 implies that C is empty, i.e. the set of the F -jumping coefficients of a is discrete.
If there were an irrational F -jumping coefficient s, then each {p e s} also would be an 
Excellent regular local rings
It was shown in [BMS1] that regular F -finite rings satisfy condition (*), and it was shown in [K] that complete regular local rings satisfy condition (*). In this section we show that in the local case the condition of F -finiteness and the condition of completeness can be relaxed. Namely, the main result of this section is Proof. First we consider the case that R is complete. This case is done in [K, 5.3] , but the statement is somewhat different; we reproduce a proof to avoid any misunderstandings. Recall that by definition, I e (a) is the intersection of all the ideals I such that I [N] ) says that if an ideal J is the intersection of some set S of ideals in a complete local ring, then for every positive integer t there exists an ideal I ∈ S such that I ⊂ J +m t . Hence for every integer t there is an ideal I such that I 
is the unique minimal element of the set of the ideals I of R such that I
[p e ] ⊃ a. Thus R satisfies property (*).
It stands to reason that every excellent regular (not necessarily local) ring satisfies condition (*) but this remains to be proven. Theorem 4.1 shows that all the results of the preceding two sections are valid for excellent regular local rings.
Frobenius actions on Artinian modules
In this section we introduce the tools that will be used in the next section to prove our main results. In this section and the next R is an excellent regular local ring. We begin with a generalization of a well-known result. 
Thus it is enough to prove the lemma assuming that R is complete, and we so assume. Let R (e) be the R-bimodule whose underlying abelian group is R, the left R-module structure is the usual one and the right R-module structure is given by r
Hence the annihilator of L 
(note that the functor R (e) ⊗ R (−)) is just the Frobenius functor denoted F (−) in [L] ).
Main results
The main result of this section and the whole paper is Theorem 6.5. In this section R is excellent, regular and local, and hence satisfies condition (*) by Theorem 4.1.
Since R is regular, E is (non-canonically) isomorphic to
We fix one such Frobenius action f on E once and for all.
Given a fixed g ∈ R we can define for all a ∈ N and β ∈ N an R[Θ a,β ; f β ]-left-module structure (cf. [K, Section 2] for notation and properties of these skew-polynomial rings) on E given by Θ a,β m = g a f β (m) for every m ∈ E. For all integers e and q we define
We have
Proof. Using the relation f β (g a (−)) = g 
. form an ascending chain, their annihilator ideals form a descending chain, i.e. I β (g
Corollary 6.2. The descending chain of ideals
Proof. By Lemma 5.1, the ascending chain of submodules N 1 ⊂ N 2 ⊂ . . . stabilizes, hence the descending chain of their annihilators stabilizes as well.
In particular, for β = 1 and a = p − 1 we recover [ABL, 4.2] for a complete regular local ring without assuming that R is F -finite and without D-modules in the proof (cf. [K, p. 10] ).
To simplify notation for generalized test ideals of principal ideals we write τ (g c ) instead
of τ (gR) c .
Proposition 6.3. Let a, β > 0 be integers and write γ = a/(p β −1). There exists a c ∈ (0, γ)
Proof. For all integers r > 0 and e ≥ 1, the generalized test ideal τ (g r/p e ) is just I e (g r )
because the ideal (g r ) is principal. Now for all integers β, e ≥ 1,
is an increasing sequence which converges to γ as s → ∞. By Corollary 6.2 the left hand side of (1) 
Proof. Otherwise, there would be a sequence of F -jumping coefficients {c n } n≥1 converging to
. Now Propositions 2.5 and 2.6 imply that {p d c n } is a sequence of F -jumping coefficients converging to a p β −1 , a contradiction. And finally, our main result.
Theorem 6.5. Let R be an excellent regular local ring and let g ∈ R be an element. The set of F -jumping coefficients of g is discrete and every F -jumping coefficient of g is rational.
Proof. According to Theorem 3.1 it is enough to show that the set of the F -jumping coefficients of g has no rational accumulation points. Let m n be a positive rational number. Write n = p α n 1 , where α ≥ 0 and p does not divide n 1 . By the preceding corollary it suffices to prove that there exists β ∈ N such that n 1 |(p β − 1). Since (p, n 1 ) = 1, Euler's Theorem enables one to set β = ϕ(n 1 ), where ϕ is Euler's function.
More on Frobenius actions
In this section we have included some results that are not used in the proof of our main results but are of independent interest. Given an R[Θ a,β ; f β ]-module structure on E, we investigate the nilpotent R[Θ a,β ; f β ]-submodules of E defined as Nil a,β = m ∈ E | Θ e a,β m = 0 for some e > 0 .
Denote the set of these nilpotent submodules {Nil a,β | a ≥ 0, β > 0} with N. For an integer r ≥ 0 we write I r,e for I e (g r ).
Proposition 7.1. The map τ (g c ) → ann E τ (g c ) defined for all c ≥ 0 is a bijection between the set of generalized test-ideals of g and N.
Proof. Pick any c ≥ 0; we first show that ann E τ (g c ) ∈ N. Use Proposition 2.2 to pick an ǫ > 0 such that τ (g c ) = I r,e for all positive integers r, e which satisfy c < r/p e < c + ǫ. Use the fact that the set a p β − 1 | a, β ∈ Z, a ≥ 0, β > 0 is dense in the interval (c, c+ǫ) to pick a ∈ N 0 and β ∈ N such that c < a/(p β −1) < c+ǫ. The increasing sequence aψ e (p β )/p βe converges to a/(p β − 1) as e → ∞; we may pick an e 0 ≫ 1 such that c < aψ e0 (p βe0 )/p e0 < a/(p β − 1) < c + ǫ, and we deduce that τ (g c ) = I aψe(p β ),βe
for all e ≥ e 0 . It follows from Lemma 5.1 and Theorem 6.1 that we may also pick an e 1 ≥ e 0 such that Nil a,β = ann E I aψe(p β ),βe
for all e ≥ e 1 . Now ann E τ (g c ) = ann E I aψe 1 (p β ),βe1 = Nil a,β
and Matlis duality implies that the function τ (g c ) → ann τ (g c ) is injective.
Pick now any Nil a,β ∈ N and pick an e 0 ≫ 1 such that Nil a,β = ann E I aψe 0 (p β ),βe0 . Let = I aψe 0 (p β )p e 1 −βe 0 ,e1 = I aψe 0 (p β ),βe0
and Nil a,β = ann E I aψe 0 (p β ),βe0 = ann E τ (g c ).
Notice that the argument above shows that there exists an ǫ > 0 such that for all a ∈ N 0 and β ∈ N with c < a/(p β − 1) < c + ǫ, Nil a,β is constant (and equal to τ (g c ).)
Corollary 7.2. The set N is totally ordered with respect to inclusion and a 1 p β1 − 1 ≥ a 2 p β2 − 1 ⇔ Nil a1,β1 ⊂ Nil a2,β2 .
