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Abstract
We study the units of monomial Burnside rings and the idempotents of monomial Burnside alge-
bras. Introducing a tenduction map, we realise the unit group and the torsion unit group as a Mackey
functor.
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1. Introduction
Our main purpose is to realise unit groups of monomial Burnside rings as a Mackey
functors over Z. The two given ingredients are a finite group G and a cyclic (or, more
generally, supercyclic) group C. Before studying the unit group of the monomial Burnside
ring B(C,G) (defined below), it will be necessary to examine the primitive idempotents of
monomial Burnside algebras RB(C,G) with coefficients in a suitable ring R. In the case
where C is cyclic of odd prime order p, and G is of odd order, the unique subgroup of
index 2 in the torsion-unit group of B(C,G) will be realized as a Mackey functor over the
field Fp of order p.
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is good reason to believe that monomial Burnside rings are worthy of attention. We shall
argue that there are motives for seeking to extend the ordinary Burnside ring B(G) and
its unit group B(G)∗. That requires, to begin with, some comments on B(G) and B(G)∗,
themselves. First, let us note that they are much more than isomorphism invariants of the
finite group G. They are Mackey functors, and so they are susceptible to local methods.
The use of the ring B(G) in representation theory, in connection with induction theorems,
is very well known—see, for instance, Benson [1, Chapter 5]—but let us say a few words
on the rather more enigmatic role of B(G)∗ in representation theory.
As an isomorphism invariant, B(G)∗ imposes very little constraint on the group G,
since it is an elementary abelian 2-group, hence its only parameter is its rank. As a Mackey
functor over the Galois field F2, there is much richer scope for study. The unit group B(G)∗
plays a role in the theory of G-spheres. Matsuda [20, Corollary 2.6] showed that the group
of homotopy equivalences on the unit sphere S(M) of an RG-module M maps injectively
to B(G)∗, and bijectively when M is, in a suitable sense, sufficiently large. Writing square
brackets to denote isomorphism classes, and writing Λ˜ to indicate a reduced Lefschetz
invariant, tom Dieck [12, Proposition 5.5.9] observed that the assignment [M] → Λ˜(S(M))
determines a linear map expG from the real representation ring to the unit group B(G)∗.
Yoshida [27, Theorem A] extended expG to a map from the real valued virtual characters
to B(G)∗. Further extension to complex virtual characters would surely be desirable, but
calculation with concrete examples (say, with the cyclic group of order 4) will readily
convince those who try it that any such extension of the domain also requires an extension
of the codomain B(G)∗.
At various levels of generality, monomial Burnside rings, explicitly or implicitly, have
been studied in contexts involving or closely related to induction theorems. See, for in-
stance, Boltje [2–6], Boltje–Külshammer [7,8], Conlon [11], Dress [14]. In such contexts,
applications rely on the fact that, if the supercyclic group C is suitable and, in par-
ticular, sufficiently large, then B(C,G) maps surjectively to the representation ring of
FG-modules, where F is a splitting field for G. In effect, C is taken to be the group
of torsion-units of F (we shall explain this substitution in Section 2). One of the motives
for the level of generality we have selected is that (for reasons which will transpire) the
case where |C| is prime seems to be of special interest.
Following Dress [14], let us introduce the notion of a monomial Burnside ring in an
abstract manner that is entirely detached from its applications in linear representation the-
ory. The theory of permutation sets for a finite group extends quite easily to a theory of
fibred permutation sets where the role previously played by the points of the permutation
set is now played by fibres, which are copies of a fixed abelian group A called the fibre
group. We define an A-fibred G-set to be an A-free A × G-set with only finitely many
orbits. The category of A-fibred G-sets admits a product and a coproduct given by, re-
spectively, tensor product over A and set-wise coproduct (disjoint union). See Section 2
for details. Hence, we obtain a Grothendieck ring, denoted by B(A,G), called the mono-
mial Burnside ring for G with fibre group A. In the special case where A is trivial, we
recover the ordinary Burnside ring B(1,G) = B(G). For a commutative ring Θ , the alge-
bra ΘB(A,G) = Θ ⊗Z B(A,G) is called a monomial Burnside algebra with coefficient
ring Θ .
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fibre group is isomorphic to a subgroup of the torsion-unit group of an integral domain.
Such groups are said to be supercyclic (an equivalent and abstract definition of the term is
given in Section 3). Much of the material in this paper is a study of the idempotents of the
monomial Burnside ring KB(C,G), where K is a field of characteristic zero. In the special
case where K has enough roots of unity and C is the unit group of an algebraically closed
field, this has already been done by Boltje [6]. We shall present this as an application of a
monomial version of Möbius inversion. Regarded as a preliminary to a study of units, our
treatment of idempotents is not maximally efficient, because we shall prove some results
on idempotents that will not be needed when we turn to units. Furthermore, the approach
through Möbius inversion is not the most direct way of deriving the idempotent formula.
However, we consider idempotents and monomial Möbius inversion to be of interest in
their own right (and the latter provides a meaningful rationale for the idempotent formula
in Section 5).
Still, the main section in this paper is the final one, where we introduce a tenduction (ten-
sor induction) functor on A-fibred G-sets (as always, A arbitrary abelian) and a tenduction
map on the Burnside ring B(C,−) (as always, C arbitrary supercyclic). The tenduction
map serves as the transfer map for the unit group B(C,−)∗ as a Mackey functor.
Let us mention another possible avenue of investigation. Out of a need for terminology,
let us say that a ring Λ is a split extension of a subring Γ provided Λ = Γ ⊕ I , where I
is a two-sided ideal. Thus, Γ is a quotient ring of Λ, as well as a subring. In Section 2, we
shall observe that B(C,G) is a split extension of B(G); hardly remarkable, since we were
already regarding B(C,G) as a generalization of B(G). But, in Section 7, we shall observe
that, if the exponent of G divides the order of C, then B(C,G) is also a split extension of
the group algebra of the abelianization of (the dual group of) G. If we now also assume that
G is abelian, we conclude that the unit group B(C,G)∗ is a split extension (in the usual
sense) of the unit group (ZG)∗. In Section 8, we shall be making use of (a fairly trivial
result in) the theory of unit groups of group rings. These observations seem to suggest the
possibility of a Mackey functor approach to the study of unit groups of commutative group
rings.
Some conventions: Any ring is understood to have a unity element, and any subring is
understood to have the same unity element. The unit group of a ring Θ is denoted by Θ∗
and the torsion-unit group, by Θω . We write exp(G) to denote the exponent of G. To avoid
conflicts of terminology, we shall use the term specialize to refer to restriction of functions.
2. Monomial Burnside rings in general
We make some preliminary comments on monomial Burnside rings and monomial
Burnside algebras in the general case where the fibre group is the arbitrary abelian group A.
The material was introduced long ago by Dress [14], and he considered the even more gen-
eral case where G acts on A. Our purpose is just to set up our preferred notation and
perspective.
We write A × G = AG = {ag: a ∈ A, g ∈ G}. An A-free AG-set with finitely many
A-orbits is called an A-fibred G-set. An A-orbit of an A-fibred G-set is called a fibre.
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that X is a set of representatives of the fibres. Note that X is finite. Of course, G need not
stabilize X. Any element of AX can be written uniquely in the form ax where a ∈ A and
x ∈X.
Let AX and AY be A-fibred G-sets. The coproduct of AX and AY is defined to be their
coproduct as sets (their disjoint union)
AX unionsqAY = A(X unionsq Y )
regarded in an evident way as an A-fibred G-set. With respect to the action of A on AX ×
AY given by a(ξ, η) = (aξ, a−1η), we let ξ ⊗ η denote the A-orbit of an element (ξ, η) of
AX×AY , and we let AX⊗AY denote the set of A-orbits. Loosely, we call AX⊗AY the
tensor product of AX and AY over A. We let AG act on AX ⊗AY by
ag(ξ ⊗ η) = agξ ⊗ gη.
We write x⊗y = xy and XY = {xy: x ∈X, y ∈ Y }. The product of AX and AY is defined
to be the tensor product
AX ⊗AY = AXY
regarded as an A-fibred G-set.
Having imposed a product and a coproduct on the category of A-fibred G-sets, we can
now construct the Grothendieck ring B(A,G). Let [AX] denote the isomorphism class
of a A-fibred G-set AX. As an abelian group, B(A,G) is generated by the isomorphism
classes of A-fibred G-sets. The relations are given by the condition that
[AX] + [AY ] = [AX unionsqAY ] = [A(X unionsq Y )].
The multiplication is such that
[AX][AY ] = [AX ⊗AY ] = [AXY ].
Evidently, B(A,G) is a commutative ring.
To analyse the ring B(A,G), we need some more notation and terminology. Let A\AX
denote the set of fibres of AX. Obviously, AX is transitive as an AG-set if and only if
A\AX is transitive as a G-set. In that case, AX is said to be transitive as an A-fibred
G-set. As an abelian group, B(A,G) is freely generated by the isomorphism classes of
transitive A-fibred G-sets.
We define an A-character of G to be a group homomorphism G → A. We define an
A-subcharacter of G to be a pair (V , ν) where V G and ν is an A-character of V . The A-
subcharacters of G admit an action of G by conjugation: g(V, ν) = (gV,g ν). Let AνG/V
denote a transitive A-fibred G-set such that V is the stabilizer of a fibre Ax , and vx = ν(v)x
for all v ∈ V . When ν is the trivial A-character of V , we write AνG/V = AG/V .
Proofs of the following three remarks are left as easy exercises.
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to AωG/W if and only if (V , ν) is G-conjugate to (W,ω). Every transitive A-fibred G-set
is isomorphic to an A-fibred G-set of the form AνG/V .
Remark 2.2. As an abelian group
B(A,G) =
⊕
(V ,ν)
Z[AνG/V ],
where (V , ν) runs over a set of representatives of the G-classes of A-subcharacters of G.
In particular, the abelian group B(A,G) has finite rank if and only if the set of group
homomorphisms Hom(V ,A) is finite for all V G.
For subgroups V  G  W , an A-character ν of V and an A-character ω of W , let
us write ν.ω for the A-character of V ∩ W such that u → ν(u)ω(u) for u ∈ V ∩ W . The
multiplication on B(A,G) is given by the following Mackey formula.
Remark 2.3. Given A-subcharacters (V , ν) and (W,ω) of G, we have
[AνG/V ][AωG/W ] =
∑
VgW⊆G
[
Aν.gωG/V ∩ gW
]
,
where the notation indicates that g runs over a set of representatives of the cosets of V and
W in G.
Any map α :A1 → A2 of abelian groups induces a ring homomorphism B(A1,G) →
B(A2,G) such that [A1X] → [A2 ⊗ A1X], the tensor product being over A1. In particu-
lar, extending A to an overgroup A′, then the embedding A ↪→ A′ induces an embedding
B(A,G) ↪→ B(A′,G). If A has a complementary subgroup in A′, then (in the termi-
nology of Section 1), B(A′,G) is a split extension of B(A,G). In particular, B(A,G)
is a split extension of B(G). Another consequence of these observations (equally trite
but, again, tremendous) is as follows. Consider a commutative ring Θ , its group of
units Θ∗ and its group of torsion-units Θω. The embedding Θω ↪→ Θ∗ induces an em-
bedding B(Θω,G) ↪→ B(Θ∗,G). But G is finite, so we can make the identification
B(Θω,G) = B(Θ∗,G).
The category of A-fibred G-sets, denoted A-G-SET, is full subcategory of the category
of AG-sets. For a subgroup F  G, induction and restriction of AF -sets and AG-sets
specialize to an induction functor
AIndGF :A-F -SET → A-G-SET
and a restriction functor
AResG :A-G-SET →A-F -SET.F
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ACongF :A-F -SET → A-gF -SET.
The functors AIndGF , ARes
G
F , ACon
g
F induce the following linear maps on monomial Burn-
side rings:
• an induction map
AindGF :B(A,F) →B(A,G),
• a restriction map
Ares
G
F :B(A,G) → B(A,F),
• a conjugation map
Acon
g
F :B(A,F) →B
(
A,gF
)
.
Thus, for instance, AresGF [AX] = [AResGF (AX)]. Sometimes, we omit the subscript A.
Given a commutative ring Λ, we call
ΛB(A,G) = Λ⊗Z B(A,G)
a monomial Burnside algebra over Λ. The induction, restriction and conjugation maps on
monomial Burnside rings B(A,−) extend uniquely to Λ-linear induction, restriction and
conjugation maps on monomial Burnside algebras ΛB(A,−).
Recall that a Green functor over Λ is a Mackey functor M such that, for each group G
in the domain, M(G) is a Λ-algebra, and a couple of extra axioms hold in addition to the
axioms of a Mackey functor. See Thévenaz [23] for details. It is easy to see that B(A,−)
is a Green functor over Z and, more generally, ΛB(A,−) is a Green functor over Λ.
Let us make a few comments on linearization. For the rest of this section, we assume
that A is a subgroup of the unit group Θ∗ of a commutative ring Θ . Let R(ΘG) denote
the representation ring (also called the Green ring) associated with the category ΘG-MOD
of (finitely generated Θ-free) ΘG-modules. For a ΘG-module M , we write [M] for the
isomorphism class of M , regarded as an element of R(ΘG). By linear extension, as above,
the induction, restriction, and conjugation functors for ΘG-modules give rise to induction,
restriction, and conjugation maps between representation rings. Thus R(Θ−) becomes a
Green functor. The linearization functor
LinG = Θ ⊗A − :A-G-SET →ΘG-MOD
gives rise to a ring homomorphism, the linearization map
linG :B(A,G) →R(ΘG).
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with linearization; linG is a morphism of Green functors.
Our reason for setting down all these obvious functorial formalities is that, in the case
of a supercyclic fibre group C, we shall be introducing a tenduction map to realize the unit
group B(C,−)∗ as a Mackey functor (not as Green functor). It will still be true that linG
and extension of the fibre group are morphisms of Mackey functors. In fact, it will still
be obvious. But the point is worth making because there is another apparently reasonable
definition of tenduction that is not compatible with linearization or with extension of the
fibre group.
3. Subcharacters and subelements
We collect together some definitions and observations concerning subcharacters and
subelements. The purpose of the material will become apparent in later sections.
Given an element s of a G-set S, we write [s]G for the G-orbit of s, and we write NG(s)
for the stabilizer of s in G. Whenever we call the G-action conjugation, we also call [s]G
the G-class of s, and we call NG(s) the normalizer of s in G. If elements s, t ∈ S belong
to the same G-orbit, then we write s =G t . We let G\S denote the set of G-orbits in S.
A supernatural number, recall, is a formal product
∏
p p
α(p)
, where p runs over the
rational primes and each α(p) ∈ N ∪ {∞}. The arithmetic of the supernatural numbers is
entirely multiplicative. With respect to the divisibility relation, the supernatural numbers
comprise a lattice. In fact, every non-empty set of supernatural numbers has a lowest com-
mon multiple and a highest common factor.
A group is said to be supercyclic provided every finitely generated subgroup is finite
and cyclic. Given a supercyclic group C, then the order of C, denoted |C|, is defined to be
the lowest common multiple of the orders of the elements of C. In other words, the order
of C is the exponent of C, understood to be a supernatural number. For each supernatural
number n, there is a unique subgroup Cn of Q/Z having order |Cn| = n. In the case where
n is finite, Cn is generated by the coset of Z owning 1/n. Thus, a supercyclic group is
determined up to isomorphism by its order, and the supernatural numbers are precisely the
orders of the supercyclic groups.
Let C be a supercyclic group. Let O(G) denote the intersection of the kernels of the
C-characters of G. Thus O(G) is the minimal normal subgroup of G such that G/O(G)
is abelian with exponent dividing |C|. The group of C-characters of G, denoted
Ĝ = Hom(G,C)
may be regarded as the dual of the group
G = G/O(G).
Recall that the C-subcharacters of G were defined (in a more general context) in Sec-
tion 2. The G-set of C-subcharacters of G is written as
ch(C,G) = {(V , ν): V G, ν ∈ V̂ }.
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we abbreviate (H,hO(H)) as (H,h). Thus, two C-subelements (H,h) and (I, i) of G are
equal if and only if H = I and hO(H) = iO(H). We let G act on the C-subelements of
G by conjugation: g(H,h) = (gH, gh). The G-set of C-subelements of G is denoted by
el(C,G) = {(H,hO(H)): H G, hO(H) ∈ H}.
Lemma 3.1. We have | el(C,G)| = | ch(C,G)|.
Proof. For each subgroup F  G, the number of C-subelements with first coordinate
F and the number of C-subcharacters with first coordinate F are both equal to |F :
O(F)|. 
The next lemma is well-known.
Lemma 3.2. Let B be a finite group acting as automorphisms on a finite abelian group A
and on the dual group Aˆ, the actions preserving the duality. Then |B\A| = |B\Aˆ|.
Proof. Embedding Q/Z in the unit group of C, we can regard the elements of the group
Aˆ = Hom(A,Q/Z) as functions A → C. For α ∈ Aˆ, let α+ :A → C be the sum of the
B-conjugates of α. The set {α+: α ∈ Aˆ} is linearly independent and has size |B\Aˆ|. But
each α+ is B-invariant, and can be regarded as a function B\A → C. Therefore |B\Aˆ|
|B\A|. The reverse inequality follows by duality. 
Lemma 3.3. We have |G\ el(C,G)| = |G\ ch(C,G)|.
Proof. Let F G. By Lemma 3.2, the number of G-classes of C-subelements with first
coordinate conjugate to F is equal to the number of G-classes of C-subcharacters with first
coordinate conjugate to F . 
4. Monomial Möbius inversion
The incidence function and the Möbius function for a finite poset are, essentially, mu-
tually inverse matrices with rows and columns indexed by the elements of the poset. An
important particular case is that where the poset is sub(G), the poset of subgroups of G,
partially ordered by inclusion. We shall replace sub(G) with the two sets el(C,G) and
ch(C,G). These two sets are, in some sense, dual to each other: el(C,G) indexes the rows
of the monomial incidence function and the columns of the monomial Möbius function;
ch(C,G) indexes the columns of the monomial incidence function and the rows of the
monomial Möbius function. As a banal but convenient manoeuvre, we shall also consider
G-invariant versions of the various incidence and Möbius functions.
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lations. The Kronecker value of a proposition S is defined to be the rational integer
S =
{
1, if S holds,
0, if S fails.
Consider a finite poset P . The incidence function of P is defined to be the function
ζ :P ×P → Z such that ζ(x, y) = x  y for x, y ∈ P . For an integer n−2, we define
a function cn :P × P → Z such that c−2(y, x)= y = x and c−1(y, x)= y < x and, if
n 0, then cn(y, x) is the number of chains in P having the form y < z0 < · · · < zn < x .
The Möbius function of P is defined to be the function µ :P × P → Z given by
µ(y, x)=
∞∑
n=−2
(−1)ncn(y, x).
Since P is finite, only finitely many of the terms of the sum are non-zero. (Our numbering
convention reflects the fact that, if y < x , then µ(y, x) is the reduced Euler characteristic
of the simplicial complex associated with the open interval bounded by y and x .)
Let A be an abelian group, and let θ and φ be functions P →A. The equation
θ(y) =
∑
x∈P
φ(x)ζ(x, y)
is called the totient equation. The equation
φ(x) =
∑
y∈P
θ(y)µ(y, x)
is called the inversion equation. The principle of Möbius inversion asserts that the totient
equation holds for all y ∈ P if and only if the inversion equation holds for all x ∈ P .
A proof can be found in Kerber [19, Section 2.2]. The principle can also be expressed as
the matrix equation∑
y∈P
ζ(x, y)µ(y, z)= x = z =
∑
y∈P
µ(x, y)ζ(y, z),
which holds for all x, z ∈ P . In particular, if x < z, then∑
y∈P : xyz
µ(y, z)= 0 =
∑
y∈P : xyz
µ(x, y).
The Möbius function µ is determined by this identity, together with the conditions that
µ(x, x)= 1 and µ(y, x)= 0 when y  x .
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function ζG and the G-invariant Möbius function µG to be the functions P ×P → Z such
that
ζG(x, y)=
∑
x ′∈[x]G
ζ(x ′, y), µG(y, x)=
∑
y ′∈[y]G
µ(y ′, x).
Note that, if x =G x ′ and y =G y ′, then ζ(x, y) = ζ(x ′, y ′) and µ(y, x) = µ(y ′, x ′). So
µG and ζG may be regarded as functions G\P × G\P → Z. If the functions θ and φ are
G-invariant (with G acting trivially on A) then the totient equation can be rewritten as
θ(y)=
∑
x∈GP
φ(x)ζG(x, y)
and the inversion equation can be rewritten as
φ(x) =
∑
y∈GP
θ(y)µG(y, x).
Here, the notation indicates that the indices of the sums run over representatives of the
G-orbits in P . The equivalence of the totient equation and the inversion equation can be
expressed as the matrix equation∑
y∈GP
ζG(x, y)µG(y, z) = x =G z =
∑
y∈GP
µG(x, y)ζG(y, z).
Let K be a field of characteristic zero, and suppose that an embedding C ↪→ Kω is
given. For a C-subcharacter ω of G and a subset T ⊆ G, we write
ω(T ) =
∑
t∈T
ω(t)
as an element of K . We write ω−1 to denote the inverse of ω in the group Ĝ.
Whenever we write an expression of the form ζ(H,V ) or µ(V,H), where H and V are
subgroups of G, it is to be understood that ζ and µ are the incidence and Möbius functions
of the G-poset sub(G). We now generalize those two functions. We define a monomial
incidence function
ζ : el(C,G)× ch(C,G) → K, ζ(H,h;V,ν) = ν(h)ζ(H,V )
and a monomial Möbius function
µ : ch(C,G)× el(C,G) →K, µ(V, ν;H,h)= ν−1(V ∩ hO(H))µ(V,H)/|V |
where (H,h) ∈ el(C,G) and (V , ν) ∈ ch(C,G).
L. Barker / Journal of Algebra 281 (2004) 535–566 545Let (V , ν) and (W,ω) be C-subcharacters of G. Using orthonormality properties of
characters,
∑
(H,h)∈el(C,G)
µ(V, ν;H,h)ζ(H,h;W,ω)=
∑
H :VHW
µ(V,H)
|V : O(V )|
∑
vO(V )⊆V
ν−1(v)ω(v)
=
∑
H :VHW
µ(V,W)
⌊
ν = ResWV (ω)
⌋
= ⌊(V , ν) = (W,ω)⌋.
By Remark 3.1, we can interpret the equality as an assertion that two square matrices are
mutual inverses. Therefore, given C-subelements (H,h) and (I, i) of G, we have∑
(V ,ν)∈ch(C,G)
ζ(H,h;V,ν)µ(V, ν; I, i)= ⌊(H,h) = (I, i)⌋.
Now consider functions θ : ch(C,G) → A and φ : el(C,A) →A. By the comments above,
the totient equation
θ(V, ν) =
∑
(H,h)∈el(C,G)
φ(C,G)ζ(H,h;V,ν)
holds for all (V , ν) ∈ ch(C,G) if and only if the inversion equation
φ(H,h) =
∑
(V ,ν)∈ch(C,G)
θ(V, ν)µ(V, ν;H,h)
holds for all (H,h) ∈ el(C,G).
Much as before, we define a G-invariant monomial incidence function ζG and a
G-invariant monomial Möbius function µG such that
ζG(H,h;V,ν) =
∑
(H ′,h′)∈[H,h]G
ζ(H ′h′;V,ν),
µG(V, ν;H,h)=
∑
(V ′,ν ′)∈[V,ν]G
µ(V ′, ν′;H,h).
Theorem 4.1 (Monomial Möbius inversion). Given G-invariant functions θ : ch(C,G) →A
and φ : el(C,G) → A, then the totient equation
θ(V, ν) =
∑
φ(C,G)ζG(H,h;V,ν)
(H,h)∈Gel(C,G)
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φ(H,h) =
∑
(V ,ν)∈Gch(C,G)
θ(V, ν)µG(V, ν;H,h)
holds for all (H,h) ∈ el(C,G).
Proof. This is clear from the preceding discussion. 
In our proof of Theorem 4.1, we somehow managed to avoid using Lemma 3.3. Oddly
enough, the implication is the other way around: the theorem yields another proof of the
lemma.
We mention that, by letting the matrices act on column vectors rather than on row vec-
tors, all of the downwards sums can be replaced by upwards sums. For instance, the totient
equation
θ(H,h) =
∑
(V ,ν)∈Gch(C,G)
ζG(H,h;V,ν)φ(V, ν)
is equivalent to the inversion equation
φ(V, ν) =
∑
(H,h)∈Gel(C,G)
µG(V, ν;H,h)θ(H,h).
5. An idempotent formula
In this section and the next one, we shall examine the primitive idempotents of the
monomial Burnside algebra KB(C,G), where K is a field of characteristic zero. Through-
out the present section, we shall assume that K has enough roots of unity for all our
purposes. We shall remind ourselves of this standing hypothesis whenever we want to,
because it will be dropped in the next section. As in Section 4, we embed C in the group of
torsion-units Kω. Of course, the idempotents of KB(C,G) do not depend on the choice of
the embedding C ↪→ Kω, but we shall be making use of the embedding in our description
of the idempotents.
A formula for the primitive idempotents of QB(G) was discovered independently by
Gluck [16] and Yoshida [26]. Similar formulas for the primitive idempotents of CD(G) and
CDp(G) were given by Boltje [6, Section 3]. In this section, we unify and generalize those
results. We give a formula the primitive idempotents of KB(C,G). We also characterize
the induction and restriction maps in terms of the primitive idempotents.
Remark 2.2 tells us that, as a direct sum of 1-dimensional K-vector spaces,
KB(C,G) =
⊕
K[CνG/V ]. (1)
(V ,ν)∈Gch(C,G)
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of C-subcharacters of G. The primitive idempotents of KB(C,G) will be indexed by the
G-classes of C-subelements of G. The primitive idempotent indexed by the (G-class of
the) C-subelement (H,h) will be denoted eGH,h. We shall prove that KB(C,G) is semi-
simple and
KB(C,G) =
⊕
(H,h)∈Gel(C,G)
KeGH,h, (2)
as a direct sum of algebras isomorphic to K . Let us call the elements of KB(C,G) having
the form [CνG/V ] the transitive elements. Equations (1) and (2) express the coordinate
systems associated with, respectively, the basis of transitive elements and the basis of
primitive idempotents. The aim of this section is to determine the transformation matri-
ces between the two coordinate systems. Let us express the transformation matrices as
[CνG/V ] =
∑
(H,h)∈Gel(C,G)
mG(H,h;V,ν)eGH,h, (3)
eGH,h =
∑
(V ,ν)∈Gch(C,G)
m−1G (V, ν;H,h)[CνG/V ]. (4)
After establishing the decomposition in Eq. (2), we shall give formulas for the matrix
entries mG(H,h;V,ν) and m−1G (V, ν;H,h).
Our first step is to define species (algebra maps to the ground field)
sGH,h :KB(C,G) →K.
Consider a C-fibred G-set CX and a C-subelement (H,h) of G. Given a fibre Cx in CX
stabilized by H , let us write φx for the C-character of H such that hx = φx(h)x for all
h ∈ H . Note that φx is independent of the choice of the element x of the fibre Cx . We
define sGH,h to be the linear map such that
sGH,h[CX] =
∑
Cx
φx(h),
where Cx runs over the fibres in CX that are stabilized by H . Let us show that sGH,h
is a species. Consider another C-fibred G-set CY . A fibre Cxy ⊆ CXY is stabilized by
H if and only if the fibres Cx ⊆ CX and Cy ⊆ CY are stabilized by H . In that case,
φxy = φxφy . Therefore sGH,h([CX])sGH,h([CY ]) = sGH,h([CXY ]), as required.
The next result is immediate from Dress [14, Theorem 1′(c)]. We mention that, in our
special case, his argument simplifies and the first and second halves of the conclusion
follow easily from Lemmas 3.2 and 3.3, respectively.
Lemma 5.1 (Dress). Recall that K is sufficiently large. Given C-subelements (H,h) and
(I, i) of G, then sGH,h = sGI,i if and only if (H,h) = G(I, i). Every species of KB(C,G) is
of the form sG , and the species span the dual space of KB(C,G).H,h
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sGI,i
(
eGH,h
)= ⌊(I, i) = G(H,h)⌋.
In the proof of the lemma, we saw that the algebra KB(C,G) is isomorphic to a direct sum
of copies of K . So each eGH,h is a primitive idempotent and Ke
G
H,h
∼= K . The decomposition
in Eq. (2) is now established.
We can now turn to the problem of evaluating the matrix entries in Eqs. (3) and (4). We
have
mG(H,h;V,ν) = sGH,h[CνG/V ] =
∑
gV⊆G
gν(h)
⌊
H  gV
⌋
.
Comparing with the definition (in Section 4) of the appropriate incidence function, we
obtain
mG(H,h;V,ν) = |NG(H,h)||V | ζG(H,h;V,ν). (5)
Theorem 4.1 says that the matrix with entries µG(V, ν;H,h) is the inverse of the matrix
with entries ζG(H,h;V,ν). Therefore
m−1G (V, ν;H,h) =
|V |
|NG(H,h)|µG(V, ν;H,h). (6)
We have proved the following result.
Theorem 5.2 (Idempotent formula). Recall that K is sufficiently large. There is a bijective
correspondence eGH,h ↔ [H,h]G between the primitive idempotents eGH,h of KB(C,G)
and the G-conjugacy classes [H,h]G of C-subelements (H,h) of G. We have∣∣NG(H,h)∣∣eGH,h = ∑
(V ,ν)∈Gch(C,G)
|V |µG(V, ν;H,h)[CνG/V ].
The following remark is immediate from the definitions that we have made, but it is
worth emphasising, because we use it very frequently (often without mentioning it).
Remark 5.3. With respect to the basis of primitive idempotents, the coordinate decompo-
sition of an element ζ ∈ KB(C,G) is
ζ =
∑
(H,h)∈Gel(C,G)
sG(H,h)(ζ )e
G
(H,h).
With respect to that coordinate decomposition, the induction and restriction maps are
given by the matrix equations in the next two propositions.
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indGF
(
eGJ,j
)= ∣∣NG(J, j) : NF (J, j)∣∣eGJ,j .
Proof. Consider a C-subelement (H,h) of G. The Mackey decomposition formula
resGH ind
G
F =
∑
HgF⊆G
indHH∩ gF res
gF
H∩ gF con
g
F
clearly holds for monomial Burnside algebras. Therefore
sGH,h
(
indGF
(
eFJ,j
))= sHH,h(resGH (indGF (eFJ,j )))= ∑
HgF⊆G
⌊
(H,h) =F g(J, j)
⌋
= ∣∣{gF ⊆ G: (H,h) =F g(J, j)}∣∣
= |NG(H,h)||NF (J, j)|
⌊
(H,h) =G (J, j)
⌋
. 
Proposition 5.5. Given F G and a C-subelement (H,h) of G, then
resGF
(
eGH,h
)= ∑
(J,j)
eFJ,j ,
where (J, j) runs over representatives of the F -classes of C-subelements of F such that
(J, j) is G-conjugate to (H,h).
Proof. For an arbitrary C-subelement (J, j) of F , we have
sFJ,j
(
resGF
(
eGH,h
))= sGJ,j (eGH,h). 
Corollary 5.6. Recall that K is sufficiently large. Given F  G then, as a direct sum of
ideals,
KB(C,G) = Im(indGF )⊕ Ker(resGF ).
Proof. Let (H,h) ∈ ch(C,G). By Proposition 5.4, eGH,h ∈ Im(indGF ) if and only if
H  GF . By Proposition 5.5, eGH,h ∈ Ker(resGF ) if and only if H  GF . 
6. The primitive idempotents over a characteristic zero field
We now allow K to be any field of characteristic zero. Our technique for determining
the primitive idempotents of KB(C,G) is based on Galois actions. It is a variant of the
means by which Berman dealt with the analogous problem for group algebras. See, for
instance, Karpilovsky [18, Section 8.9].
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isomorphic to CK . Thus, |CK | = gcd(|C|, |Kω|). We embed CK in K arbitrarily. Let us
begin by determining an upper bound (with respect to divisibility) on the number of roots
of unity needed for the primitive idempotents to be as described in the previous section.
Proposition 6.1. Let r = gcd(|C|, exp(G)). Suppose that K has primitive rth roots of
unity. Then the primitive idempotents of KB(C,G) are precisely the idempotents eGH,h.
Furthermore
KB(C,G) =
⊕
(H,h)∈Gel(C,G)
KeGH,h
as a direct sum of algebras KeGH,h ∼= K .
Proof. The values of the Möbius function in Eq. (6) all belong to K . So the assertion
follows from Theorem 5.2. 
Before turning to the general case, let us recall some generalities concerning the prim-
itive idempotents of an artinian subring Φ of a commutative artinian ring Θ . The rings Θ
and Φ each have only finitely many idempotents, and they sum to the (same) unity element.
Each primitive idempotent of Φ is a sum of primitive idempotents of Θ . Each primitive
idempotent of Θ is a summand of a unique primitive idempotent of Φ . When primitive
idempotents e and f of Θ are summands of the same primitive idempotent of Φ , we say
that e and f are equivalent with respect to Φ .
Remark 6.2. With Φ and Θ as above, the primitive idempotents ε of Φ are in a bijective
correspondence with the equivalence classes [e] of the primitive idempotents e of Θ . The
correspondence is such that ε ↔ e provided ε is the sum of the primitive idempotents of
Θ that are equivalent to e.
Thus, if the primitive idempotents of Θ have been determined, and if the above equiv-
alence relation has been determined, then the primitive idempotents of Φ have been deter-
mined too. We shall use this principle to specify the primitive idempotents of KB(C,G)
in the absence of the hypothesis in Proposition 6.1. Our strategy is to extend K to a
field K[C], defined below, and then to put Θ = K[C]B(C,G) and Φ = KB(C,G). We
shall see that the primitive idempotents eGH,h of K[C]B(C,G) are permuted by the Galois
group Gal(K[C]/K). It will turn out that the equivalence classes [eGH,h] are the orbits of
Gal(K[C]/K).
Let K[C] be the minimal extension field of K such that K[C] has primitive mth roots
of unity for every natural number m dividing the supernatural number |C|. Then K[C]ω
has a subgroup isomorphic to C. Let us choose and fix an embedding C ↪→ K[C]ω that
extends the embedding CK ↪→ Kω .
A field extension having the form K[C]/K is called a supercyclotomic extension. Just
as the theory of supercyclic groups is much the same as the theory of cyclic groups, the
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sions. Actually, for fixed G, we could work with a cyclotomic extension but, once we have
made some little observations on the Galois theory of supercyclotomic extensions, we shall
actually find it simpler to work with a (profinite) Galois group that applies globally.
Given a subgroup D  C, then we can regard K[D] as the subfield of K[C] generated
over K by D. If we let D run over the finite subgroups of C, then K[C] =⋃D K[D].
In particular, K[C] is a union of (finite degree) Galois extension fields of K . So K[C]
is a normal separable extension field of K . In particular, the (possibly infinite) Galois
group Gal(K[C]/K) has fixed field K . Let Aut(C/CK) denote the subgroup of Aut(C)
fixing CK . The following two remarks are very easy and (no doubt) well-known.
Remark 6.3. Let C′ be such that CK  C′  C. Then:
(1) The action of Gal(K[C]/K) as automorphisms of K[C′] gives rise to a group epimor-
phism Gal(K[C]/K)→ Gal(K[C′]/K).
(2) The action of Aut(C/CK) as automorphisms of C′ gives rise to a group epimorphism
Aut(C/CK) → Aut(C′/CK).
Remark 6.4. The action of Gal(K[C]/K) as automorphisms of the subgroup C of K[C]∗
gives rise to a group isomorphism Gal(K[C]/K)↔ Aut(C/CK).
Via the isomorphism in Remark 6.4, we identify Gal(K[C]/K) with Aut(C/CK). Then
the two epimorphisms in Remark 6.3 coincide. Let us write
Γ = Gal(K[C]/K)= Aut(C/CK).
Given an element γ ∈ Γ , and a C-subcharacter (V , ν) of G, we write γν = γ ◦ν and
γ(V , ν) = (V , γν). Thus, ch(C,G) becomes a Γ -set. Consider a C-subelement (H,h)
of G. The groups H and Ĥ are mutual duals, so the action of Γ on Ĥ induces an action
on H . Explicitly, γ sends each element hO(H) ∈ H to the unique element γhO(H) ∈ H
such that γφ(γh) = φ(h) for all φ ∈ Ĥ . We write γ(H,h) = (H, γh). Thus, el(C,G) be-
comes a Γ -set. The actions of Γ and G on ch(C,G) commute, likewise on el(C,G).
We have realized ch(C,G) and el(C,G) as permutation sets of the direct product ΓG =
Γ × G.
By Proposition 6.1, the primitive idempotents of K[C]B(C,G) are the elements having
the form eGH,h. Let
e
G,K
H,h =
∑
(I,i)
eGI,i ,
where (I, i) runs over representatives of the G-classes of C-subelements of G such that
(H,h) and (I, i) are ΓG-conjugate.
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idempotents eG,KH,h of KB(C,G) and the ΓG-classes [H,h]ΓG of C-subelements (H,h)
of G.
Proof. Put Θ = K[C]B(C,G) and Φ = KB(C,G). By Remark 6.2, we are required to
show that two primitive idempotents eGH,h and e
G
I,i of Θ are equivalent with respect to Φ
if and only if the C-subelements (H,h) and (I, i) are ΓG-conjugate. Since eGH,h = eGI,i if
and only if (H,h) and (I, i) are G-conjugate, we need only consider actions of Γ . We let
Γ act as ring automorphisms of Θ such that
γ
(
λ[CνG/V ]
)= (γλ)[CνG/V ],
where γ ∈ Γ and λ ∈ K[C]. Since the Γ -fixed subfield of K[C] is K , the Γ -fixed subring
of Θ is Φ . The primitive idempotents of Θ are permuted by Γ , and the orbit sums are the
primitive idempotents of Φ . From the definition of the monomial Möbius function and the
definition of the action of Γ on the C-subelements, we have
γµ
(
V,ν;H,γh)= µ(V, ν;H,h).
By Theorem 5.2, γeGH,γh = eGH,h. So eG,KH,h is the Γ -orbit sum of eGH,h. 
Corollary 6.6. The numbers |ΓG\ el(C,G)| and |ΓG\ ch(C,G)| are both equal to the
number of primitive idempotents of KB(C,G).
Proof. By Theorem 6.5, there are precisely |ΓG\ el(C,G)| primitive idempotents of
KB(C,G). The equality |ΓG\ el(C,G)| = |ΓG\ ch(C,G)| holds by an argument sim-
ilar to the proof of Lemma 3.3. 
It is worth working through what the theorem says in the case K = Q, which is likely to
be the main case of interest. The analysis will involve cyclic C-sections (defined below),
which have appeared before, in the case where C has prime order, in work of Bouc [10].
One motive for considering coefficients in Q is that the tenduction map, defined in Sec-
tion 9, is a polynomial function with coefficients in Q. Although the tenduction map exists
for coefficients in Z, we shall see that the polynomial formula is not closed when the coef-
ficient ring is an arbitrary ring of cyclotomic integers.
We define a cyclic C-section of G to be a pair (V ,U) such that U  V G and V/U
is cyclic with order dividing |C|. We define a C-subcycle of G to be a pair (H,Z) where
H G and Z is a cyclic subgroup of Ĥ . As an abuse of notation, given h ∈ H , we abbre-
viate (H, 〈hO(H)〉) as (H, 〈h〉).
Lemma 6.7. Suppose that K = Q, whence Γ = Aut(C).
(1) Two C-subcharacters (V , ν) and (W,ω) are Γ -conjugate if and only if (V ,Ker(ν)) =
(W,Ker(ω)); they are ΓG-conjugate if and only if (V ,Ker(ν)) =G (W,Ker(ω)).
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the G-classes of cyclic C-sections of G.
(2) Two C-subelements (H,h) and (I, i) are Γ -conjugate if and only if (H, 〈h〉) =
(I, 〈i〉); they are ΓG-conjugate if and only if (H, 〈h〉) =G (I, 〈i〉). Thus, the ΓG-
classes of C-subelements of G are in a bijective correspondence with the G-classes of
C-subcycles of G.
Proof. If the supernatural number |C| is even, then |CQ| = 2, otherwise |CQ| = 1. Either
way, every automorphism of C fixes CQ. So
Γ = Gal(Q[C]/Q)= Aut(C/CQ) = Aut(C).
Let r be as in Proposition 6.1, and let Qr be the cyclotomic number field obtained from
Q by adjoining primitive rth roots of unity. Let Z/r denote the ring of residue classes of
rational integers modulo r . Making evident identifications, we write
Γr = Gal(Qr/Q) = Aut(Cr) = (Z/r)∗.
Let π be the group epimorphism Γ → Γr specified in Remark 6.3. Given an element
γ ∈ Γ , we interpret π(γ ) as a rational integer coprime to r and well-defined up to congru-
ence modulo r . Let (V , ν) ∈ ch(C,G) and (H,h) ∈ el(C,G). The π(γ )th power νπ(γ ) is
well-defined, because the order of the group element ν ∈ V̂ divides r . A similar comment
holds for the element hO(H) ∈ H . Since Γ acts on ch(C,G) and el(C,G) via π , we have
γ(V , ν) = (V,νπ(γ )), γ(H,h) = (H,hπ(γ )−1).
So the Γ -conjugates of (V , ν) are the C-subcharacters having the form (V , νm) where
m is coprime to r . Part (1) is now established. The Γ -conjugates of (H,h) are the C-
subelements having the form (H,hm) where, again, m is coprime to r . Hence, part (2). 
By Theorem 6.5 and part (2) of Lemma 6.7,
e
G,Q
H,h =
∑
(I,i)
eGI,i ,
where (I, i) runs over representatives of the G-classes of C-subcharacters of G such that
(I, 〈i〉) =G (H, 〈h〉). We have proved the following corollary.
Corollary 6.8. There is a bijective correspondence eG,QH,h ↔ [H, 〈h〉]G between the prim-
itive idempotents eG,QH,h of QB(C,G) and the G-classes [H, 〈h〉] of C-subcycles (H, 〈h〉)
of G. In particular, the number of primitive idempotents of QB(C,G) is equal to the num-
ber of G-classes of C-subcycles of G, and it is also equal to the number of G-classes of
cyclic C-sections in G.
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Let R be an integral domain of characteristic zero such that no rational prime is invert-
ible in R. The monomial Burnside ring RB(C,G) is, of course, an extension of B(C,G).
As we observed in Section 2, B(C,G) is a split extension of B(G). Thus, in particular,
we are regarding B(G) as a subring of RB(C,G). The main result in this section, The-
orem 7.3, says that all the idempotents of RB(C,G) belong to B(G). The theorem was
discovered independently by Boltje (private communication).
Throughout this section, we take K to be a sufficiently large field containing R. As
usual, we choose and fix an arbitrary embedding of C in Kω . Since the idempotents of
interest are (will eventually turn out to be) idempotents of the ordinary Burnside ring
B(G), let us explain how the notation simplifies in that case. In an evident way, the
1-subcharacters of G can be identified with the subgroups of G, and similarly for the
1-subelements of G. When calculating with elements of B(G), we judiciously delete the
finer details of the notation in the equations of Section 5. Thus
RB(G) =
⊕
VGG
R[G/V ], KB(G) =
⊕
HGG
KeGH ,
|V |
NG(H)
[G/V ] =
∑
HG
ζ(H,V )eGH ,
|NG(H)|
|V | e
G
H =
∑
VG
µ(V,H)[G/V ].
These equations are due to Gluck [16] and Yoshida [26].
Before proving the theorem, it is convenient to abstract some technicalities that will also
be useful in the next section. Consider the mutually dual abelian groups Ĝ and G. Given
elements ω ∈ Ĝ and g ∈ G, then ω(g) is an element of C. We have embedded C in Kω , so
we may regard ω(g) as an element of K . The group algebra KĜ decomposes as a direct
sum of algebras
KĜ =
⊕
g∈G
Keg,
where each eg is a primitive idempotent and
ω =
∑
g∈G
ω(g)eg
for all ω ∈ Ĝ. More generally, the group algebras KĜ and KG are mutually dual vector
spaces over K . Thus, for each η ∈ KĜ we have an element η(g) ∈ K , and we can write
η =
∑
η(g)eg.g∈G
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given by
φΘ(ω) = [CωG/G].
Let θΘ be the Θ-algebra epimorphism RB(C,G) → ΘĜ given by
θΘ [CνG/V ] =
{
ν, if V = G,
0, otherwise.
We have decorated the symbols φΘ and θΘ with the subscript Θ because, in this section
and the next, we shall be varying the coefficient ring, and we shall sometimes need to be
clear as to which coefficient ring is under consideration. However, φΘ and θΘ are just the
Θ-linear extensions of φZ and θZ. We may drop the subscript when no ambiguity can arise.
Of course, φ and θ also depend on C and G but, in all our discussions involving φ and θ ,
the groups C and G will be fixed. Since θΘ is a left-inverse of φΘ , we have
RB(C,G) = φR(RĜ)⊕ Ker(θΘ). (7)
Thus (in the terminology of Section 1), φΘ and θΘ realize RB(C,G) as a split extension
of θĜ.
Lemma 7.1. Given ζ ∈KB(C,G) then θ(ζ )=∑g∈G sGG,g(ζ )eg .
Proof. In view of the coordinate decomposition in Remark 5.3, we need only evaluate θ
on the primitive idempotents of KB(C,G). Given ω ∈ Ĝ and g ∈G, then
µG(G,ω;G,g) = µ(G,ω;G,g)= ω(g)−1/|Ĝ|
where g denotes the image of g in G. Theorem 5.2 yields
θ
(
eGG,g
)= ∑
ω∈Ĝ
ω(g)−1ω/|Ĝ| = eg
and θ(eGH,h) = 0 for H <G. 
Lemma 7.2. An element ζ ∈ KB(C,G) belongs to KB(G) if and only if sGH,h(ζ ) = sGH,1(ζ )
for all C-subelements (H,h) of G. In that case, sGH,h(ζ ) = sGH (ζ ).
Proof. Given a G-set S, then sGH,h[CS] = sGH [S], which is independent of h. Therefore
KB(G) is contained in the space of vectors satisfying the specified criterion. The reverse
inclusion holds by considering dimensions. 
As we noted above, the following theorem was discovered independently by Boltje.
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Proof. We must show that an idempotent ζ of RB(C,G) satisfies the criterion in
Lemma 7.2. By considering restrictions and arguing by induction on |G|, we reduce to
the task of showing that sGG,g(ζ ) = sGG,1(ζ ) for all g ∈ G. But θR(ζ ) is an idempotent of
RĜ. Since no rational prime is invertible in R, the only idempotents of RĜ are 0 and 1. By
Lemma 7.1, if θR(ζ ) = 0, then sGG,g(ζ ) = 0 for all g, while if θR(ζ ) = 1 then sGG,g(ζ ) = 1
for all g ∈G. 
To finish the matter off, the primitive idempotents of RB(C,G) ought to be described
explicitly in terms of the primitive idempotents of KB(C,G). For that, we shall need
another lemma.
Lemma 7.4. For H G, the primitive idempotent eGH ∈ KB(G) decomposes as a sum of
primitive idempotents of KB(C,G), thus
eGH =
∑
(I,i)
eGI,i ,
where (I, i) runs over representatives of the G-classes of C-subelements of G such that
I =G H .
Proof. Using Lemma 7.2, sGI,i (e
G
H ) = sGI (eGH ) = I =G H . 
For a perfect subgroup Q of G, let
εGQ =
∑
H
eGH ,
where H runs over representatives of the G-classes of subgroups of G such that the in-
finitely derived subgroup of H is G-conjugate to Q. Dress [13] showed that there is a
bijective correspondence εGH ↔ [Q]G between the primitive idempotents εGQ of RB(G)
and the G-classes [Q]G of perfect subgroups Q of G. The result can also be found in
the books by Benson [1, Corollary 5.4.8] and tom Dieck [12, Section 1.4]. Hence, via
Lemma 7.4, we have the following result.
Proposition 7.5. The primitive idempotents of RB(C,G) coincide with the primitive idem-
potents of B(G). They are precisely the elements having the form
εGQ =
∑
(I,i)
eGI,i,
where Q is a perfect subgroup of G, and (I, i) runs over representatives of the G-classes
of C-subelements of G such that the infinitely derived subgroup of I is G-conjugate to Q.
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RB(C,G) when we drop the hypothesis that none of the rational primes are invertible
in R. In view of the 2-local decomposition of B(G)∗ in Yoshida [27], it would be desirable
to solve the problem in the case where all except one of the rational primes are invertible
in the (characteristic zero) coefficient ring.
8. Units
We turn now to a study of the unit group B(C,G)∗, the torsion-unit group B(C,G)ω ,
and some subgroups of B(C,G)ω . Let us recall some features of the unit group B(G)∗
of the ordinary Burnside ring. It is well known that B(G)∗ is an elementary abelian 2-
group; to see this, observe that the set of species QB(G) → Q is a basis for the dual
space of QB(G). So B(G)∗ can be regarded as a vector space over the Galois field F2.
Long ago, tom Dieck [12, Proposition 1.5.1] observed that, supposing |G| is odd then,
without the Odd Order Theorem, G is solvable if and only if |B(G)∗| = 2. That led him
[12, Problem 1.5.2] to propose that, in the study of B(G)∗, the “2-primary structure of G
is relevant” and he also signalled interest in the case where G is a 2-group. Yoshida [27]
later vindicated the prediction as to the “2-primary structure.” Tornehave [24] and Yalçın
[25] have shown that the 2-group case has rich special features. But, by the Odd Order
Theorem, B(G)∗ captures nothing at all when |G| is odd. For arbitrary G, and an odd
prime p, there is scant reason to expect much of a connection between B(G)∗ and the
“p-primary structure” of G.
For monomial Burnside rings, it is quite a different story. By Proposition 8.1, the
abelian group B(C,G)ω is finite. Let us write B(C,G)even and B(C,G)odd for the Sylow
2-subgroup and the Hall 2′-subgroup of B(C,G)ω . Theorem 9.6 implies that the decompo-
sition B(C,−)ω = B(C,−)even ⊕B(C,−)odd is a direct sum of Mackey functors over Z.
Proposition 8.1 implies that, for an odd prime p, the group B(Cp,G)odd is an elementary
abelian p-group, in other words, B(Cp,G)odd is a Mackey functor over Fp . Furthermore,
Proposition 8.2 implies that, if |G| is odd, then B(Cp,G)odd has index 2 in B(Cp,G)ω . It
seems reasonable to propose the Mackey functor B(Cp,−)odd as an odd prime analogue
of B(−)∗.
All we shall do for the whole unit group B(C,G)∗, in this section, is to explain how
B(C,G)∗ can be regarded as a split extension of (ZĜ)∗. As special cases of two ring
homomorphisms defined in the previous section, consider the ring monomorphism
φZ :ZĜ → B(C,G)
and the ring epimorphism
θZ :B(C,G) → ZĜ.
Specializing to the unit groups, we have a group monomorphism
φ∗ : (ZĜ)∗ → B(C,G)∗
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θ∗ :B(C,G)∗ → (ZĜ)∗.
Observing that θ∗ is a left-inverse for φ∗, we see that
B(C,G)∗ = φ∗(ZĜ)∗ ⊕ Ker(θ∗).
Proposition 8.1. Let r = gcd(|C|, exp(G)) and ρ = lcm(2, r). The group B(C,G)∗ has
exponent dividing ρ and rank at most |G\ el(C,G)| = |G\ ch(C,G)|.
Proof. Let K be the cyclotomic field generated over Q by the primitive rth roots of unity.
The torsion-unit group Kω is cyclic with order ρ. Let ζ ∈ B(C,G)ω . By Proposition 6.1,
ζ decomposes as a linear combination of primitive idempotents as in Remark 5.3 and each
coordinate sGH,h(ζ ) is a root of unity in K . 
Proposition 8.2. If |G| is odd, then B(C,G)ω = {±1} ×B(C,G)odd.
Proof. Given a torsion-unit ζ in B(C,G), then sG1,1(ζ ) must be ±1 because it is a rational
integer and a unit. Assume that sG1,1(ζ ) = 1. We are to prove that ζ has odd order. Let K be
the cyclotomic field as in the proof of the previous proposition. In view of the decomposi-
tion in Remark 5.3, we are to show that sGH,h(ζ ) has odd order. An inductive argument on|G| deals with the case H <G.
In Section 2, we noted that B(C,G) is a split extension of B(G). The projection
π : B(C,G) → B(G) is given by [CX] → [1 ⊗C CX] = [C\CX]. We have sGH (π(ζ )) =
sGH,1(ζ ) for all H  G. As noted by tom Dieck [12, Proposition 1.5.1], B(G)∗ = {±1};
the result can be deduced quickly from Yoshida’s criterion [27, Proposition 6.5] together
with the Odd Order Theorem. Therefore, sGG(π(ζ )) = sG1 (π(ζ )). We have shown that
sGG,1(ζ ) = 1.
Consider the ring epimorphism θK :KB(C,G) →KĜ and its specialization
θω :B(C,G)ω → (ZĜ)ω.
Since Ĝ is abelian, a weak version of Higman’s theorem says that
(ZĜ)ω = {±1} × Ĝ.
See, for instance, Sehgal [21, Corollary 1.6] or Serre [22, Exercise 6.3]. From Section 7,
recall that the elements η of KĜ have the coordinate decomposition η =∑g η(g)eg . When
η ∈ (ZĜ)ω, we have η(1) = ±1, with the positive value if and only if η belongs to the Hall
2′-subgroup Ĝ of (ZĜ)ω. Since sGG,1(ζ )= 1, we see from Lemma 7.1 that θω(ζ ) belongs to
the Hall 2′ subgroup Ĝ and, for the same reason, sGG,g(ζ ) has odd order for all g ∈ G. 
Let us mention some combinatorial bounds that can be proved using the same tech-
niques. We only sketch the arguments. Using Proposition 7.5, it is easy to show that the
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ing Remark 5.3 and Dirichlet’s unit theorem, it is not hard to show that the free-rank of
B(C,G)∗ is zero or at most |G\ el(C,G)|(φ(r)/2−1), where r is as above, and φ denotes
the Euler totient function. In particular, if lcm(2, r) 6, then every unit in B(C,G) is a
torsion unit. A very similar (but more refined) use of Dirichlet’s unit theorem appears in
the proof of a general version of Higman’s theorem given in Karpilovsky [17, Section 8.9].
Evidently, the theory of B(C,G)∗ is related to the theory of commutative group rings.
9. Tenduction
The purpose of this section is to realize the unit group B(C,−)∗ as a Mackey functor.
It will follow immediately that B(C,G)ω and B(C,G)even and B(C,G)odd are Mackey
subfunctors. For a subgroup F of G, we shall define a product-preserving map
Z
C ten
G
F :B(C,F ) → B(C,G)
called the tenduction map for coefficient ring Z. Except where emphasis is needed, we
shall tend to omit the left decorations. Since tenGF is product-preserving, it specializes to a
group homomorphism
tenGF :B(C,F )
∗ → B(C,G)∗.
We shall find that B(C,−)∗, equipped with the tenduction, restriction and conjugation
maps, is a Mackey functor.
The construction of the tenduction map is not at all straightforward. Let us summarize
the steps we shall be taking. We shall introduce a functor
ATenGF :A-F -SET →A-G-SET
called the tenduction functor. Immediately from the definition, it will be clear that ATenGF
preserves products: given A-fibred F -sets AX and AY , then
TenGF (AX ⊗AY)= TenGF (AX)⊗ TenGF (AY).
Then, we shall confine our attention to the case where the fibre group is a supercyclic
group C. Let K be a field with characteristic zero. Most of the work will be in finding
a formula for the coordinates sGH,h[TenGF (CX)] in the case where K has enough roots of
unity. Extending that formula, and still assuming that K has enough roots of unity, we shall
be able to introduce a function
K
C ten
G
F :KB(C,F) →KB(C,G)
called the tenduction map for coefficient ring K . The map tenGF will be related to the
tenduction functor TenGF by the condition
C tenG[CX] =
[
CTenG(CX)
]
. (8)F F
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a map ZC ten
G
F from B(C,F ) to B(C,G). We shall then (and only then) be in a position to
define KC ten
G
F for arbitrary K .
This complicated zigzag manoeuvre—over sufficiently large K , over Z, then over ar-
bitrary K—is necessary. Let us issue a couple of warnings. First warning: Eq. (8) does
not determine ZC ten
G
F as a product-preserving map. Even in the case F = G = 1, there
are two distinct product-preserving maps satisfying Eq. (8). Second warning: if K is the
field of fractions of the integral domain R, then the tenduction map KC ten
G
F need not spe-
cialize to a function RB(C,F ) → RB(C,G) and it need not specialize to a function
RB(C,F )∗ →RB(C,G)∗ . This is so even in the case where C is trivial and R is a ring of
cyclotomic integers. We shall give a counter-example below.
It may be illuminating to make a comparison with the induction map AindGF , which is,
of course, a sum-preserving map on B(A,F) satisfying
AindGF [AX] =
[
AIndGF (AX)
]
. (9)
The induction map AindGF on KB(A,F) is not the unique sum-preserving map satisfying
Eq. (9). It is the unique K-linear map satisfying Eq. (9). Linear extension can be used in
that way because the induction functor IndGF preserves coproducts. The tenduction functor
TenGF , though, does not preserve coproducts. To construct a tenduction map, linear exten-
sion is not an option.
Tenduction for permutation sets was defined by tom Dieck [12, Section 5.13]. The
difficulty discussed above was noticed by Yoshida [27, Section 3b], who consolidated
the definition using a technique introduced by Dress [15]. We shall be following the
same approach. Let us recall the key notion behind the technique. Let {p1, . . . , pm} and
{q1, . . . , qn} be bases for abelian groups P and Q, respectively. A function θ :P → Q is
said to be polynomial provided there exist polynomials
θ1, . . . , θn ∈ Q[X1, . . . ,Xm]
such that, for all α1, . . . , αm ∈ Z, we have
θ
(
m∑
i=1
αipi
)
=
n∑
j=1
θj (α1, . . . , αm)qj .
Since composites of polynomial functions are polynomial, and since linear change of co-
ordinates is polynomial, the defining condition is independent of the choices of bases
{p1, . . . , pm} and {q1, . . . , qn}. We shall be making use of a uniqueness principle: let us
say that a subset D of P is dense in P provided, for every finite subset D0 ⊆ D, the
subgroup generated by the complement D − D0 has finite index in P . Two polynomial
functions on P that agree on a dense subset of P are equal. We shall characterize C tenGF
as the unique polynomial function B(C,F ) → B(C,G) satisfying Eq. (8).
Yoshida [27, Section 3a] characterized tenduction for permutation sets in terms of cer-
tain hom-sets. Using ideas in Bouc [9, Section 6.7], the referee found a generalization of
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tenduction functor ATenGF , but we shall also present the referee’s more systematic con-
struction.
For the explicit construction, we begin by choosing an ordered left-transversal
{t1, . . . , tm} for F in G. Let Sm denote the symmetric group of degree m = |G : F |. The
elements of the wreath product Sm F are the tuples (s;f1, . . . , fm) where s ∈ Sm and each
fj ∈ F . The group operation is given by(
s′;f ′1, . . . , f ′m
)
(s;f1, . . . , fm) =
(
s′s;f ′s1f1, . . . , f ′smfm
)
.
We embed G in Sm  F via the inclusion g → (s(g);f1(g), . . . , fm(g)) where
gtj = ts(g)jfj (g).
It is easy to check that, up to conjugacy in Sm F , the embedding G ↪→ Sm  F is indepen-
dent of the choice of the transversal {t1, . . . , tm}.
Let AX be a A-fibred F -set. The tensor product, over A, of m copies of AX, denoted
ATenGF (AX) =
m⊗
AX,
is an A-fibred Sm  F -set such that, for x1, . . . , xm ∈ X, we have
(s;f1, . . . , fm)(x1 ⊗ · · · ⊗ xm) = fs−11xs−11 ⊗ · · · ⊗ fs−1mxs−1m.
Observing that a1x1 ⊗ · · ·amxm = (a1 . . . am)x1 ⊗ · · · ⊗ xm for a1, . . . , am ∈ A, we see
that the action of Sm  F on ATenGF (AX) is independent of the choice of the set X of
representatives of the fibres of AX. Via the inclusion G ↪→ Sm F , we regard ATenGF (AX)
as an A-fibred G-set. We make ATenGF become a functor, operating on maps by
ATenGF (α)(x1 ⊗ · · · ⊗ xm) = α(x1)⊗ · · · ⊗ α(xm),
where α is a map with domain AX. As before, it is easy to see that ATenGF (α) is inde-
pendent of the choice of the set X. Since the inclusion G ↪→ Sm  F is well-defined up to
conjugacy, the functor ATenGF is well-defined up to equivalence.
The referee’s alternative construction of ATenGF avoids the need to choose any transver-
sal for F in G. Let GF denote G regarded as an F -set, with (left) action such that an
element f ∈ F sends an element k ∈ GF to the element kf−1. Allowing F to act trivially
on A, we form the set A= Hom(GF ,A), which becomes an abelian group with pointwise
multiplication. Let ∆ be the kernel of the group epimorphism
A  α →
∏
gF⊆G
α(g) ∈A.
Via the action of G on GF by left multiplication, we embed G in the group Σ = Aut(GF ).
Consider the setH= HomF (GF ,AX). We regardH as a Σ-set such that (σφ)(σk) = φ(k)
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α ∈A. These two actions commute, so Σ and the group A/∆ ∼= A have commuting ac-
tions on the orbit space ∆\H. Moreover, the action of A on ∆\H is free, so ∆\H is an
A-fibred Σ-set. By specialization, ∆\H is an A-fibred G-set.
To show that
ATenGF (AX) ∼= ∆\H
as A-fibred G-sets, let us return to the transversal {t1, . . . , tm}. As observed in Bouc [9,
Proposition 6.11], there is an isomorphism Σ ∼= Sm  F such that σ ↔ (s;f1, . . . , fm)
where σ(tj ) = tsj fj . The embeddings of G in Σ and in Sm  F evidently commute with
this isomorphism, so we may identify Σ with Sm F . We identifyA with the direct product
of m copies of A via the correspondence α ↔ (α(t1), . . . , α(tm)). We identify H with the
direct product of m copies of AX via the correspondence φ ↔ (φ(t1), . . . , φ(tm)). It is
easy to check that the bijection
ATenGF (AX)  a1x1 ⊗ · · · ⊗ amxm ↔ ∆(a1x1, . . . , amxm) ∈∆\H
is an isomorphism of A-fibred Sm  F -sets and, perforce, an isomorphism of A-fibred G-
sets.
Let us note that tenduction of fibred permutation sets is compatible with tenduction
of modules. The latter form of tenduction is discussed in, for instance, Benson [1, Sec-
tion 3.15]. Embedding A in the unit group of a commutative ring Θ , it is clear that ATenGF
commutes with tenduction ΘF -MOD → ΘG-MOD via the linearization functors LinF
and LinG (defined in Section 2).
Lemma 9.1 (Mackey decomposition). Given E G, then
ResGE Ten
G
F (AX)
∼=
⊗
EgF⊆G
ResEE∩ gF Res
gF
E∩ gF Con
g
F (AX).
Proof. Consider the action of E on the cosets of F in G. 
We now replace A with the supercyclic group C. Recall that the transfer map
tGF :G → F is the group homomorphism given by
tGF (g) = πF
(
f1(g) · · ·fm(g)
)
,
where πF is the canonical projection from F to F . The kernel of tGF contains O(G), so we
may regard tGF as a homomorphism G → F .
In the special case for permutation sets, the following formula is due to tom Dieck [12,
Proposition 5.13.1], and it can also be found in Yoshida [27, Section 3b].
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sGH,h
[
TenGF (CX)
]= ∏
FgH⊆G
sFF∩ gH,tg(h)[CX],
where tg(h) = tgHF∩ gH (gh).
Proof. First suppose that H = G. The condition Cx1 = Cx determines a bijective corre-
spondence between the fibres Cx1 ⊗ · · · ⊗ xm in TenGF (CX) stabilized by G and the fibres
Cx in CX stabilized by F . Suppose that Cx1 ⊗ · · · ⊗ xm is stabilized by G. Let φ be the
C-character of F such that f x1 = φ(f )x1. Then
g(x1 ⊗ · · · ⊗ xm) = φ
(
tGF (h)
)
x1 ⊗ · · · ⊗ xm
for g ∈ G. We have shown that the assertion holds in the case H = G, indeed,
sGG,h
[
TenGF (CX)
]= sF
F,tGF (g)
[CX].
Suppose now that H <G. For k ∈ G, write L(k) = H ∩ kF . Inductively, we may assume
that the assertion holds when G is replaced by L(k). By Lemma 9.1,
sGH,h
[
TenGF (CX)
]= ∏
HkF⊆G
sHH,h
[
TenHL(k) Res
kF
L(k)
(
kCX
)]
=
∏
HkF⊆G
s
L(k)
L(k),tHL(k)(h)
[
Res
kF
L(k)
(
kCX
)]
=
∏
HkF⊆G
s
kF
L(k),tH
L(k)
(h)
[
kCX
]
.
The argument is completed by substituting g = k−1 and conjugating by g. 
Still assuming that K has enough roots of unity, we define a function
K
C ten
G
F :KB(C,F) →KB(C,G)
such that, given ξ ∈ KB(C,F) and (H,h) ∈ el(C,G), then the (H,h)-coordinate of
K
C ten
G
F (ξ) is
sGH,h
(
K
C ten
G
F (ξ)
)= ∏
FgH⊆G
sGF∩ gH,(gh)F (ξ).
At present, we have defined KC ten
G
F only in the case where K has enough roots of unity.
The proofs of the following two results are to be interpreted only for such K . However, as
soon as we have defined KC ten
G
F for arbitrary K , it will be obvious that the two results hold
in general.
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Proof. The first part is immediate from the definition of KC ten
G
F . The second part follows
from Lemma 9.2. 
Theorem 9.4. The function KC tenGF restricts to a polynomial function ZC tenGF :B(C,F ) →
B(C,G).
Proof. Let (I1, i1), . . . , (Iu, iu) be a set of representatives of the F -classes of C-
subelements of F , and let (J1, j1), . . . , (Jv, jv) be a set of representatives of the G-classes
of C-subelements of G. Consider an element ξ ∈KB(C,F), and write
ξ =
u∑
a=1
α′aeFIa,ia , ten
G
F (ξ) =
v∑
b=1
β ′beFJb,jb .
For any given ξ , it is to be understood that each α′a ∈ K and each β ′b ∈ K . But, if we
allow the coordinates α′a to vary, then each β ′b becomes a function Ku → K , written
(α′1, . . . , α′u) → β ′b(α′1, . . . , α′u). The explicit formula in Lemma 9.2 shows that each β ′b is
a polynomial function whose coefficients are all 0 or 1. Let (U1,µ1), . . . , (Uu,µu) be a set
of representatives of the F -classes of C-subcharacters of F , and let (V1, ν1), . . . , (Vv, νv)
be a set of representatives of the G-classes of C-subcharacters of G. Write
ξ =
u∑
a=1
αa[CµaF/Ua], tenGF (ξ) =
v∑
b=1
βb[CνvG/Vb].
The linear changes of coordinates from αa to α′a and from β ′b to βb are expressed in
Eqs. (3)–(6) in Section 5. Thence, each function (α1, . . . , αu) → βb(α1, . . . , αv) is a poly-
nomial function whose coefficients belong to some cyclotomic extension of Q. Since
βb takes rational values whenever its arguments are natural numbers, the coefficients
of βb are rational. Consider rational integers n, α1, . . . , αu with n sufficiently large for
our purposes. Given any rational prime p, then pn − α1, . . . , pn − αu are non-negative
and pn does not divide the denominators of any of the coefficients of βb . The integer
βb(p
n + α1, . . . , pn + αu) differs from βb(α1, . . . , αu) by a rational whose denominator is
coprime to p. Therefore, the denominator of βb(α1, . . . , αu) is coprime to p. Since p is
arbitrary, βb(α1, . . . , αu) is a rational integer. 
In the proof of the theorem, we described ZC ten
G
F as the polynomial function
Z
C ten
G
F
(
u∑
a=1
αa[CµaF/Ua]
)
=
v∑
b=1
βb(α1, . . . , αu)[CνvG/Vb].
Furthermore, we proved that the coefficients of the polynomials βb are rationals. Now
letting K be arbitrary, we extend Z tenG to a function K tenG :KB(C,F) → KB(C,G)C F C F
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K
C ten
G
F is the same as before. It is also clear that Lemma 9.3 and Theorem 9.4 hold for
arbitrary K .
We have completed the construction of the tenduction map RC ten
G
F where the coefficient
ring R is either Z or else an arbitrary field of characteristic zero. It is easy to see that,
embedding C in the torsion unit group Θω of a commutative ring Θ , then RC ten
G
F commutes
with the tenduction map RR(ΘF) →RR(ΘG) on the representation rings.
Let us show that the constructions do not work in the case where the coefficient ring
R is an arbitrary integral domain of characteristic zero. We present the counter-example
promised earlier in this section. Let p be a prime, let C = 1, let G = Cp2 and let F be the
proper non-trivial subgroup of G. Let ω be a primitive 2pth root of unity, let R = Z[ω] and
let K = Q[ω]. The element ξ = ω[F/F ] is a torsion-unit of RB(C,G). We shall show that
the element ζ = KC tenGF (ξ) of KB(C,G) does not belong to RB(C,G). Using Lemma 9.2
and the coordinate transforms discussed in Section 5 (the special cases due to Gluck and
Yoshida),
tenGF
(
α1[F/1] + α2[F/F ]
)= (pα1 + α2)p − αp2
p2
[G/1] + α
p
2 − α2
p
[G/F ] + α2[G/G].
In particular, pζ/ω = (ωp−1 − 1)[G/F ] + [G/G]. It suffices to show that the algebraic
integer 1 − ωp−1 is not divisible by p. The case p = 2 is trivial. Assuming that p is odd,
then ωp−1 is a primitive pth root of unity. The product of the p − 1 Galois conjugates of
1 −ωp−1 is p. So at least one of the Galois conjugates is not divisible by p. It follows that
none of the Galois conjugates are divisible by p, as required.
Proposition 9.5 (Mackey formula). Let E G. As functions B(C,F ) →B(C,E) or, more
generally, as functions KB(C,F) → KB(C,G), we have
resGE ten
G
F =
∏
EgF⊆G
tenEE∩ gF res
gF
E∩ gF con
g
F .
Proof. The two specified functions on B(C,F ) are equal because they are polynomial and
because they agree on the dense subset of B(C,F ) consisting of the isomorphism classes of
C-fibred F -sets. The general case holds because any polynomial over Z extends uniquely
to a polynomial over K . 
Similar arguments show that the tenduction, restriction and conjugation functors and
maps satisfy all the relations that characterize Mackey functors: idempotence, transitivity,
and compatibility with conjugation. Furthermore, tenduction, restriction, and conjugation
all preserve products. Therefore, regarding the ring B(C,G) as a module over the semi-
ring N, with action n : ξ → ξn, then B(C,−), equipped with tenduction, restriction, and
conjugation, is a Mackey functor over N. More to the point, we have proved the following
theorem.
566 L. Barker / Journal of Algebra 281 (2004) 535–566Theorem 9.6. The functor B(C,−)∗, defined on the category of inclusions of finite groups,
and equipped with the tenduction, restriction and conjugation maps, is a Mackey functor
over Z. Furthermore, B(C,−)ω and B(C,−)even and B(C,−)odd are Mackey subfunctors.
In particular, for an odd prime p, we have completed the realization of B(Cp,G)odd as
a Mackey functor over the field Fp .
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