Abstract-Chaotic time-series is a dynamic nonlinear system whose features can not be fully reflected by Linear Regression Model or Static Neural Network. While Nonlinear Autoregressive with eXogenous input includes feedback of network output, therefore, it can better reflect the system's dynamic feature. Take annual active times of sunspot as an example, after verifying the chaos of sunspot time-series and calculating the series' embedding dimension and delay, we establish sunspot prediction model with NARX network. The result shows that compared with BP Network and ARIMA Model, NARX network can better predict the chaos.
INTRODUCTION
Chaotic Time-Series Prediction is an important application and research hotspot of Chaos Theory, and is widely used in natural science and social science. Chen Ying [1] and Li Dongmei [2] established prediction model of chaotic time-series by using BP Neural Network and RBF Neural Network respectively, and made some achievements.
Both BP neural network and RBF network is static neural network. Using static network to set up model for dynamic chaos system actually turns dynamic time-series modeling into static dimension modeling. Static neural network is better when conducting one-step static prediction, but not ideal for medium-and-long-term dynamic prediction. Hann [3] indicates that when conducting short-term prediction to exchange rate chaotic time-series, static neural network is better than any other models, while when conducting medium-and-long-term prediction, static neural network is not even as good as simply linear regression model.
Nonlinear Autoregressive with Exogenous input includes feedback of network output, so it can better reflect the system's dynamic feature. This paper takes the sunspot number in 310 years from 1700 to 2009 as timeseries sample, studies its internal chaos, calculates embedding dimension and delay, establishes model with NARX neural network and conducts prediction. The result shows that compared with BP network or traditional ARIMA model, NARX network is better in precision.
II. BUILDING THE FORECASTING MODEL

A. NARX Neural Network
NARX is a nonlinear discrete-time system and its mathematical expression is: Since estimated value's regressor is included in Mode P, during mult-steps medium-and-long-term prediction, Mode P can better show the system's dynamic feature with better predictive validity [5] . Therefore, Mode P is adopted in this paper for network training and prediction.
B. Phase Space Reconstruction of Chaotic Time Series
After certain changes, the pathway produced by chaotic system will finally make regular movements, so this pathway becomes a regular one, which is also called singular attractor. This kind of pathway, after stretchingand-folding-like treatment, becomes a time-related series, which presents features of chaos and complexity. Therefore, singular attractor can be recovered through Phase Space Reconstruction and this is also the initial purpose for raising the concept of Phase Space Reconstruction.
Since the driving factors of chaotic system have interactive influence to each other, the data points generated in time sequence are also related. It has been proven by Takens [7] that a proper embedding dimension E d can be found to recover singular attractor in this embedding dimension space. Through Phase Space Reconstruction, the evolving law of singular attractor can be found, which is able to put the existing data into certain describable frame, and provide a new method and approach to study time series. Phase Space Reconstruction is an important step to analyze non-linear time series, and the reconstruction quality will have direct impact on model establishment and prediction.
Maguire [6] has proven that sunspot time-series satisfies features of chaotic time-series. Takens [7] gives us mathematical way to conduct phase space reconstruction on time-series:
Among which E d is embedding dimension, and τ is embedding delay. The compare of (1) and (4) shows
Thus, the key of modeling NARX network of time-series is selecting embedding dimension and time delay.
C. Calculation of Embedding Dimension
Embedding dimension can be estimated through Cao method [8] . 
Here, ||…|| indicates certain measurement to Euclidean distance.
Then, define the average value of a(i,d):
( (6) According to the function above, E(d) only depends on dimension d and delayed time τ. Therefore, in order to study dimension change from d to d+1, define:
If time serial is from certain attractor, when d is bigger than certain value of d 0 , E 1 (d) will stop changing, and d is the smallest embedding dimension.
In addition, it is necessary to define another value, as it can be used to distinguish fixed signal and random signal. Make:
The meaning of n(i,d) is the same as discussed. Meanwhile, also define
Signal with fixed structure and random signal can be clearly distinguished with E 2 . For random time series, since both future value and previous value are independent, E 2 (d) always equals to 1 despite the value of d.
D. Selection of Delayed Time
Delay τ can be obtained through autocorrelation method. The first step is to make autocorrelation function C(τ)'s function diagram about timeτ.
Takens [7] has proved that when there is no noise and the data accuracy of one dimensional time series is infinite, the selection of delayed time τ can be random.
However, in fact, the actual testing time can not be infinite, and the noise is inevitable. Therefore, the selection of delayed timeτplays an important role during reconstruction process. The basic approach is to make y(t) and y(t+ τ ) own certain independence while are not totally irrelevant to each other, so that they can be independent coordinates in phase space reconstruction.
Autocorrelation Function is a very mature method to acquire the value of delayed time, and its basic thought is to acquire the linear correlation between series. For chaotic time series, the autocorrelation function of time span jτis:
According to this function, when fixing j, the autocorrelation function's image about delayed time τ ( τ =1,2,) can be acquired. When the value of this function decreased to initial value, the delayed timeτ acquired is the optimal delayed time value.
E. Lyapunov Index and predictable scale
Chaotic system is strongly sensitive to initial value. Even there's only a trivial change to initial conditions, the system's evolving pathway will deviate with previous pathway at exponential speed, and after certain period, covers the system's true status completely. Therefore, this indicates unpredictability of the system's long-term movement. When the attractor in chaotic system is partially unstable, the pathway finally falls on the same chaotic attractor in phase space, and the system's biggest Lyapunov index is bigger than zero (λ>0), it indicates chaotic attractor exists which can be used to measure the chaotic level. In addition, the inverse of the biggest Lyapunov index also shows the system's longest predictable time, beyond which the tolerance is out of control and covers the system's real status.
It is much simpler to calculate Lyapunov index with Small-data method [9] to avoid massive calculation amount.
After the phase space is reconstructed, find every point's nearest adjacent point on given pathway, 13) Among which q is the nonzero number of d j (i). Make fitting curve through least square method, and the curve's slop is the biggest Lyapunov indexλ.
F. Neuron Quantity in Hidden Layer of NARX Network
Neuron quantity in two hidden layers of NARX neural network is also the parameter which needs to be set. Neuron in the first hidden layer N 1 and neuron in the second hidden layer N 2 will be determined via the formula below:
Among which N 2 is rounded downwards.
III. EMPIRICAL ANALYSIS
A. Data Analysis
The experimental data used in this paper 310 sunspot number from 1700 to In Fingure 4, whenτ=3, C(τ) reaches the first zero value, therefore the delay of time-series is 3. The predictable time of this chaotic time-series T=1/λ ≈10 years. If it exceeds 10 years, the system's prediction accuracy can not be controlled.
Therefore 310 sample data is divided into two parts. The first 300 sample data is training sample, and the last 10 is prediction validation sample.
In the first 300 training data samples, according to phase space reconstruction, the first sample that can be fit is the 31 st data (d E ×τ +1=31), i.e. data in the year of 1730. The whole fitting extent is [1730, 1999] with 270 sample data. Figure 6 shows the fitting result of using NARX neural network to establish model for sample. Figure 7 gives the error of NARX simulation from 1730 to 1999. It turns out that NARX fitting curve does not cover few maximal points which effectively avoids over fitting.
B. Result Analysis
NARX, BP network and ARIMA (1,1,1) are used separately to establish model for first 300 sample data, and predict for the last 10 data. Table 1 and Figure 8 show the prediction result; Table 2 is error analysis. It is showed in Figure 8 that BP network has excellent prediction on first 7 years, but the accuracy for last 3 years is not ideal with big error; ARIMA is very unstable for first 4 years' prediction, but the prediction for last 6 years is very good; whereas, NARX network shows high prediction accuracy for whole 10 years. The result in Table 2 also shows that NARX has the best prediction, ARIMA the second, and BP neural network the third.
IV. CONCLUSION
Since NARX network's input includes feedback of network output, NARX network can reflect system's dynamic feature vividly, therefore, can be used for chaotic time-series prediction. This paper takes sunspot chaotic time-series as an example to verify NARX network's ability in short-term and medium-term prediction. The result shows NARX's chaotic prediction validity is better than that of BP neural network and ARIMA model.
