When A ∈ B(H ) and B ∈ B(K) are given, we denote by M C the operator acting on the infinite dimensional separable Hilbert space H ⊕ K of the form M C = A C 0 B . In this paper, it is shown that if A is upper semi-Fredholm of finite ascent and infinite codimension, and if R(B) is closed of infinite kernel, then M C is upper semi-Fredholm of finite ascent for some C ∈ B(K, H ). In addition, we explore the hypercyclicity and supercyclicity for 2 × 2 upper triangular operator matrices on the Hilbert space.
Introduction

Throughout this paper, let H and K be infinite dimensional separable Hilbert spaces, let B(H, K) denote the set of bounded linear operators from H to K, and abbreviate B(H, H ) to B(H ). If A ∈ B(H ), write N (A) for the kernel of A and R(A)
for the range of A; the ascent asc(A) and the descent des(A) of A are given by asc(A) = inf{n 0: N(A n ) = N(A n+1 )} and des(A) = inf{n 0: R(A n ) = R(A n+1 )}, respectively; the infimum over the empty set is taken to be ∞. When A ∈ B(H ) and B ∈ B(K) are given, we denote by M C an operator acting on H ⊕ K of the form:
B . The upper triangular operator matrices have been studied by many authors (for example [3] [4] [5] 9, 10] , etc.). This paper is concerned with the Browder essential approximate point spectra and hypercyclicity for 2 × 2 upper triangular operator matrices.
Main results
Suppose A ∈ B(H ) and B ∈ B(K).
In [1] , we give the necessary and sufficient condition on A and B such that there exists an operator C for which M C is upper semi-Fredholm. In this section, one of our main results is 
Then we claim that M C is upper semi-Fredholm with asc(M C ) < ∞. First, we will prove that M C is upper semi-Fredholm. In fact, if Second, we will prove that M C has finite ascent, and we only need to prove that
Using the definition of operator C, we know that CB p y = T B p y = 0, this implies that
Continue this process, we can get that
. Thus M C has finite ascent. The proof is completed.
In fact, we have the following general result:
Proof. We adopt a technique in Theorem 2.
Then we can prove as Theorem 2.1 that M C is upper semi-Fredholm with finite ascent.
We can see Theorem 2.1 is just a special case of Theorem 2.2. Using Theorem 2.1 in [2] , we can get that
Corollary 2.3. Let A be upper semi-Fredholm with asc(A) < ∞. If R(B) is not closed, then there exists C ∈ B(K, H ) such that M C is upper semi-Fredholm with asc(M C ) < ∞ if and only if d(A) = ∞.
For lower semi-Fredholm, we have the similar result: For x ∈ H , the orbit of x under T is the set of images of x under successive iterates of T :
A vector x ∈ H is supercyclic if the set of scalar multiples of Orb(T , x) is dense in H , and x is hypercyclic if Orb(T , x) is dense. A hypercyclic operator is one that has a hypercyclic vector. We similarly define the notion of supercyclic operator. We denote by H C(H ) (SC(H )) the set of all hypercyclic (supercyclic) operators in B(H ) and H C(H ) (SC(H )) the norm-closure of the class H C(H ) (SC(H )). Supercyclic operators were introduced by Hilden and Wallen [7] . Many fundamental results regarding the theory of hypercyclic and supercyclic operators were established by Kitai in her thesis [8] .
Let σ s (A) = {λ ∈ C, R(A − λI ) / = H } be the surjective spectrum of operator A. We say that a-Browder's theorem holds for an operator A if σ ea (A) = σ ab (A). 
Proof. 
The proof is finished.
Remark.
(1) The result is true for the case of supercyclicity. (2) If we change the condition ª a-Browder's theorem holds for Aº to the condition ªSuppose that A ∈ H C(H )º, the result is true also.
Let A * denote the conjugate of A. An operator A ∈ B(H ) is said to be hyponormal if AA * A * A. Suppose both A * and B are hyponormal, then we can prove that a-Browder's theorem holds for A and σ s (B) = σ (B), and for any 
We know the hypercyclicity (supercyclicity) for operator A does not imply the hypercyclicity (supercyclicity) for A * . Let σ SF − (A) = {λ ∈ C: A − λI / ∈ − (H )} be the lower semi-Fredholm spectrum of A. Using Theorems 2.5 and 2.7, we can prove that 
.).
Then σ ea (A) = σ ab (A) = D, which means that a-Browder's theorem holds for A, and σ s (B) = σ (B). A straightforward calculation shows that for any 
(i) From the statement before Theorem 2.9, we know that Then for any C ∈ B(K, H ), ind(M C − λI ) 0 for every λ ∈ ρ SF (M C ).
Then for each C ∈ B(K, H ), M C ∈ H C(H ⊕ K).
Let A ∈ B( 2 ) and B ∈ B( 2 ) be defined in Example 1. Then σ d (A) ∩ σ ab (B) = ND has no interior points and M 0 ∈ H C(H ⊕ K), thus M C ∈ H C(H ⊕ K) for each C ∈ B( 2 , 2 ).
