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Abstract
A class of nonlocal second-order ordinary differential equations of the form
y′′(x) = f (x, y(x), (y ◦ λ)(x), y′(x))
for continuous f and λ is studied. The equation is supplemented with none, one, or two Robin boundary
conditions depending on whether the interval of interest I is finite, semi-infinite or infinite. The only other
restriction on the function λ is that it maps I into itself. Sufficient conditions for the existence of a solution
are found, which include the assumption of the existence of ‘upper’ and ‘lower’ solutions. The upper and
lower solutions provide bounds for the solution on I .
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The problem of existence of solutions to the general nonlinear, nonlocal differential equation
y′′ = f (x, y, y∗, y′), (1)
is studied here. Either none, one or both of the boundary conditions
p0y(a)− q0y′(a) = A, (2)
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are used, depending on whether we are investigating the solution on I = (−∞,∞), I = [a,∞)
or I = [a, b], respectively. Here we have a < b ∈ R; pi, qi , i ∈ {0,1}, constant, with pi, qi  0
and p2i + q2i > 0; and y∗ a nonlocal component representing (y ◦ λ)(x) for some continuous
λ : I → I . In Section 5 the conditions on pi and qi , i ∈ {0,1}, will be relaxed and the main
results will be shown to hold when p2i + q2i > 0 and qi  0, i ∈ {0,1}, only.
The proofs of existence of solutions to the above boundary value problem use the assumption
of the existence of ‘upper’ and ‘lower’ solutions, which are defined in Section 3. For suitable f ,
the existence of a certain lower/upper solution pair φ(x), ψ(x) guarantees the existence of a
solution y(x) ∈ C2(I ) such that φ(x) y(x)ψ(x) when x ∈ I . Graham-Eagle [1] used upper
and lower solutions in examining nonlinear boundary value problems of the form
Lu = f (x,u,∇u,Φ(u)), x ∈ Ω,
Bu = 0, ∂Ω,
with Ω a bounded domain in Rn. L is a linear uniformly elliptic operator, B a linear boundary
operator and Φ is a functional. The principal way in which this differs from the present problem
is in the fact that the functional Φ(u) does not vary with x, and so for a solution u of the above
problem with Φ(u) = C, we find that u solves
Lu = f (x,u,∇u,C), x ∈ Ω.
Against this it can be seen that in the present problem, the nonlocal component y∗ can vary with
x and therefore the problem is quite distinct.
Jiang and Wei [2] used upper and lower solutions for a periodic boundary value problem of
the form
−y′′(t) = f (t, y(t), y(w(t))), t ∈ [0, T ],
y(0) = y(T ),
y′(0) = y′(T ),
with f and w continuous and t − r w(t) t for some r > 0. It can be seen that the boundary
conditions considered in [2] are different from those considered here and that the behaviour of w
is more restricted than the behaviour of λ in the present paper.
The use of upper and lower solutions in a slightly different setting is found in [3], where they
are used to prove an existence result for the time-scale boundary value problem,
y(t)+ f (t, y(σ(t)))= 0, t ∈ [a,∞),
y(a) = 0,
y(t) is bounded for t ∈ [a,∞).
This problem involves a time-scale T⊂R, with T closed, and a jump operator
σ(t) = inf{τ > t : τ ∈ T}
for t < supT.
The above papers all use slightly different, but analogous, definitions of upper/lower solutions.
Schrader [4] produced similar results to those proved here for local second-order ordinary
differential equations with Dirichlet boundary conditions, establishing necessary and sufficient
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an existence result on a finite interval for a (local) boundary value problem with the same bound-
ary conditions specified here. Heidel [6] proved a similar result but with less restrictive conditions
on f and relaxed conditions on pi and qi , i ∈ {0,1}, such as shall be introduced in Section 5.
In the present paper a nonlocal term is introduced, with the proofs of the main results follow-
ing closely the proofs of Schrader [4]. However, the addition of a nonlocal term demands certain
changes. Primarily, Theorem 5, presented in Section 2, is used in the present paper in place of
Theorem 3.2 from [7], used in the proofs of Schrader [4]. The condition (B) on f in Section 3 is
imposed so that the assumptions of Theorem 5 are satisfied.
2. An auxiliary theorem
In this section a theorem (Theorem 5) is presented which is needed in the subsequent proofs
of existence. As the theorem is very specific, requiring many assumptions, it is suggested that the
reader might wish to skip this section and come back at the point where it is required.
We begin with some definitions from [7]: Let A ⊂ Rd for some positive integer d and let F
be a set of functions mapping Rd to Rd .
Definition 1. The set of functions F is called uniformly bounded on A if there exists some M > 0
such that |f (x)|M for all f ∈ F and x ∈ A.
Definition 2. The set of functions F is called equicontinuous on A if for any ε > 0 there exists
δ > 0 such that |f (x)− f (y)| ε when x, y ∈ A and |x − y| δ for all f ∈ F .
We now present, without proof, two theorems which are needed for the proof of the main
result in this section. The first of these is Lemma 2.1 in [7]:
Lemma 3. If a sequence of continuous functions on a compact set E is uniformly convergent
on E, then it is uniformly bounded and equicontinuous.
The following theorem is Theorem 2.3 in [7] and shall be referred to as the Selection The-
orem (following the nomenclature from [7]). It is also commonly known as the Arzela–Ascoli
Theorem [8].
Theorem 4. On a compact set E ⊂Rd , let f1(y), f2(y), . . . be a sequence of functions which is
uniformly bounded and equicontinuous on E. Then there exists a subsequence of functions which
is uniformly convergent on E to a limit function f (y).
We now come to the main result of this section. This theorem is used in this paper in place
of Theorem 3.2 from [7] (used by Schrader [4]). It should be noted that Theorem 5 applies to a
system of first order differential equations. Any nth order differential equation can be expressed
as a system of n first-order differential equations. Thus the theorem applies to a more general
class of problems than what we are examining. However, there are many assumptions made in
the statement of the theorem, so it may only be useful inasmuch as it helps to prove the results in
Section 3.
Let I be a compact interval in R and | · | be any norm on Rd , d > 0. Let f and the sequence
f1, f2, . . . be continuous functions defined on (x, y, y∗) ∈ I × Rd × Rd = E, mapping E into
R
d
, such that the following assumptions hold:
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functions fn are uniformly bounded on all compact subsets of E).
(H2) fn(x, y, y∗) = fn(x, y,ψn(x, y∗)), where ψn : I × Rd → Ψ ; Ψ ⊂ Rd compact, for all
n 1.
(H3) Uniformly over all x ∈ I and y∗ ∈ Ψ ,
sup
n1
{∣∣fn(x, y, y∗)∣∣}= O(|y|), as |y| → ∞.
Then we obtain the following result:
Theorem 5. Let Λ(x) and the sequence λ1(x), λ2(x), . . . be continuous functions mapping I to R
with λn → Λ uniformly on all compact intervals and λn(A) ⊂ Λ(A) for all intervals A ⊂ I . Let
there be given a sequence (xn, yn0) → (x0, y0) ∈ I ×Rd as n → ∞ and a sequence of functions
y1(x), y2(x), . . . each defined on an interval containing I such that
y′n(x) = fn
(
x, yn(x), (yn ◦ λn)(x)
)
, y(xn) = yn0
for all x ∈ I .
Then there exists a function y(x) defined on I such that for any compact interval A ⊂ I
containing an open neighbourhood of x0 and satisfying Λ(A) ⊂ I , we have
y′ = f (x, y, y ◦Λ), y(x0) = y0 (4)
for all x ∈ A. Moreover, there is a sequence of integers n1 < n2 < · · · such that
ynk (x) → y(x)
uniformly on I as k → ∞.
Proof. To prove this theorem, it is first proved that for high enough N > 0, the sequence of
functions {yn(x)}∞n=N is uniformly bounded and equicontinuous in I . It therefore follows by the
Selection Theorem that there is a subsequence ynk → y uniformly in I as k → ∞ for some limit
function y. This limit function is then shown to be a solution of (4). In what follows y∗n(x) will
be used to denote (yn ◦ λn)(x).
There is a limit function. Pick any b > 0. By (H1) and (H2), the sequence fn is uniformly
bounded on E0 = {(x, y, y∗): |y − y0| b, x ∈ I }. Let M0 be the least uniform upper bound for
the functions fn on E0. If M0 = 0 then we are done, since for any ε > 0 we have |yn0 −y0| < b,ε
for high enough n and thus yn(x) = yn0 on the interval I , with |yn0 − y0| < ε. Therefore when
M0 = 0 the sequence {yn}∞n=1 tends uniformly on I as n → ∞ to the constant function y(x) = y0.
Now assume that M0 
= 0. Let
δn = |xn − x0|, εn = |yn0 − y0|.
There exists N > 0 such that for nN we have εn < b/2 and δn < a0/2, where
a0 = b2M0 .
It is now claimed that all solutions yn(x), nN , are uniformly bounded and equicontinuous
on the interval I0 = [x0 − a0/2, x0 + a0/2] ∩ I with |yn(x) − y0| b for all x ∈ I0 and n  1.
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yn as
yn(x) = yn0 +
x∫
xn
fn
(
s, yn(s), y
∗
n(s)
)
ds,
and since |yn0 − y0| b/2 and the length of the interval is b2M0 , we must have∣∣fn(s, yn(s), y∗n(s))∣∣>M0
for some s between xn and x. Now, since yn(x) is continuous we know by the Intermediate Value
Theorem that there is some x in the interior of I0 such that |yn(x)−y0| = b. Let x∗ be the closest
of these points to xn (there must be a closest point or otherwise yn(x) is not continuous). Then
by the above reasoning there is a point s between xn and x∗ such that |fn(s, yn(s), y∗n(s))| >M0.
But this implies that |yn(s) − y0| > b, since otherwise fn would be bounded by M0. By the
Intermediate Value Theorem this implies that there is a point x closer to xn than x∗ such that
|yn(x) − y0| = b. This is a contradiction, and thus the sequence {yn}∞n=N is uniformly bounded
on I0. To see that we have equicontinuity, notice that since |yn(x)−y0| b for all x ∈ I0 and n
N we have |fn(x, yn(x), y∗n(x))|M0 for all x ∈ I0 and n N . Therefore |yn(x) − yn(x∗)|
M0|x − x∗| for all x, x∗ ∈ I0 and nN .
Choose any Δb > 0. Then let Mk , k  1, be the least uniform upper bound for |fn(x, y, y∗)|
on Ek = {(x, y, y∗): |y − y0| b + kΔb, x ∈ I } so that M0 M1  · · · . Then on the interval
I1 = [x0 − a1, x0 + a1] ∩ I,
where
a1 = a02 +
Δb
M1
,
the solutions yn, n  N , are uniformly bounded and equicontinuous by a similar argument to
the above. For from above we have |yn(x) − y0| b when x ∈ I0 and so for |yn(x) − y0| to be
greater than b + Δb on I1 we must have |fn(x, yn(x), y∗n(x))| > M1 on I1 \ I0 and the same
contradiction as above follows. Continuing this process with
ak = ak−1 + Δb
Mk
,
we find that all solutions yn, n N , are uniformly bounded and equicontinuous on the interval
Ik = [t0 − ak, t0 + ak] ∩ I . Moreover, from (H3) we know that Mk = O(b + kΔb) as k → ∞.
Thus ak → ∞ as k → ∞ and therefore, for all compact intervals in I , the sequence of functions
{yn(x)}∞n=N is uniformly bounded and equicontinuous. Specifically, the sequence of functions{yn(x)}∞n=N is uniformly bounded and equicontinuous on I . Therefore, by the Selection The-
orem we may conclude that there is a subsequence of functions, which we now also denote by
{yn(x)}∞n=0, which converges uniformly to a limit function y. Note that y(x) will also be bounded
by the uniform bound of {yn(x)}∞n=0 on I .
The limit is a solution. Let A ⊂ I be a compact interval containing an open neighbourhood
of x0, with Λ(A) ⊂ I . Since A is compact and Λ, λn are continuous, Λ(A), λn(A) are compact.
Therefore the sequence of functions
y∗n(x) = (yn ◦ λn)(x)
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is bounded by the same bound.
Let B be the uniform bound of |yn(x)−y0| on A and B∗ be the uniform bound of |yn(x)−y0|
on Λ(A). The functions f , fn, n 1, are continuous, and are thus uniformly continuous on any
compact set. Hence, they are uniformly continuous on
U = {(x, y, y∗): |y − y0| B, ∣∣y∗ − y0∣∣ B∗, x ∈ A},
with (x, y(x), y∗(x)), (x, yn(x), y∗n(x)) ∈ U for all x ∈ A and n 1. By Lemma 3 and (H1) the
functions f , {fn} are uniformly bounded on U . It will now be shown that y(x) satisfies (4) on A.
For x ∈ A, consider
E(x) =
∣∣∣∣∣y(x)− y0 −
x∫
x0
f
(
s, y(s), (y ◦Λ)(s))ds
∣∣∣∣∣.
By the uniform continuity of f on U and the uniform convergence of yn to y on A and Λ(A),
we find that for any ε1 > 0 there exists an integer N1 > 0 such that for all nN1 we have
E(x)
∣∣∣∣∣y(x)− y0 −
x∫
x0
f
(
s, yn(s), (yn ◦Λ)(s)
)
ds
∣∣∣∣∣+ ε1.
By the uniform convergence of λn to Λ on A, the equicontinuity of {yn}∞n=0 and the uniform
continuity of f on U , we find that for any ε2 > 0 there exists an integer N2 > N1 such that for
all nN2 we have
E(x)
∣∣∣∣∣y(x)− y0 −
x∫
x0
f
(
s, yn(s), (yn ◦ λn)(s)
)
ds
∣∣∣∣∣+
2∑
k=1
εk.
By the uniform convergence of fn to f on U we find that for any ε3 > 0 there exists some
N3 >N2 such that for all nN3 we have
E(x)
∣∣∣∣∣y(x)− y0 −
x∫
x0
fn
(
s, yn(s), (yn ◦ λn)(s)
)
ds
∣∣∣∣∣+
3∑
k=1
εk.
By the convergence of (xn, yn0) to (x0, y0) and the uniform boundedness of all fn on U , we find
that for any ε4 > 0 there exists an N4 > N3 such that for all n  N4 we have xn ∈ A (since A
contains an open neighbourhood of x0) and
E(x)
∣∣∣∣∣y(x)− yn0 −
x∫
xn
fn
(
s, yn(s), (yn ◦ λn)(s)
)
ds
∣∣∣∣∣+
4∑
k=1
εk
= ∣∣y(x)− yn(x)∣∣+ 4∑
k=1
εk.
Finally, by the uniform convergence of yn to y on A we find that for any ε5 > 0 there exists an
N5 >N4 such that for all nN5 we have
E(x) =
∣∣∣∣∣y(x)− y0 −
x∫
f
(
s, y(s), (y ◦Λ)(s))ds
∣∣∣∣∣
5∑
k=1
εk.x0
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This completes the proof of Theorem 5. 
3. Existence results for the second order nonlocal problem
In this section the three main theorems of this paper: Theorems 9–11, are presented. To begin
with, some definitions are needed.
Definition 6. Let I and J be intervals with J ⊃ I and λ : I → J be a continuous function.
(1) A C2 function φ on the interval J is said to be a lower λ-solution of (1) on I if
φ′′(x) f
(
x,φ(x), (φ ◦ λ)(x),φ′(x))
for all x ∈ I .
(2) A C2 function ψ on the interval J is said to be an upper λ-solution of (1) on I if
ψ ′′(x) f
(
x,ψ(x), (ψ ◦ λ)(x),ψ ′(x))
for all x ∈ I .
(3) A C2 function y on the interval J is said to be a λ-solution of (1) on I if
y′′(x) = f (x, y(x), (y ◦ λ)(x), y′(x))
for all x ∈ I .
Four assumptions used often in the statements of the following theorems are stated here for
the sake of brevity in expressing the theorems:
(A1) φ(x)ψ(x) for all x ∈ I ,
(A2) p0φ(a)− q0φ′(a)A p0ψ(a)− q0ψ ′(a),
(A3) p1φ(b)+ q1φ′(b) B  p1ψ(b)+ q1ψ ′(b),
(A4) f (x, y, y∗, y′) is nonincreasing in y∗ for φ∗(x) y∗ ψ∗(x).
The condition (A4) could be replaced by the more restrictive, but easier-to-check condition that
f (x, y, y∗, y′) is nonincreasing in y∗ for any (x, y, y′) ∈ I × R2. Another condition imposed
on f is
(B) |f (x, y, y∗, y′)| = O(|y′|) as |y′| → ∞ uniformly on all compact subsets of{(
x, y, y∗
)
: x ∈ I, φ(x) y ψ(x), φ∗(x) y∗ ψ∗(x)}.
Lemma 7. Let f (x, y, y∗, y′) be continuous on [a, b] ×R3, and λ : [a, b] → [a, b] be a contin-
uous function. Let there exist a constant M > 0 such that∣∣f (x, y, y∗, y′)∣∣M
for all (x, y, y∗, y′) ∈ [a, b] ×R3. Then the boundary value problem (1)–(3) has a λ-solution.
The above lemma is essentially the same as Theorem 1 in [5] and has a similar proof.
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functions and f (x, y, y∗, y′) be defined as in Lemma 7. Let φ, ψ be lower/upper λ-solutions of
(1) on I , respectively, such that (A1)–(A4) hold. Define
G
(
x, y, y∗, y′
)=
⎧⎨
⎩
f (x, y,ψ∗(x), y′), ψ∗(x) < y∗,
f (x, y, y∗, y′), φ∗(x) y∗ ψ∗(x),
f (x, y,φ∗(x), y′), y∗ < φ∗(x),
(5)
where φ∗(x) = (φ ◦ λ)(x) and ψ∗(x) = (ψ ◦ λ)(x).
There exists an η-solution y on the interval I to the boundary value problem
y′′ = G(x, y, y∗, y′), (6)
with boundary conditions (2) and (3), such that φ(x) y(x)ψ(x) for all x ∈ I . Furthermore,
if η(x) = λ(x) for all x ∈ I then y is a λ-solution to (1) on I .
Proof. Let
F
(
x, y, y∗, y′
)=
⎧⎪⎨
⎪⎩
G(x,ψ(x), y∗, y′)+ y−ψ(x)1+y2 , ψ(x) < y,
G(x, y, y∗, y′), φ(x) y ψ(x),
G(x,φ(x), y∗, y′)+ y−φ(x)1+y2 , y < φ(x).
(7)
Since f is bounded, F is also bounded. Thus, by Lemma 7 an η-solution to
y′′ = F (x, y, y∗, y′)
and the boundary conditions (2), (3) exists. Call this solution y(x). It will now be shown that
φ(x) y(x)ψ(x) for all x ∈ I .
Assume that y(x) > ψ(x) for some x ∈ I . Then there exists an interval [c, d] ⊂ I such that:
• y(x) > ψ(x) for all x ∈ (c, d),
• y(c) = ψ(c) or c = a and y(a) > ψ(a),
• y(d) = ψ(d) or d = b and y(b) > ψ(b).
Take any such interval [c, d]. If y(c) = ψ(c) then y′(c0) > ψ ′(c0) for some c0 ∈ [c, c + δ],
0 < δ < (d − c)/2. If c = a and y(a) > ψ(a) then we must have q0 > 0 and y′(a) > ψ ′(a).
In either case we have y′(c0) > ψ ′(c0) for some c0 ∈ [c, c + δ]. Similarly y′(d0) < ψ ′(d0) for
some d0 ∈ [d, d − ε], 0 < ε < (d − c)/2. Therefore there must exist a local maximum point
z0 ∈ (c0, d0) of y − ψ such that y′(z0) = ψ ′(z0) and (y − ψ)′′(z0)  0. However, from (7) we
find that
(y′′ −ψ ′′)(z0)G
(
z0,ψ(z0), (y ◦ η)(z0),ψ ′(z0)
)+ y(z0)−ψ(z0)
1 + y(z0)2
− f (z0,ψ(z0),ψ∗(z0),ψ ′(z0)).
By the definition of G and assumption (A4), we find from the above expression that
(y′′ − ψ ′′)(z0) > 0. This is a contradiction and thus y(x)  ψ(x) for all x ∈ I . The proof
that φ(x)  y(x) for all x ∈ I is similar. Therefore, since φ(x)  y(x)  ψ(x) for x ∈ I , we
see that y is an η-solution to (6) and the boundary conditions (2) and (3).
Finally, if λ(x) = η(x) for all x ∈ I then, since φ(x)  y(x)  ψ(x) for all x ∈ I we also
have φ∗(x) y∗(x)ψ∗(x) for all x ∈ I . Thus, from the definition of F and G one can see that
y is a solution of (1) with boundary conditions (2) and (3). This completes the proof. 
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unbounded functions f , but only if certain conditions are satisfied. Like the two results that
follow, the proof of the next theorem follows the analogous proof of Schrader [4] closely.
Theorem 9. Let I = [a, b] and let f (x, y, y∗, y′) be continuous on I × R3. Let λ : I → I be
continuous and let φ(x) and ψ(x) be lower and upper λ-solutions to (1), respectively. Assume
that (A1)–(A4) and (B) hold. Then there exists a λ-solution y to (1) with boundary conditions
(2) and (3) such that φ(x) y(x)ψ(x) for all x ∈ I .
Proof. Let G be defined as in Lemma 8. Let N > 1 be an integer such that |φ′(x)|  N and
|ψ ′(x)|N on I . Then define the function FN on I ×R3 by
FN
(
x, y, y∗, y′
)=
⎧⎨
⎩
F1(x, y, y∗,N), y′ >N,
F1(x, y, y∗, y′), |y′|N,
F1(x, y, y∗,−N), y′ < −N,
where
F1
(
x, y, y∗, y′
)=
⎧⎨
⎩
G(x,ψ(x), y∗, y′), y > ψ(x),
G(x, y, y∗, y′), φ(x) y ψ(x),
G(x,φ(x), y∗, y′), y < φ(x).
Note that by the continuity of f and the construction of FN we know that FN(x, y, y∗, y′) is
bounded for (x, y, y∗, y′) ∈ I ×R3. Therefore, by Lemma 8 and the fact that φ, ψ are lower and
upper λ-solutions respectively of
y′′ = FN
(
x, y, y∗, y′
)
, (8)
there exists a λ-solution yN(x) to (8) satisfying the boundary conditions (2) and (3) such that
φ(x) yN(x)ψ(x) for all x ∈ I .
The functions FN converge uniformly to F1 on all compact sets I × R3. Moreover, for
each FN ,
FN
(
x, y, y∗, y′
)= FN (x, y,ψ(x, y∗), y′),
where
ψ
(
x, y∗
)=
⎧⎨
⎩
ψ∗(x), y∗ >ψ∗(x),
y∗, φ∗(x) y∗ ψ∗(x),
φ∗(x), y∗ < φ∗(x).
Finally, from (B) and the construction of FN , we know that uniformly over {(x, y, y∗): x ∈ I ,
y ∈R, y∗ ∈ ψ(x,R)}
sup
N
∣∣FN (x, y, y∗, y′)∣∣= O(|y′|)
as |y′| → ∞; and therefore that uniformly over {(x, y∗): x ∈ I , y∗ ∈ ψ(x,R)}
sup
N
∣∣FN (x, y, y∗, y′)∣∣= O(∥∥(y, y′)∥∥2)
as ‖(y, y′)‖2 → ∞. Thus, the sequence of natural extensions of FN to systems of first order dif-
ferential equations for (y, y′) satisfies (H1)–(H3) in Theorem 5. That is, the sequence of functions
FN satisfies (H1)–(H3), where
FN
(
x, y, y′, y∗, y∗ ′
)= (y′,FN (x, y, y∗, y′)).
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satisfies the conditions required in Theorem 5.
We now construct a sequence of points (xN , yN(xN), y′N(xN)) in I ×R2 as follows: Choose
xN by the mean value theorem so that yN(b)− yN(a) = (b − a)y′N(xN). It then follows that∣∣y′N(xN)∣∣= |yN(b)− yN(a)|b − a
max
{∣∣ψ(a)−ψ(b)∣∣, ∣∣ψ(a)− φ(b)∣∣, ∣∣φ(a)−ψ(b)∣∣, ∣∣φ(a)− φ(b)∣∣}/(b − a).
(9)
Since {xN }, {yN(xN)} and {y′N(xN)} are each bounded sequences, we may make consecutive
choices of convergent subsequences; denoting the resulting subsequence in the same way as the
original sequence. So that we now have(
xN,yN(xN), y
′
N(xN)
)→ (x0, y0, y′0)
as N → ∞ for some limit (x0, y0, y′0).
It now follows from Theorem 5 that there is a λ-solution y of the initial value problem
y′′ = F1
(
x, y, y∗, y′
)
,
y(x0) = y0, y′(x0) = y′0
on I with φ(x)  y(x)  ψ(x). Moreover, since the convergence in the proof of Theorem 5 is
in (y, y′), we see that (y(a), y′(a)) is the limit of a convergent subsequence of (yN(a), y′N(a))
and thus y satisfies the boundary condition (2). Similarly y satisfies the boundary condition (3).
Since y is a λ-solution and φ and ψ are lower and upper λ-solutions, we see that φ∗(x) 
y∗(x)ψ∗(x) for all x ∈ I and thus y is a λ-solution of (1). 
Theorem 10. Let I = [a,∞) and let f (x, y, y∗, y′) be continuous in I ×R3. Let Λ : I → I be
continuous and let φ and ψ be lower and upper Λ-solutions to (1), respectively. Assume (A1),
(A2), (A4) and (B) hold. Then there exists a Λ-solution y(x) to (1) with boundary condition (2)
such that φ(x) y(x)ψ(x) for all x ∈ I .
Proof. Let an = a+n for all n 1 and form the sequence of intervals In = [a, an], n = 1,2, . . . .
Form the corresponding sequence of intervals Jn = [a, bn], n = 1,2, . . . , where
bn = max
{
max
x∈In
Λ(x), an
}
.
We then have Λ(In) ⊂ Jn for all n  1. Finally, form the sequence of values πn, n = 1,2, . . . ,
such that φ(bn) πn ψ(bn) for all n 1. Define λn : I → Jn, n 1, as
λn(x) =
{
bn, Λ(x) > bn,
Λ(x), Λ(x) bn.
For each interval Jn, let N , FN and F1 be defined as in the proof for Theorem 9 (with α∗(x) =
(α ◦Λ)(x) and β∗(x) = (β ◦Λ)(x)). From Lemma 8 it follows that the boundary value problem
y′′ = FN
(
x, y, y∗, y′
)
,
p0y(a)− q0y′(a) = A, y(bn) = πn
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as in Theorem 9, we see that the functions FN satisfy (H1)–(H3), the conditions necessary for the
use Theorem 5. Pick xN so that yN(bn) − yN(a) = (bn − a)y′N(xN). It then follows (as in The-
orem 9) that the sequences {xN }, {yN(xN)} and {y′N(xN)} are bounded and so by consecutively
picking convergent subsequences and using the same reasoning as in Theorem 9 we conclude
that there is a λn-solution yn of
y′′ = F1
(
x, y, y∗, y′
)
,
p0y(a)− q0y′(a) = A, y(bn) = πn,
such that φ(x) yn(x)ψ(x) for all x ∈ Jn. Moreover, since λn = Λ on In we find that yn is a
Λ-solution on the interval In.
Now, for any interval Jn consider the constant sequence of functions F1,F1, . . . . This is uni-
formly convergent on all compact sets in I ×R3 to F1. Moreover, on the interval Jn,
F1
(
x, y, y∗, y′
)= F1(x, y,ψ(x, y∗), y′),
where ψ(x, y∗) is defined as in Theorem 9. Furthermore, from (B) and the construction of F1,
we know that∣∣F1(x, y, y∗, y′)∣∣= O(∥∥(y, y′)∥∥2)
as ‖(y, y′)‖2 → ∞ uniformly over {(x, y∗): x ∈ Jn, y∗ ∈ ψ(x,R)}. Finally, the sequence of
functions λn → Λ uniformly on all compact intervals in Jn with λn(A) ⊂ Λ(A) for all intervals
A ⊂ Jn. Thus (H1)–(H3) are satisfied (when we extend F1 to a system of first order differential
equations), along with the assumptions on the sequence λn in Theorem 5 on the interval Jn. We
shall now find a suitable sequence of solutions of initial-value problems converging uniformly
on all compact sets in I .
All solutions ym for m n+ 1 are defined on the interval Jn = [a, bn] and by the mean value
theorem we may pick xnm ∈ [a, bn] such that
ym(bn)− ym(a) = (bn − a)y′m(xnm).
Thus the sequence y′m(xnm), m = n + 1, n + 2, . . . , is bounded in a similar way to (9) from
Theorem 9.
For n = 1 we may consecutively pick subsequences as m varies of
{xnm},
{
ym(xnm)
}
,
{
y′m(xnm)
}
which converge. It then follows from Theorem 5 that there is a subsequence of {ym}, denoted
by S1 which converges on the interval J1 to a Λ-solution of (1) on the interval I1 satisfying the
boundary condition (2). If we repeat this process for each interval Jn, and at each step take sub-
sequences of the appropriate previous subsequences, we may form the sequence of subsequences
S1 ⊃ S2 ⊃ S3 ⊃ · · · ,
with the subsequence Sn converging on Jn to Λ-solution of (1) on the interval In satisfying
the boundary condition (2). Taking the diagonal sequence Sd from S1, S2, . . . , we then have a
subsequence of {yn}∞n=1 which converges to a Λ-solution y of (1) such that φ(x) y(x)ψ(x)
on all compact intervals in [a,∞). Furthermore, as in Theorem 9, the limit function y satisfies
the boundary condition (2). 
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be continuous and let φ and ψ be lower and upper Λ-solutions to (1), respectively. Assume (A1),
(A4) and (B) hold. Then there exists a Λ-solution y(x) to (1) such that φ(x) y(x) ψ(x) for
all x ∈ I .
Proof. Let an = −n, bn = n for all n  1 and form the sequence of intervals In = [an, bn],
n = 1,2, . . . . Form the corresponding sequence of intervals Jn = [cn, dn], n = 1,2, . . . , where
cn = min
{
min
x∈In
Λ(x), an
}
, dn = max
{
max
x∈In
Λ(x), bn
}
.
We then have Λ(In) ⊂ Jn for all n 1. Finally, form the sequences of values θn, πn, n = 1,2, . . . ,
such that φ(cn) θn ψ(cn) and φ(dn) πn ψ(dn) for all n 1. Define λn : I → Jn, n 1,
as
λn(x) =
⎧⎨
⎩
dn, Λ(x) > dn,
Λ(x), cn Λ(x) dn,
cn, Λ(x) < cn.
The proof may now be completed in a similar manner to the proof for Theorem 10. 
4. More general upper and lower solutions
Similar results will hold if we allow the upper and lower solutions φ and ψ to have isolated
points where they are not C2.
Definition 12. Let I and J be intervals with J ⊃ I and λ : I → J be a continuous function.
(1) Let φ be a continuous, piecewise C2 function on an interval J with points of discontinuity
x0 < x1 < · · · in the interior of J such that for all n 0 we have
φ′
(
x−n
)
 φ′
(
x+n
)
.
φ is said to be a generalised lower λ-solution of (1) on I if for any n 0,
φ′′(x) f
(
x,φ(x), (φ ◦ λ)(x),φ′(x))
for all x ∈ [xn, xn+1] ∩ I , where the derivatives at xn and xn+1 are taken from above and
below, respectively.
(2) Let ψ be a continuous, piecewise C2 function on an interval J with points of discontinuity
x0 < x1 < · · · in the interior of J such that for all n 0 we have
ψ ′
(
x−n
)
ψ ′
(
x+n
)
.
ψ is said to be a generalised upper λ-solution of (1) on I if for any n 0,
ψ ′′(x) f
(
x,ψ(x), (ψ ◦ λ)(x),ψ ′(x))
for all x ∈ [xn, xn+1] ∩ I , where the derivatives at xn and xn+1 are taken from above and
below, respectively.
In both of the above cases it is assumed that there are only finitely many points of discontinuity
in any finite interval in I .
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solutions instead of regular upper and lower λ-solutions. The other results in this paper are then
seen to hold when φ, ψ are generalised, rather than regular, upper and lower λ-solutions.
Lemma 13. Let I and J be intervals; I = [a, b], J ⊃ I ; η : I → I and λ : I → J be continuous
functions and f (x, y, y∗, y′) be defined as in Lemma 7. Let φ, ψ be generalised lower/upper
λ-solutions of (1) on I respectively, such that (A1)–(A4) hold. Define G as in Lemma 8. Then
the conclusion of Lemma 8 holds.
Proof. Define F as in Lemma 8. The existence of a η-solution, y(x), to
y′′ = F (x, y, y∗, y′)
with the boundary conditions (2) and (3) follows in the same way as in Lemma 8. Assume that
y(x) > ψ(x) for some x ∈ I . The existence of an interval [c, d] as described in Lemma 8 follows
in much the same way as before, along with the points c0 < d0 ∈ [c, d] such that c0 and d0 are
not points of discontinuity of ψ and y′(c0) > ψ ′(c0), y′(d0) < ψ ′(d0).
Let c0 = x0 < x1 < · · · < xN = d0 be the points of discontinuity of ψ in (c0, d0) plus c0
and d0. Define the interval In = [xn, xn+1], 0 nN −1. Let k be the greatest integer such that
y′(x) > ψ ′(x) for all x ∈ In when n < k. Then
y′(xk) > ψ ′
(
x−k
)
ψ ′
(
x+k
)
.
Therefore on Ik we have y′(xk) > ψ ′(xk) and y′(z0) = ψ ′(z0) for some xk < z0 ∈ Ik such that
y′(x) > ψ ′(x) for all x ∈ (xk, z0). We can conclude from this that (y′′ −ψ ′′)(z−0 ) 0. But, from
(7) we find, as in Lemma 8, that (y′′ −ψ ′′)(z−0 ) > 0. This is a contradiction and thus y(x)ψ(x)
for all x ∈ I . Similarly φ(x) y(x) for all x ∈ I . The remainder of the proof is the same as in
Lemma 8. 
Replacing the use of Lemma 8 with Lemma 13 in Theorems 9–11 allows the use of generalised
lower and upper λ-solutions in place of regular lower and upper λ-solutions. In the following
sections the word ‘generalised’ will be dropped, so that both regular and generalised upper/lower
solutions will be referred to simply as upper/lower solutions.
5. Relaxation of the conditions on pi and qi , i ∈ {0,1}
In this section it is proved that the requirements on the coefficients pi and qi , i ∈ {0,1}, can
be relaxed, so that the only requirement apart from p2i + q2i > 0 is that qi  0 for i ∈ {0,1}. The
proof of this is taken from the beginning of the proof of Heidel [6]. The cases where I = [a, b]
and I = [a,∞) are the only cases considered in this section. There are no boundary conditions
when I = (−∞,∞), so this section is irrelevant to that case.
Lemma 14. The conditions
p2i + q2i > 0,
qi  0,
for i ∈ {0,1} are sufficient for Theorem 9 to hold.
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were not the case then let ξ = x − a+b2 and let φ, ψ , f , λ be functions satisfying the assumptions
of Theorem 9. Define u(ξ) = y(x) and on the new interval J = [(a − b)/2, (b − a)/2] define
η :J → J such that
η(ξ) = λ(x)− a + b
2
.
Then (1) becomes
u′′(ξ) = f
(
ξ + a + b
2
, u(ξ), u∗(ξ), u′(ξ)
)
= g(ξ,u,u∗, u′) (10)
for all ξ ∈ J . Note that if y is a λ-solution to (1) on I then u is an η-solution to (10) on J . Define
φ(ξ) = φ(x) and ψ(ξ) = ψ(x). Then φ is a lower η-solution and ψ is an upper η-solution of
(10) on J . Moreover, assumptions (A1)–(A4) and (B) are satisfied for ψ , φ and g. Thus, if u is
an η-solution of (10) satisfying the appropriate boundary conditions with φ(ξ)  u(ξ)  ψ(ξ)
when ξ ∈ J , then by reversing the translation we find that y is a λ-solution of (1) satisfying the
boundary conditions (2) and (3) with φ(x) y(x)ψ(x) for all x ∈ I .
We now assume that a < 0 and b > 0. Let
u = yeLx2/2, φ = φeLx2/2, ψ = ψeLx2/2,
for some constant L which shall be specified later. The boundary value problem (1)–(3) then
becomes
u′′ = eLx2/2f (x, y, y∗, y′)+ 2xLu′ − (x2L2 −L)u = g(x,u,u∗, u′), (11)
r0u(a)− q0u′(a) = AeLa2/2, (12)
r1u(b)+ q1u′(b) = BeLb2/2, (13)
with
r0 = p0 + aLq0, r1 = p1 − bLq1.
Note that the functions ψ , φ, g and λ satisfy (A1)–(A4) and (B).
If q0, q1 > 0 then choose L < 0 such that r0, r1 > 0. If q0 = 0 (respectively q1 = 0) then
choose L < 0 such that r1 > 0 (respectively r0 > 0). If both q0, q1 = 0 then let L = 0. Assume
for now that if qi = 0, i ∈ {0,1}, then pi > 0. The new boundary value problem (11)–(13) along
with the functions ψ , φ, g and λ satisfies the assumptions of Theorem 9 and thus there is a
λ-solution u such that φ(x)  u(x)  ψ(x) for all x ∈ I . Applying the reverse transform to u
gives a λ-solution y to (1), satisfying the boundary conditions (2) and (3), such that φ(x) 
y(x)ψ(x) for all x ∈ I .
In the case that p0 < 0 and q0 = 0, for assumptions (A1) and (A2) to hold at the same time
we must have the generalised upper and lower λ-solutions φ and ψ satisfying the boundary
condition (2). Similarly if p1 < 0 and q1 = 0, for the assumptions (A1) and (A3) to hold at the
same time we must have φ and ψ satisfying the boundary condition (3). Lemma 13 is then easily
proved to hold in either of these cases. Therefore Theorem 9 also holds. 
Corollary 15. The conditions
p20 + q20 > 0,
q0  0,
for i ∈ {0,1} are sufficient for Theorem 10 to hold.
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apply the shift transform ξ = x − 2a. To complete the proof proceed similarly to the proof of
Lemma 14. 
6. An example
In this section an example of the use of upper and lower solutions will be given for obtaining
a result regarding the solutions of a problem for small values of the coefficient for y′′. The dif-
ferential equation here is based on that studied in [9], which is related to cell-population growth
modelling.
Problem description. We desire an estimate of the solution of
εy′′(x) = gy′(x)− αby(αx)+ αby(x) (14)
for ε small, where b,g > 0 and α > 1 are constants. Equation (14) is supplemented by the
boundary conditions
y(0) = 0, (15)
lim
x→∞y(x) = 1. (16)
In this problem we have λ(x) = αx for all x  0.
From [9] we know of the existence of a solution u to the problem
0 = gy′(x)− αby(αx)+ αby(x),
satisfying both boundary conditions (15) and (16), where u is given by
u(x) = a
K
x∫
0
∞∑
n=0
(−1)nαne−aαns
(α − 1)(α2 − 1) · · · (αn − 1) ds, (17)
with a = αb/g and
K =
∞∏
n=1
(
1 − α−n).
This problem, as mentioned above, is related to cell-population growth modelling. We can regard
the solution of (14) satisfying the boundary conditions (15) and (16) as the shape of a cumulative
size-distribution of cells undergoing growth and division at constant rates for all cell sizes. The
solution of the ODE is the cumulative distribution corresponding to a Steady Size-Distribution
(SSD) of the following model for the evolution of the size-distribution of a population of cells:
nt = εnxx − gnx + α2bn(αx, t)− (b +μ)n. (18)
The parameters of the model are explained below. SSDs correspond to solutions of (18) obtained
by separation of variables, where the shape of the size-distribution remains unchanged, but the
overall number of cells may be growing or decaying. If we express such a solution as N(t)y(x),
then y(x) is said to be an SSD. Equation (18) is supplemented with boundary conditions
gn− εnx |x=0 = 0, t > 0, (19)
n(x,0) = n0(x). (20)
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the division rate, μ  0 the death rate and α > 1 the number of daughter cells produced by the
division of one parent cell (usually two, but other values of α may be mathematically interesting).
In the case of (18) we know that the overall population of cells grows or decays like
e[b(α−1)−μ]t . Hence, we can transform the growth/decay out of (18) by examining m =
ne−[b(α−1)−μ]t and looking for a steady-state. The problem (14) comes from looking for a steady-
state of the equation governing
M =
x∫
0
m(ξ, t) dξ.
Thus we are looking at cumulative SSDs rather than SSDs.
An important inequality which is used in the rest of the section is∣∣u′′(x)∣∣ Ce−ax, (21)
where C > 0 is some constant. This inequality is the result of the fact that the terms of the sum
in (17) are alternating in sign and eventually decreasing.
Theorem 16. There exist positive constants M1, M2 and M3 such that for
0 < ε <
g2(
√
α − 1)
3b
√
α
(22)
there is a solution y = y(x, ε) to (14) satisfying (15), (16) and
∣∣y(x, ε)− u(x)∣∣ 2εA(ε)
{√
x, 0 x  x0(ε),
x0(ε)√
x
, x > x0(ε),
(23)
where
x0(ε) = g2b(√α − 1) −
2C√g
A(ε)
√
α[2b(√α − 1)]1.5 (24)
and
A(ε) = max
{
M1
M2 −M3√ε ,
C√
2αbg(
√
α − 1)
(
1 +
√
α − 2√α + 2)}. (25)
Explicit values for M1, M2 and M3 are given in Appendix B by (B.2), (B.3) and (B.4), respec-
tively.
Practically, the above theorem means that as ε → 0+ the error between the cumulative SSD
u(x) for zero dispersion and the cumulative SSD for dispersion coefficient ε is uniformly O(ε).
Wake et al. [10] proved the existence and uniqueness of SSDs for nonzero values of ε, along with
the fact that as ε → 0+ the Dirichlet series expression for those SSDs reduces to that of the SSD
from [9]. Theorem 16 provides an error estimate for the difference of the cumulative SSDs for
nonzero ε from the cumulative SSD for ε = 0. The method used below could potentially be used
in other situations to obtain estimates for solutions of nonlocal second-order ordinary differential
equations from the solution of the corresponding first-order equation formed by removing the y′′
term.
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γ (x, ε) = Aε
{√
x, 0 x  x0,
x0√
x
, x > x0.
(26)
It will be shown that for sufficiently small ε there are values of A and x0 such that
φ(x, ε) = u(x)− γ (x, ε), ψ(x, ε) = u(x)+ γ (x, ε)
are lower and upper λ-solutions to (14), respectively. The focus will be on proving that ψ is
an upper λ-solution since the proof that φ is a lower λ-solution proceeds similarly, with the
inequalities arising in the proof for the lower λ-solution being the negatives of the inequalities
arising in the proof for the upper solution, with the inequality signs being reversed.
Consider the problem of finding an appropriate value for x0 given A. When x  x0/α we have
εψ ′′
γ
= u
′′
A
√
x
− ε
4x2
 C
A
√
x
e−ax,
(
gψ ′ − αbψ(αx, ε)+ αbψ)/γ = g
2x
+ αb(1 − √α ).
Therefore a sufficient condition for ψ(x, ε) to be an upper λ-solution in the region 0 x  x0 is
that
αb
(√
α − 1)x + C
A
√
x − g
2
 0. (27)
By the quadratic formula it can be seen that when
x 
(−C/A+√(C/A)2 + 2gαb(√α − 1)
2αb(
√
α − 1)
)2
,
ψ(x, ε) is an upper λ-solution. Thus, let
x0  α
(−C/A+√(C/A)2 + 2gαb(√α − 1)
2αb(
√
α − 1)
)2
. (28)
We may express the above requirement on x0 as
x0 
g
2b(
√
α − 1) − δ0, (29)
where δ0 is a function of A such that
0 < δ0 <
2C√g
A
√
α[2b(√α − 1)]1.5 . (30)
We choose x0 to be the right-hand side of (29) with the upper bound of δ0 from (30) substituted
into the expression. It will be shown that this choice also yields an upper λ-solution on x0/α <
x < x0, since then the forward looking nonlocal term ψ(αx, ε) is less than or equal to
√
x0 and
we therefore have a different inequality to satisfy than (27). The choice of x0 is thus,
x0 = g2b(√α − 1) −
2C√g
A
√
α[2b(√α − 1)]1.5 . (31)
In Appendix A, it is shown that a sufficient condition for ψ(x, ε) to be an upper λ-solution in the
region x0/α  x  x0 is
A C√ √ (1 +√α − 2√α + 2 ). (32)
2αbg( α − 1)
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εψ ′′
γ
= u
′′√x
Ax0
+ 3ε
4x2
 C
√
x
Ax0
e−ax + 3ε
4x2
,
(
gψ ′ − αbψ(αx, ε)+ αbψ)/γ = − g
2x
+ √αb(√α − 1).
Therefore, a sufficient condition for ψ(x, ε) to be an upper λ-solution in the region x > x0 is
that,
x  g
2
√
αb(
√
α − 1) +
Cx1.5
Ax0
√
αb(
√
α − 1)e
−ax + 3ε
4x
√
αb(
√
α − 1) (33)
for all x > x0.
A and ε need to be chosen so that x0 satisfies (33). It is easily found that
max
x>0
Cx1.5
Ax0
√
αb(
√
α − 1)e
−ax = 1.5
1.5Ce−1.5
Ax0ab
√
aα(
√
α − 1) =
C′
Ax0ab
√
aα(
√
α − 1) , (34)
where C′ = 1.51.5Ce−1.5.
Given any ε > 0 we now desire an A such that the positive solution x1 to
x = g
2
√
αb(
√
α − 1) +
C′
Ax0ab
√
aα(
√
α − 1) +
3ε
4x
√
αb(
√
α − 1) (35)
is less than or equal to x0; for it can be seen that when x > x1, condition (33) will be satisfied.
We find that x1  x0, and hence that ψ(x, ε) is an upper λ-solution for x > x0, when
A M1
M2 −M3√ε , (36)
where M1, M2 and M3 are positive constants given in Appendix B by (B.2), (B.3) and (B.4),
respectively. Moreover, it can be seen in Appendix B that a positive choice of A is only possible
when 0 < ε < (M2/M3)2. Calculating (M2/M3)2 in terms of the parameters of the problem
gives the restriction (22). Similarly, when these conditions on A and ε are satisfied we will have
φ(x, ε) a lower λ-solution. Moreover, assumptions (A1), (A2), (A4) and (B) hold for the problem
at hand. Therefore by Theorem 10, a solution y(x, ε) exists to (14) satisfying (15) and the error
estimate (23). It can also be seen that the solution y(x, ε) satisfies the boundary condition (16)
since from [9] we know that u(x) → 1 as x → ∞ and by the error estimate (23), y(x, ε) → u(x)
as x → ∞.
Finally, by taking account of the restrictions (36) and (32) for A, we find that x0 and A are
given by (24) and (25), respectively. This completes the proof of Theorem 16. 
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Appendix A
In this appendix it is shown that (32) is a sufficient condition for ψ(x, ε) from Theorem 16 to
be an upper λ-solution in the region x0/α  x  x0.
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(
gψ ′ − αbψ(αx, ε)+ αbψ)/γ = g
2x
+ αb −
√
αbx0
x
. (A.1)
This leads us to conclude that a sufficient condition for ψ to be an upper λ-solution on x0/α 
x  x0 is that
−αbx + C
A
√
x − g
2
+ √αbx0  0. (A.2)
When x = x0/α, the above inequality reduces to (27) and is therefore satisfied at x0/α. Consider
now the derivative of the left-hand side of the above inequality. We see that, for x  x0/α it is
equal to
−αb + C
2A
√
x
−αb + C
√
α
2A√x0 .
Hence, if the right-hand side of the above expression is less than or equal to zero, ψ will be
an upper λ-solution on x0/α  x  x0. After some manipulation, this sufficient condition is
expressed as
4A2x0
C2α
− 1
α2b2
 0. (A.3)
Substituting the choice of x0 into the above equation gives a quadratic inequality, which in
turn, on dividing by the coefficient of A2 becomes
A2 − 2CA√
2αbg(
√
α − 1) −
C2(
√
α − 1)
2αbg
 0. (A.4)
It can now be seen that ψ will be an upper λ-solution in the region x0/α  x  x0 when A is
greater than or equal to the positive root of the above quadratic inequality. After some manipula-
tion of the positive root, this condition may be expressed as in (32).
Appendix B
Here the working to find M1, M2 and M3 from (36) is set out. Let
P = g
2
√
αb(
√
α − 1) +
C′
Ax0ab
√
aα(
√
α − 1) , Q =
3ε
4
√
αb(
√
α − 1) .
Then by the quadratic formula the positive solution of (35) is
x1 = P +
√
P 2 + 4Q
2
 P +√Q.
We now look for a range of A such that P + √Q  x0 is satisfied. Writing P out in full and
rearranging this inequality we find that it is satisfied if and only if
C′
ab
√
aα(
√
α − 1) Ax
2
0 −
gAx0
2
√
αb(
√
α − 1) −Ax0
√
Q. (B.1)
From (31), we find that the right-hand side of (B.1) is greater than
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4b2(
√
α − 1)2 −
4Cg1.5√
α[2b(√α − 1)]2.5 +
4C2g
Aα[2b(√α − 1)]3
− g
2A
4
√
αb2(
√
α − 1)2 −
gA
√
3ε
4α0.25[b(√α − 1)]1.5 .
From this it can be seen that (B.1) is satisfied when
A
(
C′
ab
√
aα(
√
α − 1) +
4Cg1.5√
α[2b(√α − 1)]2.5
)
/(
g2
4b2
√
α(
√
α − 1) −
g
√
3ε
4α0.25[b(√α − 1)]1.5
)
.
This supplies us with values of M1, M2 and M3 as follows:
M1 = C
′
ab
√
aα(
√
α − 1) +
4Cg1.5√
α[2b(√α − 1)]2.5 , (B.2)
M2 = g
2
4b2
√
α(
√
α − 1) , (B.3)
M3 = g
√
3
4α0.25[b(√α − 1)]1.5 . (B.4)
Note, however, that in the derivation of the inequality A M1
M2−M3√ε a division by (M2 −M3
√
ε)
is performed. Thus, if M2 − M3√ε < 0, the sign of the inequality is reversed and a positive
choice for A is not possible. Therefore, we see that a positive choice for A is only possible when
0 < ε < (M2/M3)2.
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