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GAUSSIAN RANDOM MATRIX MODELS FOR q–DEFORMED
GAUSSIAN VARIABLES
PIOTR S´NIADY
Abstract. We construct a family of random matrix models for the q–
deformed Gaussian random variables Gµ = aµ + a⋆µ where the annihilation
operators aµ and creation operators a⋆ν fulfil the q–deformed commutation re-
lation aµa⋆ν − qa
⋆
νaµ = Γµν , Γµν is the covariance and 0 < q < 1 is a given
number. Important feature of considered random matrices is that the joint
distribution of their entries is Gaussian.
1. Introduction
1.1. The deformed Gaussian variables. The q-deformed Gaussian random
variables Gµ = aµ + a
⋆
µ, where operators aµ and their adjoints a
⋆
µ fulfil deformed
commutation relations
aµa
⋆
ν − qa⋆νaµ = Γνµ1(1)
were introduced by Bourret and Frisch [FB]. These operators act on a Hilbert space
K which has a unital vector Ω, called a vacuum, with the property that
aµΩ = 0(2)
for every value of the index µ.
With the help of the vector Ω one can introduce a state τ on the algebra of
operators acting on K as follows τ(X) = 〈Ω, XΩ〉. The state τ plays a role of the
non commutative expectation value. From (1) and (2) follows [BS1] that for any
m ∈ N and any indexes µ1, . . . , µ2m we have that
τ(Gµ1 · · ·Gµ2m−1 ) = 0,(3)
τ(Gµ1 · · ·Gµ2m) =
∑
π
qi(π)Γc1d1 · · ·Γcmdm ,(4)
where the sum is taken over all pair partitions pi =
{{c1, d1}, . . . , {cm, dm}} of the
set {1, . . . , 2m} and i(pi) is the number of crossings of the partition pi. For the
reader’s convenience we shall recall definitions of a pair partition and of its number
of crossings in Sect. 3.
From the quantum probability point of view all the information about non com-
mutative random variables Gµ is encoded in their moments τ(Gµ1 · · ·Gµm) and
therefore Eq. (3) and (4) can be treated as an alternative definition of q-deformed
Gaussian variables Gµ.
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1.1.1. Applications of deformed Gaussian variables. Eq. (3) and (4) show that for
q = 1 operators Gµ have the same moments as classical Gaussian variables with
the mean zero and the covariance Γµν , what should explain why do we call Gµ
deformed Gaussian variables. Eq. (1) is for q = 1 called the canonical (or bosonic)
commutation relation.
For other special choices of the deformation parameter q variables Gµ also have
natural probabilistic interpretations [FB], namely as increments of a dichotomic
Markov process (for q = −1) or as Wigner’s large random matrices (for q = 0).
Voiculescu [V1] has made a remarkable observation that for q = 0 random variables
Gµ are free semicircular elements (an analogue of independent Gaussian variables
in the free probability theory of Voiculescu [V3, VDN]). Eq. (1) is for q = −1
called the canonical anticommutation relation (or fermionic relation) and for q = 0
is called the free relation.
Therefore it was natural to expect that the relations (3) and (4) which are a
simple generalisation of the three mentioned above: bosonic, fermionic and free
cases would give rise to interesting probabilistic objects.
Indeed, it was observed by Boz˙ejko and Speicher [BS1] that a related to Eq. (1)
Brownian motion is a one component of an n-dimensional Brownian motion which
is invariant under the quantum group S√qU(n) of Woronowicz for 0 < q < 1.
Another application of q-deformed Gaussian variables, this time as generalised
quantum statistics was proposed by Greenberg [Gr] and Speicher [Sp2].
The existence of operators aµ and a
⋆
µ fulfilling deformed commutation relations
(1) was proven by Boz˙ejko and Speicher [BS2]. Later it was proven by Boz˙ejko,
Ku¨mmerer, and Speicher [BKS] that the von Neumann algebra generated by q–
deformed Gaussian variables G1, G2, . . . (−1 < q < 1) is a II1 factor. There
are today many open questions concerning these factors, particularly if they are
different from the free group factors.
In this paper we present a natural probabilistic representation of the q–deformed
Gaussian variables for all q ∈ [0, 1] as some random matrices, what was one of the
open questions posed in the paper [FB]. A remarkable property of our model is
that the joint distribution of entries of our matrices is Gaussian.
Recently a related problem of finding a random matrix model for so called q–
deformed circular system was solved by Mingo and Nica [MN].
1.1.2. The covariance Γµν . Indexes µ, ν are elements of a certain set M. A neces-
sary and sufficient condition for operators Gµ to exist is that the function Γµν is
positive definite [BS2], i.e. ∑
1≤i,j≤n
αiαjΓµiµj ≥ 0
for all α1, . . . , αn ∈ R and µ1, . . . , µn ∈ M. Typical examples of sets M and
covariance functions are:
• M = N and Γi,j = δij . For q = 1 we have that G1, G2, . . . is a sequence
of independent, standard Gaussian variables while for q = 0 we have that
G1, G2, . . . is a sequence of free semicircular elements [VDN].
• M = R+ and Γt,s = min(t, s). For q = 1 we have that Gt is a Brownian
motion, for q = 0 we have that Gt is a noncommutative stochastic process
with free increments
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• M is a real Hilbert space and the covariance is defined by the scalar product:
Γφψ = 〈φ, ψ〉. The case M = L2(R+) is often used in the white noise calculus.
1.1.3. The distribution of a deformed Gaussian variable. A distribution of a ran-
dom variable corresponding to the bounded selfadjoint operator G is a measure ν
supported on the real line R such that
τ(Gn) =
∫
xndν(x)
for all n ∈ N.
It can be shown [Sz] that the distribution νq of a q-deformed Gaussian variable
with the variance equal to 1 is given by a measure νq supported on the interval[
− 2√
1−q ,
2√
1−q
]
with a density
νq(dx) =
1
pi
√
1− q sin θ
∞∏
n=1
(1− qn)|1− qne2iθ|2dx,
where
x =
2√
1− q cos θ
with θ ∈ [0, pi].
1.1.4. Canonical commutation relations and Itoˆ’s formula. It is not merely an ac-
cident that for q = 1 there is a correspondence between the commutation relation
(1) and Gaussian random variables.
If we consider a probability space generated by a Brownian motion B(t) then
every real random variableX with a finite second moment can be uniquely expressed
as a series of iterated Itoˆ integrals
X = X(0) +
∞∑
i=1
∫
0≤t1≤···≤ti<∞
X(i)(t1, . . . , ti)dB(t1) · · · dB(ti),
where X(0) ∈ R and for each i ∈ N we have that X(i) : (R+)i → R is a symmetric
function of its i arguments. By the bosonic Fock space we call the space of sequences
(X(i))i≥0 such that X(i) : (R+)i → R is a symmetric function.
The Fock space carries a structure of a Hilbert space with a scalar product
〈X,Y 〉 = E[XY ] = X(0)Y (0)+∑
n≥1
1
n!
∫ ∞
0
· · ·
∫ ∞
0
X(n)(t1, . . . , tn)Y
(n)(t1, . . . , tn)dt1 · · · dtn.
The Fock space representative of the random variable constantly equal to 1 will
be denoted by Ω. We have Ω(0) = 1, Ω(n)(t1, . . . , tn) = 0 for every n ≥ 1. Note
that for every random variable we have
E[X ] = E[X1] = 〈Ω, X〉.
It is often convenient to work with the Fock space representations than with
random variables themselves. An interesting question is to determine the Fock
space representation of a product [
∫∞
0
φ(t)dB(t)]X if the Fock space representation
of X is given and the integral is taken in the Itoˆ sense. It is a simple corollary from
the Itoˆ’s theorem that the multiplication by
∫∞
0 φ(t)dB(t) can be expressed as a
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sum of two operators acting on the Fock space: so called annihilation operator aφ
and its adjoint, creation operator a⋆φ:∫ ∞
0
φ(t)dB(t) = aφ + a
⋆
φ.
They have the following properties:
aφa
⋆
ψ − a⋆ψaφ = 〈φ, ψ〉,(5)
aφΩ = 0.(6)
We see that the commutation relations (5) are equivalent to the statement of
the Itoˆ’s theorem. Conversely, postulating commutation relations (1) is equivalent
to saying that the non commutative stochastic process Gt fulfils some non com-
mutative Itoˆ’s formula. Such a stochastic calculus for q–deformed operators was
considered by the author [Sn1].
1.2. Random matrices. For a general introduction to random matrices and their
applications in mathematics and physics we refer to the monographs of Mehta [M],
Hiai and Petz [HP] and to overview articles [Br, GMGW].
There are essentially two kinds of questions concerning eigenvalues of a random
matrix one can ask. Global questions are of the type: what is the asymptotic dis-
tribution of eigenvalues if the size of a matrix is large enough, while local questions
concern, for example, the distribution of the spacings between consecutive eigenval-
ues. The global questions are much easier to answer and free probability theory has
provided powerful tools to answer such questions for many random matrix model
[V2, V3, VDN, Sh].
Recently random matrices were used as a powerful tool in the theory of C⋆–
algebras by Haagerup and Thorbjoersen [HT].
1.3. Overview of the paper. In Sect. 2 (which is independent of the rest of this
article) we present heuristic motivations for some matrix models considered in this
article.
In Sect. 3 we introduce the notations and construct a family we construct an
auxiliary family of Gaussian random matrices R(N),A,µ.
In Sect. 4 we construct a central object of this paper, namely a family of Gaussian
random matrices S(N),µ. Since the structure of matrices S is a bit complicated, it
is convenient to think about them as some weighted sums of the auxiliary matrices
R, which have a much easier structure.
As the index N tends to infinity, the size of our matrices grows exponentially.
We show that matrices S asymptotically have the same expectation values as q–
deformed Gaussian random variables.
Our construction bases on the observation that for a finite dimensional Hilbert
space H there are 2N decompositions of a tensor power into two factors H⊗N =
H⊗k ⊗ H⊗(N−k) which correspond to ways of decomposing a set {1, . . . , N} =
A∪ ({1, . . . , N} \A) into two subsets. The appropriate isomorphisms jA : H⊗N →
H⊗|A|⊗H⊗(N−|A|) give rise to isomorphisms of matrix algebras j˜A : End(H⊗|A|)⊗
End(H⊗(N−|A|))→ End(H⊗N ).
Each auxiliary matrix R(N),A,µ is obtained by embedding a small standard her-
mitian random matrix R
(N),µ,A
1 ∈ End(H|A|) into a bigger algebra End(HN ). The
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embedding is implemented by the isomorphism j˜A. We have that
S(N),µ =
∑
A⊆{1,...,N}
σ
(N)
A R
(N),A,µ =
∑
A⊆{1,...,N}
σ
(N)
A j˜A[R
(N),A,µ
1 ⊗ 1],
where σ
(N)
A is a certain weight function.
It turns out that the the commutation properties of two random matrices
R(N),Ai,µ corresponding to two decompositions given by sets A1, A2 depend on
the number of common elements of A1 and A2. For example, if A1 ∩ A2 = ∅ then
these two matrices commute and, informally speaking, the more elements A1 and
A2 have in common, the more they behave like a pair of free random variables.
Therefore the expectation value of a product of many matrices R can be evaluated
from the number of elements of Ai ∩ Aj and in this way we are able to calculate
the mixed moments of matrices S.
The choice of a normed weight σ
(N)
A is equivalent to a choice of a probabilistic
measure ρ on the set of all subsets of {1, . . . , N} defined such that the measure
of a singleton {A} is equal to (σ(N)A )2 for any A ⊆ {1, . . . , N}. If this measure
is, loosely speaking, concentrated on the sets of order c
√
N then if A and B are
independent random variables with distribution given by the measure ρ then |A∩B|
is asymptotically Poisson distributed with the parameter λ = c2. For appropriate
choice of c we are able in this way to obtain a random matrix model for q–deformed
Gaussian random variables for all 0 ≤ q ≤ 1.
In Sect. 5 we show that our matrices converge to q-deformed Gaussian variables
not only in the sense of expectation values mixed moments, but that that mix
moments converge almost surely.
Sect. 6 is devoted to proofs of technical lemmas.
The random matrices S considered in this article are complex hermitian. How-
ever there are no difficulties to extend these results to real symmetric or symplectic
hermitian.
This paper shows that the q–deformed probability theory, which was regarded
until today as purely abstract and algebraic, in fact has natural probabilistic models
just like the free probability theory has.
2. Heuristics of Random Commutation Relations and Random
Gaussian Matrices
This section an an independent part of the article and notations used here will
not be used in the subsequent considerations. We have to warn the reader that this
section is very informal, however by such informal considerations it is much easier
to get an insight to the nature of the problem.
2.1. q–deformed Gaussian variables. Our motivations how to find random ma-
trices which asymptotically behave like q–deformed Gaussian variables were inspired
by a careful study of the article of Speicher [Sp1].
In this paper he shows a certain non commutative central limit theorem that
if a suitably normalised family of centered non commutative random variables
K1,K2, . . . has a property that each pair of them either commutes (with prob-
ability p) or anticommutes (with probability 1 − p) and if for each pair the choice
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of one these possibilities is made independently, then the distribution of a normal-
ized mean K1+···+Kn√
n
converges (as n → ∞) to the distribution of a q–deformed
Gaussian random variable with q = 2p− 1.
Now we shall construct a family of random (non Gaussian) matrices which almost
fulfils the assumptions of the Speicher’s theorem.
Let us fix a real number 0 < q < 1. For any N ∈ N let us consider a family of
2N × 2N matrices
Ks = K
1
s ⊗ · · · ⊗KNs
indexed by s ∈ N, where for each s ∈ N and 1 ≤ n ≤ N we have that Kns is a 2× 2
matrix chosen randomly according to the following table:
matrix σ0 −σ0 σ1 −σ1 σ2 −σ2 σ3 −σ3
probability 1−3r2
1−3r
2
r
2
r
2
r
2
r
2
r
2
r
2
,
where 0 ≤ r ≤ 13 is a real number to be specified later and
σ0 =
[
1 0
0 1
]
, σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
are Pauli matrices. The random choices of matrices Kns should be made indepen-
dently.
These eight hermitian matrices ±σi have a property that each pair of them either
commutes or anticommutes. It is a simple calculation that the probability that two
independent 2 × 2 matrices (chosen according to the above table) anticommute is
equal to 6r2.
Therefore all matrices Ks are hermitian and furthermore each pair Ks and Kt
(s 6= t) either commutes (if the number of indexes n such that Kns anticommutes
with Knt is even) or anticommutes (if this number is odd). We see that the proba-
bility of the event that Ks commutes with Kt is equal to
p =
∑
0≤m≤N2
(
N
2m
)
(1 − 6r2)N−2m(6r2)2m,
while the probability that Ks anticommutes with Kt is equal to
1− p =
∑
0≤m≤N−12
(
N
2m+ 1
)
(1− 6r2)N−(2m+1)(6r2)2m+1.
The difference of these two probabilities is equal to 2p− 1 = (1− 12r2)N ,
We would like to apply now the Speicher’s theorem to the family (Ks) by choosing
r as a function of N such that q = [1 − 12r2N ]N . For large N one can take the
approximate value rN =
√
− ln q12N .
Unfortunately the Speicher’s theorem cannot be applied directly since it turns
out that the events “Ks commutes with Kt” are not independent for different pairs
{s, t}. However, if N tends to infinity it can be justified that they are, loosely
speaking, more and more independent.
By classical central limit theorem we have that the limit distribution of K =
1√
n
(K1+ · · ·+Kn) (regarded as a classical random variable with values in a vector
space of matrices) is Gaussian. In order to characterise this distribution uniquely
we have to give the mean and the covariance of entries. The mean value of each
entry of the matrix K is equal to 0 and the covariance factorises as follows
E[K(i1,...,iN ),(j1,...,jN )K(k1,...,kN ),(l1,...,lN )] =
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= E[K(i1,...,iN ),(j1,...,jN )K(l1,...,lN ),(k1,...,kN )] =
E[K1i1,j1K
1
k1,l1
] · · ·E[KNiN ,jNKNkN ,lN ].
Above we have used the fact that due to the factorisationM2N =M2⊗· · ·⊗M2 we
can parametrise the rows and columns of a 2N×2N matrix by sequences (i1, . . . , iN),
where 0 ≤ i1, . . . , iN ≤ 1.
A simple calculations shows that the covariance of 2 × 2 matrices given by the
table above is equal to
E[Knin,jnK
n
kn,ln
] = (1− 4r)δin,jnδkn,ln + 4r
1
2
δin,lnδjn,kn .
It turns out that this is exactly the covariance we will considered in Proposition
1 for the special case of d = 2, see (15).
3. Random Matrix Model for Deformed Gaussian Variables
3.1. Pair partitions.
Definition 1. A pair partition of a given finite set M is any decomposition of M
into a family pi =
{{c1, d1}, . . . , {cm, dm}} of disjoint sets each having exactly two
elements:
ci 6= di, for 1 ≤ i ≤ m,
{ci, di} ∩ {cj, dj} = ∅, for i 6= j,
{c1, d1} ∪ · · · ∪ {cm, dm} =M.
The sets {c1, d1}, . . . , {cm, dm} are called lines of the pair partition pi.
If M is an ordered set we say that two distinct lines {a, b}, {u, v}, a < b, u < v
cross if a < u < b < v or u < a < v < b.
For a given pair partition pi we will denote by i(pi) the number of crossings in
pi, i.e. number of all unordered pairs of lines {a, b}, {u, v} ∈ pi such that the lines
{a, b}, {u, v} cross.
Example. There is only one pair partition of a two element set {1, 2} and there
are three pair partitions of a four element set {1, 2, 3, 4}, namely {{1, 2}, {3, 4}},{{1, 4}, {2, 3}}, {{1, 3}, {2, 4}}.
We have i
({{1, 2}, {3, 4}}) = 0, i ({{1, 3}, {2, 4}}) = 1.
Sets having an odd number of elements do not have any pair partitions at all.
3.2. Notations. Let us fix a natural number d ≥ 2. For any N ∈ N we define
Hr = Cd for 1 ≤ r ≤ N and H(N) =
⊗
1≤r≤N Hr. In the following we shall often
omit the index (N) standing at various objects, however we have to remember
about their dependence on N .
If f0, . . . , fd−1 is an orthonormal basis of Cd then ei = fi1 ⊗ · · · ⊗ fiN is an
orthonormal basis of H(N), where i = (i1, . . . , iN ) and 0 ≤ i1, . . . , iN ≤ d− 1.
Here and in the following by bold letters i, j,k, . . . we shall denote variables which
index the basis of H(N) and always we have i = (i1, . . . , iN ), k = (k1, . . . , kN ), etc.
For any set A where A = {a1, . . . , ak} ⊆ {1, . . . , N}, a1 < · · · < ak and A′ =
{1, 2, . . . , N} \ A = {b1, . . . , bN−k}, b1 < · · · < bN−k we consider Hilbert spaces
HA =⊗r∈AHr and HA′ =⊗r∈A′ Hr and an isomorphism jA : H(N) → HA⊗HA′
given by a grouping of factors:
v1 ⊗ · · · ⊗ vN 7→ (va1 ⊗ · · · ⊗ vak)⊗ (vb1 ⊗ · · · ⊗ vbN−k).
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This isomorphism induces an isomorphism of matrices j˜A : End(HA)⊗End(HA′)→
End(H(N)).
In the following we shall denote by tr the normalised trace on End(H(N)) defined
by tr(M) = 1
dN
Tr(M), where Tr denotes the standard trace.
3.3. Iverson’s notation. In the following we shall use sometimes Iverson’s nota-
tion [GKP] as an alternative to the Kronecker’s notation:
[x = y] = δxy =
{
0 if x 6= y
1 if x = y
.
Of course the Iverson’s symbol [x = y] is always equal to the Kronecker’s delta δxy
but it has some typographic advantages if x and y are complicated expressions with
many upper and lower indexes.
3.4. Random matrices R.
Definition 2. If V is a finite dimensional Hilbert space with an orthonormal basis
e1, . . . , edim V then a hermitian standard random matrix over V is a random vari-
able M with values in End(V ) such that the joint distribution of the complex matrix
coefficients Mij = 〈ei,Mej〉 is Gaussian, Mij = Mji, all Mij have mean zero and
the covariance is given by
E[MijMkl] = E[MijMlk] =
1
dim V
[i = l][j = k].(7)
Alternatively one can define a hermitian standard random matrix (Mij) by saying
that the following random variables: Mii for all indexes i, ℜMij, ℑMij for i < j
are independent real Gaussian variables with E(Mij) = 0 for all indexes i, j and
EM2ii =
1
dim V for all values of index i and E(ℜMij)2 = E(ℑMij)2 = 12 dim V for
all i < j. The entries Mij, where i > j are defined by the hermitianity condition
Mij =Mji.
One can show that both definitions do not depend on the choice of the orthonor-
mal basis of V .
For each A ⊆ {1, . . . , N} let us consider a family of hermitian standard random
matrices R
(N),A,µ
1 ∈ End(HA) indexed by µ ∈ M such that the entries of different
matrices are independent. We define a family of random matrices R(N),A,µ by
R(N),A,µ = j˜A(R
(N),A,µ
1 ⊗ 1HA′ ) ∈ End(H(N))
where 1HA′ : HA
′ → HA′ denotes the identity operator.
Intuitively speaking, a matrix R(N),A,µ consists of dN−|A| copies of a d|A| × d|A|
standard hermitian random matrix.
As one can see, matrices RA,µ are hermitian and the joint distribution of their
entries is Gaussian, but different entries need not to be independent. We have:
R
A,µ
ij = R
A,µ
ji , E[R
A,µ
ij ] = 0,
and from (7) it follows that
E[RA,µij R
B,ν
kl ] = E[R
A,µ
ij R
B,ν
lk ] =(8)
= δABδµν
(∏
r∈A
[ir = lr][jr = kr]
d
)(∏
r∈A′
[ir = jr][kr = lr]
)
.
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3.5. Tensors T . The formula (8) can be written shorter if we introduce for all
A ⊆ {1, . . . , N} and 1 ≤ r ≤ N tensors TA,rij,kl as follows:
T
A,r
ij,kl =
{
1
d
[i = l][j = k] if r ∈ A
[i = j][k = l] if r 6∈ A .
We define
TAij,kl =
∏
r
T
A,r
irjr ,krlr
,(9)
what with a small abuse of notation can be written as
TA = TA,1 ⊗ · · · ⊗ TA,N .(10)
Then (8) can be written as
E[RA,µij R
B,ν
kl ] = E[R
A,µ
ij R
B,ν
lk ] = δABδµνT
A
ij,kl.(11)
3.6. Examples. First of all note that for the trivial case d = 1 all Hilbert spaces are
one dimensional and all random matrices RA,µ are in fact scalar random Gaussian
variables.
Furthermore, the random matrix R(N),µ,∅ is simply a scalar real random Gauss-
ian variable multiplied by an identity matrix. The random matrix R(N),µ,{1,...,N}
is a hermitian standard random matrix from Definition 2.
There is a correspondence between sequences i = (i1, . . . , iN ) such that 0 ≤
i1, . . . , iN ≤ d − 1 and the set of integer numbers {0, 1, . . . , dN − 1} given by the
digit representation of natural numbers in the system with base d:
i = (i1, . . . , iN) 7→ i1 + di2 + · · ·+ dN−1iN .
Therefore we can introduce an orthonormal basis g0, . . . , gdN−1 of H(N) indexed by
integer numbers:
gi1+di2+···+dN−1iN = fi1 ⊗ · · · ⊗ fiN = e(i1,...,iN ),
where 0 ≤ i1, . . . , iN ≤ d − 1. In the following, if we want to write an endomor-
phism M ∈ End(H(N)) as a matrix (Mij)0≤i,j≤dN−1 we shall do it in the basis
(gi)0≤i≤dN−1.
For d = 2 and N = 2 the matrices R(N),µ,A are of the following form:
R{1} =


a00 a01 0 0
a10 a11 0 0
0 0 a00 a01
0 0 a10 a11

 ,
R{2} =


b00 0 b01 0
0 b00 0 b01
b10 0 b11 0
0 b10 0 b11

 ,
where
[
a00 a01
a10 a11
]
and
[
b00 b01
b10 b11
]
are standard hermitian random matrices.
Entries of the first matrix are by definition independent of the entries of the second
matrix. The index µ was omitted, however it should be understood that for different
values µ the entries of matrices are independent.
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For d = 2 and N = 3 we have:
R{1} =


c00 c01 0 0 0 0 0 0
c10 c11 0 0 0 0 0 0
0 0 c00 c01 0 0 0 0
0 0 c10 c11 0 0 0 0
0 0 0 0 c00 c01 0 0
0 0 0 0 c10 c11 0 0
0 0 0 0 0 0 c00 c01
0 0 0 0 0 0 c10 c11


,
R{2} =


d00 0 d01 0 0 0 0 0
0 d00 0 d01 0 0 0 0
d10 0 d11 0 0 0 0 0
0 d10 0 d11 0 0 0 0
0 0 0 0 d00 0 d01 0
0 0 0 0 0 d00 0 d01
0 0 0 0 d10 0 d11 0
0 0 0 0 0 d10 0 d11


,
R{3} =


e00 0 0 0 e01 0 0 0
0 e00 0 0 0 e01 0 0
0 0 e00 0 0 0 e01 0
0 0 0 e00 0 0 0 e01
e10 0 0 0 e11 0 0 0
0 e10 0 0 0 e11 0 0
0 0 e10 0 0 0 e11 0
0 0 0 e10 0 0 0 e11


,
where again (cpq)0≤p,q≤1, (dpq)0≤p,q≤1, (epq)0≤p,q≤1 are standard hermitian random
matrices.
Furthermore
R{1,2} =


f00 f01 f02 f03 0 0 0 0
f10 f11 f12 f13 0 0 0 0
f20 f21 f22 f23 0 0 0 0
f30 f31 f32 f33 0 0 0 0
0 0 0 0 f00 f01 f02 f03
0 0 0 0 f10 f11 f12 f13
0 0 0 0 f20 f21 f22 f23
0 0 0 0 f30 f31 f32 f33


,
R{1,3} =


g00 g01 0 0 g02 g03 0 0
g10 g11 0 0 g12 g13 0 0
0 0 g00 g01 0 0 g02 g03
0 0 g10 g11 0 0 g12 g13
g20 g21 0 0 g22 g23 0 0
g30 g31 0 0 g32 g33 0 0
0 0 g20 g21 0 0 g22 g23
0 0 g30 g31 0 0 g32 g33


,
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R{2,3} =


h00 0 h01 0 h02 0 h03 0
0 h00 0 h01 0 h02 0 h03
h10 0 h11 0 h12 0 h13 0
0 h10 0 h11 0 h12 0 h13
h20 0 h21 0 h22 0 h23 0
0 h20 0 h21 0 h22 0 h23
h30 0 h31 0 h32 0 h33 0
0 h30 0 h31 0 h32 0 h33


,
where (fpq)0≤p,q≤3, (gpq)0≤p,q≤3, (hpq)0≤p,q≤3 are standard hermitian random ma-
trices.
3.7. The case of a general covariance Γµν. By a small change of definition of
the matrices R we obtain a more general case.
Let Γµν be a real positive definite function. For everyA ⊆ {1, . . . , N} we consider
a family of random (non hermitian) matrices R
(N),A,µ
0 ∈ End(HA) such that for
each pair of indexes i, j we have that the joint distribution of (R
(N),A,µ
0 )ij µ ∈M is
Gaussian,
E(R
(N),A,µ
0 )ij = 0,
the covariance of real and imaginary parts are defined by the function Γ:
E[ℜ(R(N),A,µ0 )ijℜ(R(N),A,ν0 )ij] = E[ℑ(R(N),A,µ0 )ijℑ(R(N),A,ν0 )ij] =
1
2d|A|
Γµν
and the real and imaginary parts are independent:
E[ℜ(R(N),A,µ0 )ijℑ(R(N),A,ν0 )ij] = 0.
For different choices of sets A or a pair of indexes (i, j) the random variables
(R
(N),A,µ
0 )ij should be independent.
We define hermitian random matrices
R
(N),A,µ
1 = R
(N),A,µ
0 + (R
(N),A,µ
0 )
⋆.
Note that for the simplest choice of a positive definite function Γµν = δµν this
definition of random matrices R
(N),A,µ
1 coincides with the definition from Subsect.
3.4.
Similarly as in Subsect. 3.4 we define
R(N),A,µ = j˜A(R
(N),A,µ
1 ⊗ 1HA′ ).
The joint distribution of entries of hermitian matrices R(N),A,µ is Gaussian and
E[RA,µ]ij = 0,
E[RA,µij R
B,ν
kl ] = E[R
A,µ
ij R
B,ν
lk ] = δABΓµνT
A
ij,kl.(12)
4. The Main Theorem
We define a family of random matrices indexed by µ ∈M
S(N),µ =
∑
A⊆{1,...,N}
σ
(N)
A R
(N),A,µ
where σ(N) is a real-valued function on the set of all subsets of {1, . . . , N}.
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Matrices S(N) are hermitian and the joint distribution of their entries is Gauss-
ian. Alternatively one can define these matrices by giving the mean and the covari-
ance of the entries: we have
E[Sµij] = 0,(13)
E[SµijS
ν
kl] = E[S
µ
ijS
ν
lk] = Γµν
∑
A
(σA)
2TAij,kl.(14)
In the following theorem we show conditions which the sequence of functions
(σ(N)) need to fulfil. Since these conditions may seem quite disgusting, we would
like to give some hope to the reader by pointing to the equation (15), which gives
a simple example of a covariance function fulfilling all assumptions.
Theorem 1. If for each N ∈ N we have that σ(N) is a real–valued function on the
set of all subsets of {1, . . . , N} such that:
1. (normalisation) for each N ∈ N we have∑
A⊆{1,...,N}
(σ
(N)
A )
2 = 1,
2. (triple coincidations are rare)
lim
N→∞
∑
A1,A2,A3⊆{1,...,N}
A1∩A2∩A3 6=∅
(σ
(N)
A1
)2(σ
(N)
A2
)2(σ
(N)
A3
)2 = 0,
3. (distribution of coincidations) there exists a sequence (pi)i≥0 of nonnegative
real numbers such that
∑
i≥0 pi = 1 and for any k ∈ N and any nonnegative
integer numbers nij, 1 ≤ i < j ≤ k we have
lim
N→∞
∑
A1,...,Ak⊆{1,...,N}
|Ai∩Aj |=nij for any 1≤i<j≤k
(σ
(N)
A1
)2 · · · (σ(N)Ak )2 =
∏
1≤i<j≤k
pnij ,
4. for each n ∈ N
lim
N→∞
∑
A1,...,An⊆{1,...,N}
(σ
(N)
A1
)2 · · · (σ(N)An )2
1
d2|A1\(A2∪···∪An)|
= 0.
Then for q =
∑∞
i=0 pi
1
d2i
we have
lim
N→∞
E[tr S(N),µ1 · · ·S(N),µn ] =
∑
π
qi(π)Γµc1µd1 · · ·Γµcmµdm = τ [Gµ1 · · ·Gµn ]
for every n ∈ N and µ1, . . . , µn ∈M, where Gµ1 , . . . , Gµn are q-deformed Gaussian
variables with covariance Γ.
Before we prove this theorem we would like to make some remarks and state
auxiliary lemmas.
Remark 1. For a given function σ(N) we define a measure ρ(N) on the set of all
subsets of {1, . . . , N} by assigning to set A the weight (σ(N)A )2. Then the first three
assumptions of the theorem can be reformulated as follows:
1. for each N ∈ N the measure ρ(N) is probabilistic,
2. if for each N ∈ N we have that A(N)1 , A(N)2 , A(N)3 are independent random
variables with distribution given by the measure ρ(N) then the probability of
the event: A
(N)
1 ∩ A(N)2 ∩A(N)3 6= ∅ tends to 0 as N tends to infinity,
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3. let k be a fixed natural number. if for each N ∈ N we have that A(N)1 , . . . , A(N)k
are independent random variables with distribution given by the measure ρ(N)
then the joint distribution of the random variables |Ai ∩ Aj |, 1 ≤ i < j ≤ k
tends to a product distribution as N tends to infinity. The limit distribution
of a single variable |Ai ∩Aj | is given by
lim
N→∞
P
(|A(N)i ∩ A(N)j | = k) = pk.
Remark 2. The assumption 4 follows from other assumptions, however the proof
of this is rather technical and we omit it.
Remark 3. We would like to point out an interesting informal connection between
stochastical properties of Gi regarded as large matrices and their entries.
Let us consider Γµν = δµν . For q = 1 we have that Gµ is a family of independent
Gaussian variables and for q = 0 we have that Gµ is a family of free non commu-
tative random variables. Freeness is an analogue of classical independence; we can
expect therefore that for in a general case −1 ≤ q ≤ 1 variables Gµ are independent
in some generalised way.
However, it was proven by Speicher [Sp3] that there are only three generalisa-
tions of the notion of independence of random variables to the non commutative
setup which would satisfy certain natural properties. These three generalisations
are: classical independence, free independence (freeness) and boolean independence.
Therefore except the cases q ∈ {0, 1} which correspond to the free and the classi-
cal situation respectively we cannot formally say that the non commutative random
variables Gµ are independent in some sense.
We can of course weaken Speicher’s axioms and treat this “independence” on a
very informal level. It is worth pointing out that a family of “independent” vari-
ables Gi is asymptotically represented as random matrices such that the entries of
different matrices are classically independent random variables.
Similarly, for the choice of the covariance function Γts = min(t, s) for t, s ≥ 0 we
obtain a non commutative stochastic process Gt which can be regarded as some kind
of a Brownian motion [BS1] and Gt can be asymptotically represented as a matrix
valued stochastic process. Entries of this matrix are classical Brownian motions.
Remark 4. The assumptions of the theorem are fulfilled for the following impor-
tant examples of the functions σ:
Proposition 1. For every real c > 0 the sequence of functions defined by
(σ
(N)
A )
2 =
(
c√
N
)|A|(
1− c√
N
)N−|A|
fulfils the assumptions of Theorem 1 with the sequence pk =
1
k! c
2ke−c
2
being the
Poisson distribution with parameter c2 and
q = e−(1−
1
d2
)c2 .
In this case the covariance (14) takes a beautiful form
E[SµijS
ν
kl] = E[S
µ
ijS
ν
lk] =(15)
= Γµν
∏
r
(
c√
N
[ir = lr][jr = kr]
d
+
(
1− c√
N
)
[ir = jr][kr = lr]
)
.
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Proof of this proposition will be presented in Sect. 6.
Proposition 2. For every real number c > 0 the sequence of functions σ(N) defined
for N sufficiently large by
(σ
(N)
A )
2 =
{
1
( N⌊c√N⌋)
if |A| = ⌊c√N⌋
0 otherwise
,
where ⌊x⌋ denotes the integer part of a real number x, fulfils the assumptions of
Theorem 1 with pk =
1
k! c
2ke−c
2
and
q = e−(1−
1
d2
)c2 .
Since proof of this proposition is similar to the proof of Proposition 1 we skip it.
Lemma 1. For any pair partition pi =
{{c1, d1}, . . . , {cm, dm}} of the set
{1, . . . , 2m} and any sets A1, . . . , A2m ⊆ {1, . . . , N} we have
0 ≤ 1
dN
∑
i1,...,i2m
∏
1≤v≤m
T
Acv
icv icv+1,idv idv+1
≤ 1.
If furthermore Aci ∩ Acj ∩ Ack = ∅ for all 1 ≤ i < j < k ≤ m then
1
dN
∑
i1,...,i2m
∏
1≤v≤m
T
Acv
icv icv+1,idv idv+1
=
∏
1≤i<j≤m
lines {ci,di},{cj,dj} cross
1
d
2|Aci∩Acj |
.
The proof of this lemma will be presented in Sect. 6.
The following lemma states a well known property of the Gaussian distribution.
Lemma 2. If the joint distribution of random variables (Xk) is Gaussian and
E[Xk] = 0 then
E(X1 · · ·X2m−1) = 0,
E(X1 · · ·X2m) =
∑
π
E(Xc1Xd1) · · ·E(XcmXdm),
where the sum is taken over all pair partitions pi =
{{c1, d1}, . . . , {cm, dm}} of the
set {1, . . . , 2m}.
With this preparation we are able to start the proof of the main theorem.
Proof of Theorem 1. In the following the sums over pi are taken over all pair parti-
tions pi =
{{c1, d1}, . . . , {cm, dm}} of the set {1, . . . , 2m} and sums over A1, . . . , An
are taken over all subsets of the set {1, . . . , N}. Products over v are taken over
1 ≤ v ≤ m.
From Lemma 2 follows that for any m ∈ N and indexes µ1, . . . , µ2m ∈ M we
have:
E tr(S(N),µ1 · · ·S(N),µ2m−1) = 0
and furthermore
U (N) := E tr(S(N),µ1 · · ·S(N),µ2m) =
=
∑
π
∑
A1,...,A2m

σ(N)A1 · · ·σ(N)A2m
dN
∑
i1,...,i2m
∏
v
δAcvAdvΓµcvµdvT
Acv
icv icv+1,idv idv+1

 .
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We define
V (N) :=
∑
π
∑
A1,...,A2m
[(∏
v
δAcvAdvΓµcvµdv
)
σ
(N)
A1
· · ·σ(N)A2m×
×
∏
1≤i<j≤m
lines {ci,di},{cj,dj} cross
1
d
2|Aci∩Acj |
]
Lemma 1 shows that the corresponding summands in the definitions of U and V
are equal unless there are some indexes 1 ≤ p < q < r ≤ m such that Acp ∩ Acq ∩
Acr 6= ∅. There are
(
m
3
)
choices of these indexes and again from Lemma 1 and the
assumption 1 we have
|U (N) − V (N)| ≤ C
(
m
3
) ∑
A1,A2,A3⊆{1,...,N}
A1∩A2∩A3 6=∅
∑
A4,...,Am⊆{1,...,N}
(σ
(N)
A1
)2 · · · (σ(N)Am )2 =
= C
(
m
3
) ∑
A1,A2,A3⊆{1,...,N}
A1∩A2∩A3 6=∅
(σ
(N)
A1
)2(σ
(N)
A2
)2(σ
(N)
A3
)2,
where C = max
∣∣Γµp,µq ∣∣ and therefore from the assumption 2 we have
lim
N→∞
|U (N) − V (N)| = 0.
We have
V (N) =
∑
π
(∏
v
Γµcvµdv
) ∑
A1,...,Am
(σ
(N)
A1
)2 · · · (σ(N)Am )2×
×
∏
1≤i<j≤m
lines {ci,di},{cj,dj} cross
1
d
2|Aci∩Acj |
=
=
∑
π
(∏
v
Γµcvµdv
)∫ ∏
1≤i<j≤m
lines {ci,di},{cj,dj} cross
1
d2nij
dλ(N)(nij),
where measures (λ(N)) are defined on the set of all sequences (nij)1≤i<j≤m, nij ∈
{0, 1, 2, . . .} by condition
λ(N)
({(nij)}) = ∑
A1,...,Ak⊆{1,...,N}
|Ai∩Aj |=nij for all 1≤i<j≤m
(σ
(N)
A1
)2 · · · (σ(N)AN )2.
From the assumption 3 follows that this sequence converges pointwise to the product
measure defined on the atoms by
λ
({(nij)}) = ∏
1≤i<j≤m
pij .
Since measures λ(N) and the measure λ are probabilistic, this convergence is
uniform and the statement of the theorem follows.
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5. The Almost Surely Convergence
As a simple corollary of Lemma 2 we have
Lemma 3. If the joint distribution of random variables X1, . . . , X2m is Gaussian
and E[Xk] = 0 for all 1 ≤ k ≤ 2m then
E[X1 · · ·X2m]− E[X1 · · ·Xm] E[Xm+1 · · ·X2m] =
=
∑
π′
∏
1≤v≤m
E[XcvXdv ],
where the sum is taken over pair partitions pi′ =
{{c1, d1}, . . . , {cm, dm}} of the
set {1, . . . , 2m} which have additional property that there exist x ∈ {1, . . . ,m} and
y ∈ {m+ 1, . . . , 2m} such that {x, y} ∈ pi′.
We define a permutation σ : {1, . . . , 2m} → {1, . . . , 2m} by σ(k) = k + 1 for
k 6∈ {m, 2m}, σ(m) = 1, σ(2m) = m+ 1.
Lemma 4. Let pi′ =
{{c1, d1}, . . . , {cm, dm}} be a pair partition as in Lemma 3,
i.e. for some 1 ≤ k ≤ m we have ck ∈ {1, . . . ,m}, dk ∈ {m+ 1, . . . , 2m}.
Then ∣∣∣∣∣∣
1
d2N
∑
i1,...,i2m
∏
1≤v≤m
T
Acv
icv iσ(cv ),idv iσ(dv)
∣∣∣∣∣∣ ≤
1
d2|Ak\
⋃
j 6=k Aj |
This lemma follows directly from Lemmas 5 and 7 from Sect. 6.
Proposition 3.
Var[tr S(N),µ1 · · ·S(N),µm ] ≤
≤ C
∑
A1,...,Am⊆{1,...,N}
(σ
(N)
A1
)2 · · · (σ(N)Am )2
1
d2|A1\(A2∪···∪Am)|
,
where C = (2m)!!max |Γµp,µq |.
Proof. We define µm+k = µk. In the following sums over pi are taken over all
pair partitions pi =
{{c1, d1}, . . . , {cm, dm}} of the set {1, . . . , 2m} with additional
property that there exist x ∈ {1, . . . ,m} and y ∈ {m+1, . . . , 2m} such that {x, y} ∈
pi′.
From Lemma 3 we have that
Var[tr S(N),µ1 · · ·S(N),µm ] =
= E[(tr S(N),µ1 · · ·S(N),µm)2]− [E(tr S(N),µ1 · · ·S(N),µm)]2 =
=
1
d2N
∑
i1,...,i2m
(
E[Sµ1
i1i2
· · ·Sµm−1
im−1imS
µm
imi1
S
µ1
im+1im+2
· · ·Sµm−1
i2m−1i2mS
µm
i2mim+1
]−
−E[Sµ1
i1i2
· · ·Sµm−1
im−1imS
µm
imi1
] E[Sµ1
im+1im+2
· · ·Sµm−1
i2m−1i2mS
µm
i2mim+1
]
)
=
=
1
d2N
∑
π′
∑
i1,...,i2m
∏
1≤v≤m
E[S
µcv
icv iσ(cv)
S
µdv
idv iσ(dv )
] =
=
1
d2N
∑
π′
∑
A1,...,A2m⊆{1,...,N}
∑
i1,...,i2m
σ
(N)
A1
· · ·σ(N)A2m×
×
∏
1≤v≤m
δAcvAdvΓµcv ,µdvT
Acv
icv iσ(cv ),idv iσ(dv)
≤
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≤ C
∑
A1,...,Am⊆{1,...,N}
(σ
(N)
A1
)2 · · · (σ(N)Am )2
1
d2|A1\(A2∪···∪Am)|
,
where in the last inequality we used Lemmas 5 and 7.
If (Mij)1≤i,j≤K is a hermitian matrix with eigenvalues λ1, . . . , λK we define a
probabilistic measure νM on the real line R by the following
νM =
1
K
∑
1≤n≤K
δλn .
Theorem 2. If the assumptions of Theorem 1 are fulfilled then there exists an
increasing sequence of natural numbers (Ni) such that the sequence of measures
νS(Ni) almost surely converges weakly to the measure νq.
Since for 0 ≤ q < 1 the support of the limit measure νq is compactly supported,
the theorem follows from the following stronger statement.
Theorem 3. If the assumptions of Theorem 1 are fulfilled then there exists a se-
quence (Ni) such that the limit
lim
m→∞ tr S
(Ni),µ1 · · ·S(Ni),µm = τ(Gµ1 · · ·Gµm)
holds almost surely.
Proof. Our goal is to construct a sequence (Ni) such that∑
i
E
[(
tr S(Ni),µ1 · · ·S(Ni),µm − τ(Gµ1 · · ·Gµm)
)2]
<∞
holds.
However,
E
[(
tr S(N),µ1 · · ·S(N),µm − τ(Gµ1 · · ·Gµm)
)2]
=(
E [tr S(N),µ1 · · ·S(N),µm − τ(Gµ1 · · ·Gµm)]
)2
+Var [tr S(N),µ1 · · ·S(N),µm ].
The first summand converges to 0 by Theorem 1.
From Proposition 3 we have that
Var[tr S(N),µ1 · · ·S(N),µm ] ≤
≤ C
∑
A1,...,Am⊆{1,...,N}
(σ
(N)
A1
)2 · · · (σ(N)Am )2
1
d2|A1\(A2∪···∪Am)|
From assumptions 1 and 4 it follows that this expression converges to 0.
6. Proofs of Technical Lemmas
Lemma 1 follows directly from the following two lemmas.
Lemma 5. For every n,M ∈ N if for all 1 ≤ v ≤ M we have Av ⊆ {1, . . . , N},
1 ≤ pv, qv, rv, sv ≤ n then∑
i1,...,in
∏
1≤v≤M
TAvipv iqv ,irv isv =
∏
1≤r≤N
∑
0≤j1,...,jn≤d−1
∏
1≤v≤M
T
Av,r
jpv jqv ,jrv jsv .(16)
Proof. This lemma is a direct consequence of Eq. (9) and (10).
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For sets A1, . . . , A2m ⊆ {1, . . . , N} and a pair partition pi ={{c1, d1}, . . . , {cm, dm}} of the set {1, . . . , 2m} we define
ΘA1,...,A2m,πr =
1
d
∑
0≤j1,...,j2m≤d−1
∏
u
T
Acu ,r
jcujcu+1,jdujdu+1
=(17)
=
1
d
∑
0≤j1,...,j2m≤d−1
∏
1≤u≤m
{
[jcu = jcu+1][jdu = jdu+1] if r 6∈ Acu
1
d
[jcu = jdu1][jcu+1 = jdu ] if r ∈ Acu .
It should be understood that j2m+1 = j1.
Lemma 6. For any A1, . . . , A2m ⊆ {1, . . . , N} and a pair partition pi ={{c1, d1}, . . . , {cm, dm}} we have
0 ≤
∏
1≤r≤N
ΘA1,...,A2m,πr ≤ 1.(18)
If furthermore Aci ∩ Acj ∩ Ack = ∅ for all 1 ≤ i < j < k ≤ n then∏
1≤r≤N
ΘA1,...,A2m,πr =
∏
1≤i<j≤m
lines {ci,di},{cj,dj} cross
1
d2|Aci∩Acj |
.(19)
Proof. Let us consider an expression of the following type∑
0≤j1,...,j2m≤d
[je1 = jf1 ] · · · [je2m = jf2m ].(20)
We can represent this expression by a graph (see for example [Do]) with 2m vertices
which are labelled by variables j1, . . . , j2m and with vertices jei and jfi connected
by an edge for all 1 ≤ i ≤ 2m. We see that the nonzero summands in (20) come from
indexes (j1, . . . , j2m) such that to all vertices in the same connected component of
the graph is assigned the same value. Therefore the expression (20) is equal to dM ,
where M denotes the number of connected components of the graph.
Let us fix an index r. We shall apply the above observation to evaluate
ΘA1,...,A2m,πr . Let n be the number of indexes v such that r ∈ Acv and let v1, . . . , vn
be all such indexes. We consider the following cases.
1. If n = 0 then we obtain a graph of type presented in Fig. 1. This graph has
one connected component and therefore ΘA1,...,A2m,πr = 1.
2. If n = 1 then we obtain a graph of type presented in Fig. 2. This graph has
two connected components and therefore ΘA1,...,A2m,πr = 1.
3. Suppose that n = 2. If the lines {cv1 , dv1} and {cv2 , dv2} do not cross (Fig. 3
and 4) then corresponding graphs have three components and and therefore
ΘA1,...,A2m,πr = 1.
But if the lines {cv1 , dv1} and {cv2 , dv2} cross (Fig. 5) then the graph has
only one connected component and therefore ΘA1,...,An,πr =
1
d2
.
4. In the general case n ≥ 3 the graph has at most n+ 1 components and there
is a factor 1
dn+1
, therefore 0 < ΘA1,...,A2m,πr ≤ 1.
Therefore if for a given partition pi sets Ac1 , . . . , Ack have a property that the
common part of each three of them is empty then∏
1≤r≤N
ΘA1,...,An,πr =
∏
1≤i<j≤k
lines {ci,di},{cj,dj} cross
1
d
2|Aci∩Acj |
.(21)
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j3 j2m−1 j2mj1 j2
Figure 1.
j2mj1 j2 j
cv1 j
cv1+1 j
dv1 j
dv1+1
Figure 2.
j
dv2+1j1 j2mj
dv1 j
dv1+1j
cv1 j
cv1+1 j
cv2+1j
cv2 j
dv2
Figure 3.
j
dv1j1 j2mj
cv1 j
cv1+1 j
cv2+1j
cv2 j
dv2 j
dv2+1 j
dv1+1
Figure 4.
In the general situation the expression
∏
1≤r≤N Θ
A1,...,A2m,π
r is a real number
from the interval [0, 1].
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j
dv1+1j1 j2mj
cv1 j
cv1+1 j
dv2 j
dv2+1j
cv2 j
cv2+1 j
dv1
Figure 5.
We recall that the permutation σ : {1, . . . , 2m} → {1, . . . , 2m} was defined by
σ(k) = k + 1 for k 6∈ {m, 2m}, σ(m) = 1, σ(2m) = m+ 1.
For sets A1, . . . , A2m ⊆ {1, . . . , N} and a pair partition pi ={{c1, d1}, . . . , {cm, dm}} of the set {1, . . . , 2m} we define
ΥA1,...,A2m,πr =
1
d
∑
0≤j1,...,j2m≤d−1
∏
1≤v≤m
T
Ac,r
cvσ(cv),dvσ(dv)
=(22)
=
1
d
∑
0≤j1,...,j2m≤d−1
∏
1≤v≤m
{
[jcv = jσ(cv)][jdv = jσ(dv)] if r 6∈ Acv
1
d
[jcv = jσ(dv)][jσ(cv) = jdv ] if r ∈ Acv
.
Lemma 7. For any A1, . . . , A2m ⊆ {1, . . . , N} and a pair partition pi ={{c1, d1}, . . . , {cm, dm}} we have
0 ≤ ΥA1,...,A2m,πr ≤ 1.(23)
If furthermore r ∈ Ak \
⋃
j 6=k Aj then
ΥA1,...,A2m,πr =
1
d2
(24)
Proof of this lemma is very similar to the proof of Lemma 6 and we will skip it.
Proof of Prop. 1. The measure ρ(N) on the set of all subsets of {1, . . . , N} such
that for any A ⊆ {1, . . . , N} we have
ρ(N)({A}) =
(
c√
N
)|A|(
1− c√
N
)N−|A|
is simply a Bernoulli distribution and the assumption 1 of Theorem 1 is obviously
fulfilled.
Therefore if A1, A2, A3 are independent random variables with distribution given
by ρ(N) then
P{ω : A1(ω) ∩ A2(ω) ∩ A3(ω) 6= ∅} ≤
≤
∑
1≤k≤N
P{ω : k ∈ A1(ω) ∩ A2(ω) ∩ A3(ω)} = N
(
c√
N
)3
and the assumption 2 of Theorem 1 is fulfilled.
Let A1, . . . , Ak be independent random variables with distribution given by ρ
(N)
and let us consider the probability of following event: |Ap ∩ Aq| = npq. The
discussion from the previous paragraph shows that this probability is equal (up to
an error of order O(N−
1
2 )) to the probability of the event: |Ap ∩ Aq| = npq and
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furthermore Ap ∩ Aq ∩ Ar = ∅ for all p < q < r. We shall now evaluate the latter
probability.
There are N !(
∏
npq!)(N−
∑
npq)!
choices of disjoint sets (Bpq)1≤p<q≤k such that
|Bpq| = npq.
For i ∈ Bpq the probability of the event: i ∈ Ap ∩ Aq and i 6∈ Ar for r 6∈ {p, q}
is equal to (
c√
N
)2(
1− c√
N
)k−2
.
For i 6∈ ⋃pq Bpq the probability of the event: i 6∈ Ap ∩ Aq for all 1 ≤ p < q ≤ k
is equal to (
1− c√
N
)k
+ k
c√
N
(
1− c√
N
)k−1
.
Therefore the probability of the considered event is equal to
N !
(
∏
npq!) (N −
∑
npq)!
(
c√
N
)2∑ npq (
1− c√
N
)(k−2)∑ npq
×
×
[(
1− c√
N
)k
+ k
c√
N
(
1− c√
N
)k−1]N−∑ npq
where all sums and products are taken over 1 ≤ p < q ≤ k.
After short calculations one can show that the limit of this expression as N tends
to infinity is equal to ∏
1≤p<q≤k
1
npq!
c2npqe−c
2
and therefore the assumption 3 is fulfilled.
The assumption 4 follows from the observation that the distribution of the ran-
dom variable |A1 \ (A2 ∪ · · ·An)| is binomial and simple computations.
7. Acknowledgements
I would like to thank Roland Speicher and Marek Boz˙ejko for very inspiring
discussions and Franz Lehenr for numerous remarks concerning the manuscript.
The work was partially supported by the Scientific Committee in Warsaw un-
der grant number P03A05415. The paper was written while the author was on
leave in the University of Heidelberg on a scholarship funded by German Academic
Exchange Service (DAAD).
References
[Boz] Boz˙ejko, M: Completely positive maps on Coxeter groups and the ultracontractivity of the
q-Ornstein-Uhlenbeck semigroup. Alicki, Robert (ed.) et al., Quantum probability. Work-
shop, Gdansk, Poland, July 1–6, 1997. Warsaw: Polish Academy of Sciences, Institute of
Mathematics, Banach Cent. Publ. 43, 87-93 (1998)
[BKS] Bozejko, M., Kuemmerer, B. and Speicher, R.: q-Gaussian processes: Non-commutative
and classical aspects. Commun. Math. Phys. 185, 129–154 (1997)
[BS1] Boz˙ejko, M. and Speicher, R.: An example of a generalized Brownian motion. Commun.
Math. Phys. 137, 519–531 (1991).
[BS2] Boz˙ejko, M. and Speicher, R.: Completely positive maps on Coxeter groups, deformed
commutation relations and operator spaces, Math. Ann. 300, 97–120 (1994)
[Br] Brody, T.A., et al: Random–matrix physics: spectrum and strength fluctuations. Rev. Mod.
Phys. 53, 385–479 (1981)
22 PIOTR S´NIADY
[Do] Douglas, M.R.:Large N quantum field theory and matrix models. Voiculescu, Dan-Virgil
(ed.), Free probability theory. Papers from a workshop on random matrices and operator
algebra free products, Toronto, Canada, Mars 1995. Providence: American Mathematical
Society. Fields Inst. Commun. 12, 21-40 (1997)
[FB] Frisch, U. and Bourret, R.: Parastochastics. J. Math. Phys. 11, 364–390 (1970)
[Gr] Greenberg, O.W.: Particles with small violations of Fermi or Bose statistics. Phys. Rev. D
43, 4111–4120 (1991)
[GKP] Graham, R.L., Knuth, D.E. and Patashnik, O.: Concrete mathematics: a foundation for
computer science. 2nd ed. Amsterdam: Addison-Wesley Publishing Group, 1994
[GMGW] Guhr, T., Mu¨ller-Groeling, A. and Weidenmller, H.A.: Random Matrix Theories in
Quantum Physics: Common Concepts. Phys. Rep. 299, 190–425 (1998)
[HP] Hiai, F. and Petz, D.: The semicircle law, free random variables and entropy, to be published
by AMS
[HT] Haagerup, U. and Thorbjoernsen, S.: Random matrices andK-theory for exact C∗-algebras.
Doc. Math., J. DMV 4, 341–450 (1999)
[M] Mehta, M.L.: Random matrices. Rev. and enlarged 2. ed. Boston: Academic Press, 1991
[MN] Mingo, J. and Nica, A.: Random unitaries in non–commutative tori, and an asymptotic
model for q–circular systems. Preprint.
[Sh] Shlyakhtenko, D.: Random Gaussian band matrices and freeness with amalgamation. Int.
Math. Res. Not. 1996, No. 20, 1013-1025 (1996).
[Sn1] S´niady, P.: On q–deformed quantum stochastic calculus. University of Wroclaw MSc thesis,
Preprint 1999
[Sp1] Speicher, R.: A non–commutative central limit theorem. Math. Z. 209, 55–66 (1992)
[Sp2] Speicher, R.: Generalized Statistics of Macroscopic Fields. Lett. Math. Phys. 27, 97–104
(1993)
[Sp3] Speicher, R.: On universal products. Voiculescu, Dan-Virgil (ed.), Free probability theory.
Papers from a workshop on random matrices and operator algebra free products, Toronto,
Canada, Mars 1995. Providence: American Mathematical Society. Fields Inst. Commun. 12,
(1997)
[Sz] Szego, G.: Ein Betrag zur Theorie der Thetafunktionen. Sitz. Preuss. Akad. Wiss. Phys.
Math. L1 19, 242–252 (1926)
[V1] Voiculescu, D.: Noncommutative random variables and spectral problems in free product
C∗-algebras. Rocky Mt. J. Math. 20, 263-283 (1990)
[V2] Voiculescu, D.: Limit laws for random matrices and free products. Invent. Math. 104, 201–
220 (1991)
[V3] Voiculescu, D.: Free probability theory: Random matrices and von Neumann algebras.
Chatterji, S. D. (ed.), Proceedings of the international congress of mathematicians, ICM
’94, August 3-11, 1994, Zuerich, Switzerland. Vol. I. Basel: Birkhaeuser. 227-241 (1995).
[VDN] Voiculescu, D.V., Dykema, K.J. and Nica, A.: Free random variables. A noncommuta-
tive probability approach to free products with applications to random matrices, operator
algebras and harmonic analysis on free groups. CRM Monograph Series. 1. Providence:
American Mathematical Society., 1992
Instytut Matematyczny, Uniwersytet Wroc lawski, pl. Grunwaldzki 2/4,, 50-384
Wroclaw, Poland
E-mail address: psnia@math.uni.wroc.pl
