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ABSTRACT 
 
Corrosion fatigue is a multivariate challenge that threatens the lifetime of service 
of nuclear power plant materials, especially austenitic stainless steels. Both enhancement 
and retardation of crack growth have been observed in laboratory tests. This thesis work 
performs high temperature autoclave testing, post-test characterization and mechanistic 
modeling to understand the corrosion fatigue behavior of austenitic stainless steels in 
simulated light water reactor (LWR) environments.  
Crack growth rate (CGR) data were generated from the autoclave testing on low 
(0.001 wt.%) and high (0.03 wt.%) sulfur content heat 1T compact tension (CT) 
specimens. Tests were controlled under constant K (22-35 MPa√m) with load ratio of 0.7 
and sawtooth waveform (85% rise vs. 15% fall), and at pH =10 and 288 ˚C with system 
pressure of 9.54 MPa. Crack enhancement was observed in low sulfur content heat 
specimens, and the CGR increases as the loading rise time increases. The fracture 
surfaces of low sulfur content heat specimens showed transgranular features with facets 
(“river pattern”) and few oxide particles. Crack retardation was observed in high sulfur 
content heat specimens, and the CGR decreases as the loading rise time increases. The 
fracture surfaces of high sulfur content heat specimens showed distinct features at 
different rise time step. Transgranular features (“river pattern”) were observed at short 
rise time step, while non-descript surfaces with fine octahedral oxide particles were 
observed at long rise time step.  
Additionally, tests in deuterium water were performed to enable measurements on 
hydrogen/deuterium concentrations in specimens using ToF-SIMS and hot vacuum 
extraction techniques. Deuterium pick-up from the testing environment was observed, 
and the enrichment of deuterium/hydrogen ahead of crack tip was also observed. 
Controlled experiments were also conducted, where specimens were baked prior to the 
autoclave testing to remove the residual internal hydrogen. Such heat treatment removing 
the internal hydrogen was found to not affect the crack growth behavior. Dissolved gases, 
hydrogen and argon respectively, were bubbled into system during the autoclave tests, 
and they resulted in similar crack growth behaviors.  
Modeling indicates that there exists an enhancement mechanism other than 
corrosion mass removal driving the crack growth in simulated LWR environments. 
Possibly it comes from the effect of corrosion-generated hydrogen. Retardation behavior 
and experimental observations could be understood and explained by concept and 
modeling of corrosion blunting. The results suggest excess conservatism of current 
ASME standards N-809 for high sulfur content austenitic stainless steels. 
 
Thesis Supervisor: Ronald G. Ballinger 
Title: Professor of Nuclear Science and Engineering, Material Science and Engineering 
 
  
Acknowledgement 
First and foremost, I would like to express my deepest gratitude towards my thesis 
advisor, Professor Ronald G. Ballinger. Professor Ballinger’s mentorship and expertise in 
materials science have helped me immensely throughout my Ph.D. study. He has 
supported me not only academically but also emotionally through the rough road to finish 
my Ph.D. degree.  
I would also like to thank my research sponsor, Naval Nuclear Laboratory, for 
funding this research project. I am very appreciative to Dr. Denise J. Paraventi and 
Lindsay B. O’Brien at Naval Nuclear Laboratory. They have been great mentors and an 
amazing source of support throughout this research project.   
I would like to express my appreciation to my thesis committee, Professor Ju Li 
and Professor Michael P. Short. They have given tremendous inputs, feedback and 
suggestions to my thesis work. Their wisdom, expertise in materials science and 
engineering, and careful scrutiny of my research work have been instrumental to my 
success at MIT. It was also an unforgettable and inspirational memory studying with 
them.  
A special acknowledgement goes to my lab-mate, Xuejun (Tony) Huang. I was 
very honored to work with a talented researcher like him. He has generated many 
excellent inputs into this thesis work and has helped me develop solid understanding of 
material failure. Besides, I had chances to work with many extraordinary researchers both 
inside and outside MIT. I am appreciative to Kevin B. Fisher at University of Michigan 
for his tremendous help in Atom Probe Tomography analyses. I am also appreciative to 
Dr. Vincent. S. Smentkowski at GE Global Research Center for his considerable 
assistance in ToF-SIMS measurements. It is my pleasure to work with and learn from 
those talents. 
I would also like to thank Pete W. Stahle for his help in autoclave testing and 
other laboratory work. He was also a proxy for me to understand American culture. 
Last but not least, I would like to acknowledge my friends and family. It might 
not be professional to address this here, but they have been instrumental to my success. 
They have kept inspiring me, dragging me out of the darkness, pushing me out of my 
comfort zone, and encouraging me to move forward. I would not have completed my 
Ph.D. study without their unconditional love and support. They are precious gifts given 
by God to me. I would like to take this chance to express my sincerest gratitude and love 
to them: Zhuoxuan (Fanny) Li, Rongtao (Anthony) Ma, Cong Su, Akira Sone, Yue 
(Liam) Shui.  
I thank everyone I encountered at MIT for sharing this life journey with me. Our 
path ahead is paved in love.  
TABLE OF CONTENT 
CHAPTER 1: INTRODUCTION & BACKGROUND ------------------ 16 
1.1 INTRODUCTION -------------------------------------------------------------------- 16 
1.2 ENVIRONMENTAL DEGRADATION IN NUCLEAR SYSTEMS --------------------- 17 
1.3 EMPIRICAL APPROACH TO CF ---------------------------------------------------- 20 
1.4 CRACK GROWTH IN AUSTENITIC STAINLESS STEELS ------------------------- 25 
1.4.1 Crack enhancement in austenitic stainless steels ---------------------- 26 
1.4.2 Crack retardation in austenitic stainless steels ------------------------ 29 
1.5 OVERVIEW OF THE THESIS -------------------------------------------------------- 32 
CHAPTER 2: CRACK GROWTH MECHANISM ---------------------- 33 
2.1 FATIGUE CRACK GROWTH -------------------------------------------------------- 33 
2.2 CRACK ENHANCEMENT MECHANISM -------------------------------------------- 35 
2.2.1 Slip dissolution mechanism ----------------------------------------------- 35 
2.2.2 Hydrogen based mechanism ---------------------------------------------- 37 
2.3 CRACK RETARDATION MECHANISM --------------------------------------------- 40 
2.3.1 Oxide induced closure mechanism --------------------------------------- 40 
2.3.2 Creep induced retardation mechanism ---------------------------------- 42 
2.4 SUMMARY REMARKS -------------------------------------------------------------- 44 
CHAPTER 3: EXPERIMENTAL PROGRAM --------------------------- 45 
3.1 OVERALL PROGRAM DESCRIPTION ---------------------------------------------- 45 
3.2 MATERIALS AND TEST SYSTEM -------------------------------------------------- 45 
3.2.1 Materials --------------------------------------------------------------------- 45 
3.2.2 Test system ------------------------------------------------------------------- 47 
3.3 TEST CONDITIONS ----------------------------------------------------------------- 50 
3.4 POST-TEST CHARACTERIZATION ------------------------------------------------- 52 
3.5 TESTS IN D2O WATER ------------------------------------------------------------- 56 
3.5.1 Motivation ------------------------------------------------------------------- 56 
3.5.2 Test procedures ------------------------------------------------------------- 58 
3.5.3 Hydrogen/deuterium loss -------------------------------------------------- 59 
3.6 CONTROLLED EXPERIMENT ------------------------------------------------------ 60 
3.6.1 Motivation ------------------------------------------------------------------- 60 
3.6.2 Test procedure -------------------------------------------------------------- 62 
CHAPTER 4: RESULTS FROM LOW S HEAT SPECIMENS ------ 64 
4.1 CRACK GROWTH RATES ----------------------------------------------------------- 64 
4.2 FRACTOGRAPHY ANALYSIS ------------------------------------------------------ 67 
4.3 CRACK TIP OXIDATION ------------------------------------------------------------ 75 
4.4 DEUTERIUM/HYDROGEN MEASUREMENT -------------------------------------- 78 
4.5 SUMMARY -------------------------------------------------------------------------- 81 
CHAPTER 5: RESULTS FROM HIGH S HEAT SPECIMENS ----- 83 
5.1 CRACK GROWTH RATES ----------------------------------------------------------- 83 
5.2 FRACTOGRAPHY ANALYSIS ------------------------------------------------------ 87 
5.3 CRACK TIP OXIDATION ------------------------------------------------------------ 92 
5.4 OXIDE CHARACTERIZATION ------------------------------------------------------ 97 
5.5 SUMMARY -------------------------------------------------------------------------- 99 
CHAPTER 6: DISCUSSION ----------------------------------------------- 101 
6.1 HYDROGEN ROLE IN CRACK ENHANCEMENT ---------------------------------- 101 
6.1.1 Interpretation of crystallographic features ---------------------------- 101 
6.1.2 Challenge of deuterium/hydrogen measurement ---------------------- 104 
6.1.3 Is there hydrogen effect? ------------------------------------------------- 106 
6.2 UNDERSTANDING RETARDATION ----------------------------------------------- 112 
6.2.1 Evidence against oxide closure ------------------------------------------ 113 
6.2.2 Dual role of corrosion ---------------------------------------------------- 116 
6.3 A UNIFIED MECHANISM? --------------------------------------------------------- 122 
CHAPTER 7: CONCLUSION AND FUTURE WORK --------------- 126 
7.1 CONCLUSION ---------------------------------------------------------------------- 126 
7.2 PROPOSED FRAMEWORK FOR FUTURE WORK ---------------------------------- 128 
REFERENCES 130 
APPENDIX 
 
  
LIST OF FIGURES 
Figure 2-1. Alternating slip model proposed by Neumann. Adopted from Ref. [42] ----- 35 
Figure 2-2: Two types of adsorption. Reproduced from [64]. -------------------------------- 39 
Figure 2-3: Illustration of oxide induced crack closure: a. oxide induced closure for an 
elastic crack; b. oxide induced closure for an elastic-plastic crack while the reverse 
plasticity occurs prior to crack closure. Reproduced from Ref. [70]. ----------------------- 41 
Figure 3-1: Metallography of low S (100X) and high S (200X) heat. Specimens were 
polished using grind paper with grit number of P2500. Then, microstructures were 
revealed by electro-etching in 10% oxalic acid solution with 1A/cm2 current for 90 
seconds at room temperature. --------------------------------------------------------------------- 46 
Figure 3-2: a. orientation of the CT specimens; b. dimensions of the CT specimen. ----- 47 
Figure 3-3: Illustration of test system including autoclave, fatigue machine and water 
loop --------------------------------------------------------------------------------------------------- 49 
Figure 3-4: Schematic of DCPD crack monitor system --------------------------------------- 50 
Figure 3-5: top: schematic cutting plan of specimen D2739-LR-2, specimen D2739-28 
and specimen A16-32; bottom: schematic cutting plan of specimen D2739-14 and 
D2739-59. -------------------------------------------------------------------------------------------- 52 
Figure 3-6: APT tip machining process: (a) identifying main crack tip; (b) Pt deposition 
and wedge cutting; (c) transferring to micro-tip coupon and sectioning; (d) tip 
sharpening. ------------------------------------------------------------------------------------------- 54 
Figure 3-7: The analysis volume for deuterium concentration measurements using 
vacuum hot extraction technique. ---------------------------------------------------------------- 56 
Figure 3-8: The deuterium concentration distribution after soaking for 1000 hours (left) 
and 2000 hours (right). ----------------------------------------------------------------------------- 59 
Figure 3-9: left: diffusion length as a function of temperature for various time scale; right: 
detrapping time as a function of temperature for a various trapping energy. -------------- 60 
Figure 4-1: Crack growth rates of low S heat specimens compared to the Code curves. 
Arrows point from short rise time to long rise time. (a) without specimen D2739-59; (b) 
with specimen D2739-59. ------------------------------------------------------------------------- 66 
Figure 4-2: Time domain plot of low S heat specimens showing the enhancement of 
CGRs in test environments. (a) without specimen D2739-59; (b) with specimen D2739-
59. ----------------------------------------------------------------------------------------------------- 67 
Figure 4-3: Fracture surfaces of (a) D2739-LR-2 and (b) D2739-28. Yellow lines bound 
the start and end of CF cracks. Red arrows denote the crack propagation direction. ----- 69 
Figure 4-4: Fracture surface of D2739-LR-2 shows ‘river pattern’ and clean surface with 
dispersion of small oxides. Red arrow denotes the crack propagation direction.---------- 69 
Figure 4-5: Fracture surfaces of (a) D2739-LR-2 and (b) D2739-28 show the clean 
surface, ‘river pattern’, and secondary cracks. Red arrows point to the locations of 
secondary cracks. ----------------------------------------------------------------------------------- 69 
Figure 4-6: Fracture surfaces of (a) D2739-LR-2 and (b) D2739-28 show ‘slip line’ like 
features at high magnifications in Step 2. Red arrows denote the crack propagation 
direction and yellow arrows point to the locations of ‘slip line’ like features. ------------ 70 
Figure 4-7: Left: fracture surface of D2739-28 shows the fatigue striations; Right: 
enlarged picture of red square area in the left figure. ------------------------------------------ 70 
Figure 4-8: Fracture surfaces of CF cracks of D2739-14, (a) the beginning of the CF 
crack, (b) the middle of CF crack, (c) the end of CF crack. Yellow lines denote the 
transition between air fatigue crack and environmental CF crack, and red arrows denote 
the direction of crack propagation. --------------------------------------------------------------- 71 
Figure 4-9: The end of CF crack of D2739-14. Left: fracture surface showing river 
patterns and secondary cracks (denoted by yellow arrow); Right: enlarged picture of red 
square area showing fatigue striations. Red arrows denote the direction of crack 
propagation. Yellow line denotes the crack tip. ------------------------------------------------ 71 
Figure 4-10: The full CF crack of specimen D2739-59. Yellow lines bound the CF crack 
and red arrow denotes the direction of crack propagation. ----------------------------------- 73 
Figure 4-11: (a) Fractography of Phase I (Argon overpressure) surfaces. Yellow solid line 
denotes the transition from pre-crack to CF crack. Yellow dash line estimates the 
transition from short rise time step (Step 1) to long rise time step (Step 2). Red square is 
the area of interest that is considered to be surfaces under long rise time step (Step 2); (b) 
enlarged picture of red square area in (a); (c) enlarged picture of red square area in (b). 
Red arrows denote the direction of crack propagation. --------------------------------------- 74 
Figure 4-12: (a) Fractography of Phase II (H2 overpressure) Step 4 surfaces. Yellow line 
denotes the end of CF crack. Red square is the area of interest that is considered to be 
surfaces under long rise time step (Step 4); (b) enlarged picture of red square area in (a); 
(c) enlarged picture of red square area in (b). Red arrows denote the direction of crack 
propagation. ------------------------------------------------------------------------------------------ 74 
Figure 4-13: SEM image of crack tip of specimen D2739-LR-2. --------------------------- 75 
Figure 4-14: 3D reconstruction of APT tip, side view (left) and top view (right). Blue 
interface is the 10.7% decomposed O isosurface. The red circle denotes the ‘ridge’ like 
feature. Red dashed arrow is the estimated direction of crack propagation. --------------- 77 
Figure 4-15: Left: the analysis column crossing the oxide to metal matrix. Right: the 
atomic concentration profile of five major elements along the analysis column. Red arrow 
denotes the direction of measured distance. ---------------------------------------------------- 77 
Figure 4-16: Pourbaix diagram of Fe-Cr-H2O system at 288 ˚C calculated by HSC 
software. Solid black lines represent molality of 10-5 mol/kgH2O; dotted black lines 
represent molality of 10-6 mol/kgH2O; red dotted lines are H2O limits; the cross point of 
two blue dash lines is the bulk condition of the tests. ----------------------------------------- 78 
Figure 4-17: Left: plastic zone shape of tested specimen under monotonic loading; Right: 
schematic of plastic zone shape of tested specimen under cyclic loading. ----------------- 79 
Figure 4-18: Regions analyzed under ToF-SIMS, green box indicates the analyzed area of 
size 500 µm×500 µm. (a) Region I: area right ahead of the crack tip; (b) Region II: area 
200 µm above crack tip; (c) Region III: control area 6 mm below the crack tip. --------- 80 
Figure 5-1: The crack length and ECP as a function of time for specimen A16-32. Crack 
length includes pre-cracking length. Potential is referenced to SHE. ----------------------- 84 
Figure 5-2: Crack growth rates of high S heat specimens compared to the Code curves. 
Arrows point from short rise time to long rise time. ------------------------------------------- 86 
Figure 5-3: Time domain plot of low S and high S heat specimen showing the different 
behaviors in test environments. ------------------------------------------------------------------- 86 
Figure 5-4: Time domain plot of high S heat materials from this work and Mills’ work. 
Blue dotted line is the fitting on both data. ------------------------------------------------------ 87 
Figure 5-5: Fracture surface of specimen A16-32 under low magnification. Yellow lines 
bound the start and the end of CF crack. Red dotted line shows the transition from Step 1 
to Step 2 in the test. Red arrow denotes the crack propagation direction. ------------------ 89 
Figure 5-6: Fracture surface of transition from Step 1 (short rise time ) to Step 2 (long 
rise time). Yellow line denotes the distinct transition. Red square is the area we will 
examine the fine detail in Figure 5-6. ------------------------------------------------------------ 89 
Figure 5-7: Left: the enlarged picture of red square area in Figure 5-5; Right: the enlarged 
picture of red square area in left figure shows distinct oxide morphologies of two steps. 90 
Figure 5-8: (a) the oxide morphology in Step 1 (short rise time) shows bulky oxides along 
the ridges on fracture surfaces; (b) the oxide morphology in Step 2 (long rise time) shows 
small and octahedral oxides on the flat fracture surfaces. ------------------------------------ 90 
Figure 5-9: Fracture surface at the beginning of the transition may correspond to the low 
CGR. -------------------------------------------------------------------------------------------------- 91 
Figure 5-10: Alternating features on the fracture surfaces of Step 2. (a) SEM image; (b) 
Back-scatter electron (BSE) image. -------------------------------------------------------------- 91 
Figure 5-11: Left: dissolution holes on the fracture surface of Step 2; Right: enlarged 
picture of red square area shows the size of dissolution hole. -------------------------------- 92 
Figure 5-12: SEM image of crack tip of specimen A16-32. ---------------------------------- 93 
Figure 5-13: 3D reconstruction of APT tip of specimen A16-32. Red arrows point to the 
location of micro-fractures at the interface. ----------------------------------------------------- 94 
Figure 5-14: Left: the analysis column crossing the oxide layers to metal matrix. Right: 
the atomic concentration profile of five major elements along the analysis column. Red 
arrow denotes the direction of measured distance. --------------------------------------------- 94 
Figure 5-15: Pourbaix diagram of Fe-H2O system at 288 ˚C calculated by HSC software. 
Solid black lines represent molality of 10-5 mol/kgH2O; dotted black lines represent 
molality of 10-6 mol/kgH2O; red dotted lines are H2O limits; the cross point of two blue 
dash lines is the bulk condition of the tests.----------------------------------------------------- 96 
Figure 5-16: The concentration (atomic) profile of element Mn along the analysis 
column. Red arrow denotes the direction of measured distance. ---------------------------- 97 
Figure 5-17: Locations of point analysis of SAM. --------------------------------------------- 98 
Figure 5-18: Spectra of SAM analysis on Location 1. ---------------------------------------- 98 
Figure 5-19: Atomic concentration profile as a function of sputtering time. -------------- 99 
Figure 6-1: Crystallographic orientations of the fracture plane, crack tip direction and slip 
planes in FCC metals. Reproduced from Ref. [112]. ----------------------------------------- 104 
Figure 6-2: surface hydrogen concentration at the crack tip as a function of anodic 
dissolution current density. Reproduced from Ref. [148]. ----------------------------------- 109 
Figure 6-3: (a) K ratio ξ as a function of CGRs for different coarse levels of current 
density; (b) K ration ξ as a function of CGRs for different fine levels of current density 
between 0.01 mA/cm2 and 0.1 mA/cm2 with an interval of 0.01 mA/cm2. Rise time is set 
as 51 seconds. -------------------------------------------------------------------------------------- 115 
Figure 6-4: da/dN vs. ΔK. The point and line estimates are from the oxide closure model 
plotting da/dN vs. ΔKeff (current density was set as 0.04 mA/cm2). ------------------------ 115 
Figure 6-5: Proposed model for estimation of crack tip radius. Left: striation formation 
due to mechanical fatigue; Right: equivalent crack tip radius based on volume 
conservation. Reproduced from Ref. [154]. ---------------------------------------------------- 117 
Figure 6-6: the corrosion blunting factor as a function of ΔK for different levels of anodic 
current density. The rise time is set as 51 seconds. ------------------------------------------- 118 
Figure 6-7: the calculated retarded CGRs by applying the corrosion blunting factor to the 
enhanced CGRs. ----------------------------------------------------------------------------------- 119 
Figure 6-8: the corrosion blunting factor as a function of anodic current density for 
different rise times. ΔK is set as 8 MPa√m. -------------------------------------------------- 120 
Figure 6-9: time domain plot of simulated data compared to the measured low S heat 
data. -------------------------------------------------------------------------------------------------- 124 
Figure 6-10: time domain plot of simulated data (circle) compared to the measured data 
(triangle) for both low S and high S heat materials. ------------------------------------------ 124 
 
  
LIST OF TABLES 
Table 1-1: BWR water chemistry [11] ----------------------------------------------------------- 19 
Table 1-2: PWR water chemistry [11] ----------------------------------------------------------- 19 
Table 1-3: Comparison of three crack growth rate models from the standards. ----------- 22 
Table 3-1: Chemical compositions of two heats (Units: wt.%) ------------------------------ 46 
Table 3-2: Room temperature mechanical properties of two heats -------------------------- 46 
Table 3-3: Pre-crack length for each specimen. ------------------------------------------------ 51 
Table 3-4: Summary of water chemistry conditions for each specimen. ------------------- 51 
Table 3-5: Hydrogen concentration measured on as-received specimens by hot vacuum 
extraction --------------------------------------------------------------------------------------------- 62 
Table 3-6: Test plan of specimen D2739-59. --------------------------------------------------- 63 
Table 4-1: CGRs of low S heat specimens for each step in the test. Values were achieved 
by fitting the crack growth plots. ----------------------------------------------------------------- 64 
Table 4-2: CGRs of specimen D2739-59 for each step in the test. Values were achieved 
by fitting the crack growth plots. ----------------------------------------------------------------- 64 
Table 4-3: The SIMS measurement of D abundance. ----------------------------------------- 80 
Table 4-4: Estimated D concentration from hot vacuum extraction and ToF-SIMS. ----- 81 
Table 5-1: CGRs of  high S heat specimens for each step in the test. Values were 
achieved by fitting the crack growth plots.------------------------------------------------------ 83 
Table 5-2: CGRs of specimen A16-32 from two phases in Step 2.-------------------------- 84 
Table 6-1: parameters in the anodic dissolution model for 304/304L SS. ----------------- 123 
  
LIST OF ABBREVIATIONS 
AES Auger electron spectroscopy 
AISI American Iron and Steel Institute 
APT Atom probe tomography 
ASME American Society of Mechanical Engineers 
ASTM American Society of Testing and Materials 
BPVC Boiler and Pressure Vessel Code 
BSE Back-scatter electron 
BWR Boiling water reactor 
CAM Crack arrest marking 
CF Corrosion fatigue 
CGR Crack growth rate 
COD Crack opening displacement 
CT Compact tension 
CTOD Crack tip opening displacement 
DCPD Direct current potential drop 
DH Dissolved hydrogen 
DO Dissolved oxygen 
EAC Environmentally assisted cracking 
ECP Electro-chemical corrosion potential 
EDM Electrical discharge machining 
FCC Face centered cubic 
HWC Hydrogen water chemistry 
JSME Japanese Society of Mechanical Engineers 
LWR Light water reactor 
NPP Nuclear power plant 
NWC Normal water chemistry 
OLS Ordinary least squares 
PAS Positron annihilation spectroscopy 
PSB Persistent slip band 
PWR Pressurized water reactor 
SAM Scanning Auger microscopy 
SCC Stress corrosion cracking 
SEM Scanning electron microscopy 
SHE Standard hydrogen electrode 
SIMS Secondary ion mass spectrometry 
SS Stainless steels 
TEM Transmission electron microscopy 
ToF Time of flight 
  
Chapter 1: Introduction & Background 
1.1 Introduction 
The present and next generation of nuclear reactors face three challenges: meeting 
the demands of extended service life, ensuring the cost competitiveness of nuclear energy 
against other energy sources, and matching enhanced safety requirements [1]. 
Researchers, designers and engineers need to demonstrate such integrity and reliability of 
their system materials and components. Corrosion fatigue (CF) is one of the 
environmental degradation phenomena, observed both in laboratory tests and in nuclear 
power plant (NPP) operations [2], that degrades the materials’ performance and service 
life. Its mechanism remains unclear due to the complex interactions between the 
materials chemistry (e.g. alloying element), stressing conditions (e.g. frequency) and 
environments (e.g. dissolved gases). This thesis aims to combine experimental study (e.g. 
autoclave testing and advanced characterization) and mechanistic study to shed light on 
the mechanism of CF in austenitic stainless steels (SS) under reactor environments. We 
narrowed our scope into understanding: (i) the effect of hydrogen on enhancing the crack 
growth; (ii) the effect of alloying sulfur on retarding the crack growth; (iii) the effect of 
loading rise time1 on crack growth behavior. More details and background information 
would be provided in the following sections. In general, this thesis provides a framework 
for future researchers to investigate and understand the crack enhancement and 
                                                 
1 In cyclic loading, load rises to the maximum value and falls to the minimum value within one 
cycle. The time it takes to load from the minimum value to the maximum value is defined as rise time, 
regardless of the shape of loading waveform. 
retardation in the context of CF, and also addressed a discussion on research design for 
the mechanistic study.   
1.2 Environmental degradation in nuclear systems 
Environmental degradation is a general term used to describe a collection of 
failures due to environmental factors. In NPPs, environmental factors include radiation, 
high temperature, high pressure and water chemistries. Environmental degradation 
continues to present a potential safety and economic problem to the nuclear industries. 
Various types of environmental degradation have been reported in NPP systems, some of 
which have required research, inspection and mitigation programs that may ultimately 
cost several billion dollars [3]. Prevalent types of environmental degradation in current 
nuclear systems include stress corrosion cracking (SCC), CF, flow accelerated corrosion 
and boric acid wastage, all of which have already resulted in the industry and regulatory 
attention. Different NPP components are subject to different damages depending on the 
type of materials used, the method of manufacturing, and the exposure environments. 
Specifically, environmentally assisted cracking (EAC), sometimes used interchangeably 
with environmental degradation, remains a dominant issue related to plant availability, 
economics and reliability. In light water reactors (LWRs), SCC and CF are considered to 
be the primary types of EAC. Damage due to SCC and CF is still occurring. In 2002, 
SCC cracks were found in the control rod drive housing at an inner weld in the Davis-
Besse plant [4]. Water leaked and evaporated at the surface of the pressure vessel head, 
which deposited concentrated boric acid on the top of the vessel head and further caused 
rapid corrosive penetration there. EAC problem may force nuclear power plants to 
shorten the inspection intervals of power plants (i.e. pipe inspection), and/or replace their 
existing components (i.e. steam generators) before its designed lifetime of service.   
Efforts have been made to understand the mechanism of EAC and thus develop 
adequate mitigation actions. However, the complexity of the problem makes it extremely 
difficult to access the failure mechanism and had required a combination of the empirical 
studies with mechanistic modeling. Generally speaking, it’s believed that a synergy of 
material, environment and stressing conditions contributes to the EAC [2]. This defines 
the multidimensional nature of EAC. Phenomenological studies have identified some 
observable variables associated with EAC, which include stress intensity factor [5], 
temperature [6], microstructure [7] and etc. However, conducting controlled experiments 
to study independent effect of each factor is difficult considering the enormous numbers 
of potential factors and their combinations. It is also challenging to reduce dimensionality 
by finding connections between different factors and inferring the fundamental process. 
Moreover, different combinations of those factors may activate different degradation 
phenomena. As an example, such complication also brings controversy as to whether 
SCC and CF occur by the same mechanism. With that being said, two considerations 
have been acknowledged to be central to understand EAC, especially CF [8]: (i) mass 
transport, electrochemical reaction and creation of reactive clean surfaces within local 
areas (i.e. occluded pits, crack tips, crevices); (ii) time dependence where crack growth is 
often rate-limited by one or more of the slow steps in mass transport or crack surface 
reaction sequences.  
In this thesis, we narrow our scope to CF in LWRs. Fatigue in NPPs is usually 
caused by stresses related to flow-induced vibration (high-cycle type) and thermal 
stratification or hot-cold water mixing conditions (low-cycle type), as in during system 
transients (i.e. heat up and cool down) [9][10]. The corrosion comes from the aqueous 
environment in pressurized water reactors (PWRs) and boiling water reactors (BWRs). 
Water chemistries, listed in Table 1-1 and Table 1-2, play an important role in corrosion. 
For either design or operation of the NPPs, we would like to know what is the probability 
of materials failure and/or when materials failure is likely. In the next section, we will 
introduce the empirical practice to approach this issue. 
Table 1-1: BWR water chemistry2 [11] 
Water chemistry factors (operational data) Macroscopic factors 
pH (room temperature) 6-8 
Conductivity 0.1-0.3 µS/cm 
ECP -150-+100 mV 
H2 ~10 ppb 
O2 ~200 ppb 
H2O2 ~300 ppb 
Fe ~1 ppb 
Cr ~1 ppb 
Zn <1 ppb 
Alkali metals <1 ppb 
 
Table 1-2: PWR water chemistry [11] 
                                                 
2 BWRs usually operate under normal water chemistry (NWC) which contains approximately 200 
ppb of oxidant in the recirculation line and several hundred ppb of oxidant in the core region. To mitigate 
SCC, BWRs routinely operate under hydrogen water chemistry (HWC) where hydrogen gas is added to the 
coolant to reduce the oxidant level [171]. The data shown in this table is actually NWC operation condition. 
Water chemistry factors (operational data) Macroscopic factors 
pH (high temperature) 6.8-7.2 
Conductivity <30 mS/cm 
ECP not measured 
H2 ~2000 ppb 
O2 <5 ppb 
H2O2 <1 ppb 
Ni ~1 ppb 
Zn <50 ppb 
Alkali metals <1 ppb 
 
1.3 Empirical approach to CF 
Industrial application relies heavily on empirical studies of CF. The design of 
NPP Class 1 components should be in accordance with the requirements of the ASME 
BPVC, Section III [12]. The in-service inspection and repair/replacement (flaw tolerance 
procedures) must be in accordance with the requirements of the ASME BPVC, Section 
XI [13]. These requirements are based on laboratory test data and are usually in two 
forms: (i) design fatigue curves which are S-N curves (stress approach); (ii) crack growth 
rate (CGR) curves (fracture mechanics approach). There have been literature [14] proving 
the close relation between the fracture mechanics and stress approaches where S-N 
curves could be obtained from the crack growth rate curves.  
The current ASME Code Section III proposes design fatigue curves which were 
based primarily on strain-controlled fatigue tests of small polished specimens at room 
temperature in air. It doesn’t directly consider the possible effects of the reactor coolant 
environment [15]. ASME Code Section XI suggests a reference fatigue crack growth rate 
model for austenitic steels as Eq. (1-1) which is actually Paris’ law where 𝑎 is crack 
length, N is number of cycle, ∆𝐾𝐼 is the incremental stress intensity factor and C0  and n 
are empirical factors.  
 
𝑑𝑎
𝑑𝑁
= 𝐶0(∆𝐾𝐼)
𝑛 (1-1) 
ASME Code Section XI defines C0 as a function of environment and loading 
parameters external to the materials as Eq. (1-2) where C is a function of temperature (T) 
only and S is a function of load ratio (R) which is defined by ratio of minimum stress 
intensity 𝐾𝑚𝑖𝑛 and maximum stress intensity 𝐾𝑚𝑎𝑥. James and Jones [16] then added a 
term related to loading frequency as F shown in Eq. (1-3), even though some researchers 
reported no effect of loading frequency [17]. However, these models are still based on 
laboratory data of air fatigue tests because of the convenience of conducting experiments 
in air than in LWR environments. To take into account the environmental effects, 
NUREG/CR-6909 suggests an environmental correction factor, which is a function of 
dissolved oxygen content, to the fatigue life prediction model (S-N curve approach) [18].  
 𝐶0 = 𝐶𝑆 (1-2) 
 𝐶0 = 𝐶𝐹𝑆 (1-3) 
Other code standards propose models directly based on tests in simulated LWR 
environments. The JSME Code for Nuclear Power Generation Facilities [19] and ASME 
Section XI Code Case N-809 [20] propose reference fatigue crack growth curves for 
unirradiated austenitic stainless steels in PWR environments. They both propose a model 
similar to Eq. (1-3) where the F is not equal to 1 but is a function of rise time (TR). The 
environmental effect is considered to be represented by F where rise time may influence 
the mass transport and/or electrochemical reaction steps [20]. Code Case N-809 defines F 
as Eq. (1-4). This effect is eliminated for very short transients (TR<1s) and fixed to be 
constant of 20 for very long rise time (TR ~22,000s) [20]. Mills [21] reported that this 
model could be used for a wide range of ∆𝐾, R and temperature conditions. However, 
other environmental factors, such as dissolved gases, pH, and conductivity, are not 
explicitly accounted for in the model. They are essentially accounted for in the fitting 
parameters for the model. A comparison of ASME Section XI air fatigue, ASME Code 
Case N-809 and JSME Code is in Table 1-3. 
 𝐹 = 𝑇𝑅
0.3  (1-4) 
Table 1-3: Comparison of three crack growth rate models from the standards.  
 ASME Section XI 
Air Fatigue 
ASME Code Case N-809[20] JSME Code for 
PWR[19] 
materials exponent, 
n 
3.3 2.25 3.0 
material crack 
growth rate 
constant, k 
N/A 9.10×10-6 mm/cycle for Type 304 
1.61×10-10 
mm/cycle 
Temperature 
function, C  
(temperature unit 
℃) 
𝑙𝑜𝑔𝐶 =  −8.714 + 1.34
× 10−3𝑇 
−3.34 × 10−6𝑇2 
+5.95 × 10−9𝑇3 
150℃ ≤ 𝑇 ≤ 343℃: 
exp (−
2516
𝑇 + 273.15
) 
20℃ ≤ 𝑇 ≤ 150℃: 
3.39 × 105exp(−
2516
𝑇 + 273.15
− 0.03(𝑇 + 273.15)) 
𝑇0.63 
Load ratio function, 
S 
 𝑅 ≤ 0: 
𝑆 = 1.0 
0 < 𝑅 ≤ 0.79: 
𝑆 = 1.0 + 1.8𝑅 
0.79 < 𝑅 < 1.0: 
𝑆 =  −43.35 + 57.97𝑅 
1 + exp(8.02(𝑅 − 0.748)) 
1
(1 − 𝑅)1.56
 
Loading frequency 
function, F 
N/A or F=1 𝑇𝑅
0.3 𝑇𝑅
0.33 
 
This thesis will focus on the crack propagation (aka. crack growth, which 
primarily falls in Paris region and/or not microscopic short crack) rather than crack 
initiation3, even though both are important to design and inspection of NPP components. 
There are issues with the above approach which should be pointed out.  
(1) Applicability. All of the models are based on laboratory tests and empirical 
fittings. The models are applicable for a certain range of ∆𝐾, R and temperature 
conditions, and possibly dissolved gas content, pH and conductivity. They are also valid 
for a specific type of materials, for example low carbon 304 SSs will have a different 
model than conventional 304 SSs, or might be only valid for a certain type of material 
treatment (e.g. sensitization, cold working, annealing). This is in contrast to the air 
fatigue tests where material-to-material variability is considered to be quite small [16].   
(2) Conservatism. It’s a subject of controversy whether a Code is conservative or 
not. For the code design fatigue curves (ASME Section III), a factor of 2 on stress and a 
factor of 20 on cycles were applied to the best-fit curves to the experimental test data. 
This was considered not to be conservative enough as growth rates in the simulated LWR 
environments can be more than a factor of 100 faster than those tested in air [17]. 
However, it was also argued that this factor applied to the design fatigue curves is not 
intended to be safety margins but rather a consideration for uncertainties in fatigue life 
[15]. Even NUREG/CR-6909 suggested that there is no immediate need to implement its 
proposed ‘environmental correction factor’ because the field experience ‘does not 
indicate any generic deficiencies in the current ASME III fatigue design procedure by the 
ignorance of environmental effects’ [15]. On the other hand, NUREG/CR-6909 suggested 
the inclusion of environmental effects to the flaw tolerance evaluation process (ASME 
                                                 
3 Conventionally, crack propagation (stage II crack growth) and crack initiation (stage I crack 
growth) are treated separately based on the empirical study of fatigue crack growth. However, it is 
controversial whether two processes share the same mechanistic foundation and could be unified.  
Section XI). As mentioned before, the uncertainty of fatigue crack growth curves is small 
thus it represents an upper bound behavior of different materials. This consideration 
actually reduces margins on material behavior and needs safety factors to involve 
conservatism. Instead, environmental effects can fully compensate the safety margins 
[15]. However, even though the JSME Code is based on environmental tests with type 
304L and 316L SSs as well as weld metals and cast stainless steel, a factor of 2.7 was still 
proposed in the JSME Code as a 95% standard deviation in order to introduce 
conservatism. 
To sum up, ideal models should be validated in order to be generalized and should 
involve acceptable conservatism. The former might require wide Round Robin tests and 
carefully defined model parameters. NPP components have to be repaired or replaced or 
the inspection interval has to be reduced if the anticipated fatigue crack growth 
(calculated by the model) during power operation results in a final crack length larger 
than the maximum allowable crack length at the end of the current inspection interval 
[15]. Large excess conservatism might increase the operation cost of NPPs. Inadequate 
conservatism might pose potential danger to operation. Modification based on 
environmental effects is necessary for current fatigue crack growth model. This thesis 
doesn’t intend to develop a ‘better’ fatigue growth model but to understand the 
implication of environmental effects on the model development.  
1.4 Crack Growth in Austenitic Stainless Steels 
As mentioned before, we will focus on the crack growth/propagation that falls in 
Paris region4. There are two phenomenon associated with environmental effects on crack 
growth: (i) crack enhancement; (ii) crack retardation. Crack enhancement is accelerated 
crack growth in reference to air fatigue, while crack retardation is relatively arrested 
crack growth in this case with reference to any environmentally enhanced fatigue crack 
growth. This section will review the phenomenological studies on the crack enhancement 
and retardation respectively. The materials we are concerned with are austenitic stainless 
steels which are widely used as piping and internal components in LWRs. In the 
following sections, CGR usually means crack advancement per cycle, da/dN, to be in 
accordance with Paris’ law. Besides using da/dN, time domain presentation introduces 
da/dt and is often considered to be a more appropriate means of describing the data [22]. 
In the time domain approach, the CGR in the environment, 
𝑑𝑎𝐸
𝑑𝑡
, is expressed by the cyclic 
CGR and test waveform as expressed in Eq. (1-5). Similarly, the CGR in air, 
𝑑𝑎𝑖
𝑑𝑡
, defined 
as Eq. (1-6). By comparing 
𝑑𝑎𝐸
𝑑𝑡
 and 
𝑑𝑎𝑖
𝑑𝑡
, the degree of enhancement or retardation can be 
revealed. 
 
𝑑𝑎𝐸
𝑑𝑡
=
1
𝑇𝑅
(
𝑑𝑎
𝑑𝑁
)
𝑒
 (1-5) 
 
𝑑𝑎𝑖
𝑑𝑡
=
1
𝑇𝑅
(
𝑑𝑎
𝑑𝑁
)
𝑖
 (1-6) 
                                                 
4 Paris region is where Paris’ law is valid as a fatigue crack growth model. Paris law has the form 
of Eq. (1-1). This region usually represents the sub-critical crack growth. 
 Some factors have been studied with regards to crack growth in austenitic 
stainless steels. They can be categorized into two main groups: (i) loading parameters, 
including rise time, hold time, frequency, waveform and load ratio; (ii) environmental 
parameters, including temperature, dissolved oxygen, dissolved hydrogen, impurity 
addition, conductivity and flow rate. 
1.4.1 Crack enhancement in austenitic stainless steels 
Loading parameters 
A wide range of loading conditions have been studied in PWR water 
environments. It’s been reported that as the rise time of the loading waveform was 
increased, the cyclic crack growth rate also increased [23][24]. This effect has been seen 
over a variety of stress intensity ranges and load ratios from R=0.1 to R=0.9. The degree 
of enhancement compared to air fatigue was lower at higher ΔK. The maximum 
enhancement of CGR reported by Platts et al. [24] in PWR water at 250 ˚C is 
approximately 80 times the ASME Section XI air fatigue reference line. This 
enhancement was observed at very long rise time (~500 minutes) and at low ΔK (14-15 
MPa√m).  
Rise time is usually related to the loading frequency. Platts et al.’s tests were 
performed under sawtooth waveform with 85% rise time and 15% fall time. Seifert et al. 
[25] performed a series of tests under symmetric sawtooth waveform with ΔK of 5-20 
MPa√in and load ratio of 0.5-0.8 under BWR/NWC conditions. They found that below 
0.1 Hz loading frequency, the CGRs (da/dN) increase with decreasing loading frequency 
but flattens to be constant above 0.1 Hz. This was also found under BWR/HWC and 
PWR conditions.   
 A hold time is usually introduced at maximum load to the sawtooth waveform to 
make it a trapezoidal waveform. Seifert et al. [25] reported no effect of hold time for 
CGRs of trapezoidal waveforms with various hold time from 30 h to 744 h. However, it 
should be noted that in Seifert et al.’s tests, the rise time was very long, 5000 seconds, 
while varying the hold time from 30 h to 744 h and the hold time was very long, 30 h, 
when varying the rise time from 50 s to 5000 s. Platts et al. [24] reported that when the 
hold time is of the same order as the rise time, some continued growth may be occurring 
during the hold period. But as the hold time increased, there was no further increase in 
the level of enhancement.  
Additional studies further reveal the effects of waveform. Arora et al. [26] 
conducted tests under trapezoidal and sine waveforms with a 200 second period (full 
cycle). They found that CGRs for a trapezoidal waveform are slightly slower than those 
of sine waveform. They suggested that this difference actually was due to the effect of 
rise time as a sine waveform has longer ‘effective’ rise time. Platts et al. [27] studied 
different types of waveforms and argued that ramp rates actually affect the CGRs. Based 
on Platts et al.’s experimental results, Emslie et al. [28] proposed using rate of increasing 
stress intensity factor (?̇?𝑟𝑖𝑠𝑒) to replace the rise time in the Paris’ law. By doing so, the 
ASME Case Code N-809 model could be re-written as Eq. (1-8) with ?̇?𝑟𝑖𝑠𝑒 defined in Eq. 
(1-7). For complex waveforms, Emslie et al. [28] proposed weighted K rate method to 
weigh K rate according to both the range over which the K rate applies and its position 
within the load cycle. We observe that the effects of rise time, hold time, loading 
frequency and waveform may be coupled and it might be explained only by the effect of 
strain rate or ?̇?𝑟𝑖𝑠𝑒.   
 ?̇?𝑟𝑖𝑠𝑒 =
∆𝐾
𝑇𝑅
 (1-7) 
 
𝑑𝑎
𝑑𝑁
= 𝑘𝐶𝑆(?̇?𝑟𝑖𝑠𝑒)
−0.3
∆𝐾2.55 (1-8) 
Environmental parameters 
As mentioned earlier, in LWRs, three types of water chemistries may be 
implemented: NWC, HWC and HWC with noble metal chemical addition. NWC results 
in a relatively high electro-chemical potential (ECP) while the other two result in low 
ECP. It’s believed that ECP is associated with dissolved oxygen (DO) levels as a 
sigmoidal function [29]. Arora et al. [26] observed that CGRs under high DO, 300 ppb, is 
higher than that under in deoxygenated condition. However, Seifert et al. [25] found no 
significant effect of ECP, which ranged from -500 to -200 mVSHE for BWR/HWC and 
from -800 to -600 mVSHE for PWR. The significant effect of ECP was only observed in 
the transition region from hydrogenated to oxygenated conditions. Besides dissolved 
oxygen, some researchers have reported an effect of dissolved hydrogen (DH) [30][31]. 
Choi et al. [30] reported that CGRs were higher under 50 cc/kg DH than that under 25 
cc/kg DH conditions. However, their tests were performed under constant loading rather 
than cyclic loading, so these results only reveal the susceptibility to SCC. The role of 
hydrogen was considered to be affecting passive film stability and/or inducing metal 
embrittlement [31][30].   
Besides ECP, temperature effects have also been explored by researchers. Seifert 
et al. [25] has observed the clear effect of temperature on corrosion fatigue CGRs and 
found that relevant acceleration of fatigue crack growth occurred above a temperature of 
100-150 ˚C. CGRs were increased by a factor of 5-10 with increasing temperature from 
150 to 320 ˚C. Andresen [32] studied the temperature effect on SCC and reported a peak 
of CGRs around 200 ˚C, which was not observed on CF in Seifert et al.’s tests. Other 
effects, such as that of pH and impurity level (e.g. chloride), have been studied on SCC 
and/or low-alloy steels. However, there is a lack of study on CF in austenitic stainless 
steels. 
1.4.2 Crack retardation in austenitic stainless steels  
Loading parameters 
Crack retardation has been observed under specific environmental and mechanical 
conditions. Overloading (usually 2-2.5 factor of Kmax) has been observed to cause 
retardation in austenitic stainless steels and was considered to be plasticity-induced crack 
closure and crack-tip blunting and residual compressive stress ahead of crack tip [33]. A 
threshold of ΔK below which the retardation happens has been found. Seifert et al. [25] 
reported a threshold of 304L SS in hydrogenated water at 288 ˚C of 4 MPa√m. Seifert et 
al. [25] also reported that environmental acceleration disappeared at high ΔK and below 
the threshold ΔK.  
The effect of another loading parameter, load ratio R, has also been studied. Since 
R is related to ΔK and Kmax, its effect is complicated. Platts et al. [24] reported no effect 
of R for values between R=0.1 and R=0.8, while for R=0.85 and R=0.9, they observed 
decrease in the degree of enhancement and even retardation in reference to air fatigue. 
However, they believed that the observed retardation was merely the reflection of a stress 
intensity factor range threshold rather than an effect of load ratio since the enhanced CGR 
could be nearly always achieved when ΔK was above 5 MPa√m. It has been reported that 
load ratio will affect the crack growth and the effects could be explained by two driving 
forces, one due to Kmax and the other due to ΔK [34]. The introduction of this load ratio 
effects was primarily for consideration of crack closure. It was proposed by Kujawski 
[34] to express the ΔK in Paris’ law as ΔK* as defined in Eq. (1-9).  In contrast, Wire et 
al. [35] reported higher CGRs by a factor of two at R=0.7 than those at R values of 0.3 
and 0.5. They proposed that the environmental damage is more significant at high R than 
low R. 
 ∆𝐾∗ = 𝐾𝑚𝑎𝑥
𝛼 (∆𝐾)1−𝛼 = (
∆𝐾
1 − 𝑅
)
𝛼
(∆𝐾)1−𝛼 =
∆𝐾
(1 − 𝑅)𝛼
  (1-9) 
The contradictory results on the effect of load ratio suggest that there are some 
latent variables that haven’t been captured yet. Similar observations have been reported 
on the effect of rise time. Despite the previous results on the enhancing effect of rise 
time, Tice et al. [23] reported that in 300 ˚C PWR environments when rise time increased 
to above ~60 minutes at R=0.7, ΔK~13MPa√m, there was strong evidence of retardation 
of crack growth. They also found this retardation at 250 ˚C when rise time increased 
above 5 hours. They suggested that there exists a threshold inert crack velocity (air 
fatigue) below which the environmental contribution to fatigue crack growth appears to 
saturate or even decrease [23]. They also suggest that this threshold is a function of rise 
time rather than inert crack velocity.  
Environmental parameters 
Most of the environmental degradation investigation were performed under low 
flowrate and continuously refreshed conditions. Tice et al. [23] studied the influence of 
flowrate and observed that crack growth rates under turbulent flow are lower by about a 
factor of two than under quasi-stagnant conditions. Under high flowrate conditions, even 
after increasing ΔK and rise time, the crack growth rate decreased over time by a factor 
of four and the decrease is time-dependent. They also observed heavily oxidized bands on 
the fracture surface when retardation occurs [36]. However, no water flowrate effect was 
observed by Hirano et al. [37] for type 316NG SS. They found fatigue lives of type 304 
SS under the flow rate of 10 m/s were considerably shorter than those under stagnant 
conditions. However, it should be noted that Hirano et al. and Tice et al. performed 
different tests, where the former performed strain-controlled fatigue tests while the latter 
performed fracture mechanics tests.  
Another controversial parameter is sulfur content in materials. In low-alloy steels, 
it has been acknowledged that sulfur ions in electrolytes exacerbate CF crack propagation 
[8]. Low-alloy steels with higher sulfur content were found to have higher CGRs [8]. 
This has been considered to be associated with MnS inclusion dissolution. However, in 
austenitic stainless steels with high sulfur content, crack retardation has been reported for 
specific conditions. Mills [38] reported retardation of high sulfur 304 SS under long rise 
time conditions (>50 seconds) for both low and high R ratio. Platts et al. [39] also 
observed such retardation on high sulfur type 304L and 316 SSs. They were also able to 
reproduce such retardation effect on low sulfur heat materials by sulfur injection [39]. 
Panteli et al. [40] pointed out that injecting sulfide (S2-) rather than sulfate ions (SO4
2-) 
would produce retardation. On the other hand, sulfate addition was found to yield an 
acceleration factor of about 10 for sensitized AISI 304 at a sulfate ion concentration of 30 
ppb compared to the CGR in clean NWC [41]. However, whether it is the effect of sulfate 
ion or the effect of conductivity per se needs further study.  
1.5 Overview of the thesis 
In this thesis, we will explore the environmental effect on the corrosion fatigue 
behavior, specifically crack propagation, of austenitic stainless steels, and also 
understand its implication on the code/standard development for structural materials in 
NPPs. Chapter 1 has provided a general description of background on the topic. In 
Chapter 2, we will discuss about the proposed mechanisms for crack enhancement and 
crack retardation respectively. Chapter 3 will introduce the experimental program of 
autoclave testing, including test system design and test matrix. Chapter 4 and 5 will 
provide results of CGRs, post-test characterization and their implications for low S and 
high S heat specimens respectively. Chapter 6 is an integral discussion about the crack 
enhancement and retardation informed by our test results. This thesis will end with a 
general conclusion of our research work and a proposal for future work in Chapter 7.  
Chapter 2: Crack Growth Mechanism 
2.1 Fatigue crack growth 
In this chapter, we will first review the theory of fatigue crack growth in ductile 
materials, and then we will review the theory of environmental effect on crack growth. 
Many fatigue crack growth models for ductile materials have been proposed, and are 
primarily based on (i) fracture mechanics (emphasizing ΔK, yield stress, plastic strain 
and etc.) and (ii) dislocation mechanics (emphasizing critical friction stress, dislocation 
density, Burgers vector and etc.) [42]. Despite the variety of crack growth models, the 
theories/mechanisms of fatigue crack growth are mostly based on slip activities. Early 
proposed mechanisms postulate that a fatigue crack propagates due to the alternating 
process of plastic blunting via slip emission during a tensile cycle and crack tip re-
sharpening during the compressive cycle [43]. Then, the crack tip extension was 
explained as a result of the aggregate Burgers vectors [44]. However, if the emitted slip is 
completely reversible during compressive cycle, there should be no net crack extension. 
Due to this, it was proposed that slip irreversibility, where dislocations do not return to 
their initial positions, should be considered in the fatigue fracture process [45]. In 
Neumann’s alternating slip model [46][47], two slip systems with different slip planes 
and different Burgers vectors are activated alternatively, as shown in Figure 2-1. In this 
process, one slip system hardens while the other system is not yet hardened, and so on, 
resulting in local permanent plastic strain accumulation. Proposed by Neumann, the 
irreversibility comes from [45]: (i) the production of new surface by two slip systems 
(surface annihilation); (ii) the reduced compressive stress due to the touching of crack 
surfaces.  
With the accumulation of more experimental data as well as and simulations, it 
has been suggested that the irreversibility of cyclic slip is also dependent on the material 
microstructure, geometry of incident dislocation and interfacial plasticity [48]. 
Chowdhury et al. [48] also found that frictional stress has influence on the location of 
dislocation annihilation and thus modifies the irreversible glide trajectories. These affect 
the mutual annihilation of opposite sign dislocation, cross-slip of screw dislocation or 
glide trajectory of dislocations, which all result in a differential between the forward and 
reverse displacements at the crack tip. A certain boundary, for instance a grain boundary, 
will influence the incident slip in a particular manner, creating a residual dislocation with 
Burgers vector 𝑏𝑟⃗⃗  ⃗ on the boundary [42]. With increasing history of slip activities, it is 
suggested [42] that the effective impedance of the grain boundaries is diminished, which 
results in a transition of the crack growth from stage I to stage II propagation. With the 
concept of slip irreversibility, strain localization leading to crack initiation at the early 
stage and the subsequent advancement of crack could be unified. Moreover, Pelloux [49] 
found that environment, such as oxidation and corrosion, could also limits the amount of 
reversible slip (e.g. oxide films form to block the reserved slip) to a smaller value than in 
dry air or vacuum. The corrosion fatigue mechanism proposed by Pelloux is based on the 
postulation that pinning of surface dislocations by adsorbates contributes to fracture by 
cleavage at the tip of crack [49]. Here, we would like to stress the importance of slip 
irreversibility and its potential to capture any microstructural damage physics in fatigue 
of ductile materials. In the following sections, we focus on the proposed mechanisms of 
environmental effects on the crack enhancement and retardation.  
 
Figure 2-1. Alternating slip model proposed by Neumann. Adopted from Ref. [42] 
2.2 Crack enhancement mechanism 
Various attempts have been made to explain and quantify the environmental 
effect on the crack growth enhancement. They usually involve or base on: (i) adsorption 
of the environment or its constituents; (ii) oxidation assisted cracking; (iii) hydrogen 
assisted cracking. In this section, we will discuss two widely acknowledged mechanisms, 
slip dissolution and hydrogen assisted cracking, and their connections with slip activities 
as intrinsic fatigue growth mechanism.  
2.2.1 Slip dissolution mechanism  
Slip dissolution, sometimes referred as active path or anodic dissolution, is the 
process where slip bands are less passive compared to the overall material due to 
compromise of a protective film or increased activity due to local strain and thus have 
higher corrosion susceptibility. Experiments have shown that persistent slip bands (PSBs) 
and intense slip bands are very prone to specific dissolution, which might due to the 
influence of dislocation microstructure on the free energy of dissolution and the energy of 
activation [50]. Active path or anodic dissolution is a broader concept in which crack 
advance is facilitated by a depassivation-repassivation process at slip band emergence 
and/or at grain boundaries. This dissolution process often occurs after the protective 
surface layer breaks due to the plastic deformation at the crack tip. It is one of the earliest 
proposed mechanisms for SCC but has also been used to explain CF [9]. The application 
of slip-step dissolution and film rupture mechanism proposed by Andersen and Ford [51] 
has been widely used for SCC and CF prediction. In their model, the crack growth rate is 
related to the strain rate and a function 𝑓 by Faraday law’s dissolution, as defined by Eq. 
(2-1) and (2-2) where 𝜀𝑐𝑡̇  is the crack tip strain rate, n is the environment and chemistry 
parameter, 𝑖(𝑛) is the repassivation current, M is the metal’s atomic weight, z is the 
valence state, 𝑑 is metal density and F is Faraday’s constant.  
 
𝑑𝑎
𝑑𝑡
= 𝑓𝜀𝑐𝑡̇
𝑛 (2-1) 
 𝑓 = (
𝑀
𝑧𝑑𝐹
) 𝑖(𝑛)𝑑𝑡  (2-2) 
However, Gutman [52] pointed out that this model didn’t include slip parameters 
(e.g. dislocation substructure, stress distribution) and didn’t take into account the film 
rupture due to slip plane exit and dissolution of tunnels along slip planes. He argued that 
it is not necessary to have the surface oxide film of the passivating type in the slip 
dissolution model. It was found that the strong electrochemical heterogeneity of the 
surface arises on the slip lines due to local excess Gibbs free energy [53]. Hall Jr. [54] 
proposed to modify the Andresen-Ford model to include the mechanochemical 
contribution of slip bands action, and he also emphasized the creep contribution to the 
strain-rate dependence. Apparently, the slip dissolution mechanism and the physical 
process of film rupture are not well understood. Also, the description of crack tip 
environmental electrochemistry is a significant challenge and there is lack of 
understanding of complete electrochemical action in the crack tip environment.   
2.2.2 Hydrogen based mechanism 
Hydrogen is considered to embrittle the materials and enhance the crack growth 
and the embrittling effect of hydrogen was usually observed in low alloy steels and high 
strength ferritic steels [55]. Various mechanisms have been proposed for crack 
enhancement in non-hydride forming materials while no consensus has been made [56]. 
They are primarily based on three concepts: (i) hydrogen weakens the interatomic bonds 
and thus decreases the cohesive stress across cleavage planes or grain boundaries; (ii) 
hydrogen facilitates the movement of dislocations by forming Cottrell atmospheres and 
thus enhances the plasticity and softens the materials; (iii) hydrogen adsorbs on the crack 
tip surfaces and within a few atomic distances of crack tips, and thus weakens the 
interatomic bonds over several atomic distances from the crack tip surface and facilitate 
the nucleation and subsequent movement of dislocations away from crack tips.  
  However, these mechanisms are not always adequate in explaining the 
enhancement of crack growth. There is lack of knowledge of the dependence of the 
cohesive strength on the hydrogen concentration. The critical concentration of hydrogen 
to have significant effect on the crack enhancement is unknown, but there are some 
literatures [57] reporting very high level (e.g. 1600 wt. ppm at 23 ˚C [57]). It has been 
argued that such high level of hydrogen concentration might be achieved due to interface 
trapping and stress concentration around the plastic zone or fracture process zone. 
However, this has not been confirmed conclusively by the experimental observations. 
The understanding of hydrogen-dislocation interaction is also incomplete. Even though 
hydrogen enhanced dislocation mobility has been observed under transmission electron 
microscopy (TEM) [58], Murakami et al. [59] reported that supersaturated concentration 
(e.g. greater than 60 wt. ppm) of hydrogen produced retardation rather than acceleration 
in CGR of 304/316L SSs. These investigators suggest that hydrogen interacts with 
dislocation by competition between pinning/dragging and enhancing mobility [59]. Even 
for unsaturated conditions, the connection between the enhanced plasticity and the final 
failure is debatable. Some researchers have suggested that dislocations enhance hydrogen 
transport which promotes accumulation hydrogen into grain boundaries [60], which 
actually weakens the boundaries by reducing the cohesive strength. However, 
Zakroczymski [61] reported no increase in bulk diffusion of hydrogen during plastic 
deformation of iron, nickel and stainless steel, and Fallahmohammadi et al. [62] reported 
that cold work decreased hydrogen diffusivity in low carbon steels possibly because of 
the increase in dislocation traps.  
The idea of adsorption of gaseous species reducing surface energy and inducing 
crack growth has been considered for fatigue in gaseous environments but has not 
received enough attention for the case of aqueous environments. There is an argument 
that the adsorption results in an enhanced decohesion or an enhancement of dislocation 
activity in the crack tip vicinity [63]. The adsorption theory raises an interesting question: 
whether the internal hydrogen (solute hydrogen in the bulk of materials) or external 
hydrogen (adsorbed hydrogen from the environment) plays a dominant role in enhanced 
crack growth. Hydrogen chemisorption was postulated as two models [64] shown in 
Figure 2-2: (i) r-type adsorption where hydrogen adsorbed atoms are slightly negatively 
polarized and located over and outside metal atoms’ electronic cloud; (ii) s-type 
adsorption where hydrogen behaves like a proton dissolved in the surface layer and is 
positively polarized. The complication comes from the fact that it is energetically 
favorable for interstitial hydrogen to transport to the surface and become the s-type 
adatom and then transition to an r-type adatom [65], so it’s difficult to distinguish the role 
of internal hydrogen and external adsorbed hydrogen. One possible evidence for effect of 
adsorbed hydrogen is the similarity between liquid metal embrittlement and hydrogen 
embrittlement, where the morphology fractography of fracture surface of materials (e.g. 
Fe-2.6%Si single crystal) in liquid metal (e.g. lithium) resembles that in gaseous 
hydrogen [66]. However, the connection between the fractography and hydrogen effect 
has not been fully established.  
 
Figure 2-2: Two types of adsorption. Reproduced from [64]. 
The difficulty of detecting and measuring hydrogen due to small mass and high 
mobility poses a very significant challenge for studying hydrogen effect on crack growth. 
For example, the accurate and plausible measurement of hydrogen enrichment around the 
crack tip has not been reported [67][68]. Also, some researchers suggested that there 
might be a synergistic action of both hydrogen and anodic dissolution where internal 
hydrogen activates the defects in materials and thus enhances the dissolution rate in the 
active and transpassive potential regions and increases the critical passive potential of 
austenitic stainless steels [69].  
2.3 Crack retardation mechanism 
Crack retardation due to environmental effects have not been studied extensively, 
especially in aqueous environments. Some mechanisms were proposed initially for crack 
closure of short cracks with near threshold behavior. The application for long cracks 
under stage II propagation has not been thoroughly discussed. 
2.3.1 Oxide induced closure mechanism 
In the previous section, we have discussed that the driving force for the fatigue 
crack growth is ΔK. When the crack becomes filled with oxides or corrosion products, it 
is postulated that those oxides or corrosion products can alter the driving force ΔK. In the 
case of cyclic loading, as the load is reduced from Pmax (the maximum load corresponding 
to Kmax) the mating surfaces contact each other prematurely before reaching the minimum 
load because of the presence of oxides [70]. As the far field load keeps decreasing after 
the contact of mating surfaces, compressive stresses build up on the crack surfaces and 
the crack displacement freezes at the contact point due to the non-deformability of the 
oxide [70], as illustrated in Figure 2-3. In such process, the effective driving force is 
defined in Eq. (2-3) where Kcl is the stress intensity factor at the contact point.  
 ∆𝐾𝑒𝑓𝑓 = 𝐾𝑚𝑎𝑥 − 𝐾𝑐𝑙  (2-3) 
When Kcl > Kmin, we can expect that ΔKeff is less than ΔKapp (=Kmax – Kmin). This 
is valid when crack closure occurs before the minimum far field load is reached. For high 
R ratios, the crack closure usually does not happen, so it is not usual to observe oxide 
induced crack closure under such conditions. It has also been suggested that oxide 
induced closure appears to be dominant when the thickness of the oxide layer is of the 
same order of magnitude as the crack tip opening displacement (CTOD). Such situation 
usually occurs at near threshold crack growth rates [71].  
 
Figure 2-3: Illustration of oxide induced crack closure: a. oxide induced closure for an 
elastic crack; b. oxide induced closure for an elastic-plastic crack while the reverse 
plasticity occurs prior to crack closure. Reproduced from Ref. [70]. 
The thickness of the oxide layer on the fatigue fracture surfaces is governed by 
oxidation kinetics. The formation of the oxide film on austenitic stainless steels in high 
temperature water was reviewed by Stellwag [72]. Oxides form by a solid-state growth 
mechanism and/or a metal dissolution and oxide precipitation mechanism [73], and the 
oxide build-up was found to be enhanced by localized cyclic strain at the crack tip [74]. 
A build-up of oxide layers on the order of 100 nm in thickness could be possible due to 
the continuous breaking and reforming during contact and fretting [75]. A quantitative 
description between crack growth and oxides or corrosion product build-up was proposed 
by Xing et al. [76]. The relation is described by Eq. (2-4)(2-4) where A is defined as Eq. 
(2-5). M is atomic mass of the metal, m is a constant in which for Fe2O3 m = 1.43 and for 
Fe3O4 m = 1.38, Z is the valence, f is the loading frequency, d is density, 𝑖𝑎 is the anodic 
current density, and x is expressed as Eq. (2-6) [76]. The assumption of this relation is 
that crack closes when the thickness of the oxides/corrosion product is equal to the 
opening displacement of the crack tip [76]. Xing et al. [76] also stressed that such oxide 
induced crack closure not only affects the crack growth rates but also the fracture 
mechanism by promoting the pumping effect of cyclic cracks thus facilitating the 
movement of the solution in and out of cracks, which possibly reduces the effect of 
hydrogen in crack propagation. 
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2.3.2 Creep induced retardation mechanism 
The understanding of cyclic creep is very limited. Both creep acceleration and 
retardation have been reported, even in the same materials [77]. Early research attributed 
the effect of hold time on enhanced crack growth to creep facilitating fatigue [78]. 
However, Lorenzo and Laird [77] found that in cyclic creep, retardation occurs at low 
stress while acceleration occurs at high stress. They suggested that cyclic creep 
acceleration and retardation are dependent on stress and temperature rather than material-
specific properties [77]. They proposed the Eq. (2-7) to determine when retardation will 
likely occur happen where Tm is the melting temperature, σTh is the threshold stress below 
which retardation will occur and G is the shear modulus. 
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Meleka and Evershed [79] suggest that there is a competition between the 
accelerating effect from the increased mobility of groups of piled-up dislocations which 
overcomes the obstacles in the slip plane and the retarding effect from the pinning on the 
moving dislocation by the point defects produced in creep. However, Lorenzo and Laird 
[77] suggest that the creep retardation they observed is caused by glide exhaustion of the 
available dislocation. Wang et al. [80] suggested that temperature also controls the 
occurrence of retardation and they observed retardation in ferritic steels at 550 ˚C. They 
pointed out that at high temperature, the unpinning of dislocations by climb and/or by the 
diffusive flow of matter is rate-controlling [80]. Jata et al. [81] confirmed the effect of 
stress and temperature for aluminum alloy 8009 on its creep retardation and they 
emphasized that retardation is likely to be caused by stress relaxation during creep 
deformation. Yu et al. [82] was in support of stress relaxation mechanism based on their 
observations on crack retardation in nickel alloy under dwell-time fatigue tests. They 
argued that local creep deformation accumulates at the crack tip and the crack tip may 
thus be blunted which leads to a redistribution and lowering of the stress at the crack tip, 
which might make it difficult for an oxide intrusion [82]. To author’s knowledge, no such 
threshold stress or temperature has been reported for austenitic stainless steels. Zhao et al. 
[83] performed room temperature creep tests on compact tension (CT) specimens of 304 
SSs, and they found that the load pattern determines whether the acceleration or 
retardation occurs. But in their work, retardation was attributed to an additional crack tip 
plasticity which enhances the residual compressive residual stresses caused by an 
overload effect [83].  
In aqueous environments, Mills [21][38] suggests that corrosion plays a role in 
injecting vacancies into the crack tip region which promotes creep. Lee et al. [84] 
observed the injection of hydrogen and vacancy-type defects into aluminum (at open 
circuit) within tens of nm from the metal/oxide interface during dissolution using positron 
annihilation spectroscopy (PAS). Yabuuchi et al. [85] used PAS to study the vacancy 
formation during SCC of 304 SSs which were strained up to 14% at 130 ˚C, and they 
found that major sources of vacancy defects are plastic deformation and the Kirkendall 
effect during the sensitization heat treatment. There are not yet published measurements 
of corrosion induced vacancy concentrations in austenitic stainless steels in high 
temperature water, and there is a lack of direct evidence of connection between the 
corrosion induced vacancy concentration and low temperature creep behavior of 
materials.  
2.4 Summary remarks 
There is no systematic study of crack growth mechanism with environmental 
effect, with regards to both enhancement and retardation. It is significant challenge to 
perform mechanistic study on the complex system of austenitic stainless steels and in the 
complex experimental conditions. Understanding the fundamental mechanochemical 
process requires carefully-designed well-controlled experiments. This thesis aims to 
provide a framework or pathway towards the understanding of the crack growth 
mechanism.  
Chapter 3: Experimental Program 
3.1 Overall program description 
The experimental program consists of autoclave testing and post-test 
characterization. The following sections will give a detail description of tested materials, 
test system and test conditions for autoclave testing performed at Uhlig Corrosion Lab of 
MIT. Autoclave testing generates CGR data in simulated LWR environments and 
provides samples for post-test characterizations. A description of post-test 
characterizations will be also provided, including fractography analysis using scanning 
electron microscopy (SEM), crack tip characterization using atom probe tomography 
(APT) analysis, oxides characterization using scanning Auger microscopy (SAM), 
hydrogen concentration measurements using time-of-flight (ToF) secondary ion mass 
spectrometry (SIMS) and hot vacuum extraction technique. Those advanced 
characterizations act as the proxy to understand the crack growth mechanisms.   
3.2 Materials and test system 
3.2.1 Materials 
The materials we are concerned with are type 304/304L SSs which are widely 
used as components for reactor coolant and other safety-related LWR systems. It is 
common practice for 304L to be dual certified as 304 and 304L. We are concerned with 
two heats, one with low alloying sulfur concentration (low S heat, ID: D2739) and the 
other with high alloying sulfur concentration (high S heat, ID: A16830), in this thesis. 
The chemical compositions of two heats are shown in Table 3-1. The maximum sulfur 
content of AISI Type 304/340L SSs is 0.03 wt.% [86].  
Table 3-1: Chemical compositions of two heats (Units: wt.%) 
Heat C Mn P S Ni Cr Si Cu N 
A16830 0.019 1.73 0.031 0.03 8.26 18.64 0.42 0.26 0.082 
D2739 0.019 1.72 0.023 0.001 9.55 18.37 0.35 0.17 0.06 
Nominal [87] 0.03 2.00 0.045 0.03 8.00/10.50 18.00/20.00 1.00 - - 
 
The room temperature mechanical properties of the two heats are listed in Table 
3-2. For their properties at high temperature, we estimated them based on the polynomial 
regression from Ref. [88]. Details are presented in Appendix A. We estimated that 0.2% 
yield strength at 288 ˚C is 172MPa±35.5MPa. The microstructures are shown by 
metallography in Figure 3-1. 
   
Figure 3-1: Metallography of low S (100X) and high S (200X) heat. Specimens 
were polished using grind paper with grit number of P2500. Then, microstructures were 
revealed by electro-etching in 10% oxalic acid solution with 1A/cm2 current for 90 
seconds at room temperature.  
Table 3-2: Room temperature mechanical properties of two heats 
Low S High S 
Heat Ultimate tensile strength 
(MPa) 
0.2% Yield strength  
(MPa) 
Reduction of rea 
(%) 
A16830 564.6 250.5 69.3 
D2739 550.0 236.5 89.0 
 
1T Compact tension (CT) specimens were machined from the as-received 
materials according to the ASTM E399 [89]. The orientation of the CT specimens to the 
raw materials and the dimensions of the CT specimens are shown in Figure 3-2.  
             
Figure 3-2: a. orientation of the CT specimens; b. dimensions of the CT specimen. 
3.2.2 Test system 
The test system consists of a high pressure autoclave system with the autoclave 
installed in the fatigue machine load frame, a water loop, a heating and pressure control 
system and a data acquisition and control system. A schematic illustration of the test 
system is shown in Figure 3-3. The autoclave is 4 L in volume and is constructed of all 
304 SS or titanium parts. The system operates at 288 ˚C and 9.5-10.2 MPa for the tests 
reported in this thesis. The autoclave was conditioned using argon gas and oxygen gas to 
form a uniform film prior to initial operation. Argon was first bubbled into the system 
until a steady conductivity of 0.11 µS/cm was reached. Following that, 100% oxygen gas 
(a) (b) 
was bubbled into the system until the oxygen content was around 3000 ppb. Then 
hydrogen was bubbled through the system until a steady conductivity of 0.06 µS/cm was 
achieved. The fatigue machine is an Instron® universal testing machine, providing 
control of waveforms, amplitude and frequency of loading. The water loop is a 
recirculating system which provides control of system pressure (by backpressure 
regulator) and water chemistry (e.g. pH, conductivity and dissolved gases), circulating 
water with a flow rate of approximately 3.86L/h. For the tests we conducted, hydrogen 
gas and deuterium gas was bubbled into the system to provide a 1 atm overpressure (DH 
or dissolved deuterium (DD) is estimated to be 17 cc/kg), and Argon gas was bubbled to 
achieve a 1 atm overpressure for controlled experiment. High purity water was achieved 
by demineralization and deionization using distillation and demineralization followed by 
a 0.2 µm filter. Water pH was controlled by adding ammonium hydroxide (NH4OH) in a 
28% solution to achieve a value of 10±0.5. Water pH was monitored by manually 
sampling water from the main water column5. ECP is measured by a platinum wire with 
reference to a Cu/Cu2O reference probe (inserted into the autoclave), which has a +253 
mV potential with respect to standard hydrogen electrode (SHE) at room temperature.  
                                                 
5 pH meters are very sensitive to the flow rate. So manual sampling was used here to get an 
accurate measurement of pH. 
  
Figure 3-3: Illustration of test system including autoclave, fatigue machine and 
water loop 
The data acquisition system provides for the measurements of loading, 
temperature, pressure and water chemistries, and a direct current potential drop (DCPD) 
crack monitor system. Figure 3-4 shows the DCPD crack monitor, where a 2 A reversing 
direct current is applied, alternated every pair of readings, to the CT specimen through a 
pair of platinum wires. Potential drop signals are measured from the ‘mouth’ of CT 
specimen through two pairs of platinum wires. The signals are read by Aglient NanoVolt 
34420A meter and averaged by software developed at Uhlig Corrosion Lab. The voltage 
signal is converted into a/W (a and W are defined in Figure 3-2 b) using the correlation 
developed by General Electric (GE) Global Research & Development (R&D) Center. The 
measured a/W is also used to provide loading feedback in order to achieve a constant ΔK. 
 Figure 3-4: Schematic of DCPD crack monitor system 
3.3 Test conditions 
In total, we performed five autoclave tests, among which four are on low S heat 
specimen (specimen D2739-LR-2, specimen D2739-28, specimen D2739-14 and 
specimen D2739-59) and one is on high S heat specimen (specimen A16-32). Before the 
autoclave tests, specimens were pre-cracked according to the ASTM E647 [90]. The pre-
crack length for each specimen is shown in Table 3-3. All pre-cracking tests ended with a 
Kmax = 18 MPa√m (R = 0.1). Due to the curvature of the crack front, the crack length 
measured from the middle of the crack surface was 2-3 mm longer than that measured 
from the side. Crack lengths were averaged by 2-5 point measurements on the post-test 
fracture surfaces and more details are presented in Appendix B. Post-test measurements 
of the crack profile allowed correction of K values. All tests were performed at 288 ˚C 
and system pressure of 9.54 MPa, and the loading was a sawtooth waveform with an 85% 
rise time and 15% fall time for the total cycle with a target Kmax = 28.57 MPa√m and R = 
0.7. Two steps were performed in each test: the first was 5.1 second rise time and the 
second was 51 second rise time. As mentioned above, crack lengths and ΔK were 
corrected based on post-test measurements of crack length and using the procedures 
described in Appendix B.  
Table 3-3: Pre-crack length for each specimen. 
Specimen ID Pre-crack length (mm) 
D2739-LR-2 8.09 
D2739-28 7.42 
D2739-14 9.25 
D2739-59 8.94 
A16-32 7.02 
 
Table 3-4: Summary of water chemistry conditions for each specimen. 
Specimen ID pH Outlet conductivity (µS/cm) ECP (mVSHE) Dissolved gas 
D2739-LR-2 10 33.91 to 49.75 -468 to -480 H2 
D2739-28 10 43.20 to 44.62 -443 to -695 H2 
D2739-14 10.56 75.77 to 124.49 -591 to -613 D2 
D2739-59 10 39.62 to 40.89 -401 to -657 Argon and H2 
A16-32 10 44.14 to 52.80 -457 to -481 H2 
 
A summary of water chemistry conditions is provided in Table 3-4. In the five 
tests we performed, three of them were performed under hydrogen overpressure 
conditions. Besides, a test on a low S heat specimen (specimen D2739-14) was 
performed under deuterium overpressure condition. The motivation and procedure for 
                                                 
6 pD value of 10 was controlled for this experiment. However, direct measurement of pD is not 
possible since pH electrodes are typically constructed with light-water-based fill solutions and are 
calibrated using light water buffers. Here, apparent pH represents the observed or measured pH value of the 
heavy water using traditional pH electrodes and buffer solutions. Details could be found in Appendix C. 
this test are demonstrated in Section 3.5. In addition, a controlled experiment was 
designed and performed on a low S heat specimen (specimen D2739-59) which had been 
heat treated to outgas the inherent hydrogen. The motivation and procedure for this test 
are demonstrated in Section 3.6.    
3.4 Post-test characterization 
In this thesis, we performed a series of characterizations to yield insights into 
crack growth mechanism in various aspects. Post-test specimens were cut using electrical 
discharge machining (EDM), as shown in Figure 3-5.  
 
 
Figure 3-5: top: schematic cutting plan of specimen D2739-LR-2, specimen 
D2739-28 and specimen A16-32; bottom: schematic cutting plan of specimen D2739-14 
and D2739-59. 
Fractography analysis using SEM 
Middle pieces (ID#2) in Figure 3-5 top and side pieces (either ID#1 or ID#4) in 
Figure 3-5 bottom were fractured to examine the fracture surfaces. Prior to SEM 
examination, samples were cleaned with acetone in an ultrasonic cleaner for about 30 
min. FEI Quanta 600F SEM at Carnegie Mellon University and FEI XL30 ESEM FEG at 
MIT were used for this work. 
Crack tip oxidation characterization using APT 
APT was used to reveal the crack tip oxidation of post-test specimens. A brief 
introduction of APT is provided in Appendix D.1. The APT analysis was performed at 
the University of Michigan. The instrument used was a CAMECA LEAP 4000X HR 
Atom Probe. The laser mode was used at 50 K with 50 pJ pulse energy and a 160 kHz 
pulse rate. The detection rate was estimated to be 0.5% (1 ion detected every 200 laser 
pulses). The samples were machined and lifted out using a Helios 600 dual beam focus 
ion beam (FIB) technique, and the tips were sharpened by FIB as well. The procedure 
could be found in many literatures, such as Ref. [91] and [92], and a brief summary of the 
process is shown in Figure 3-6. We machined the APT tips from the main crack flank 
shown in Figure 3-6 (c). The volume for analysis is within 2 µm (approximately the 
diameter of the micro-tips) away from the crack tip. Six tips were analyzed successfully, 
among which four were from the low sulfur heat (specimen D2739-LR-2) and two are 
from high sulfur heat (specimen A16-32). 
 Figure 3-6: APT tip machining process: (a) identifying main crack tip; (b) Pt 
deposition and wedge cutting; (c) transferring to micro-tip coupon and sectioning; (d) tip 
sharpening. 
Oxide composition characterization using SAM 
For the high S heat specimen, we examined the oxide composition of its oxides on 
the fracture surface. The instrument was a PHI 700 Scanning Auger Nanoprobe at MIT. 
An introduction to SAM is provided in Appendix D.2. Depth profiling was performed at 
the point of interest with alternating sputter mode with 2 kV voltage, 2 μA current. The 
area that has been sputtered is 1mm×1mm, and two steps of sputtering have been done 
with 5 min/12 cycles for each step and 0.5 min sputter interval. 
Deuterium abundance measurement using ToF-SIMS 
(a) 
(b) 
(c) 
(d) 
An IonTof5 ToF-SIMS instrument was used to perform the measurements at GE 
Global R&D Center. An introduction to ToF-SIMS is provided in Appendix D.3. The 
sample was first cleaned in-situ by sputtering with a Cs ion beam with current of 26.6 nA 
DC and 2 keV energy. The raster area was 700×700 µm. Cleaning was performed for 
about 3 minutes prior to analysis, and the estimated depth being eroded was about 2.4 
nm. A 25 keV Bi1 primary ion source was used for sample analysis. The Bi raster area 
was 500 µm×500 µm and was centered within the area cleaned using Cs. Images were 
collected at every depth with a pixel density of 256×256 pixels using the high current 
bunched mode (highest mass resolution and chemical sensitivity). 300 images in total 
were collected. In order to be certain the sample remained clean, the region being 
analyzed was sputter cleaned for 1 second after each image was collected using the non-
interlaced data collection mode. Negative polarity analysis was performed to avoid mass 
interference with H2 (which occurs in the positive polarity analysis) which results in 
inflated values for deuterium. 
Hydrogen/deuterium content measurement using hot vacuum extraction 
The combined deuterium and hydrogen concentrations were measured by hot 
vacuum extraction for the volume shown in Figure 3-7 and also the bulk area at the 
corners of the specimen. The cylinder volume in Figure 3-7 was centered at the crack tip 
with a diameter of 3.8 mm and thickness of 4.24 mm. Four samples from untested 
materials were also measured for hydrogen concentration using hot vacuum extraction. 
Hot vacuum extraction was performed using a National Research Corporation Model 917 
hydrogen analyzer. In this instrument the pressure exerted by the released 
hydrogen/deuterium present is measured using a McLeod gauge and the hydrogen 
content is determined using the ideal gas law. 
 
Figure 3-7: The analysis volume for deuterium concentration measurements using 
vacuum hot extraction technique. 
3.5 Tests in D2O water 
3.5.1 Motivation 
As discussed before, hydrogen has been considered to play a significant role in 
corrosion fatigue crack growth. However, direct observation of hydrogen effect and 
interaction with materials is very limited due to the small mass, high mobility and high 
background interference. To tackle such challenge, isotopes of hydrogen, i.e. deuterium 
(D) and tritium (T), have been used to represent hydrogen. Deuterium has very low 
natural abundance (~0.01%) [93], so the measurements would not be severely affected by 
the background concentration. Moreover, deuterium has larger mass compared to 
hydrogen and has been proven to be easier to be detected by current techniques. For 
example, Stevie et al. [94] showed that SIMS has at least 100 times lower detection limits 
(1016 atoms/cm3) for deuterium than that (1018-1019 atoms/cm3) for hydrogen.  
Φ 3.8mm 
Centered at 
the crack tip 
Many researchers have claimed direct observation of hydrogen effect or 
interaction with materials by measuring or detecting deuterium. Brass et al. [68] 
cathodically charged high strength steel samples in a deuterated medium and observed 
concentration enhancement at the crack tip using SIMS. Takahashi et al. [95] used 
standard electropolishing method to fabricate an APT tip of high strength steels, and 
charged it with high temperature deuterium gas. They then observed the deuterium 
trapping at TiC precipitate interface under APT 3D reconstruction [95]. Chen et al. [96] 
recently applied the similar approach but with cathodic charging of deuterium, and 
observed the deuterium trapping at carbides in ferritic steels. No matter for bulk 
measurements like SIMS or for atomic scale measurements like APT, previous researches 
introduced deuterium by either thermal charging or cathodic charging which produces 
very high hydrogen/deuterium fugacity. Such high fugacity may not represent the 
realistic conditions a growing crack without applied potential. So here in this thesis, we 
proposed to test materials in simulated LWR environments with D2O water and D2 
overpressure, and then characterize materials using available technique such as SIMS.   
The assumption of testing in D2O environment rather than H2O environment is 
that the chemical properties are almost the same between hydrogen and deuterium. 
However, we have to be aware that deuterium and hydrogen have different diffusivity in 
materials according to Graham’s law as shown in Eq. (3-1). In addition, experiments have 
shown that the isotope effects for permeability, diffusion coefficient and solubility (H2 vs. 
D2) were about 1.4, 1.2 and 1.1 respectively [97]. Also, the dissociation energy of the 
deuterium molecule into two deuterons is slightly higher than that of hydrogen molecules 
[98]. These properties may or may not cause differences in deuterium buildup and 
hydrogen buildup in materials, especially at/ahead of the crack tip. In this thesis, we will 
try to explore whether testing in D2O water has different effect on CGRs of materials. 
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3.5.2 Test procedures 
In order to better represent the real condition in reactor environment, we soaked 
the specimen in high temperature (300 ˚C) D2O water to make specimen in equilibrium 
with dissolved deuterium gas before the fatigue test. We carried out simulations to 
determine how long it takes to reach equilibrium. Since when specimen temperature is 
higher than 200 ˚C hydrogen atoms could overcome surface barrier very quickly (within 
1 min) [95], we assumed a diffusion model only. The experimental measurements on 
deuterium diffusivity vary from literature to literature. In this work, we used the equation 
proposed by Katsuta et al. [97] as Eq. (3-2), which gives deuterium diffusivity at 300 ˚C 
as 1.7×10-11 m2/s. The simulation was carried out in COMSOL and assumed an external 
deuterium concentration using the solubility of D2 gas in D2O which is 0.659 mol/m
3 
[99]. The simulation results are shown in Figure 3-8. From the results, we could see that 
2000 hours are enough for the specimen to obtain a nearly homogenous distribution of 
deuterium concentration. Thus after pre-cracked to an average crack length of 9.25 mm, a 
low S heat specimen (specimen ID D2739-14) was soaked in D2O water for 2256 hours 
at pressure of 9.5 MPa with an overpressure of deuterium gas (about 17 cc/kg dissolved 
D2 gas). Ammonium hydroxide solution was added to adjust the apparent pH to 10.5. CF 
test was performed immediately after the long time soaking. Apparent pH dropped from 
10.45 to 10.06 at the end of the test. Immediately after the test finished, the specimen was 
stored in liquid nitrogen until it was analyzed. Immediately after the test finished, the 
specimen was stored in liquid nitrogen until it was analyzed.   
 𝑙𝑛𝐷 [
𝑚2
𝑠
] = −14.23 ± 0.073 −
50.27 × 103 ± 605 [
𝐽
𝑚𝑜𝑙]
𝑅𝑇
 (3-2) 
 
Figure 3-8: The deuterium concentration distribution after soaking for 1000 hours 
(left) and 2000 hours (right). 
3.5.3 Hydrogen/deuterium loss 
Even though we stored the specimen in liquid nitrogen right after the test, the 
specimen was still exposed to room temperature air when being cut or transported to the 
characterization instruments. We would like to get a hold of how much hydrogen could 
be lost. This section tends to consider the bulk hydrogen, and the local hydrogen (e.g. on 
the surface) would be discussed in the next chapter. The interaction between hydrogen 
and non-hydride forming materials includes diffusion and trapping at the defects. The 
diffusion length of hydrogen could be calculated as Eq. (3-3) where we assume 3D 
diffusion. The detrapping time constant 𝜏 could be calculated as Eq. (3-4) [100] where we 
assume the hopping frequency 𝜈0 as 10
12/s [101]. It was reported [55] that trapping 
energy of hydrogen in 316 SS is 0.16 eV (15.4 kJ/mol), corresponding to the binding 
energy with vacancy. Figure 3-9 left shows the diffusion length as a function of 
temperature for various time scale. We can see that exposing to the room temperature, the 
diffusion length is only about 100 µm after 8 hours. For thick samples, there shouldn’t be 
great concern for the hydrogen loss. Figure 3-9 right shows the detrapping time as a 
function of temperature for various trapping energy. We can see that for low trapping 
energy, it is very quick for hydrogen to detrap.  
 𝑥 = √6𝐷𝑡  (3-3) 
 
1
𝜏
= 𝜈0 exp (−
𝐸𝑇
𝑘𝑇
) (3-4) 
 
Figure 3-9: left: diffusion length as a function of temperature for various time 
scale; right: detrapping time as a function of temperature for a various trapping energy. 
3.6 Controlled experiment 
3.6.1 Motivation 
Hydrogen in materials comes from three primary ways [102]: (i) hydrogen pickup 
during fabrication process; (ii) hydrogen pickup by the dissociation of dissolved gases in 
the environment; (iii) corrosion (cathodic reaction) or radiolytic decomposition of water. 
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It has been acknowledged that various procedures in the fabrication process could 
generate hydrogen [102], such as melting and casting (hot and moisture atmosphere), 
welding (moisture atmosphere), chemical or electrochemical cleaning (acid solution), and 
electroplating (metal cathode). Such internal hydrogen could stay in materials for very 
long due to very low rate of diffusion. In hydrogen gas environments, hydrogen gas 
molecules can dissociate into hydrogen atoms and adsorb on the metal surface, and 
adsorbed hydrogen atoms (Hads) can enter into metal and become absorbed hydrogen 
(Habs) [103], as shown in Eq. (3-5) and (3-6). It was acknowledged [102] that at high 
temperature (heat treatment temperature), the absorption of substantial quantities of 
atomic hydrogen from the gas phase is favored both in thermodynamics and kinetics. It 
was also believed that the primary source of hydrogen in PWRs is the dissolved hydrogen 
gas in water [104]. In terms of corrosion, hydrogen could be generated in either acid (Eq. 
(3-7)) or alkaline (Eq. (3-8)) solutions [105]. MHads represents a hydrogen atom adsorbed 
on the metal surface. Such adsorbed hydrogen atom can enter into the metal as Eq. (3-6), 
or it could combine with another adsorbed hydrogen atom or cation to desorb as 
hydrogen molecule [105]. 
 𝐻2  ↔ 2𝐻𝑎𝑑𝑠 (3-5) 
 𝐻𝑎𝑑𝑠  ↔ 𝐻𝑎𝑏𝑠  (3-6) 
 𝐻3𝑂
+ + 𝑀 + 𝑒 → 𝑀 ∙ 𝐻𝑎𝑑𝑠 + 𝐻2𝑂  (3-7) 
 𝐻2𝑂 + 𝑀 + 𝑒 →  𝑀 ∙ 𝐻𝑎𝑑𝑠 + 𝑂𝐻
−  (3-8) 
The above mentioned sources of hydrogen have been widely acknowledged. 
However, few researchers reported or identified the source and content of hydrogen in 
their tested specimens [106]. Thus, few research studied and interpreted the internal 
(from fabrication) hydrogen and external (from environment, either gaseous or aqueous) 
hydrogen in a separate way. Murakami et al. [106] observed that non-diffusible internal 
hydrogen content at level of 2-3 wt.ppm increases CGRs in type 304 and 316L SSs. 
When studying environmental degradation, the effect of internal hydrogen and that of 
external hydrogen have to be distinguished. For external hydrogen, to author’s 
knowledge, few researchers distinguished the effect of dissolved hydrogen gas and that of 
corrosion generated hydrogen. As mentioned before, in study of SCC, Choi et al. [30] 
reported that CGRs were higher under 50 cc/kg DH than that under 25 cc/kg DH 
conditions. On the other hand, it is still a question whether the corrosion in reactor 
environments allows for generation of significant amount of hydrogen that could cause 
crack enhancement.    
3.6.2 Test procedure 
We designed a controlled experiment to approach the above mentioned issue. 
First, to isolate the effect of internal and external hydrogen, we heat treated the specimens 
prior to the autoclave testing. Hot vacuum extraction suggests that there is a significant 
concentration of hydrogen in the as-received materials. It shows hydrogen concentration 
of 5.8 wt. ppm on average (Table 3-5). 
Table 3-5: Hydrogen concentration measured on as-received specimens by hot 
vacuum extraction 
Sample ID A B C D 
Concentration (wt.ppm) 5.5 5.2 5.5 7.1 
Average 5.8 wt. ppm ± 0.75 wt. ppm 
Murakami et al. [106] suggested to heat treat type 316L SS at 450 ˚C for 450 
hours and type 304 at 300 ˚C for 600 hours in vacuum. Both temperatures are below the 
sensitization temperature of austenitic SSs [107]. In our work, a low S heat specimen 
(specimen D2739-59) was heat treated in vacuum (pressure of 2 µTorr) for 450 hours, 
and was heat treated in air for 600 hours, both at 450 ˚C. Such heat treatment ensures that 
vast majority of dissolved hydrogen could be removed. A corner from the specimen was 
cut and measured by LECO Model ONH836 to show hydrogen content below 1 wt.ppm 
which reached the machine limit. Sensitization tests on post-test specimen and raw 
material showed no sensitization in heat-treated specimen. Details of sensitization tests 
could be found in Appendix E.  
Secondly, we designed two phases for the autoclave testing with: (i) Argon 
overpressure in the first phase; (ii) hydrogen overpressure in the second phase. For each 
phase, we performed two steps: (i) short rise time step with 5.1 s rise time; (ii) short rise 
time step with 51 s rise time. A summary of test plan is in Table 3-6. Other conditions 
were described in Section 3.3. Comparing this controlled experiment to previous tests, we 
are able to conclude: (i) whether the internal hydrogen has an effect in CGRs; (ii) 
whether the dissolved hydrogen gas in water environment has an effect in CGRs.  
Table 3-6: Test plan of specimen D2739-59. 
Phase Step Dissolved gas 
Phase I 
Step 1: TR = 5.1 s Argon 
Step 2: TR = 51 s Argon 
Phase II 
Step 3: TR = 5.1 s H2 
Step 4: TR = 51 s H2 
  
Chapter 4: Results from Low S Heat Specimens 
4.1 Crack growth rates 
CGR data were calculated from the crack length vs. time plot. More details could 
be found in Appendix F. CGRs, both 
𝑑𝑎
𝑑𝑁
 and 
𝑑𝑎
𝑑𝑡
, are shown in  Table 4-1 for each step in 
the test. In order to compare with empirical models in codes and standards, CGRs, in 
form of 
𝑑𝑎
𝑑𝑁
, of tested low S heat specimens vs. ΔK are reported in Figure 4-1. The JSME 
Code curves, ASME N-809 Code curves and ASME air fatigue curves (at 288 ˚C) are 
also shown in the graph. We can clearly see the enhancement of 3-4X in CGRs for short 
rise time compared to the air fatigue CGRs. We also noticed the dependence of CGRs on 
rise time, where long rise time of 51 seconds shows about 2X higher CGRs than short 
rise time of 5.1 seconds.  
Table 4-1: CGRs of low S heat specimens for each step in the test. Values were 
achieved by fitting the crack growth plots.  
 Step 1 (TR = 5.1 sec) Step 2 (TR = 51 sec) 
𝑑𝑎
𝑑𝑁
 (mm/cycle) 
𝑑𝑎
𝑑𝑡
 (mm/s) 
𝑑𝑎
𝑑𝑁
 (mm/cycle) 
𝑑𝑎
𝑑𝑡
 (mm/s) 
D2739-LR-2 1.80×10-5 3.51×10-6 3.43×10-5 6.71×10-7 
D2739-28 5.82×10-5 1.14×10-5 1.26×10-4 2.47×10-6 
D2739-14 5.22×10-5 1.02×10-5 1.01×10-4 1.99×10-6 
 
Table 4-2: CGRs of specimen D2739-59 for each step in the test. Values were 
achieved by fitting the crack growth plots.  
 
𝑑𝑎
𝑑𝑁
 (mm/cycle) 
𝑑𝑎
𝑑𝑡
 (mm/s) 
P
h
as
e 
I Step 1 (TR = 5.1 sec) 4.78×10
-5 9.37×10-6 
Step 2 (TR = 51 sec) 1.26×10
-4 2.48×10-6 
P
h
as
e 
II
 Step 3 (TR = 5.1 sec) 5.22×10
-5 1.02×10-5 
Step 4 (TR = 51 sec) 1.20×10
-4 2.35×10-6 
 
Time domain plot is shown in Figure 4-2 with comparison to JSME Code line and 
ASME N-809 Code line. The enhancement of CGRs, in terms of 
𝑑𝑎
𝑑𝑡
, is obvious. At low 
(
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
, the enhancement is as high as about 7 times, while at high (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
, the 
enhancement is as high as about 4 times. As mentioned before, the CGRs (
𝑑𝑎
𝑑𝑁
) in air 
fatigue are not dependent on rise time. So for given 
𝑑𝑎
𝑑𝑁
, long rise time corresponds to low 
𝑑𝑎
𝑑𝑡
 in time domain plot. By only looking at time domain plot, we could still conclude the 
rise-time dependent behavior of low S heat materials, where longer rise time corresponds 
to greater degree of enhancement. The data points fall around the JSME Code line and 
ASME N-809 Code line. The data could be well fitted (R2 = 0.96) using ordinary least 
squares (OLS) regression as Eq. (4-1) (also represented as ‘Enhanced line’ in Figure 4-2). 
We could see that the slop of the enhanced line is 0.75 with standard error of 0.07, which 
is smaller than 1. This might also indicate the greater enhancement of CGRs in low 
(
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
. Specifically, we didn’t observe that the specimen exposed and tested in D2O 
water behaves differently from those tested in H2O water.  
 log (
𝑑𝑎
𝑑𝑡
)
𝑒𝑛𝑣
= 0.7532 log (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
− 0.7665 (4-1) 
 Figure 4-1: Crack growth rates of low S heat specimens compared to the Code 
curves. Arrows point from short rise time to long rise time. (a) without specimen D2739-
59; (b) with specimen D2739-59. 
Besides the dependence of degree of enhancement on rise time, we didn’t observe 
different behavior of specimen D2739-59 than other non-heat-treated specimens, either 
under Argon overpressure or under H2 overpressure conditions. Even with the heat 
treatment to remove majority of the internal hydrogen, the measured CGRs still fall 
around the Code curves and the rise time dependence is identical to that of non-heat-
treated specimens. Dissolved gas (Argon and H2) has no significant effect on CGRs and 
crack growth behavior, even though the ECP under Argon overpressure was about 150 
mVSHE higher than that under H2 overpressure.  
 
(a) (b) 
 Figure 4-2: Time domain plot of low S heat specimens showing the enhancement 
of CGRs in test environments. (a) without specimen D2739-59; (b) with specimen 
D2739-59. 
4.2 Fractography analysis 
Figure 4-3 to Figure 4-9 show the fracture surfaces under SEM for various 
magnifications. First of all, we didn’t see much difference in fractography of between 
H2O tested specimens and D2O tested specimen. Under low magnifications (Figure 4-3), 
two steps in test could not be distinguished from the fracture surfaces, and showed 
transgranular features. But the fracture surfaces of CF cracks are distinctly different from 
those of pre-cracks and post-test cracks. ‘River patterns’, which resemble a river and its 
tributaries, could be seen in the local regions of fractures surfaces (Figure 4-4). The 
fracture surfaces are clean but with dispersion of small oxides. Those oxides are as small 
as 1 µm or less in diameter and are of irregular shapes. Secondary cracks could also be 
(a) (b) 
seen from the fracture surfaces (Figure 4-5). Under high magnifications, we can observe 
fatigue striations especially close to the end of CF cracks (Figure 4-7 and Figure 4-9). 
Interestingly, under high magnifications for middle of the CF cracks, we observed ‘slip 
line’ like features on the fracture surfaces rather than striations, and their spacings (2-5 
µm) are larger than striations. Such features could be either crack arrest markings (CAM) 
or slip steps. If they are CAMs, the arrest period would be about 20 cycles (1000 s). One 
of the possible mechanisms of CAM is that embrittlement of a volume of material ahead 
of crack tips leads to discontinuous cracking [108]. It was suggested that when a critical 
solute hydrogen concentration accumulates over a critical distance ahead of a crack, 
sudden crack growth increments followed by crack arrest could happen [108][109]. 
However, such process is more likely to happen in intergranular cracking [108]. On the 
other hand, it could be possible that after exposing to environment for a long time, 
striations disappeared due to corrosion and there only left some oxidized slip steps. It’s 
difficult, though, to check if those markings matched on the opposite fracture surfaces. 
More careful examinations are needed in the future to confirm whether those features are 
CAMs or slip steps.   
   
(a) (b) 
Figure 4-3: Fracture surfaces of (a) D2739-LR-2 and (b) D2739-28. Yellow lines 
bound the start and end of CF cracks. Red arrows denote the crack propagation direction. 
 
Figure 4-4: Fracture surface of D2739-LR-2 shows ‘river pattern’ and clean 
surface with dispersion of small oxides. Red arrow denotes the crack propagation 
direction. 
   
Figure 4-5: Fracture surfaces of (a) D2739-LR-2 and (b) D2739-28 show the 
clean surface, ‘river pattern’, and secondary cracks. Red arrows point to the locations of 
secondary cracks. 
(a) (b) 
   
Figure 4-6: Fracture surfaces of (a) D2739-LR-2 and (b) D2739-28 show ‘slip 
line’ like features at high magnifications in Step 2. Red arrows denote the crack 
propagation direction and yellow arrows point to the locations of ‘slip line’ like features. 
  
Figure 4-7: Left: fracture surface of D2739-28 shows the fatigue striations; Right: 
enlarged picture of red square area in the left figure. 
   
(a) (b) 
(a) (b) (c) 
Figure 4-8: Fracture surfaces of CF cracks of D2739-14, (a) the beginning of the 
CF crack, (b) the middle of CF crack, (c) the end of CF crack. Yellow lines denote the 
transition between air fatigue crack and environmental CF crack, and red arrows denote 
the direction of crack propagation. 
   
Figure 4-9: The end of CF crack of D2739-14. Left: fracture surface showing 
river patterns and secondary cracks (denoted by yellow arrow); Right: enlarged picture of 
red square area showing fatigue striations. Red arrows denote the direction of crack 
propagation. Yellow line denotes the crack tip. 
‘River pattern’ is commonly observed on cleavage fracture. It is considered to be 
produced when a crack advances on more than one level, for example, after passing a 
grain boundary. It could be also produced when an advancing crack front intersects 
dislocation whose Burgers vectors are perpendicular to the cleavage plane [110]. Such 
intersection produces the cleavage steps which are akin to jogs on dislocations. Two steps 
of opposite sign may annihilate by coalescing as they glide along the crack front, or steps 
of the same signs may coalesce to produce a step of multiple height which results in a 
river pattern [110]. Many researchers associated fan-shape ‘river pattern’ with cleavage 
fracture because of such understanding of micromechanism of cleavage. And many 
a b c 
researchers attributed the cleavage on ductile materials (e.g. austenitic SSs) to the 
‘embrittling’ effect of hydrogen. For example, Terasaki et al. [111] performed tensile 
tests on single crystal iron at room temperature with different electrochemical charging of 
hydrogen. They found that cleavage initiated when high hydrogen concentration was 
achieved as cathodic current density increased [111]. At low hydrogen concentration (low 
cathodic current density), they observed a then-called ‘striation-like hydrogen 
embrittlement’ feature [111] which resembles the ‘river lines’ we observed here in this 
thesis. However, they didn’t regard it as cleavage due to the presence of fatigue striations, 
while they regarded it as hydrogen effect comparing to the ductile surface without 
cathodic charging. The formation of crystallographic features (e.g. flat fracture facets and 
‘river pattern’, also frequently referred to as ‘planar slip’) was considered to be favored 
by low stresses and corrosive environments [112]. Aqueous corrosive environments were 
considered to lower the surface energy and thus reduce the cleavage stress [112], which 
gives rise to cleavage. It was vague in literature what exactly in aqueous corrosive 
environments lowers the surface energy, but in the adsorption model of hydrogen 
embrittlement, adsorbed hydrogen is considered to lower the surface energy. Those 
observations and arguments seem to direct our observed ‘river pattern’ to hydrogen 
effect. However, the story might be more complicated than that. Panteli et al. [40] 
recently performed CF tests on low sulfur 304 SSs specimens in gaseous environments at 
250 ˚C. In the tests conducted in argon mixed air (Ar/20 vpm O2) where moisture levels 
are likely to be very low, they observed similar ‘river pattern’ as in aqueous 
environments. While in the tests conducted in inert environments with argon mixed 5% 
hydrogen, crystallographic features were hardly to see and the fracture surfaces resemble 
those in room temperature air. It is unclear how those observed features were formed and 
whether it is due to hydrogen effect.    
Specifically, in our test on specimen D2739-59, we couldn’t distinguish each step 
from the fracture surfaces under SEM, as seen from Figure 4-10 to Figure 4-12. With 
removal of majority of internal hydrogen and with absence of dissolved hydrogen gas, we 
still observed transgranular features with ‘river pattern’ on the fracture surface shown in 
Figure 4-11. At least, we could conclude that neither the internal hydrogen in materials 
nor dissolved hydrogen gas in the environment is the cause of ‘river pattern’. This is 
consistent with Penteli et al.’s findings. A discussion on the origin of ‘river pattern’ is 
provided in Chapter 6. 
 
Figure 4-10: The full CF crack of specimen D2739-59. Yellow lines bound the CF 
crack and red arrow denotes the direction of crack propagation.  
   
Figure 4-11: (a) Fractography of Phase I (Argon overpressure) surfaces. Yellow 
solid line denotes the transition from pre-crack to CF crack. Yellow dash line estimates 
the transition from short rise time step (Step 1) to long rise time step (Step 2). Red square 
is the area of interest that is considered to be surfaces under long rise time step (Step 2); 
(b) enlarged picture of red square area in (a); (c) enlarged picture of red square area in 
(b). Red arrows denote the direction of crack propagation. 
   
Figure 4-12: (a) Fractography of Phase II (H2 overpressure) Step 4 surfaces. 
Yellow line denotes the end of CF crack. Red square is the area of interest that is 
considered to be surfaces under long rise time step (Step 4); (b) enlarged picture of red 
square area in (a); (c) enlarged picture of red square area in (b). Red arrows denote the 
direction of crack propagation. 
(a) (b) (c) 
4.3 Crack tip oxidation 
Crack tip events, such as oxidation and anodic dissolution, are critical to crack 
propagation. Figure 4-13 shows the sharp crack tip of specimen D2739-LR-2, and the 
crack tip width was measured to be around 20 nm to 60 nm.  
 
Figure 4-13: SEM image of crack tip of specimen D2739-LR-2. 
Figure 4-14 shows the 3D reconstruction of an APT tip with the oxide/metal 
interface indicated by the 10.7% decomposed O isosurface. A ‘ridge’ like feature could 
be seen from the tip surface. This feature is likely the crack tip considering the crack 
propagation direction. Gibbs [113] observed ‘finger-shaped’ corrosion tunnels at the SCC 
crack tip of X750 alloy. However, the feature we observed here is different from ‘finger-
shaped’ corrosion tunnels. The ‘ridge’ like feature seems to be oxidation of a step (either 
cleavage step or slip step). It might be able to be mapped to the ‘river’ lines observed on 
SEM images.  
The composition of the oxides and oxide/metal interface was examined by 
sampling an analysis column as shown in Figure 4-15. We can see that Fe is depleted at 
the oxide/metal interface, while Cr and Ni are enriched. Ni enriched closer to the metal 
matrix while Cr enriched closer to the oxide. It was reported [114] that double layers of 
oxide usually form on austenitic SSs in LWR environments. However, in the APT 
analysis, we could only identify a single oxide layer and its composition is very close to 
the inner oxide layer reported in the literature which consists of chromium-rich spinel 
NixCryFe3-x-yO4 with nonstoichiometric composition [114]. Da Cunha Belo et al. [115] 
identified the inner oxide layer on 316L SSs in a PWR environment consists of mixed 
chromium oxide (Cr2O3 + FeCr2O4) and Fe3O4. Kim [116] identified the inner layer of 
oxide to be FeCr2O4 spinel chromite (or FexCr3-xO4) along with NiFe2O4 on Type 304 SS 
exposed to 288 ˚C under conditions of 150 ppb H2 BWR HWC. This fine-grained, tightly 
adherent inner layer was considered to grow by solid-state process [114] and was 
regarded as protective [31]. Even though we couldn’t see outer layer of oxides on APT 
tips, we did observe small oxide particles on fracture surfaces away from the crack tip as 
shown in Figure 4-6. This indicates that outer layer of oxides grow after the crack 
propagates and it is possibly by precipitation or deposition from the solution.  
 
Fe 
O 
Cr-rich Oxide 
Figure 4-14: 3D reconstruction of APT tip, side view (left) and top view (right). 
Blue interface is the 10.7% decomposed O isosurface. The red circle denotes the ‘ridge’ 
like feature. Red dashed arrow is the estimated direction of crack propagation. 
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Figure 4-15: Left: the analysis column crossing the oxide to metal matrix. Right: 
the atomic concentration profile of five major elements along the analysis column. Red 
arrow denotes the direction of measured distance.  
From the Pourbaix diagram of Fe-Cr-H2O system at 288 ˚C calculated by HSC 
water chemistry software [117], as shown in Figure 4-16, we could see that for our test 
condition, the bulk is alkaline (pH = 7.3 at 288 ˚C) but we notice that crack tip is reported 
to be more acid (possibly 2-3 unit change [118]); with pH shifting left, we should expect 
stable Cr2FeO4 to form. This is consistent with what we observed.   
 Figure 4-16: Pourbaix diagram of Fe-Cr-H2O system at 288 ˚C calculated by HSC 
software. Solid black lines represent molality of 10-5 mol/kgH2O; dotted black lines 
represent molality of 10-6 mol/kgH2O; red dotted lines are H2O limits; the cross point of 
two blue dash lines is the bulk condition of the tests.  
4.4 Deuterium/Hydrogen measurement 
ToF-SIMS measurements  
For cyclic loading, the plastic zone consists of a compressive region in the 
immediate vicinity of the crack tip and a tensile region away from the crack tip as shown 
in Figure 4-17 (right). The plastic zone size for a material tested under monotonic loading 
is estimated in Figure 4-17 (left) according to the von Mises criterion (Poisson ratio = 
1/3). The boundary of the tensile region along the crack propagation direction is about 
0.73 mm. The boundary for the compressive region was estimated using Eq. (4-2)[119] to 
be approximately 200-300 µm. 
 𝑟𝑐 ≈
1
𝜋
(
∆𝐾
2𝜎𝑦
)
2
  (4-2) 
 
 
Figure 4-17: Left: plastic zone shape of tested specimen under monotonic loading; 
Right: schematic of plastic zone shape of tested specimen under cyclic loading. 
Three regions, as shown in Figure 4-18, on the D2O exposed and tested specimen 
(specimen D2739-14) were analyzed. Note the location of the crack tip identified for 
Region I and II.  Region I is believed to be mostly within the compressive plastic zone 
but does not include a portion of the actual crack, Region II includes the crack tip itself, 
and Region III is believed to be outside of the plastic zone which represents the bulk 
material. Deuterium abundance (D abundance) in each region is reported in Table 4-3. In 
each region, this abundance is calculated as the ratio of total deuterium counts to total 
deuterium and hydrogen counts, thus D/(D+H). Table 4-3 also includes the enhancement 
of deuterium with respect to natural abundance and unexposed material. The natural 
abundance of deuterium (D/(D+H)) is about 0.01% [93]. The SIMS measurements on the 
untested (non-D2O exposed) materials show the D abundance is 0.0074%. 
       
Figure 4-18: Regions analyzed under ToF-SIMS, green box indicates the analyzed 
area of size 500 µm×500 µm. (a) Region I: area right ahead of the crack tip; (b) Region 
II: area 200 µm above crack tip; (c) Region III: control area 6 mm below the crack tip. 
The results indicate that the bulk D abundance in D2O exposed specimens is about 
8 times larger than for untested materials, which confirms the deuterium uptake to 
materials from the environment.  In addition, the region ahead of crack tip has a higher D 
abundance than the bulk. The enhancement is about 1.5 times. To check the variation of 
measurement, after the measurements on Region II and Region III, Region I was 
analyzed again and the D abundance slightly increased by 6.4%, which suggests that the 
measurement averaging for the analyzed area was robust. 
Table 4-3: The SIMS measurement of D abundance. 
Area D abundance (%) 
Enhancement factor 
to natural abundance 
Enhancement factor to 
untested materials 
Region I 0.08766 8.766 11.84 
Region III 0.05899 5.899 7.972 
Region II 0.08788 8.788 11.88 
Region I 
(2nd easurement) 
0.09332 9.332 12.61 
 
(a) (b) (c) 
Hot vacuum extraction measurements 
Since the hot vacuum extraction technique cannot distinguish D from H, the 
concentration measured is the total concentration of D and H. Combining these results 
with D abundance measured from ToF-SIMS, D concentration could be estimated as 
shown in Table 4-4. The analysis suggests that the D concentration is very low while the 
H concentration is quite high, especially within the plastic zone.  
Table 4-4: Estimated D concentration from hot vacuum extraction and ToF-SIMS. 
 Plastic zone Bulk 
ToF-SIMS D abundance: 0.08766% D abundance: 0.05899% 
Hot vacuum extraction H+D concentration: 
10.3 wt.ppm 
H+D concentration: 
4.2 wt.ppm 
Estimated D concentration 0.018 wt.ppm 0.005 wt.ppm 
 
SIMS and hot vacuum extraction measurements support the conventional 
hypothesis that hydrogen/deuterium diffuses into the plastic zone area from the bulk 
because of stress-driven diffusion. The variation of deuterium suggests the enrichment of 
deuterium in the plastic zone area. Two-sample Kolmogorov-Smirnov tests (see 
Appendix G.2) were performed on the normalized counts (D/Fe and H/Fe) to confirm that 
plastic zone area (Region I) and bulk area (Region III) have significantly (α=5%) 
different distributions of H/D concentration. As indicated by the hot vacuum extraction 
results, the enhancement of H+D concentration level in plastic zone compared to that in 
the bulk is approximately 2.45 times. 
4.5 Summary 
In the tests and characterizations on low S heat specimens, we observed: 
(1) There is rise time dependence of crack growth behavior (𝑑𝑎/𝑑𝑁) where longer 
rise time results in higher CGR. And in the time domain plot, it means higher 
degree of crack enhancement (compared to air fatigue) at low (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
. 
(2) Crack tips are sharp and its surface has a tightly adherent single layer of iron-
chromium oxide. Fracture surfaces are covered with few oxide particles, and the 
‘river pattern’ and crystallographic facets with secondary cracks are observed.  
(3) Heat treatment removing internal hydrogen does not affect the CGR and crack 
growth behavior. Dissolved gas of Argon results in identical crack growth 
behavior and fracture surfaces as of hydrogen. Internal hydrogen and dissolved 
hydrogen gas are not the cause of ‘river pattern’ observed on fracture surfaces. 
(4) Corrosion fatigue behaviors in H2O and D2O water were similar. Deuterium pick-
up from the environment was observed, and the enrichment of 
deuterium/hydrogen ahead of crack tip was also observed. Significant amount of 
hydrogen was found in non-heat-treated as-received materials.  
 
 
 
  
Chapter 5: Results from High S Heat Specimens 
5.1 Crack growth rates 
CGRs, both 
𝑑𝑎
𝑑𝑁
 and 
𝑑𝑎
𝑑𝑡
, are reported in Table 5-1, and the crack growth plot (crack 
length vs. time) could be found in Appendix F. We not only include the data from this 
thesis, but also the data from another test done at Uhlig Corrosion Lab. The test was 
performed in a very similar fashion on high S heat material (specimen ID A16-10), and 
the details could be found in Ref. [120]. As a comparison to empirical models in codes 
and standards, CGRs, in form of 
𝑑𝑎
𝑑𝑁
, of tested high S heat specimens vs. ΔK are reported 
in Figure 5-2. It could be seen that CGRs are also higher in test environments compared 
to those in air fatigue. Similar to low S heat, an enhancement of 3-4X in CGRs in short 
rise time could also be observed. However, when rise time changed to 51 seconds (long 
rise time), the CGRs didn’t increase but decrease, which only yields 2-3X enhancement 
in CGRs compared to air fatigue. We observed a slow growth phase immediately after 
transitioning from Step 1 to Step 2, as shown in Figure 5-1. This phase last for about 240 
hours and then the CGR increased. The CGR in fast growth phase is about twice larger 
than that in slow growth phase (Table 5-2).  
Table 5-1: CGRs of  high S heat specimens for each step in the test. Values were 
achieved by fitting the crack growth plots.  
 Step 1 (TR = 5.1 sec) Step 2 (TR = 51 sec) 
𝑑𝑎
𝑑𝑁
 (mm/cycle) 
𝑑𝑎
𝑑𝑡
 (mm/s) 
𝑑𝑎
𝑑𝑁
 (mm/cycle) 
𝑑𝑎
𝑑𝑡
 (mm/s) 
A16-32 2.07×10-5 4.06×10-6 1.75×10-5 3.43×10-7 
A16-10 5.64×10-5 1.11×10-5 3.51×10-5 6.89×10-7 
 
Table 5-2: CGRs of specimen A16-32 from two phases in Step 2. 
Phase I: slow growth Phase II: fast growth 
𝑑𝑎
𝑑𝑁
 (mm/cycle) 
𝑑𝑎
𝑑𝑡
 (mm/s) ΔK (MPa√m) 
𝑑𝑎
𝑑𝑁
 (mm/cycle) 
𝑑𝑎
𝑑𝑡
 (mm/s) ΔK (MPa√m) 
1.10×10-5 2.15×10-7 7.53 2.27×10-5 4.46×10-7 7.53 
 
 
Figure 5-1: The crack length and ECP as a function of time for specimen A16-32. 
Crack length includes pre-cracking length. Potential is referenced to SHE. 
The time domain plot is shown in Figure 5-3 and it is obvious that high S heat 
exhibits different corrosion fatigue behavior than the low S heat. The data from high S 
heat specimens could also be well fitted (R2 = 0.98) by the ‘Retard line’ in Figure 5-3. 
The line could be described by Eq. (5-1). It is interesting to see that the slope is close to 1 
or possibly slightly larger than 1. If the slope is not significantly different from 1, that 
means the high S heat materials are not rise-time dependent, and the environment effect 
is just to shift the CGRs to higher values by a factor of about 3; If the slope is larger than 
1, then it means that high S heat materials are rise-time dependent but the long rise time 
yields less degree of enhancement. We don’t have enough data to make a conclusion 
statistically, so we compare our results with those reported by Mills [38]. The material in 
Mills’ tests has 0.006 wt.% sulfur content, and the test conditions were similar to those in 
this thesis except that the rise times are 8.5 s, 50 s, 500 s and 1500 s. We could fit both 
data from this thesis and from Mills’ tests shown as the blue dotted line in Figure 5-4. We 
can see that the distance between fitted line and reference is smaller for low (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
 and 
larger for high (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
. The coefficient of the OLS regression is 1.16 with a standard 
error of 0.09, and has a 95% confidence interval as [0.977, 1.357]. A general Wald test on 
the linear regression coefficient against the null hypothesis of having slope of 1 yields a 
p-value of 0.04 (See Appendix D.1). It might indicate less degree of enhancement in 
CGRs for low (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
, which is in contrast to low S heat materials.  
 log (
𝑑𝑎
𝑑𝑡
)
𝑒𝑛𝑣
= 1.0621 log (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
+ 0.8777  (5-1) 
 
 Figure 5-2: Crack growth rates of high S heat specimens compared to the Code 
curves. Arrows point from short rise time to long rise time. 
 
Figure 5-3: Time domain plot of low S and high S heat specimen showing the 
different behaviors in test environments. 
 Figure 5-4: Time domain plot of high S heat materials from this work and Mills’ 
work. Blue dotted line is the fitting on both data. 
5.2 Fractography analysis 
Figure 5-5 - Figure 5-11 show the fracture surfaces of specimen A16-32. We can 
clearly distinguish two steps from the fracture surface even under low magnifications 
(Figure 5-5). The fracture surface in Step 1 resembles that of low S heat specimens, 
which has transgranular features with ‘river pattern’. The fracture surface in Step 2, 
however, is relatively flat and ‘featureless’ or nondescript. The transition is immediate 
and distinctive. Different from that of low S heat specimens, the fracture surfaces in both 
steps are heavily oxidized. But the oxide morphologies are different in two steps. From 
Figure 5-6 to Figure 5-8, it could be seen that oxides are bulky and large in Step 1 and 
they grow along the ‘rive line’, while oxides are small and in octahedral shape in Step 2.  
On the fracture surfaces of Step 2, we also found some round or elliptical 
dissolution holes as shown in Figure 5-11. Those holes, of size of several micrometers in 
diameter, might be caused by dissolution of MnS inclusions or Al2O3 inclusions. It was 
reported [121] that MnS inclusions are predominant site for the initiation of pitting on 
austenitic SSs. Even for low S heat of 0.004 wt.%, Chiba et al. [122] observed the 
dissolution of MnS inclusions with diameters of about 1 µm in NaCl solution of pH = 
5.1. Al2O3 was also found as oxide inclusion in austenitic SSs [123]. Both inclusions 
exist in the high S heat materials we tested so it could be possible both types of inclusions 
dissolved. The dissolution of MnS has two reaction paths, chemical dissolution and 
electrochemical dissolution paths [124]. For chemical dissolution, the reaction as in Reac. 
(5-2) was proposed, while for electrochemical dissolution, the reaction as in Reac. (5-3) 
was proposed [125]. In high temperature deaerated water, it is believed that MnS 
dissolves to form HS- and H2S [126], even though Andresen and Young [126] measured 
SO4
2- using micro-sampling from crack tip and they attributed this to oxidation prior to 
analysis.  
 𝑀𝑛𝑆 + 𝐻+  → 𝑀𝑛2+ + 𝐻𝑆−  (5-2) 
 2𝑀𝑛𝑆 + 3𝐻2𝑂 → 2𝑀𝑛
2+ + 𝑆2𝑂3
2− + 6𝐻+ + 8𝑒− (5-3) 
 
 Figure 5-5: Fracture surface of specimen A16-32 under low magnification. 
Yellow lines bound the start and the end of CF crack. Red dotted line shows the transition 
from Step 1 to Step 2 in the test. Red arrow denotes the crack propagation direction. 
 
Figure 5-6: Fracture surface of transition from Step 1 (short rise time ) to Step 2 
(long rise time). Yellow line denotes the distinct transition. Red square is the area we will 
examine the fine detail in Figure 5-7. 
Step 1 Step 2 
  
Figure 5-7: Left: the enlarged picture of red square area in Figure 5-6; Right: the 
enlarged picture of red square area in left figure shows distinct oxide morphologies of 
two steps. 
  
Figure 5-8: (a) the oxide morphology in Step 1 (short rise time) shows bulky 
oxides along the ridges on fracture surfaces; (b) the oxide morphology in Step 2 (long 
rise time) shows small and octahedral oxides on the flat fracture surfaces. 
(a) (b) 
 Figure 5-9: Fracture surface at the beginning of the transition may correspond to 
the low CGR.  
  
Figure 5-10: Alternating features on the fracture surfaces of Step 2. (a) SEM 
image; (b) Back-scatter electron (BSE) image. 
(a) (b) 
  
Figure 5-11: Left: dissolution holes on the fracture surface of Step 2; Right: 
enlarged picture of red square area shows the size of dissolution hole. 
Another interesting feature we observed is shown in Figure 5-9 and Figure 5-10. 
As it was transitioned from Step 1 to Step 2, we observed a slow crack growth from the 
DCPD measurements and the corresponding fracture surface was decorated with 
homogeneous small oxides. After the slow growth for about 240 hours, the crack 
propagated fast and the corresponding fracture surface has alternating dark and bright 
stripes. Dark stripes were decorated with less octahedral oxide particles than the bright 
stripes. To our knowledge, such feature has never been reported before. We examined 
further about the oxide compositions in both dark and bright stripes using scanning Auger 
microscopy (SAM) and will discuss in the next section.   
5.3 Crack tip oxidation 
As mentioned in Chapter 4, we are concerned with the events at crack tip and how 
they are associated with crack growth. Figure 5-12 shows the crack tip of specimen A16-
32, and the crack tip width was measured to be around 100 nm to 200 nm. The crack tip 
was relatively blunt compared to those of low S heat specimens. APT analysis was 
performed similarly as on low S heat specimens.   
 
Figure 5-12: SEM image of crack tip of specimen A16-32.  
Figure 5-13 shows the 3D reconstruction of an APT tip of specimen A16-32. We 
can see two layers of oxides. Analysis was difficult because of the micro-fractures at the 
oxide/oxide interface during field evaporation, so the real interfacial data was most likely 
lost. An analysis column was sampled across the two oxides layers to the metal matrix 
and the concentration profiles of five elements was shown in Figure 5-14. We can see 
that the outer layer (color pink and magenta) is Fe rich oxide, stoichiometrically close to 
Fe3O4. The inner layer is a mix of Fe oxides and Cr oxides, stoichiometrically close to a 
mix of Fe3O4 and Cr2O3 in proportion as approximately 1:4. The double layer of oxides 
were consistent with the observations in previous literature [114]. For the outer layer of 
oxides, Da Cunha Belo et al. [115] identified on 316L SS in PWR conditions that the 
outmost part of the film consist of the Ni0.75Fe2.25O4 inverse spinel and intermediate part 
contains both Ni0.75Fe2.25O4 and Fe3O4 inverse spinel.    
 Figure 5-13: 3D reconstruction of APT tip of specimen A16-32. Red arrows point 
to the location of micro-fractures at the interface.  
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Figure 5-14: Left: the analysis column crossing the oxide layers to metal matrix. 
Right: the atomic concentration profile of five major elements along the analysis column. 
Red arrow denotes the direction of measured distance. 
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We are especially interested in what causes the difference of oxide morphologies 
observed in low S and high S heat specimens.  From the Pourbaix diagram of Fe-H2O 
system at 288 ˚C calculated by HSC software, as shown in Figure 5-15, we can see that in 
order to precipitate Fe3O4, we should expect that happens in lower pH compared to the 
bulk. Let us assume the crack tip pH to be around 4, where we could expect inner oxide 
layer of Cr2FeO4 to form while the Fe
2+ is stable for the Fe-H2O so that outer layer could 
not be formed; when crack propagates, the pH increases for the previous crack tip 
location, and this enters the region where Fe3O4 is stable so that it precipitates onto the 
surface. The large amount of octahedral oxide particles (with composition close to Fe3O4) 
we observed on the high S heat specimens indicate that there is great amount of Fe 
dissolved at the crack tip, which is consistent with the blunt crack tip as observed in 
Figure 5-12. Compared to low S heat specimens where we observed sharp crack tip and 
less and smaller oxides, we can conclude that corrosion in high S heat specimen is more 
severe.   
 
Figure 5-15: Pourbaix diagram of Fe-H2O system at 288 ˚C calculated by HSC 
software. Solid black lines represent molality of 10-5 mol/kgH2O; dotted black lines 
represent molality of 10-6 mol/kgH2O; red dotted lines are H2O limits; the cross point of 
two blue dash lines is the bulk condition of the tests. 
Since sulfur content in the materials is the only difference between the low and 
high S heat specimens, we are especially interested in the role of it in the 
oxidation/corrosion process. However, there is peak overlapping between oxygen and 
sulfur, so that it is difficult to investigate the sulfur distribution only. Instead, we look at 
the Mn concentration profile assuming that sulfur is primarily in form of MnS in the 
materials. In Figure 5-16, we observed lower Mn concentration in outer layer of oxides 
than in inner layer, and slightly higher Mn concentration in inner layer of oxides than in 
matrix. It seems that dissolution of MnS participated in the solid-state growth process of 
inner layer of oxides. It was observed [127] that chemical dissolution of MnS inclusions 
in 1M NaClO4, pH = 3 solution modified the surface close to the inclusions by the 
presence of FeSO4 in the passive film.  
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Figure 5-16: The concentration (atomic) profile of element Mn along the analysis 
column. Red arrow denotes the direction of measured distance.  
5.4 Oxide characterization 
Recall that we observed the alternating features on the fracture surfaces in long 
rise time (51 s) step in specimen A16-32. We performed SAM analysis on the dark area 
that is less decorated by the octahedral oxide particles. As shown in Figure 5-17, we 
performed point analysis on Location 1, and obtained the spectra provided in Figure 5-18 
where we can identify a significant sulfur peak. We also performed a depth profiling 
analysis on Location 2, and obtained an atomic concentration profile as a function of 
sputtering time in Figure 5-19. The first 5 min sputtering was susceptible to the surface 
contamination, such as carbon and zinc (Figure 5-19). At the end of the sputtering, the 
atomic concentrations of major elements, such as Fe, Cr and Ni, are close to the bulk 
concentrations. The oxygen concentration at the end of the sputtering was still as high as 
10%. However, Chromium and oxygen have overlapping major peaks, thus may 
Fe Oxide Mixed Cr/Fe Oxide Matrix 
confound the analysis. Likely, the analyzed depth covers the inner oxide layer and 
transition to the bulk. We noticed that there is significantly higher sulfur concentration 
(1-2 at. %) in the analyzed depth than in the bulk (0.05 at. %), which is consistent with 
APT analysis of Mn concentration profile in the previous section. More point analyses 
and longer sputtering time (with shorter surveying intervals) are needed to provide better 
statistics.    
 
Figure 5-17: Locations of point analysis of SAM.  
 
Figure 5-18: Spectra of SAM analysis on Location 1.  
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 Figure 5-19: Atomic concentration profile as a function of sputtering time.  
5.5 Summary 
In the tests and characterizations on high S heat specimens, we observed: 
(1) There is possibly the rise time dependence of crack growth behavior (𝑑𝑎/𝑑𝑁) 
where longer rise time results in lower CGR. And in the time domain plot, it 
means lower degree of crack enhancement (compared to air fatigue) at low 
(
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
. However, more data are needed to confirm such rise time dependence 
from the statistic perspective.  
(2) Fracture surfaces in long rise time step and short rise time step show distinct 
features. In short rise time step, the fracture surfaces resemble that in low S heat 
specimens, where ‘river pattern’ and crystallographic facets could be seen, but 
decorated with heavy and chunky oxides. In long rise time step, the fracture 
surfaces are nondescript and relatively flat, and are decorated with octahedral 
oxide particles.  
(3) Two layers of oxides were identified by APT analysis at/close to the crack tip. 
The outer layer, likely Fe3O4, was possibly deposited from the environment as 
crack propagated; while inner layer was possibly from solid-state growth. 
(4) APT analysis and SAM analysis found enrichment of Mn/S to some degree in the 
inner layer of oxides, which may indicate the involvement of MnS dissolution in 
the oxide film formation.      
  
Chapter 6: Discussion 
6.1 Hydrogen role in crack enhancement 
As mentioned in Chapter 2, slip dissolution model and hydrogen based model are 
candidates for the CF crack enhancement mechanism. Hydrogen based model received 
plenty of attentions [5], but to the author’s knowledge, only a few mechanistic studies 
provide direct support for this model. In this section, we will discuss the implications of 
the results in this thesis onto the crack enhancement mechanism, specifically the 
hydrogen effect.  
6.1.1 Interpretation of ‘river pattern’ 
Fractography analysis is frequently used in study of corrosion fatigue, especially 
for hydrogen effect, even though a wide range of fracture morphologies may result in 
corrosion fatigue due to different experimental conditions [128]. Ulmer et al. [129] 
interpreted from the SEM observations of slip traces on surfaces of 304 SS specimens 
and concluded that hydrogen plays a role in localization of slips which leads to 
embrittlement. Using electron backscatter diffraction (EBSD), Gupta et al. [130] found 
high-index cracking planes in aluminum alloys tested in moist air, which was interpreted 
as the result of hydrogen induced decohesion. They argued that accumulation of plastic 
shear strain on {111} slip planes is not a reasonable model [130]. On the other hand, 
Lynch [130] compared fracture surfaces of nickel polycrystals and single crystals tested 
in liquid mercury, liquid lithium, liquid sodium, gaseous hydrogen and hydrogen charged 
specimens tested in air. He concluded that the remarkable similarity between adsorption-
induced liquid metal embrittlement and hydrogen-assisted cracking suggests the role of 
adsorbed hydrogen a crack tips in enhancing crack growth [130]. Even though the 
evidence from the fracture surface is quite indirect, researchers have relied on it for the 
interpretation of crack growth mechanism.   
As mentioned in Chapter 4, crystallographic features, sometimes referred to ‘river 
pattern’, is usually considered to be representative of cleavage fracture, and such 
cleavage-like feature is often considered to be caused by hydrogen [111][131]. Beachem 
[128] specifically suggested a model of hydrogen assisted crack which correlates the 
hydrogen concentration at crack tip, Kmax and failure mode (e.g. intergranular failure, 
quasi-cleavage, or microvoid coalescence). In our tests, we showed that internal hydrogen 
and dissolved hydrogen in the aqueous environment are not the cause of such ‘river 
pattern’. Then it comes to the possibility of corrosion-generated hydrogen contributing to 
the occurrence of ‘river pattern’. If it is due to the corrosion-generated hydrogen, it is 
likely that adsorbed hydrogen plays a major role by lowering the surface energy which 
results in cleavage [132][66]. However, Garrett and Knott [112] reported in the tests on 
aluminum alloys that even when the crack growth rate exceeds the limit of effective 
environmental influence (> 10-4 mm/cycle) and even in the absence of any 
environmentally active species, crystallographic surface remained. Garrett and Knott 
[112] suggested that such observed features are slip-controlled. In face-centered-cubic 
(FCC) materials, it was found that slip deformations occur on {111} planes and result in 
{100} and {110} crack planes [133]. Garrett and Knott [112] argued that if both crack 
planes occur, it would result in non-crystallographic fracture surface. Lynch [66] reported 
that in the aggressive environment, CF crystallographic fracture plane corresponds to 
{100} with crack propagation direction of <110>. In Figure 6-1, Garret and Knott [112] 
explained that if slip is restricted to one specific set of conditions, crystallographic 
features could occur as observed in many studies. They considered a reversed Lomer-
Cottrell process and argued that under stress conditions, it is favorable in energy that 
orientation (a) (Figure 6-1) is in preference to orientation (b) (Figure 6-1) thus the slip 
tends to occur on planes intersecting {100} [112]. They also argued that orientation (a) 
results in smaller crack opening than orientation (b) [112]. Tests in inert environments 
(air and Argon) have shown ‘river pattern’ and crystallographic features [134], which 
supports Garrett and Knott’s argument. However, Panteli et al. [40] argued that those 
‘inert’ environments actually contain significant amount of oxygen, and their tests in 
Argon mixed hydrogen showed no crystallographic features. They suggested that it is 
oxidation that restricts the slip and results in slip planarity [40]. It has been shown that at 
temperature of 200-400 ˚C, iron crystallographic orientation of (001) has faster oxidation 
rate than that of (011) [135].  
Those evidence did not exclude the possible role of corrosion-generated hydrogen 
in affecting the slip behavior, due to the difficulty of separating the corrosion-oxidation 
effect from the corrosion-generated hydrogen effect. Ulmer et al. [129] calculated the 
stacking fault energy of 304 SS as 15 to 30 mJ/m2, and they suggested that such low 
stacking low energy is expected to lead to wider partial dislocation separation, more 
planar dislocation arrays and reduced cross slip. They also pointed out that even though 
slip planarity exists in 304 SS, effect of solute hydrogen could be seen from the coarser 
fracture features [129]. However, in their tests, the hydrogen concentration is as high as 
0.6 at.% (6000 at.ppm). Martin et al. [136] studied the features of quasi-cleavage surfaces 
of pipeline steel by a combination of topographical reconstruction of SEM fractographs 
and TEM study of microstructure. They pointed out that ridges on the quasi-cleavage 
surfaces can be correlated with sub-surface intense and highly localized deformation 
bands, and such features could be attributed to hydrogen enhancing and localizing plastic 
processes [136]. We would like to stress that it is dangerous to solely rely on the 
fractography analysis to interpret the hydrogen effect and infer the crack growth 
mechanism. Additional validation on the origin of fractographic features is needed.     
 
Figure 6-1: Crystallographic orientations of the fracture plane, crack tip direction 
and slip planes in FCC metals. Reproduced from Ref. [112].  
6.1.2 Challenge of deuterium/hydrogen measurement 
The key task of understanding the hydrogen effect is to accurately measure the 
hydrogen concentration and distribution. Even though measurements of deuterium 
provide good proxy to understand the hydrogen effect, there are still some issues raised 
by the measurement techniques. In our tests, we noticed that the D abundance measured 
by SIMS is much lower than the calculation based on the equilibrium D concentration. 
According to Sievert’s law, equilibrium hydrogen concentration CH could be estimated 
using Eq. (6-1) [137]. In Eq. (6-1), hydrogen pressure p should be the hydrogen fugacity 
𝑓𝐻2 , but at low pressures, it is usually assumed that hydrogen fugacity equals hydrogen 
pressure [138]. In stainless steels, we used Ks0 = 6.7×10
17 at. H cm-3 Pa-1/2, Es = 0.16 eV 
[137]. We estimated the hydrogen pressure/fugacity p as 0.1 atm according to Ref. [139]. 
With an assumed material density of 7.874 g/cm3, the equilibrium concentration of 
hydrogen is approximately 0.52 wt. ppm. Even though different literature sources [138] 
gave different parameters in Eq. (6-1), the deuterium concentration level is expected to be 
on the order of 0.1-1 wt. ppm. The expected D abundance should be at least 2%.  
 𝐶𝐻 = 𝑝
1
2𝐾𝑠0 exp (−
𝐸𝑠
𝑘𝑇
) (6-1) 
It should be also noted that SIMS only analyzes the surface of the material, and 
the depth of analysis is only a few nanometers. Assuming a diffusion model, the value of 
H or D concentration within the surface and subsurface layers that SIMS analyzed is 
nearly zero. Even though a diffusion-limited model can explain the low level of 
deuterium concentration near surface, it does not explain the low level of D abundance if 
the diffusion model applies to both hydrogen and deuterium. It is possible that the 
background hydrogen is so high that it deflates the D abundance, but the SIMS analysis 
was performed under ultra-high vacuum conditions and experience suggests that this is 
likely not the case.  Even though hydrogen yields 10 times more counts than Fe in the 
negative polarity, we did not obtain consistent images of the H count distribution in 
Region I and Region II (Figure 4-18). This might be an indication of background 
hydrogen in spite of the high vacuum, while it’s unknown what the level would be. It 
might be also possible that the SIMS-detected hydrogen and deuterium are trapped H/D 
so that their concentrations are kinetics-limited rather than diffusion-limited. Even for 
diffusible H/D, it’s been suggested that at low temperature and low hydrogen pressure, 
the kinetic process is the rate-limiting step [137] [73], where the recombination of 
hydrogen/deuterium on the surface is a slow process. After leaving the sample in the 
SIMS chamber overnight, the measurements showed increase in D abundance by about a 
factor of 2. This seems to support the kinetics model. Additional studies are required to 
verify the mechanism. 
One thing we need to point out is that the diffusivity of hydrogen in austenitic 
stainless steels is very low at room temperature. According to Ref. [97], the hydrogen 
diffusivity in 304 SS can be fitted to Eq. (6-2), which yields the diffusivity at room 
temperature as 1.1×10-16 m2/s. This low diffusivity means that post-test exposure of 
sample at room temperature should not affect the bulk measurements. However, for 
surface measurements like SIMS, post-test exposure is likely to have an effect on the 
surface or surface concentration of hydrogen/deuterium (see Figure 3-9). Further study is 
necessary on how representative the SIMS measurements is for inferring the bulk 
concentration.  
 𝐷𝐻 = 2.72 ∗ 10
−6 [
m2
s
] exp(−
54.3 [
kJ
mol]
RT
) (6-2) 
 
6.1.3 Is there hydrogen effect? 
In this thesis, we concluded that deuterium enters the materials from the aqueous 
environment, and it enriches in the plastic zone area ahead of crack tip. However, we 
didn’t conclude on how such behavior is related to the crack growth of materials. As 
mentioned in Chapter 2, researchers haven’t stopped proposing models to link the 
hydrogen with materials’ failure, but almost all of them contain one or more unknown 
parameters that are adjusted to fit experimental data [140], and few of them validated the 
mechanistic assumptions and provided good predictability.  
In our experiments, we have shown that it is unlikely the internal hydrogen and 
dissolved hydrogen gas are responsible for the observed enhanced crack growth. The 
only possible effect would come from the corrosion generated hydrogen. Scott et al. 
proposed a model that assumed the rate-determining process is hydrogen production 
[141]. In their tests at low potentials below -800 mV, they argued that significant 
dissolution of crack tip is unlikely and thus hydrogen embrittlement is responsible for the 
crack growth enhancement [141]. They postulated that hydrogen is generated by 
corrosion and its flux is proportional to the cathodic current density, while the model 
itself did not specify damage criterion [141]. Wei et al. [142] proposed a chemical model, 
which is also linearly additive as shown in Eq. (6-3). In Eq. (6-3), the total measured 
CGR is considered to be the sum of environmentally enhanced CGR ((
𝑑𝑎
𝑑𝑁
)
𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑
) and 
mechanically driven CGR ((
𝑑𝑎
𝑑𝑁
)
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙
).  According to Wei et al. [142], hydrogen is 
generated by electrochemical reactions along the crack surfaces, and accumulates head of 
crack tip. In their model, they assumed that rate controlling process is coupled 
electrochemical surface reactions and assumed a critical hydrogen concentration for the 
damage criterion [142]. Although they started with the assumption on physical and 
chemical process, their model requires fitting on lots of parameters, as shown in Eq. (6-4) 
where (
𝑑𝑎
𝑑𝑁
)
𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑
 is fitted in form of Paris’ law, 𝜅 is reaction rate constant and f is 
loading frequency.   
 
𝑑𝑎
𝑑𝑁
= (
𝑑𝑎
𝑑𝑁
)
𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑
+ (
𝑑𝑎
𝑑𝑁
)
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙
  (6-3) 
 (
𝑑𝑎
𝑑𝑁
)
𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑
= (
𝑑𝑎
𝑑𝑁
)
𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑
(1 − exp (−
𝜅
𝑓
))  (6-4) 
Then it comes to the questions: (i) how much hydrogen could be generated by 
corrosion at the crack tip; (ii) how such hydrogen causes the failure. For the first 
question, Wei et al. [142] proposed Eq. (6-5) for the amount of hydrogen produced by the 
electrochemical surface reactions. In Eq. (6-5), γ is the the proportion of the current used 
to create hydrogen, Acs is the area adjacent to the crack tip over which the cathodic 
reduction takes place, F is Faraday’s constant and 𝑞(𝜅𝑡) is an ‘effective’ net charge 
transfer over a single loading cycle with 𝜅 as rate constant and t as reaction time. This 
equation contains terms that are difficult to estimate. Gembara et al. [143] proposed a 
mathematical model for the surface concentration of hydrogen on the crack tip as Eq. 
(6-6). In Eq. (6-6), mHads is the hydrogen amount absorbed by unit surface, 𝐴∗ is an 
empirical constant and was estimated as 0.024, i is anodic dissolution current density. 
The plot of mHads vs. current density is shown in  Figure 6-2. Turnbull [143] measured 
that the crack tip current density is less than 10-3 mA/cm2 at 5 ˚C and Moshier and James 
[144] measured, from the polarization tests on low alloy steels at 245 ˚C, that the current 
density is on the order of 0.01-0.1 mA/cm2. If assuming the crack tip current density as 
10-3 mA/cm2, we can get the crack tip surface hydrogen amount as 0.36 µg/cm2. Such 
surface hydrogen could affect the crack growth directly according to the adsorption-based 
mechanism, or it could enter the material and accumulate ahead of crack tip. The surface 
hydrogen is considered to either lower the surface energy [145] or affect localized slip 
process [66]. Some researchers have reported the critical surface hydrogen concentration 
for the embrittlement [146]. However, the physical process is still unclear and there lacks 
a mathematical description of such hydrogen surface effect. For the surface hydrogen to 
accumulate ahead of crack tip, hydrogen diffusion has to compete with crack 
propagation. Analysis has indicated that hydrogen should not diffuse more than one or 
two atomic distances ahead of crack tips for a diffusivity vs. crack velocity (D/v) ratio of 
less than ~ 10-8 cm [147]. In our tests, the D/v ratio is on the order of 0.1-10 cm. 
Therefore, no matter under short or long rise time in our tests, there is enough time for 
surface hydrogen to accumulate ahead of crack tip. 
 𝑐𝐻𝑎𝑑𝑠 =
𝛾
𝐴𝑐𝑠𝐹
𝑞(𝜅𝑡)  (6-5) 
 𝑚𝐻𝑎𝑑𝑠 = 𝐴
∗√|𝑖|
4   (6-6) 
 
Figure 6-2: surface hydrogen concentration at the crack tip as a function of anodic 
dissolution current density. Reproduced from Ref. [148]. 
In many models, hydrogen enters into materials and enriches ahead of crack tip or 
to certain locations (e.g. grain boundaries), and reaches a critical concentration which is 
linked to failure criterion. The most difficult part of developing hydrogen model is to 
determine the failure criterion. In decohesion model, hydrogen is considered to 
accumulate ahead of the crack tip and reduces the cohesive strength over a critical 
distance 𝜒 into the fracture process zone [140]. Under such assumption, the stage II crack 
growth rate was proposed as Eq. (6-7). In Eq. (6-7), Deff is the effective diffusivity that 
takes into account the hydrostatic stress and hydrogen trapping, ξ is the sum of the 
binding energy for the trap state that is the dominant H-damage site plus the lattice 
dilation effect, and T0 is the temperature where CGR falls to zero [140]. In the tests of 
SCC on type 321 SS, Qiao et al. [143] observed that hydrogen entered and enrich at the 
crack tip, but the concentration is lower than threshold value needed to induce cracking. 
Maier et al. [136] reported the critical hydrogen concentration needed ahead of crack tip 
for the hydrogen-induced crack propagation as one H atom per 106 Fe atom (1 at.ppm). 
They believed that such concentration is too low for a decohesion mechanism to operate 
[136]. Moody et al. [149] considered the microvoid formation at slip band intersections 
as the critical event in the fracture process and correlated the hydrogen concentration at 
slip band with the fracture strain. To account for the frequency dependence of 
environmentally enhanced crack growth, Gingell and King [150] proposed a model based 
on hydrogen diffusion ahead of crack tip and assumed critical hydrogen concentration 
(CH/CS, ratio of critical hydrogen concentration over surface hydrogen concentration) as 
0.26. Their model postulated that during each cycle, hydrogen diffuses and reaches 
critical concentration into a distance which equals to incremental crack length per cycle, 
as shown in Eq. (6-8). However, applying this model for our tests significantly 
overestimates the CGRs.  
 
𝑑𝑎
𝑑𝑡
=
4𝐷𝑒𝑓𝑓
𝜒
(1 − exp(
𝜉(𝑇 − 𝑇0)
𝑅𝑇𝑇0
))
2
  (6-7) 
 log (
𝑑𝑎
𝑑𝑁
) =
1
2
log(𝑡𝑅) + log [2√𝐷𝐻 erf
−1 (1 −
𝐶𝐻
𝐶𝑠
)]  (6-8) 
Song and Curtin [151] observed the phase transformation of α-Fe at the crack tip 
using molecular dynamic simulation. The phase transformation takes place in a H-rich 
region at the crack tip where atomic ratio of H:Fe is between 0.6 to 0.8 [151]. They 
suggested a parameter-free model as Eq. (6-9) based on hydrogen aggregation due to 
loading, diffusion, concentration and temperature [151]. In this model which was 
originally developed for α-Fe under monotonic loading, D is the hydrogen diffusion 
coefficient, c0 is the bulk hydrogen concentration (at.ppm), Ω is the partial volume of an 
H interstitial in Fe (suggested as 3.818 Å3), Δa is suggested to be the same as initial crack 
length a0 [151]. Since the model was developed for monotonic loading, it doesn’t 
explicitly show the frequency effect as observed in experiments. Xing et al. [152] 
proposed Eq. (6-10) for the conditions of cyclic loading, and their model incorporated the 
frequency effect. However, in their model, they assumed that hydrogen saturates at a 
zone at and ahead the crack tip of a length of L, which is represented as Eq. (6-10)[152]. 
This saturated zone, according to Xing et al., has the hydrogen atomic ratio over iron as 
1. A simple estimation using c0 = 10 at.ppm suggested by Xing et al. and KI = 30 MPa√m 
yields L = 1.8 µm. Even assuming c0 = 224 at.ppm (about 4 wt.ppm), L = 334 nm. This 
saturated zone is different from the one proposed by Song and Curtin in terms of size. In 
Song and Curtin’s simulations, the cell size is only on the order of 400 Å, so the H-rich 
region suggested by them is extremely small [151]. While according to Xing et al.’s 
model, the saturated zone is large enough to be observed by current techniques. However, 
such large hydride-like (atomic ratio H:Fe = 1) area has not been observed in 
experiments. It is questionable whether such assumption of saturated zone (Eq. (6-10)) is 
valid.  
 
𝑑𝑎
𝑑𝑡
=
4
𝜋
𝐷Ω
𝑘𝐵𝑇
 
(1 + 𝜈)𝐾𝐼
3√2𝜋
(
𝜋𝑐0
𝑎0
)
5/4
Δ𝑎−1/4 (6-9) 
 𝐿 = (
4
𝜋
Ω
𝑘𝐵𝑇
 
(1 + 𝜈)𝐾𝐼
3√2𝜋 ln (
1
𝑐0
)
)
2
 (6-10) 
In summary, hydrogen might play a role in crack enhancement by either having 
surface effect or accumulating ahead of crack tip to a critical concentration that could be 
linked to final failure. However, the available models could not explain the experimental 
observations we have in this thesis. Further development on the hydrogen effect model is 
needed in terms of specifying detailed physical process, minimizing empirical parameters 
and validating mechanistic assumptions.  
6.2 Understanding retardation 
As introduced in Chapter 2, the study on the crack retardation is inadequate. 
Oxide closure mechanism and creep-induced retardation mechanism have been 
considered by previous researchers. In this section, we will provide both evidence that is 
against the oxide closure mechanism. And we will consider a corrosion blunting 
mechanism to explain our experimental observations.  
6.2.1 Evidence against oxide closure 
The direct evidence against the oxide closure mechanism is that the fracture 
surfaces under long rise time (51 s) are covered with fine octahedral oxide particles, as 
shown in Figure 5-8. Those oxide particles do not show any indication of being smashed 
which might be needed to lower the effective ΔK as oxide closure mechanism suggests. 
Mills [38] also suggested that oxide closure mechanism might be only activated under 
low R ratio. For high R ratio as in our tests, oxide closure mechanism might not be 
responsible for the observed crack retardation.    
Besides the fractography, we would also like to examine whether the predictions 
of oxide closure model could match our experimental data. We consider the model 
proposed by Xing et al. [76] as Eq. (2-4), assuming that oxide closure lowers the effective 
ΔK. In this model, we define ξ as Eq. (6-11) so that the effective ΔK, ΔKeff, is Kmax(1-ξ). 
Based on the model, the value of ΔKeff depends on anodic current density ia and the 
retarded CGRs. Figure 6-3 shows the ξ as a function of retarded CGRs for different levels 
of current density. We can see that in order for the effective ΔK to be smaller than 
programmed ΔK, the current density has to be above a certain value. For the range of 
CGRs (10-8 – 10-6 mm/s) we consider here, the current density should be above 0.03 
mA/cm2. The assumption of oxide closure is that oxides only lower the effective ΔK but 
do not change other mechanisms that are driving the crack growth. Therefore, if we plot 
the data using effective ΔK, we are supposed to see an enhancement as seen in low S heat 
specimens. Figure 6-4 exemplifies what oxide closure model restores the retarded CGRs, 
where the point estimates (blue circle) are calculated from the measured retarded CGRs 
(red triangle) in high S heat specimens, the line estimates (blue dotted line) are calculated 
from the fitted retarded CGRs (red line) in high S heat specimens in our tests. We can see 
that oxide closure model does not restore the CGRs to the enhanced line (ASME N-809), 
and for retardation at low ΔK, it tends to shift the effective ΔK to about one order of 
magnitude lower. The explanation on the discrepancy between the line estimates of oxide 
closure model and enhanced line could be that there also exists oxide closure to some 
degree in the enhanced CGRs. However, this is not evident on the clean fracture surfaces 
with enhanced CGRs. We can conclude that oxide closure model is inadequate to explain 
the observed retardation in our experiments.   
 𝜉 =
𝐾𝑐𝑙
𝐾𝑚𝑎𝑥
  (6-11) 
 
(a) 
 Figure 6-3: (a) K ratio ξ as a function of CGRs for different coarse levels of 
current density; (b) K ration ξ as a function of CGRs for different fine levels of current 
density between 0.01 mA/cm2 and 0.1 mA/cm2 with an interval of 0.01 mA/cm2. Rise 
time is set as 51 seconds.  
 
Figure 6-4: da/dN vs. ΔK. The point and line estimates are from the oxide closure 
model plotting da/dN vs. ΔKeff (current density was set as 0.04 mA/cm2).  
(b) 
6.2.2 Dual role of corrosion 
To better explain our experimental observations, we emphasize the concept of 
corrosion blunting. Corrosion has dual role in the crack propagation process [153]: (i) 
dissolving the crack tip and producing sharp crack tip radius; (ii) dissolving the crack 
walls or the vicinity of the crack tip as well and producing blunt crack tip radius. The 
resulted crack growth is the competition between the described two processes. Next, we 
will take a closer look at these two processes and provide a mathematical description of 
them.  
In corrosion blunting, the crack tip radius increases because of anodic dissolution. 
This causes the decrease in effective ΔK. Austen [154] proposed the effective ΔK, ΔKeff, 
to be Eq. (6-12) where 𝜌𝑠ℎ𝑎𝑟𝑝 is the crack tip radius under air fatigue and 𝜌𝑏𝑙𝑢𝑛𝑡 is the 
crack tip radius under corrosion blunting while in the absence of crack enhancement 
mechanism. We could then define the corrosion blunting factor, β, as Eq. (6-13) where n 
is the material exponent in Table 1-3 for air fatigue (that equals 3.3). Now the task is to 
estimate 𝜌𝑠ℎ𝑎𝑟𝑝 and 𝜌𝑏𝑙𝑢𝑛𝑡. Austen [154] proposed a model as shown in Figure 6-5. 
Mechanical fatigue produces striation and crack opening displacement (COD). We can 
postulate a cylinder with a radius of ρ that represents such structure at the crack tip. 
Based on volume conservation, we could obtain the crack tip radius for air fatigue from 
Eq. (6-14)[154].  
 ∆𝐾𝑒𝑓𝑓 = ∆𝐾√
𝜌𝑠ℎ𝑎𝑟𝑝
𝜌𝑏𝑙𝑢𝑛𝑡
  (6-12) 
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𝜌𝑠ℎ𝑎𝑟𝑝
𝜌𝑏𝑙𝑢𝑛𝑡
)
𝑛/2
  (6-13) 
 
Figure 6-5: Proposed model for estimation of crack tip radius. Left: striation 
formation due to mechanical fatigue; Right: equivalent crack tip radius based on volume 
conservation. Reproduced from Ref. [154]. 
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Similarly, for corrosion blunting, we only need to add the dissolution volume as 
suggested by Eq. (6-15), thus we could obtain Eq. (6-16) for estimation of 𝜌𝑏𝑙𝑢𝑛𝑡. Note 
that in the estimation of β, the only unknown parameter that we need to tune is anodic 
current density i. From Figure 6-6, we can see that the corrosion blunting factor depends 
not only on ΔK but also anodic current density for given rise time tR. As the anodic 
current density is very low as 10-3 mA/cm2, the corrosion blunting effect is very small 
and almost negligible. As the anodic current density is high, the corrosion blunting effect 
is significant especially at low ΔK where mechanical fatigue is not dominant. Physically, 
this model makes sense and is able to explain the experimental observations. From the 
SEM measurements (Figure 4-13 and Figure 5-12), we observe that high S heat 
specimens show larger crack tip radius than low S heat specimens. If we assume that 
there exists an enhancement mechanism that produces enhanced CGRs (and thus the 
corresponding crack tip radius), and at the same time, there exists corrosion blunting 
effect, we only need to multiply the enhanced CGRs with the corrosion blunting factor β 
to supposedly get the retarded CGRs. Assuming current density as 1 mA/cm2, we can 
calculate the retarded CGRs as shown in Figure 6-7. We noticed that crack tip radius of 
calculated mechanical fatigue (~ 30 nm) is close to the observed crack tip radius of low S 
heat specimens, and the calculated corrosion blunted crack tip radius (~ 50 nm) is close to 
the observed crack tip radius of high S heat specimens. Even though the current density 
we assume here is higher than values reported in some literature [155], some literature 
[76][128] support that such level of current density is reasonable.   
 𝑑𝑖𝑠𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑣𝑜𝑙𝑢𝑚𝑒 =
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Figure 6-6: the corrosion blunting factor as a function of ΔK for different levels of 
anodic current density. The rise time is set as 51 seconds.  
10-3 mA/cm2 
0.01 mA/cm2 
0.1 mA/cm2 
1 mA/cm2 
 Figure 6-7: the calculated retarded CGRs by applying the corrosion blunting 
factor to the enhanced CGRs.  
Based on this model, we can explain the frequency dependence of crack growth 
behavior of high S materials. As mentioned before, combining our data and Mill’s data, 
we observed that there is higher degree of retardation at low (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
. In Figure 6-8, we 
can see that given a fixed current density, the corrosion blunting factor decreases as the 
rise time increases. This is consistent with what we observed in the experiments where at 
short rise time, the retardation is not significant, while at long rise time, the retardation is 
significant.  
 Figure 6-8: the corrosion blunting factor as a function of anodic current density 
for different rise times. ΔK is set as 8 MPa√m. 
Electrochemical studies have supported that steels containing high sulfur 
concentration exhibit lower corrosion resistance. Wilde and Armijo [156] observed that 
in austenitic stainless steels (14Cr-14Ni), severity of the corrosion pitting attack increases 
with increased sulfur content. They found out that anodic dissolution rate increased when 
sulfur content was increased from 80 to 1700 ppm, and the increase in sulfur content 
increases the exchange current density for metal dissolution and is responsible for the 
accelerated anodic dissolution rate [156]. Chun [157] suggested that following the 
dissolution of MnS inclusions (Reac. (5-2)), the iron oxidation rate is increased due to the 
adsorption of HS- ions on the metal surface, as shown in Reac. (6-17) and (6-18). In the 
acidic solutions which might be the crack tip environment, HS- exists in form of H2S 
which acts like catalyst [157]. Based on such assumptions, Chun [157] suggested that the 
total current as Eq. (6-19) where IFe and IFe’ are expressed as Eq. (6-20) and (6-21) 
respectively. As suggested by Chun [157], when sulfur concentration is low, IFe’ is 
5.1 s 
51 s 
510 s 
5100 s 
negligible and IFe dominates, which corresponds to the low S materials; for high S 
materials, as sulfur dissolves due to MnS dissolution, the sulfur concentration increases, 
giving rise to the increase of IFe’.  
 (𝐹𝑒𝐻𝑆−)𝑎𝑑𝑠  → (𝐹𝑒𝐻𝑆)
+ + 2𝑒− (6-17) 
 (𝐹𝑒𝐻𝑆)+ + 𝐻+  → 𝐹𝑒2+ + 𝐻2𝑆  (6-18) 
 𝐼 = 𝐼𝐹𝑒 + 𝐼𝐹𝑒′ (6-19) 
 𝐼𝐹𝑒 = 𝑘𝐹𝑒𝑒
𝛼𝐹𝑒𝑓(𝐸−𝐸𝐹𝑒
𝑜 )  (6-20) 
 𝐼𝐹𝑒′ = 𝑘𝐹𝑒′[𝐻2𝑆]𝑒
𝛼𝐹𝑒′𝑓(𝐸−𝐸𝐹𝑒′
𝑜 )  (6-21) 
In summary, using the concept and modeling of corrosion blunting, we can 
explain our experimental observations: (i) the difference between low and high S heat 
specimens – MnS dissolution increasing anodic dissolution thus blunting the crack tip; 
(ii) the rise time effect – longer rise time providing longer reaction time of dissolution. In 
the anodic dissolution model, corrosion’s role in accelerating the crack propagation is 
emphasized. Here we emphasize the role of corrosion in retarding the crack propagation 
by mass removal of blunting the crack tip. The dual role of corrosion was also mentioned 
in previous literature but within different context. Jones [158] suggested that instead of 
the mass removal by anodic dissolution, the divacancies generated by anodic dissolution 
accumulate ahead of the crack tip, relieve the strain hardening at surface slip bands 
during crack initiation, brittle cleavage on prismatic planes, and thus advance the crack. 
Such vacancies can also relax the stress ahead of the crack tip and thus retards the crack 
growth [38]. The dual role of corrosion is attributed to affecting the creep behavior of 
materials. However, there lacks the mathematical description of such role of corrosion. 
Hence, it is difficult to validate this hypothesis with experimental data. The benefit of 
mass removal model is that it has explicit mathematical description of relevant physical 
process thus easy to validate and could be implemented for engineering practices. 
6.3 A unified mechanism? 
As mentioned before, corrosion could also advance the crack growth, which is the 
basic idea of anodic dissolution model. We are interested to know if the anodic 
dissolution model based on mass removal could unify the crack enhancement and 
retardation. We assume a linearly additive model as Eq. (6-3). With the assumption that 
crack enhancement is attributed to anodic dissolution only, we could obtain the model as 
Eq. (6-22), proposed by Ford and Andresen [159]. The anodic current density could be 
expressed as Eq. (6-23) which is supposed to be correlated with crack tip strain rate. 
Researchers have suggested many expressions of crack tip strain rate. Some of them are 
complicated and implicit with CGRs [160], which makes it difficult to solve for CGRs. 
Here we used the equation proposed by Engelhardlt and MacDonald [161] as Eq. (6-24) 
and (6-25), which were specifically proposed for 304 SS. The parameters used in the 
model are shown in Table 6-1, which were suggested for 304L SS. We adopted most of 
the values from Ref. [162], and we chose slop of the current decay curve as 0.6 from the 
suggested range of 0.45-0.7. Using such model, we could also incorporate simulations for 
high S heat materials by considering the corrosion blunting as described in the previous 
section.  
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Table 6-1: parameters in the anodic dissolution model for 304/304L SS. 
Parameter Value 
Atomic weight, M (g/mol) 55.38 
Number of equivalents exchanged, z 2.67 
Oxidization current density (Low S heat 
materials), i0 (A/cm
2) 
0.3 
Oxidization current density (High S heat 
materials), i0 (A/cm
2) 
50 
Fracture strain of oxide film, εf 0.0008 (Ref. [162]) 
Density, d (g/cm3) 7.86 
Duration of constant i0, t0 (s) 0.2 (Ref. [162]) 
Faraday’s constant, F (C/mol) 96500 
Slope of the current decay curve, m (Low 
S heat materials) 
0.6 (Ref. [162]) 
Slope of the current decay curve, m (High 
S heat materials) 
0.2 
 
 Figure 6-9: time domain plot of simulated data compared to the measured low S 
heat data.  
 
Figure 6-10: time domain plot of simulated data (circle) compared to the 
measured data (triangle) for both low S and high S heat materials.  
From Figure 6-9 and Figure 6-10, we can see that the model could fit the 
experimental data well. However, we could notice that the oxidization current density i0 
was adjusted to a very high value. Such value has never been reported in experiments, 
even though many models [162][154] have adopted such high current density without 
validating it. If we assume a more reasonable current density on the order of 0.01-0.1 
mA/cm2 that appears in literature frequently [155], the CGR due to anodic dissolution 
mass removal is at least one order of magnitude smaller than that due to mechanical 
fatigue. Thus, the contribution of anodic dissolution mass removal is very small. In 
addition, we notice that at high (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
 (which also corresponds to short rise time or high 
frequency in our tests), the simulation data do not fit well for high S heat materials, 
significantly underestimating the CGRs. All those evidence might indicate that at high 
(
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
, there might exist another mechanism that is activated. Such mechanism 
dominates at low (
𝑑𝑎
𝑑𝑡
)
𝑎𝑖𝑟
, exhibiting enhanced crack growth compared to air, and it 
competes with the corrosion blunting at the same time. Corrosion blunting will add 
retardation effect on such enhanced crack growth, and it dominates at high anodic current 
density and/or long rise time (or low frequency). Both this thesis work and previous 
literature indicate that such enhancement mechanism comes from the environment, likely 
from corrosion [40]. This enhancement mechanism might be from the hydrogen effect, 
but further research is needed to validate such assumption.  
 
 
  
Chapter 7: Conclusion and Future Work 
7.1 Conclusion 
In this thesis work, we have combined high temperature autoclave testing, post-
test characterization and mechanistic modeling to understand the crack growth 
mechanism of austenitic stainless steels in simulated LWR environments. We have 
determined and analyzed the enhanced crack growth rates of 304/304L SS with low 
sulfur content; we have determined and analyzed the retarded crack growth rates of 
304/304L SS with high sulfur content. Based on our analyses, we would like to highlight 
three findings: 
(1) Interpretation of crack growth mechanism should not solely rely on 
fractographic features. Fractography analysis is important for inferring the fracture events 
during crack growth. But if without additional support, it could be misleading. Controlled 
experiments could be used to validate the assumption behind fractography analysis. 
(2) Crack retardation could be understood using the concept and modeling of 
corrosion blunting. Within this context, MnS dissolution is considered to increase the 
anodic current density; longer rise time is considered to increase the reaction time of 
dissolution.  
(3) There should exist an enhancement mechanism which comes from the 
aqueous environment, possibly corrosion generated hydrogen. The actual crack growth is 
the result of competition between enhancement mechanism and corrosion blunting. 
From our work, we notice that current standard ASME N-809 has provided excess 
conservatism for austenitic stainless steels by covering the environmental effect. Low and 
high S heat materials behave similarly at high frequency (short rise time). However, 
ASME N-809 suggested higher CGRs for high S heat materials under specific conditions 
(e.g. long rise time). This gives excessive conservatism to high S heat materials. Since the 
sulfur content of high S heat materials is within the specification of AISI standards, there 
is no need to fabricate or select low S heat materials from the consideration of corrosion 
fatigue.  
The corrosion blunting, which is considered to be responsible for the crack 
retardation, also suggests a way for the mitigation of corrosion fatigue. Panteli [40] 
injected a sulfide solution (Na2S) into the crack enclave of a low S heat material and 
observed crack retardation. In contrast, they didn’t observe altered crack growth behavior 
by injecting sulfate species (Li2SO4) [40]. This finding not only agrees with the 
hypothesis that S2- promotes corrosion current density by catalyzing the anodic 
dissolution, but also suggests a method to retard a propagating crack. During power plan 
operation, if a crack has been detected while no immediate action could be taken, 
injection of sulfide species into the crack enclave could help save time for the further 
action. However, it should be noted that injection of sulfide solution into NPP systems 
may cause damage to another material or part of the plant. It was observed in low alloy 
ferritic steels (reactor pressure vessel steels), additions of as little as 1-2 ppm of sulfate to 
the bulk environment are sufficient to lead to the onset of EAC [163]. The feasibility of 
this mitigation method could be considered and validated in future code/standard 
development.    
7.2 Proposed framework for future work 
For future work, we would like to emphasize three important parts: (i) controlled 
experiment. Either corrosion fatigue or SCC is a multivariate challenge. To study the 
effect of a single factor (e.g. dissolved hydrogen), other factors need to be well 
controlled; (ii) accurate measurement. Different characterization techniques should be 
implemented to achieve consistency of research interpretation; (iii) parameter-free 
modeling. Empirical modeling introduces parameters that either do not have physical 
meaning or are nearly impossible to be determined from the experiments. We would like 
to emphasize the modeling that has mechanistic bases. 
In our thesis work, the role of corrosion-generated hydrogen is inconclusive. It 
could have surface effect by lowering the surface energy or facilitating the injection of 
dislocations [56]. To separate such surface effect, we could design an experiment forcing 
the crack velocity to be faster than hydrogen diffusion. However, this might result in 
large ΔK and shift the crack growth to stage III rather than stage II. On the other hand, 
atomistic modeling is needed to understand how hydrogen lowers the surface energy of 
alloys. Mesoscale modeling is needed to understand how surface hydrogen affects the 
dislocation behavior. Another way of corrosion-generated hydrogen affecting crack 
growth is to reach a critical hydrogen concentration ahead of crack tip. It is important to 
measure whether there is critical hydrogen concentration and how much it is. To study 
this, specimens could be cathodically charged and tested in high temperature air. This 
mimics the corrosion process which restricts a certain amount of hydrogen around the 
surface and crack tip area. Alternatively, ‘baked’ specimens could be tested in D2O water 
and corrosion generated-deuterium could be analyzed post-test. Combining the advanced 
characterization techniques (such as ToF-SIMS or Nano-SIMS) and diffusion modeling, 
we would be able to determine the local hydrogen concentration around the crack tip area 
and infer the critical hydrogen concentration.  
In our thesis work, we suggest the role of alloying sulfur in enhancing corrosion. 
We would like to get more supportive evidence from crack tip chemistry modeling and 
electrochemical testing. The challenges of crack tip chemistry modeling include the 
description of chemical and electrochemical process, determination of reaction 
parameters and validation from the experiments. Some models have been developed for 
low alloy steels with the consideration of the effect of alloying sulfur [157]. However, 
generalization of such models to austenitic stainless steels has not been made yet. On the 
other hand, electrochemical characterization is needed for low and high S heat specimens. 
The test matrix could consider different pH values to account for the pH gradient in the 
crack. The difference in electrochemical behavior (e.g. corrosion current) could help 
understand the alloying sulfur effect. It is also of interest to explore the effect of external 
sulfide concentrations on the crack growth behavior. Instead of injecting sulfide solution 
into crack enclaves, different concentrations of Na2S solution could be injected to the 
external aqueous environment. Then the crack growth behavior could be studied and 
compared to the results in this thesis work.         
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Appendix A 
Estimation of high temperature properties of 304/304L SSs 
The tensile properties of 304/304L SSs were described by a cubic polynomial 
regression function in Ref. [1], as shown in Eq. (A-1) where P is tensile property (for 
example, strength in unit of MPa or reduction of area), T is test temperature (in unit of 
˚C) and 𝑎𝑖 (i = 0, 1, 2, 3) is the regression coefficients. The regression coefficients used 
here are listed in Table A-1.  
 𝑃 = 𝑎0 + 𝑎1𝑇 + 𝑎2𝑇
2 + 𝑎3𝑇
3  (A-1) 
Table A-1: Regression coefficients for 304 SSs. 
Property  𝑎0 𝑎1 𝑎2 𝑎3 
0.2% yield strength 278 -5.84×10-1 9.40×10-4 -6.76×10-7 
Ultimate tensile strength 610 -1.28 3.38×10-3 -3.15×10-6 
Reduction of area 79.7 -6.96×10-2 1.93×10-4 -2.07×10-7 
Then we can estimate the properties of 304/304L SSs at 288 ˚C as shown in Table 
A-2. To evaluate the predictive power of Eq. (A-1), we calculated the estimated 0.2% 
yield strength at 315 ˚C as 166 MPa. If we compare the estimated value from Eq. (A-1) to 
the actual value of 132 MPa, we noticed that Eq. (A-1) seems to slightly predict higher 
value for the materials we are concerned with in this thesis. But the actual value falls 
within the 95% confidence interval of the estimates ([96.42MPa, 235.6MPa]).  
Table A-2: Estimation of properties of 304/304L SSs at 288 ˚C. 
Ultimate tensile 
strength (MPa) 
Standard 
error of 
estimates 
0.2% Yield 
strength 
(MPa) 
Standard 
error of 
estimates 
Reduction 
of area 
Standard 
error of 
estimates 
447 27.4 172 35.5 70.7% 5.8 
Appendix B 
Post-test correction of crack length and ΔK 
Fracture surface was examined after tests and the crack length was measured from 
the notch to the starting of the CF crack and to the end of the CF crack. The crack front 
was not even as shown in Figure B-1 and Figure B-2. Five points were measured on the 
crack front (Figure B-2) and averaged to represent the crack length.  
 
 
 Figure B-1: Fracture surface of the post-test specimens (a) specimen D2739-28; 
(b) specimen A16-32. Blue dash line denotes the notch. 
(a) 
(b) 
Outer surface 
Inner surface 
Inner surface 
Outer surface 
 Figure B-2: Measurement of crack front of specimen A16-32. The distance axis 
takes 0 as the middle of the specimen. 
The corrected crack length (measured from the notch), 𝑎, was calculated as Eq. 
(B-1) where 𝑎i is the corrected 𝑎 for increment i, 𝑎𝑖𝐷𝐶𝑃𝐷 is the DCPD measured 𝑎 for 
increment i, ∆𝑎𝑝𝑜𝑠𝑡 is the post-test measured fatigue crack length, and ∆𝑎𝐷𝐶𝑃𝐷 is the 
DCPD measured fatigue crack length, 𝑎𝑖𝑛𝑖𝑡𝑝𝑜𝑠𝑡 is the post-test measured 𝑎 for pre-
cracking. The relative error between corrected values and DCPD-measured value is 
within 20%. K value was adjusted using the corrected 𝑎 and also considering the pressure 
on the loading rod (about 611 pound-force). 
 𝑎i = 𝑎𝑖𝑛𝑖𝑡𝑝𝑜𝑠𝑡 + (𝑎𝑖𝐷𝐶𝑃𝐷 − 𝑎0𝐷𝐶𝑃𝐷) ×
∆𝑎𝑝𝑜𝑠𝑡
∆𝑎𝐷𝐶𝑃𝐷
  (B-1) 
 
  
Appendix C 
pH measurement and control of D2O water 
 When we are dealing with D2O water, we should be aware of that the dissociation 
equilibrium constant for heavy water is not 14 at room temperature (25 ˚C). The 
dissociation equilibrium constant of heavy water at room temperature is 14.869, which 
means neutral D2O water would yield pD (defined in the same way as pH) as 7.435. In 
light water, we run our experiments at pH=10 (@25 ˚C), which means we have [OH-] = 
10-4. Accordingly, in heavy water, we should have [OD-] = 10-4, which yields pD = 
10.869. 
However, direct measurement of pD is not possible since pH electrodes are 
typically constructed with light-water-based fill solutions and are calibrated using light 
water buffers [2]. We then define apparent pH as pHa, which represents the observed or 
measured pH value of the heavy water using traditional pH electrodes and buffer 
solutions. A general relation [3] between pHa and pD is as Eq. (C-1). 
 pHa = 𝑝𝐷 − 0.41  (C-1) 
which gives us the target value we should get from measurement as 10.459. 
Another relation between pHa and pH [2] is as Eq. (C-2) which gives us the target value 
we should get from measurement as 10.456. 
 pHa = 𝑝𝐻 + 0.456 (C-2) 
 
  
Appendix D: Characterization techniques 
D.1: Atom probe tomography 
This is a brief introduction to APT technique. More advanced details could be 
found in Ref. [3]. APT is a material analysis technique that offers extensive capabilities 
for both 3D imaging and chemical composition measurements down to the atomic scale. 
The APT sample is prepared in the form of a very sharp tip with tip radius of 50-100 nm 
using either focus ion beam machining or electro-polishing. The tip is placed in an ultra-
high vacuum chamber and is reduced to cryogenic temperatures (typically 20-100 K). A 
high voltage is applied to bias the sample. Such high voltage on the very small radius of 
the tip induces a very high electrostatic field (tens V/nm) at the tip surface, just below the 
point of atom evaporation. Either a laser pulse or a voltage pulse is applied to a counter 
electrode as shown in Figure D-1. This allows for individual atoms at the sample surface 
to be ejected as an ion from the sample surface by field effect (near 100% ionization), 
and be projected onto a position sensitive detector (PSD).  
 
Figure D-1: Schematic of APT working principle. Image is taken from 
http://atomprobe.materials.ox.ac.uk/ . 
Simultaneous measurements are allowed by the detector on the time of flight of 
the ions (the time between the laser or voltage pulse and the arrival on the PSD to 
determine the mass over charge ratio) and the (X, Y) position of the ion impact on the 
detector (the X-Y position and the order of arrival of the ions on the PSD to reconstruct 
the original position of the atoms on the tip). In some cases, identification of atomic 
species is difficult. For example, if there is superposition of differing ions with multiple 
electrons removed or the presence of complex species formation during evaporation, two 
or more species may have sufficiently close time-of-flights so that definitive 
identification is impossible.  
D.2: Scanning Auger Microscopy 
Scanning Auger Microscopy (SAM), also known as Auger electron spectroscopy 
(AES), probes the surface of interest with a focused electron beam under ultra-high 
vacuum conditions. The sample surface is bombarded with a high energy (3-10 kV) 
primary electron beam which results in the emission of secondary, backscattered and 
Auger electrons from the area of bombardment, as shown in Figure D-2. The secondary 
and backscattered electrons could be used for imaging purposes similar to SEM. The 
Auger electrons are emitted at discrete energies that are characteristic of the elements 
present on the sample surface. The information depth is limited by the mean free path of 
the Auger electrons traveling through the material. It is typically in the order of 0.5 to 5 
nm [5], which makes it very sensitive to the surface. All elements in the periodic table, 
except H and He, can be detected.  
 
Figure D-2: Schematic diagram of the Auger process. The incident primary 
electron causes the ejection of a K-shell election and eventually the emission of an Auger 
electron [5].  
D.3: Time-of-Flight Secondary Ion Mass Spectrometry 
Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) is a technique that 
uses a pulsed ion beam (Cs or microfocused Ga) to remove atoms from the surface and 
collects and analyzes ejected secondary ions. These secondary ions are then accelerated 
into a ‘flight tube’ and their mass is determined by measuring the exact time at which 
they reach the detector (i.e. time-of-flight). SIMS is the most sensitive surface analysis 
technique, with analysis depth of 1-2 nm [6]. ToF-SIMS is also referred to as ‘static’ 
SIMS because a low primary ion current is used to ‘tickle’ the sample surface to liberate 
ions, molecules and molecular clusters for analysis. In contrast, ‘dynamic’ SIMS uses a 
higher primary ion current and has a faster sputtering rate and thus produces a much 
higher ion yield. Thus, dynamic SIMS creates better counting statistics for trace 
elements, so it is better choice for quantitative analysis. The schematic diagram of SIMS 
is shown in Figure D-3. 
 
Figure D-3: Schematic diagram of ToF-SIMS [6]. 
 
  
Appendix E 
Sensitization test 
To ensure that heat-treated specimens are not susceptible to sensitization, we 
performed sensitization test according to ASTM G108-94 [7]. The tests were performed 
on three heat-treated (HT) samples and two as-received (AR) samples. According to 
ASTM G108-94, the samples were cut into a square of 1.2 – 1.5 cm in length. HT 
samples were cut from the corners of post-test CT specimens, and AR samples were cut 
from the raw cylinder. All samples were polished down to using 1 µm polycrystalline 
diamond suspension, and were cleaned in ultrasonic machine with acetone. 
Electrochemical reactivation tests were performed in 1 L of 0.5 M H2SO4 + 0.01 M 
KSCN at 30 ˚C. The reference is a Ag/AgCl reference electrode. Tests were run by a 
Gamry Electrochemical Instrument, and data were collected and analyzed by Gamry 
Echem software. Open circuit potential (OCP) was recorded to ensure samples have 
consistent values for AISI Type 304 (-305 mV to -405 mV). A potential of +245 mV 
versus Ag/AgCl electrode was applied and held for 2 min to make samples passivated. 
Then the potential scan in the active direction was started at the rate of 1.67 mV/s.  
After the tests, samples were removed from the electrochemical cell and 
examined under optical microscope. Figure E-1 shows the surface of post-test samples. 
Some of them looked darker due to the residual solution on the surface. Figure E-2 shows 
the polarization curves of all samples. We can see that two HT samples exhibit different 
behavior than AR samples, while one HT sample exhibits similar behavior as AR 
samples. From the metallography show in Figure E-3, we can tell subtle difference 
between AR and HT samples. It seems HT#1 showed clear grain boundaries. However, 
we did not observe a mix of intergranular attack and pitting as usually observed in 
sensitized samples. And this sample has been polarized at +245 mV vs. Ref for one more 
minute in order to achieve stable signal. The effect of this is unknown. HT#2, which 
behaves similarly as AR samples, also has similar metallography as AR samples. Because 
of the residual solution, HT#3’s metallography looks darker. Despite that, we did not see 
obvious severe intergranular attack nor pitting. According to ASTM G108-94, we 
calculated the normalized charge, Pa, as Eq. (E-1) and (E-2). In these equations, Q is the 
charge and we calculated it by integration under the anodic peaks, As is specimen area 
and G is grain size at 100X. Here, we chose G as 4 based on the metallography. The 
results were shown in Table E-1. According to the standard, Pa > 0.1 was considered as 
sensitization. From Table E-1, we can see all specimens showed a much smaller Pa than 
0.1. So we could conclude that despite that HT and AR samples do have subtle 
difference, neither of them showed sensitization. 
 𝑃𝑎 = 𝑄/𝑋  (E-1) 
 𝑋 = 𝐴𝑠[5.1 × 10
−3𝑒0.35𝐺]  (E-2) 
 
 
 
   
 
 Figure E-1: Optical image of post-test samples. 
 
Figure E-2: Polarization curves of tested samples.   
  
  
Figure E-3: (a) metallography of as-received sample (AR#1); (b) metallography 
of heat-treated sample (HT#1); (c) metallography of heat-treated sample (HT#2); (d) 
metallography of heat-treated sample (HT#3) 
Table E-1: Calculated normalized charge for each sample.  
 Q (Coulombs) X (cm2) Pa (Coulombs/cm
2) 
AR #1 1.72E-05 3.40E-02 5.07E-04 
AR #2 1.97E-05 4.65E-02 4.22E-04 
HT #1 3.68E-05 3.70E-02 9.94E-04 
HT #2 1.58E-05 3.34E-02 4.73E-04 
HT #3 4.54E-05 4.34E-02 1.05E-03 
 
 
(a) (b) 
(c) (d) 
Appendix F: CGR results 
F.1: CGR results of specimen D2739-LR-2 
The crack length as a function of time is shown in Figure F-1 for specimen 
D2739-LR-2. The cracks propagated linearly as time, and the crack growth rates were 
calculated from the slope of the curves in Figure F-1. The small kink in the Figure F-1 
was due to the electrical noise of another running system and was eliminated when 
calculating the crack growth rates.  
Table F-1: The corrected values of test on specimen D2739-LR-2. 
 Step 1 (tR = 5.1 s) Step 2 (tR = 51 s) 
ΔK (MPa√m) Δa (mm) ΔK (MPa√m) Δa (mm) 
D2739-LR-2 6.65 1.33 6.90 0.79 
 
 
 
Figure F-1: The crack length and ECP as a function of time for specimen D2739-
LR-2. Crack length includes pre-cracking length. Potential is referenced to SHE. 
F.2: CGR results of specimen D2739-28 
The crack length as a function of time is shown in Figure F-2 for specimen 
D2739-28. The cracks propagated linearly as time, and the crack growth rates were 
calculated from the slope of the curves in Figure F-2. Note that specimen D2739-28 had 
been soaked in the autoclave for 601 hours before the fatigue test. 
Table F-2: The corrected values of test on specimen D2739-28. 
 Step 1 (tR = 5.1 s) Step 2 (tR = 51 s) 
ΔK (MPa√m) Δa (mm) ΔK (MPa√m) Δa (mm) 
D2739-28 9.43 1.74 9.74 1.75 
 
 
Figure F-2: The crack length and ECP as a function of time for specimen D2739-
28. Crack length includes pre-cracking length. Potential is referenced to SHE. 
 
F.3: CGR results of specimen D2739-14 
The crack length as a function of time is shown in Figure F-3 for specimen 
D2739-14. The cracks propagated linearly as time, and the crack growth rates were 
calculated from the slope of the curves in Figure F-3. 
Table F-3: The corrected values of test on specimen D2739-14. 
 Step 1 (tR = 5.1 s) Step 2 (tR = 51 s) 
ΔK (MPa√m) Δa (mm) ΔK (MPa√m) Δa (mm) 
D2739-14 9.71 0.87 8.97 7.21 
 
 
Figure F-3: The crack length and ECP as a function of time for specimen D2739-
14. Crack length includes pre-cracking length. Potential is referenced to SHE. 
F.4: CGR results of specimen D2739-59 
The crack length as a function of time is shown in Figure F-4 for specimen 
D2739-59. The cracks propagated linearly as time, and the crack growth rates were 
calculated from the slope of the curves in Figure F-4. The gap in Figure F-4 was due to 
the acquisition software crash. The crash only affected the acquisition process and 
machine feedback (to sustain constant ΔK). Software was restored after 5 hours of the 
crash. Presumably, it shouldn’t affect the CGR calculations.   
Table F-4: The corrected values of test on specimen D2739-59. 
Step ΔK (MPa√m) Δa (mm) 
Step 1 (tR = 5.1 s) 7.93 0.93 
Step 2 (tR = 51 s) 8.31 0.96 
Step 3 (tR = 5.1 s) 8.26 0.67 
Step 4 (tR = 51 s) 8.62 0.68 
 
 
Figure F-4: The crack length and ECP as a function of time for specimen D2739-
59. Crack length includes pre-cracking length. Potential is referenced to SHE. 
F.5: CGR results of specimen A16-32 
The crack length as a function of time is shown in Figure F-5 for specimen A16-
32. We can notice that crack propagated linearly as time in Step 1, but when transiting to 
Step 2, crack propagated very slowly and then propagated fast. The slow-growth 
transition time was about 240 hours.  
Table F-5: The corrected values of test on specimen A16-32. 
 Step 1 (tR = 5.1 s) Step 2 (tR = 51 s) 
ΔK (MPa√m) Δa (mm) ΔK (MPa√m) Δa (mm) 
A16-32 7.33 0.87 7.93 0.74 
 
 
Figure F-5: The crack length and ECP as a function of time for specimen A16-32. 
Crack length includes pre-cracking length. Potential is referenced to SHE. 
 
  
Appendix G: Hypothesis testing 
G.1: Testing the significance of linear regression coefficients 
Given a linear regression as Eq. (G-1) where Y is a linear function of observed 
random variable X, we want to estimate the regression coefficient β. Under OLS, the 
estimated β, denoted as ?̂? , could be achieved by Eq. (G-2). The standard error, denoted 
as se(?̂?), could be calculated as Eq. (G-3) where σ is the sample variance and ?̅? is sample 
mean.   
 𝑌 = 𝑋𝛽 + 𝜀 (G-1) 
 ?̂? = (𝑋T𝑋)−1𝑋𝑇𝑌  (G-2) 
 𝑠𝑒(?̂? ) =
𝜎
√∑(𝑋𝑖 − ?̅?)2
  (G-3) 
Under the linear regression, the assumptions regarding error term 𝜀 are: (i) 
conditional mean is zero; (ii) variance is homoscedastic; (iii) zero variance with X. If 
error is normally and independently distributed 𝜀𝑖 ~ 𝑁(0, 𝜎
2), we will have regression 
coefficients ?̂?k ~ 𝑁(βk, σk
2) . Under such normality assumption, we could specify a 
hypothesis testing with Wald statistics 
?̂?k− 𝛽𝑘
𝜎𝑘
2 . Since we calculate σk using standard error, 
this translates into t statistics as Eq. (G-4) where k is the number of regressors. In this 
thesis, we would like to test whether or not the regression coefficient is greater than 1. 
We could simply assign null hypothesis H0: β = 1, and calculate the p-value of upper-
tailed t-test. Note that p-value represents how similar the distribution of the estimate to 
that under the null hypothesis when all above-mentioned assumptions hold. 
 
?̂? −  β
se(?̂? )
 ~ 𝑡(𝑛 − 𝑘 − 1)  (G-4) 
G.2: Kolmogorov–Smirnov test 
Kolmogorov-Smirnov (K-S) test quantifies a distance between the empirical 
distribution function of the sample, as shown in Eq. (G-5), and the cumulative 
distribution function of the reference distribution (one-sample K-S test) , or between the 
empirical distribution functions of two samples (two-sample K-S test) [8]. The K-S 
statistic for a given cumulative distribution function 𝐹1,𝑛(𝑥) with reference to 𝐹2,𝑚(𝑥) is 
as (G-6). The null hypothesis is rejected at level α if Eq. (G-7)holds and c(α) is given in 
Eq. (G-8). The two-sample K-S test checks whether the two data samples come from the 
same distribution [8].  
 𝐹𝑛(𝑥) =
1
𝑛
∑𝐼[−∞,𝑥](𝑋𝑖)
𝑛
𝑖=1
  (G-5) 
 𝐷𝑛,𝑚 = sup|𝐹1,𝑛(𝑥) − 𝐹2,𝑚(𝑥)|  (G-6) 
 𝐷𝑛,𝑚 > 𝑐(𝛼)√
𝑛 + 𝑚
𝑛𝑚
    (G-7) 
 𝑐(𝛼) =  √−
1
2
ln (
𝛼
2
)   (G-8) 
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