Abstract. In this paper we study Bezrukavnikov's exotic t-structure on the derived category of equivariant coherent sheaves on the Springer resolution of a connected reductive algebraic group defined over a field of positive characteristic with simply-connected derived subgroup. In particular, we show that the heart of the exotic t-structure is a graded highest weight category, and we study the tilting objects in this heart. Our main tool is the "geometric braid group action" studied by Bezrukavnikov and the second author.
1. Introduction 1.1. The exotic t-structure. Let G be a connected reductive algebraic group with simply-connected derived subgroup, defined over an algebraically closed field F of characteristic p. Let B be its flag variety and N := T * (B) be the corresponding Springer resolution. The exotic t-structure is a certain t-structure on the category D b Coh G×Gm ( N ) (defined in terms of an exceptional sequence) introduced by Bezrukavnikov in [B1] in the case p = 0. In this case, this t-structure was used in the proofs of a conjecture of Humphreys on the cohomology of tilting modules for Lusztig's quantum groups at a root of unity, see [B1] , and of some conjectures of Lusztig on the equivariant K-theory of Springer fibers, see [BM] .
1 See also [Do] for other properties and applications of this t-structure when p = 0.
The definition of this t-structure also makes sense when p > 0. It has appeared recently in [ARd] , with a condition on p, in the construction of an equivalence relating the category D b Coh G×Gm ( N ) with a category of constructible sheaves on the affine Grassmannian of the Langlands dual complex reductive group. (See [A2] for remarks and complements on this work.) Using the equivalence, Achar-Rider deduce some basic properties of the exotic t-structure. However, to obtain the equivalence, they need to assume that p is large enough so that the spherical parity sheaves on the affine Grassmannian are perverse, which had been shown to hold for p larger than explicit bounds in [JMW] .
1.2. Highest weight structure. In this note, we state the definition and prove the basic properties of the exotic t-structure, in a characteristic-free way and independent of connections to the affine Grassmannian. Our main motivation is the forthcoming work [MR] , where we apply these results to show that the equivalence C.M. thanks the Max Planck Institut für Mathematik in Bonn and MSRI in Berkeley for excellent working conditions. His stay at MSRI during the Fall 2014 semester was supported by NSF Grant No. 0932078000. S.R. was supported by ANR Grants No. ANR-2010-BLAN-110-02 and ANR-13-BS01-0001-01. 1 In [BM] the term "exotic t-structure" is used with a (related but) different meaning; the exotic t-structure of [B1] is called perversely exotic in loc. cit.
of categories of [ARd] (and some extensions thereof) exists under weaker assumptions on p. We are then able to deduce as a corollary that the spherical parity sheaves on the affine Grassmannian are perverse whenever p is a good prime for G.
In particular, we prove that the heart E G×Gm ( N ) of the exotic t-structure is a graded highest weight category. In the case p = 0, this property can be deduced from the relation to perverse sheaves on the affine flag variety of the Langlands dual groupǦ due to Bezrukavnikov [B1] . For p greater than explicit bounds, this property is proved in [ARd, Proposition 8.5 ] using the equivalence with constructible sheaves on the affine Grassmannian ofǦ. Our proof is characteristic-free, much simpler, and geometric.
The main tool in our approach is the geometric braid group action on the category D b Coh G×Gm ( N ) introduced and studied in [R1, BR2] . This tool was not used explicitly in [B1] since it had not been introduced then; the relation with the exotic t-structure was made explicit in [BM] in the case p = 0.
Tilting objects. The fact that E
G×Gm ( N ) is a graded highest weight category opens the way to the study of tilting objects in this category. Following arguments of Dodd [Do] for p = 0, we give a "Bott-Samelson type" construction for these objects. Assuming that G satisfies Jantzen's standard hypotheses (i.e. that p is a good prime for G and that the Lie algebra of G admits a non-degenerate G-invariant bilinear form), we show that some of these tilting objects can be described explicitly, and that their standard/costandard multiplicities can be expressed in terms of the corresponding multiplicities for tilting G-modules. We also derive interesting consequences on the structure of the category E G×Gm ( N ); in particular (under the standard hypotheses) we show that costandard objects are coherent sheaves, and that standard and costandard objects satisfy an Ext-vanishing property in D b Coh( N ). (The first property is also proved in [ARd] using the comparison with perverse sheaves. The second one can be deduced from the results of [BM] in case p is 0 or bigger than the Coxeter number of G.)
1.4. Relation with perverse coherent sheaves. When G satisfies the standard hypotheses, the exotic t-structure on D b Coh G×Gm ( N ) is closely related to the perverse coherent t-structure on D b Coh G×Gm (N ) studied in [AB, A1] (where N is the nilpotent cone of G). This relation is explained in detail in [A2, §1.4 ], so we will not recall it here. Note however that the description of dominant tilting objects in E G×Gm ( N ) is related to, and was motivated by, a similar description of tilting objects in the category of perverse coherent sheaves obtained in [Mi] .
1.5. Contents. In Section 2 we recall the definition of Bezrukavnikov's exotic tstructure in terms of an exceptional sequence. In Section 3 we show that the standard objects have a clean description in terms of the geometric braid group action of [R1, BR2] , and we use this description to show that the standard and costandard objects belong to the heart of the exotic t-structure, from which it follows that E G×Gm ( N ) is a graded highest weight category. In Section 4 we study the tilting objects in E G×Gm ( N ); in particular we give a "Bott-Samelson type" construction of these objects, and we describe explicitly the indecomposable tilting modules associated with dominant weights in terms of the corresponding tilting G-modules (when G satisfies Jantzen's standard hypotheses). Finally, Appendix A contains a brief review of the definitions and main properties of derived categories of equivariant quasi-coherent sheaves and derived functors between them.
2. Definitions 2.1. Notation. Let F be an algebraically closed field of characteristic p ≥ 0. We let G be a connected reductive algebraic group over F whose derived subgroup is simply connected. Let B ⊂ G be a Borel subgroup, and T ⊂ B be a maximal torus. Let t ⊂ b ⊂ g be the Lie algebras of T ⊂ B ⊂ G. Let also U be the unipotent radical of B, and n be its Lie algebra.
For some of our results we will have to assume that p is a good prime for G and that there exists a non-degenerate G-invariant bilinear form on g. In this case we say that G is standard.
We will consider the varieties
(Here B is the flag variety of G, a smooth projective variety over F, and N is the Springer resolution of the nilpotent cone of G.
2 ) The scheme N is endowed with a natural action of G × G m , where the action of G is induced by the natural action on B, and t ∈ G m acts by multiplication by t −2 on the fibers of the projection N → B. Moreover, there exist a G × G m -equivariant isomorphism
where t ∈ G m acts on (g/b) * by multiplication by t −2 . We will consider the derived categories of coherent sheaves
We denote by 1 :
the functor of tensoring with the one-dimensional tautological G m -module, and by n its n-th power. Then for any F , G in D G×Gm ( N ) the forgetful functor induces a canonical isomorphism
Let X := X * (T), resp.X := X * (T), be the weight lattice, resp. the coweight lattice, and Φ ⊂ X, resp.Φ ⊂X, be the roots, resp. coroots, of G (with respect to T). We let ZΦ ⊂ X be the root lattice. The choice of B determines a system of positive roots: more precisely we denote by Φ + ⊂ Φ the roots which are opposite to the T-weights in b. We set Φ − := −Φ + , and denote byΦ + ,Φ − the positive and negative coroots, respectively. If α ∈ Φ, we denote by α ∨ the associated coroot. We denote as usual by ρ ∈ X the half sum of positive roots.
The choice of Φ + determines a subset X + ⊂ X of dominant weights, and a partial order on X. Each λ ∈ X also determines a line bundle O B (λ) on B. With our conventions, O B (λ) is ample iff λ ∈ X + . We denote by O N (λ) the pullback of
For λ ∈ X, we denote by conv(λ) the intersection of the convex hull of λ with λ + ZΦ, and by conv
• (λ) the complement of W λ in conv(λ).
Remark 2.1. In this paper we make use of results from [R1, BR2] where it is assumed that G is semisimple and simply-connected. However, one can check that all the results we use apply equally well when G is a connected reductive group whose derived subgroup is simply connected. The condition on the derived subgroup is needed in particular in order to ensure that the affine braid group admits the Bernstein presentation described below, which is used in [R1, BR2] to define the action of the affine braid group on D G×Gm ( N ).
2.2. Affine braid group. Let W be the Weyl group of (G, T), and let W aff := W ⋉ X be the (extended) affine Weyl group. To avoid confusions, for λ ∈ X we denote by t λ the corresponding element of W aff . The subgroup W Cox aff := W ⋉ (ZΦ) ⊂ W aff is a Coxeter group; we choose the Coxeter generators as in [IM, §1.4] . The simple reflections which belong to W will be called finite; the ones which do not belong to W will be called affine. If α is a simple root, we denote by s α the corresponding (finite) simple reflection.
The length function for our Coxeter structure on W Cox aff satisfies the following formula for w ∈ W and λ ∈ ZΦ (see [IM, Proposition 1.10] 
We use this formula to extend ℓ to the whole of W aff . We denote by Ω the subgroup of W aff consisting of elements of length 0; it is a finitely generated abelian group isomorphic to X/ZΦ via the composition of natural maps Ω ֒→ W ⋉ X ։ X ։ X/ZΦ. Moreover, the conjugation action of Ω on W aff preserves W
Cox aff
(it sends any simple reflection to a simple reflection), and multiplication induces a group isomorphism Ω ⋉ W Cox aff
The following is an easy consequence of (2.2); details are left to the reader. Lemma 2.2. For any λ ∈ X and w ∈ W we have ℓ(t wλ ) = ℓ(t λ ).
We will also consider the braid group B aff associated with W aff . It is defined as the group generated by elements T w for w ∈ W aff , with relations T vw = T v T w for all v, w ∈ W aff such that ℓ(vw) = ℓ(v) + ℓ(w). One can define (following Bernstein and Lusztig), for each λ ∈ X, an element θ λ ∈ B aff , see e.g. [R1, §1.1] for details. When λ is dominant, θ λ is simply T t λ . The affine braid group B aff admits a second useful presentation (usually called the Bernstein presentation), with generators {T w , w ∈ W } and {θ λ , λ ∈ X}, and the following relations (where v, w ∈ W , λ, µ ∈ X, and α runs over simple roots):
(1)
(See [BR1] for a proof of this fact.)
Lemma 2.3. Let λ ∈ X and w ∈ W be such that wλ is dominant. Then we have
Proof. We have t λ w −1 = w −1 t wλ in W aff , and ℓ(w −1 t wλ ) = ℓ(w −1 )+ℓ(t wλ ) since wλ is dominant (see (2.2)). Using Lemma 2.2 we deduce that we also have ℓ(t λ w −1 ) = ℓ(t λ ) + ℓ(w −1 ). Hence in B aff we have
Now, since wλ is dominant we have T t wλ = θ wλ , and the lemma follows.
For λ ∈ X, we denote by w λ the shortest representative in W t λ ⊂ W aff , and by δ(λ) the minimal length of an element v ∈ W such that vλ is dominant. The following lemma is probably well known, but we were not able to find a reference in the literature.
Lemma 2.4. Let λ ∈ X, and let v ∈ W be of minimal length such that vλ is dominant. Then we have
Proof. We prove the claim by induction on δ(λ). If δ(λ) = 0, i.e. if λ is dominant, then from (2.2) we deduce that w λ = t λ , and we are done. Now suppose that λ is not dominant. Write v = us, where u ∈ W and s is a finite simple reflection such that u < v. Then by induction we have w sλ = t vλ u = ut sλ . The element w sλ s = vt λ belongs to W t λ . If w sλ s is not minimal in W t λ then, as Soergel observes in [S2, p. 86] , there exists a finite simple reflection r such that both rw sλ > w sλ and rw sλ s < w sλ s. Taken together, these imply that w sλ s = rw sλ . Since the left-hand side belongs to W t λ and the right-hand side to W t sλ , it follows that λ = sλ, contradicting the minimality of v. This proves the induction step for the first equality.
To prove the second equality, we use (2.2) to obtain that
One can rewrite the second equality as
Now we observe that if β is the simple root associated with s, then s(Φ + ) = (Φ + {β}) ∪ {−β}, and that β ∈ v −1 (Φ − ) since vs < v. Using also the fact that λ, β ∨ < 0, this implies that ℓ(w λ ) = ℓ(w sλ ) − 1, which completes the induction step.
2.3. Reminder on graded exceptional sequences. Let k be a field, and let D be a k-linear triangulated category endowed with an autoequivalence X → X 1 . For any m ∈ Z, we denote by X → X m the m-th power of this autoequivalence. We assume that D is of graded finite type, i.e. such that for any X, Y in D the k-vector space n,m Hom n (X, Y m ) is finite dimensional. Then a collection {∇ i , i ∈ I} of objects of D (where (I, ≤) is a partially ordered set) is called a graded exceptional sequence if it satisfies Hom n (∇ i , ∇ j m ) = 0 if i < j or if i = j and (n, m) = (0, 0), and moreover Hom(∇ i , ∇ i ) = k. From now on we fix a graded exceptional sequence {∇ i , i ∈ I}. If (I, ≤) is either finite or isomorphic to a disjoint union of copies of Z ≥0 , then there exists a unique collection {∆ i , i ∈ I} of objects of D which satisfy
(where D <i is the full triangulated subcategory of D generated by the objects ∇ j m for j < i and m ∈ Z, and the right-hand side means that the images of ∆ i and ∇ i in D/D <i are isomorphic), see [B1, Proposition 3] . This collection is called the dual graded exceptional sequence; it is a graded exceptional sequence for I equipped with the order opposite to ≤. These objects automatically satisfy the condition
Lemma 2.5. Assume that the objects {∇ j m , j ∈ I, m ∈ Z} generate D as a triangulated category, and that (I, ≤) is either finite or isomorphic to a disjoint union of copies of Z ≥0 . If i ∈ I and X ∈ D satisfy
Proof. Let us choose non-zero morphisms ϕ : ∆ i → ∇ i and ψ : X → ∇ i , and let C denote the cone of ϕ. Then C belongs to D <i . Applying the functor Hom(X, −)
−→ we obtain an exact sequence
The condition on X implies that the first and fourth terms vanish. Hence ψ factors through a morphism ψ ′ : X → ∆ i . It is easy to check that the cone C ′ of ψ ′ satisfies Hom n (C ′ , ∇ j m ) = 0 for all j ∈ I and all n, m ∈ Z. Using our first assumption, it follows that C ′ = 0, i.e. that ψ ′ is an isomorphism.
Assume as above that the objects {∇ j m , j ∈ I, m ∈ Z} generate D as a triangulated category, and that (I, ≤) is either finite or isomorphic to a disjoint union of copies of Z ≥0 . Define D ≥0 as the full triangulated subcategory of D generated by the objects ∇ i m [n] with i ∈ I, m ∈ Z and n ∈ Z ≤0 , and D
≤0
as the full triangulated subcategory of D generated by the objects ∆ i m [n] with i ∈ I, m ∈ Z and n ∈ Z ≥0 . Then by [B1, Proposition 4] , the pair (D ≤0 , D ≥0 ) is a bounded t-structure on D, called the t-structure associated with the graded exceptional sequence {∇ i , i ∈ I}. Note that the functor 1 is t-exact.
2.4. Line bundles. The following lemma is well known.
Lemma 2.6. Let λ, µ ∈ X and n, m ∈ Z.
(1) We have Hom
is finite-dimensional.
Proof. Statement (1) can be proved by the same arguments as in the proof of [BR2, Lemma 1.11.8 ]. Now we consider (2). Using (2.1), it is enough to prove a similar claim for morphisms in
The right-hand side is isomorphic to Hom The right-hand side is described in [Ja, Corollary II.4.11] , and the proof of (2) 
is finite dimensional. As above, this amounts to showing that the vector space
is finite dimensional. However, there are only finitely many T-weights in S(g/b) ⊗ F µ−λ whose opposite is a sum of positive roots. Hence, using again [Ja, Proposition II.4.10(b) ], it suffices to prove that for any ν ∈ X the vector space
is finite dimensional. The latter fact follows from [Ja, Proposition II.4 .10].
Corollary 2.7.
(1) The objects {O N (λ) n , λ ∈ X, n ∈ Z} generate the triangulated category
form a graded exceptional sequence parametrized by the partially ordered set (X, ).
Proof. Statement (1) is proved in [A1, Corollary 5.8] .
3 Then (2) follows from (1) and Lemma 2.6(3). And (3) is a restatement of Lemma 2.6(1)-(2).
2.5. Exotic t-structure. As in [B1, §2.3] we define another order ≤ on X, as follows: we set λ ≤ µ if w λ preceeds w µ in the Bruhat order (where w λ is defined in §2.2). One can easily check that this order coincides with on X + , and on any W -orbit in X. It is also clear that if λ − µ / ∈ ZΦ, then λ and µ are not comparable. For each ZΦ-coset Λ in X we choose a refinement ≤ ′ of ≤ on Λ which satisfies the following conditions:
• the ordered set (Λ, ≤ ′ ) is isomorphic to Z ≥0 (with its standard order);
We then define the order ≤ ′ on X by gluing these orders on each coset. (Note that this order is not a total order in general: elements in different ZΦ-cosets are incomparable.)
We let {∇ λ 0 , λ ∈ X} be the graded exceptional sequence in D G×Gm ( N ) which is the ≤ ′ -mutation of the sequence of Corollary 2.7(3) in the sense of [B1, §2.1.4]. Recall that ∇ λ 0 is defined as the unique object (up to a unique isomorphism) such that
(Here we write D
with the notation of §2.3. And if
C is a subcategory of an additive category D, we use the notation C ⊥ to denote the full subcategory of D consisting of objects F such that Hom(G, F ) = 0 for all G in C.) We denote by {∆ λ 0 , λ ∈ X} the dual graded exceptional sequence. Bezrukavnikov's exotic t-structure is then defined to be the bounded t-structure on D G×Gm ( N ) associated with this pair of dual exceptional sequences (see §2.3). The heart of this t-structure will be denoted by E G×Gm ( N ). The objects ∇ λ 0 m , resp. ∆ λ 0 m for λ ∈ X and m ∈ Z will be called costandard objects, resp. standard objects. These objects satisfy
Remark 2.8. In this paper we only consider the exotic t-structure on D G×Gm ( N ). A similar construction yields a bounded t-structure on
The results of Sections 3-4 have obvious analogues in this context, which we will not state. (See [B1] for the case p = 0.) 3. Further study of standard and costandard objects 3.1. Description of costandard objects. Following [B1, §2.3] one can give a more concrete description of the exceptional sequence {∇ λ 0 , λ ∈ X}, which we explain in this subsection.
Let us fix a simple root α, and let s := s α . We consider the subvariety Z ′ s ⊂ N × N defined in [BR2, §1.3] . This subvariety has two irreducible components: the diagonal ∆ N , and another which we denote Y s ; moreover there exist short exact sequences in
where in each sequence the surjection is induced by restriction of functions (see [R1, Lemma 6.1 
.1]).
It is proved in [BR2] 
for details on definitions of usual functors in the equivariant setting.)
For λ ∈ X, we denote by D (1) If λ ∈ X and λ = sλ then
More concretely (see e.g. [Bo, Lemma 3 
(This notation will be used only in this subsection.)
Proof. We prove (2); the proof of (1) is similar. The arguments are copied from [B1, p. 344] . It is easily checked that the composition of natural functors D
is an equivalence, see e.g. [BK, Proposition 1.6] . Therefore, it suffices to prove the following properties:
and using Lemma 3.1(4), we obtain
. Then, using Lemma 3.1(3), we deduce (3.3).
For any
(1) We have
Proof. These claims are proved in [B1, Proposition 7] when p = 0. The arguments are similar in our setting, but for completeness we repeat them below. First we observe that it suffices to prove (1); then (2) and (3) follow from Lemma 3.2.
We wish to show that (∇
To do so, it suffices to prove the following properties:
In order to verify (3.6), we will prove the stronger property that
First, assume that µ ∈ W λ and µ λ. Then conv
Thus we may apply adjunction:
We claim that (∇ ′ 0 ) µ belongs to the triangulated subcategory of D G×Gm ( N ) generated by the objects O N (ν) p with µ ν: in fact this follows from the explicit construction of Π l µ in [Bo, Theorem 3.2(b) ] and Lemma 2.6(1). Having assumed µ λ, we conclude (again by Lemma 2.6(1)) that
proving (3.7) in this case. Now assume instead that µ / ∈ conv(λ). Write µ = wµ + , where w ∈ W and
We proceed by induction on ℓ(w).
If ℓ(w) = 0, i.e. µ ∈ X + , then by Lemma 2.6(1) we have
by the same Lemma 2.6(1).
Now assume that (∇
We have observed in the course of the proof of Proposition 3.3 that (∇
by Proposition 3.3(1), the corollary follows.
Remark 3.5. Proposition 3.3 and Corollary 3.4 entirely determine the objects ∇ λ 0 , for all λ ∈ X. This description implies in particular that these objects do not depend on the choice of the order ≤ ′ . Then Lemma 2.5 shows that the objects ∆ 0 λ do not depend on this choice either.
3.2. Description of standard objects. One can give a description of standard objects which is similar to the description of costandard objects given in §3.1. This description is suggested in [B1] , though it is not given explicitly. As in §3.1 we fix a simple root α, and set s := s α .
Proof.
(1) For m, n ∈ Z we have Now we assume that λ ≺ sλ. Using exact sequences (3.1) and (3.2) we obtain distinguished triangles
, using the second triangle and (2.3) we obtain that Hom n (∆ λ 0 , F m ) is isomorphic to F if n = 0 and m = 1, and 0 otherwise. Then using the first triangle we deduce that, similarly, Hom
) m is isomorphic to F if n = 0 and m = 1, and 0 otherwise. Finally, we obtain that (3.8) also holds in this case. Now let µ ∈ X {sλ}. We want to show that
0 1 , and we deduce (3.9) since λ = sµ. The case µ = sµ is similar, using Proposition 3.3(2). If sµ ≺ µ (which implies µ = λ) then using the exact sequences (3.1) and (3.2) we obtain triangles
0 −1 (again by Proposition 3.3(3)) and since λ / ∈ {µ, sµ} we deduce that (3.9) also holds in this case. Finally the claim follows from Lemma 2.5, using (3.8) and (3.9).
(2) Assume that λ ∈ −X + . By definition of the dual exceptional sequence (see §2.3), it suffices to prove that
Let µ ∈ X, and assume that Hom
Using Lemma 2.6(2.6) we deduce that there exists ν ∈ conv(µ) such that ν λ, which implies that λ ∈ conv(µ)
In any case one cannot have µ < ′ λ, which finishes the proof. 
(The action considered in [BR2] is a left action; but the relations in the presentation of B aff given in [BR2, §1.1] are symmetric, so that checking the relations for a right action is the same as checking the relations for a right action. In other words, the action considered in the present paper is deduced from the action considered in [BR2] by composition with the unique anti-automorphism of B aff fixing the generators T s for s a finite simple reflection and θ λ for λ ∈ X.) The results of § §3.1-3.2 have the following consequence Proposition 3.7. If λ ∈ X and w ∈ W t λ ⊂ W aff , then we have
Proof. Using the formula (3.10)
for v ∈ W (see Lemma 3.1(2)), it is enough to prove each isomorphism for one element in W t λ , for instance for t λ . Let us consider the first isomorphism. Let v ∈ W be of minimal length such that vλ ∈ X + . By Lemma 2.3, we have
where the last isomorphism uses (3.10). By Corollary 3.4, we have O N (vλ) ∼ = ∇ vλ 0 . Hence if v = s 1 · · · s r is a reduced expression for v ∈ W , we obtain an isomorphism
4 Here by a (left) action of a group on a category we mean a group morphism from the given group to the group of isomorphism classes of autoequivalences of our category. As usual, a right action of a group is a left action of the opposite group.
Now we have
λ ≺ s r λ ≺ · · · ≺ s 1 vλ ≺ vλ, hence using Proposition 3.3(3) repeatedly, we deduce an isomorphism
Since r = δ(λ), this finishes the proof of the first isomorphism. Now we prove the second isomorphism when w = t λ . Let v ∈ W be of minimal length such that vλ is antidominant. Then using Lemma 2.3 we obtain that
(where the last isomorphism uses (3.10)). Since vλ is antidominant, by Proposition 3.6(2) we have
Then we obtain that
Since vλ ≺ s 1 vλ ≺ · · · ≺ s r λ ≺ λ, a repeated application of Proposition 3.6(1) allows to conclude that
, which finishes the proof.
Remark 3.8.
(1) It follows from Proposition 3.7 that the costandard, resp. standard, objects are exactly the objects of the form J Tw (O N ) m , resp. of the form J T It is convenient (see [A2, MR] ) to use a slightly different normalization of the standard and costandard objects, setting
(In these formulas we use Lemma 2.4.) 3.4. Standard and costandard objects are in the heart. The main result of this subsection is that the objects ∆ λ N and ∇ λ N belong to E G×Gm ( N ), see Corollary 3.10. Our proof was inspired by a proof of the similar claim for (co-)standard objects in the mixed derived category of a flag variety in an earlier version of [AR] .
Proposition 3.9. For any w ∈ W aff , the functor J Tw is right t-exact, and the functor J T −1 w is left t-exact.
Proof. It suffices to prove the claim when ℓ(w) ∈ {0, 1}. The case ℓ(w) = 0 is easy: in fact, since in this case T w T w ′ = T ww ′ for all w ′ ∈ W aff , it follows from Remark 3.8 that the functor J Tw sends every standard, resp. costandard, object to a standard, resp. costandard, object. Hence it is t-exact. And since T −1
Now, assume that s is a simple reflection (finite or affine). By Remark 3.8, any standard object is of the form J T −1 w (O N ) m for some w ∈ W aff and m ∈ Z. Assume first that ℓ(sw) < ℓ(w). Then we have T w = T s T sw , hence the object
On the other hand, if ℓ(sw) > ℓ(w) then we have T s T w = T sw , hence
Using exact sequences (3.1) and (3.2) we obtain distinguished triangles
−→,
(More precisely, the exact sequences exist only when s is a finite simple reflection. But if s is affine, then by [R2, Lemma 6.1.2] T s is conjugate in B aff to T t for some finite simple reflection t; hence in this case, by conjugating the exact sequences associated with t by the appropriate kernel, we have distinguished triangles which play a role similar to the exact sequences (3.1) and (3.2).) Since both J T 
, which finishes the proof of the right t-exactness of J Ts . Finally, to prove that J T −1 s is left t-exact, we simply remark that this functor has a right t-exact left adjoint (namely its inverse J Ts ); hence it is indeed left t-exact. Proof. By Propositions 3.7 and 3.9 we obtain that ∇
belongs to E G×Gm ( N )). By definition this object belongs to
3.5. Highest weight structure. It follows from Corollary 3.10 that the abelian category E G×Gm ( N ), endowed with the collections of objects {∆ λ N , λ ∈ X} and {∇ λ N , λ ∈ X}, is graded highest weight, in the sense that the poset X is intervalfinite and the category satisfies axioms (2)-(5) of [AR, Definition A.1] .
5 In particular, it makes sense to consider the tilting objects in E G×Gm ( N ), i.e. the objects which admit both a standard filtration (i.e. a filtration with subquotients which are standard objects) and a costandard filtration (i.e. a filtration with subquotients which are costandard objects). The subcategory consisting of such objects will be denoted by Tilt(E G×Gm ( N )). If X admits a standard filtration, resp. a costandard filtration, we denote by (X : ∆ 
Moreover, every object in Tilt(E G×Gm ( N )) is a direct sum of objects of the form T λ m for some λ ∈ X and m ∈ Z. (See e.g. [AR, Appendix A] for references on this subject.)
The fact that E G×Gm ( N ) is highest weight also has the following consequence (see [AR, Lemma A.5 & Lemma A.6 
]).
Proposition 3.11. The natural functors
are equivalences of categories.
3.6. Other consequences. The following results are consequences of Proposition 3.9. (See [ARd, Proposition 8.6 ] for a different proof of some of these results, under some assumptions on p.) Proposition 3.12.
(1) For λ ∈ X, the line bundle O N (λ) belongs to the heart E G×Gm ( N ).
(2) For any finite dimensional G-module V and any λ ∈ X, the object V ⊗ O N (λ) belongs to E G×Gm ( N ). (3) For any finite dimensional G-module V , the functor V ⊗ (−) is t-exact for the exotic t-structure.
(1) Write λ = µ − ν where µ and ν are dominant. Then
by Proposition 3.6(2) and Corollary 3.10. By Proposition 3.9, this implies that
On the other hand, we also have
Now O N (µ) belongs to E G×Gm ( N ) by Corollaries 3.4 and 3.10. Using Proposition 3.9, this implies that
Finally we obtain that
(2) The coherent sheaf V ⊗ O N admits a filtration, in Coh G×Gm ( N ), whose subquotients are of the form O N (µ) where µ is a T-weight of V . Hence the claim follows from (1).
(3) Let us first prove that the functor V ⊗ (−) is left-exact for any V . In fact it suffices to prove that if µ ∈ X, then V ⊗ ∇ µ N belongs to D G×Gm ( N ) ≥0 . However, if v ∈ W is of minimal length such that vµ is dominant, then we have seen in the proof of Proposition 3.7 that
Then the claim follows from Proposition 3.9.
Next, we observe that the left-exactness of the functor V * ⊗ (−) implies that its left-adjoint, namely V ⊗ (−), is right-exact; this finishes the proof.
Corollary 3.13. If F ∈ E G×Gm ( N ), then the complex of coherent sheaves F is concentrated in non-negative degrees.
Proof. By standard arguments, it suffices to prove that if λ ∈ X + is sufficiently large (in the sense that λ,α is sufficiently big for all simple corootsα), then the complex of
is concentrated in non-negative degrees. In turn, given λ, to prove this property it suffices to prove that
is the category of algebraic G × G m -modules.) However we have
by Proposition 3.12(2), hence the claim holds by definition of a t-structure.
Tilting objects
4.1. Geometric braid group action and (co)standard objets on the Grothendieck resolution. In this section we will consider the Grothendieck resolution
This variety is a vector bundle over B, and it is endowed with an action of G × G m , where G acts naturally and the action of G m is induced by the action on (g/n) * where t ∈ G m acts by multiplication by t −2 . Recall that there is a natural map ν : g = G × B (g/n) * → t * induced by the B-equivariant restriction morphism (g/n) * → t * . There also exists a natural morphism g → g * induced by the coadjoint action.
We will consider the categories
We denote by 1 the functor of tensoring with the one dimensional tautological G m -module. Then, as in (2.1), for any F , G in D G×Gm ( g), the forgetful functor induces an isomorphism
For any λ ∈ X we denote by O g (λ) the pullback of O B (λ) to g.
The geometric braid group action considered in §3.3 can be "extended" to the category D G×Gm ( g) as follows. Let s be a finite simple reflection, and let α be the associated simple root. Recall the associated subscheme Z s ⊂ g × g * g defined in [BR2, . (In fact, Z s is the closure of the graph of the action of s on the regular part of g.) Then we denote by [BR2] .) For b ∈ B aff , we denote by 
, where in each sequence the surjection is induced by restriction of functions, and where ∆ g ⊂ g × g is the diagonal copy.
Let i : N ֒→ g be the natural embedding. Then we have isomorphisms
for any b ∈ B aff , see [BR2] . We have
Proof of Lemma 2.7.2]. Therefore, if λ ∈ X and if w is any element in W t λ , we can define the objects
Then, by Proposition 3.7 and (4.4), there exist isomorphisms
As in Remark 3.8, an object is of the form ∇ λ g m , resp. ∆ λ g m , iff it is isomorphic to I Tw (O g ) p , resp. I T −1 w (O g ) p , for some w ∈ W aff and p ∈ Z.
4.2.
A "Bott-Samelson type" construction of tilting objects. If s is a finite simple reflection, we denote by
the Fourier-Mukai transform associated with the kernel O g× gs g −1 . We can make a similar definition for s 0 an affine simple reflection: we choose (once and for all) a finite simple reflection t and an element b ∈ B aff such that T s0 = bT t b −1 (see the proof of Proposition 3.9 for existence), and set Ξ s0 :
Using exact sequences (4.2) and (4.3), for any simple reflection s, we obtain distinguished triangles of endofunctors of D G×Gm ( g):
−→, (4.6) If D is any triangulated category, and if X 1 , · · · , X n are objects in D, we will say that an object X of D admits a "filtration" with "subquotients"
is the isomorphism class of the object Y , and we use the " * " operation of [BBD, §1.3.9] .) Lemma 4.1. If an object F of D G×Gm ( g) admits a "filtration" with "subquotients" of the form ∇ λ g m (resp. ∆ λ g m ) for λ ∈ X and m ∈ Z, then so do the objects Ξ s (F ) for any simple reflection s ∈ W aff , and the objects I Tω (F ) for any ω ∈ Ω.
Proof. The case of I Tω is easy, and left to the reader. To prove the claim about the functor Ξ s , it suffices to prove that any object of the form Ξ s (∇ 
Since the third term is isomorphic to ∇ µ g p for some µ ∈ X and p ∈ Z, this proves the claim in this case.
If ws < w then T w T −1 s = T ws , and using triangle (4.7) we obtain a distinguished triangle
As above the first term is isomorphic to ∇ µ g p for some µ ∈ X and p ∈ Z, hence the claim is proved in this case also.
Corollary 4.2. For any sequence (s 1 , · · · , s r ) of simple reflections and for any ω ∈ Ω, the object i
belongs to E G×Gm ( N ), and is tilting therein. Moreover, any indecomposable tilting object T λ is a direct summand in an object of this form.
Proof. The first claim is a direct consequence of Lemma 4.1, using the fact that if an object F of D G×Gm ( g) admits a "filtration" with "subquotients" of the form ∇ λ g m (resp. ∆ λ g m ), then i * (F ) belongs to E G×Gm ( N ) and admits a costandard filtration (resp. a standard filtration), see (4.5).
To prove the second claim choose a reduced expression w λ = ωs 1 · · · s r (where w λ is as in §2.5), and consider the object
Then T is a tilting object in E G×Gm ( N ), and it follows from Lemma 4.1 and its proof that ∇ λ N appears in a costandard filtration of T , and that (T : ∇ µ N m ) = 0 unless w µ ≤ w λ , i.e. unless µ ≤ λ. Hence T λ appears as a direct summand of T (with multiplicity one).
Remark 4.3. With the notation in the last paragraph of the proof of Corollary 4.2, our arguments show that all the direct summands of the object T which are different from T λ are of the form T µ m for m ∈ Z and µ ∈ X which satisfies µ < λ.
4.3. Dominant tilting objects. In this subsection we assume that G is standard (i.e. that p is a good prime for G and g admits a non-degenerate G-invariant bilinear form). In this case one can give an explicit description of the objects T λ for λ ∈ X + in terms of the indecomposable tilting G-modules T(λ). This description is closely related to the description of tilting perverse coherent sheaves on N obtained in [Mi] . Similar computations are also considered in [A2, §4.2]. We need to introduce more notation. We denote by Rep(G) the category of algebraic G-modules. For λ ∈ X + , we set
. Then the category of finite dimensional G-modules is a highest weight category, with standard, resp. costandard, objects M(λ), resp. N(λ), for λ ∈ X + . Recall that we say that a finite dimensional G-module V admits a good filtration if it admits a filtration with subquotients of the form N(ν) where ν ∈ X + . In this case the number of times N(ν) appears in such a filtration does not depend on the choice of filtration, and is denoted (V : N(ν)). Dually, we say that V admits a Weyl filtration if it admits a filtration with subquotients M(ν) where ν ∈ X + ; in this case we denote by (V : M(ν)) the corresponding multiplicity. For λ ∈ X + , we denote by T(λ) the indecomposable tilting G-module with highest weight λ.
We will also use "Lusztig's q-analogue," which is defined as follows (see [Lu] ). First we define Kostant's partition function via the equality
in a suitable completion of the group ring of X over Z [v, v −1 ] (where v is an indeterminate). Then we set
Note that we have, for λ, µ ∈ X + ,
Finally, if µ ∈ X, we denote by dom(µ) the unique dominant weight in the W -orbit of µ.
The following lemma collects some well-known results. Here, for a G × G mmodule V , we denote by V k the sub-G-module of V on which G m acts via z → z k .
Lemma 4.4. Assume G is standard, and let λ ∈ X + .
(2) For any k ∈ Z, the G-module Γ( N , O N (λ)) k admits a good filtration. Moreover, for ν ∈ X + we have
Proof. Statement (1) follows from [BrK, Theorem 5.2 .1]. The first statement in (2) follows from [BrK, Corollary 5.1.13] . And then the second statement follows from [Bry, Lemma 6 .1]. (In [Bry] it is assumed that the base field has characteristic 0. However, the proof also applies in positive characteristic, replacing the reference to the Borel-Weil-Bott theorem by a reference to [Ja, §II.5.9, Equation (1)]).
In the following statements we use the fact that for any V ∈ Rep(G), the object V ⊗ O N belongs to E G×Gm ( N ), see Proposition 3.12(2).
Proposition 4.5. Assume G is standard, and let V be a G-module which admits a Weyl filtration. Then the object V ⊗ O N ∈ E G×Gm ( N ) admits a standard filtration. Moreover, for any µ ∈ X we have
Proof. Let µ ∈ X, and let v ∈ W be of minimal length such that vµ = dom(µ).
Then we have seen in the proof of Proposition 3.7 that
We deduce that for i, j ∈ Z we have
where the last isomorphism uses (3.10). Now we observe that
. Using Lemma 4.4(1), we finally obtain that
Since V admits a Weyl filtration and Γ( N , O N (dom(µ))) −j−δ(µ) admits a good filtration (see Lemma 4.4(2)), this implies that
By the general theory of graded highest weight categories, this condition implies that V ⊗ O N admits a standard filtration.
To compute the multiplicities, we observe that
Using (4.9), we deduce that this sum equals
Then the formula follows from Lemma 4.4(2).
We also have a "dual" statement, as follows.
Proposition 4.6. Assume G is standard, and let V be a G-module which admits a good filtration. Then the object V ⊗O N ∈ E G×Gm ( N ) admits a costandard filtration. Moreover, for any µ ∈ X we have
Proof. The proof is similar to that of Proposition 4.5. In fact, one can check that for µ ∈ X we have
Since V * admits a Weyl filtration and Γ( N , O N (dom(−µ))) j−δ(µ) admits a good filtration (see Lemma 4.4(2)), it follows that
The formula for the multiplicities follows from (4.10) and Lemma 4.4(2).
Corollary 4.7. Assume G is standard. Then for all λ ∈ X + we have
Proof. By Propositions 4.5 and 4.6, the object T(λ) ⊗ O N is tilting. Next, let us prove that this object is indecomposable in E G×Gm ( N ). For this, it suffices to remark that
Here the second isomorphism uses Lemma 4.4(1), and the third one the observation that (Γ ( N , O N ) ) Gm = F, see e.g. the argument in the proof of [BR2, Lemma 1.4 .2]. Since T(λ) is indecomposable, the algebra Hom Rep(G) (T(λ), T(λ)) is local, which implies the indecomposability of T(λ) ⊗ O N .
Using the formula in Proposition 4.5 and (4.8), we observe that if (T(λ) ⊗ O N : ∆ µ N j ) = 0, then there exists ν ∈ X + such that dom(µ) ν and ν λ, which implies that dom(µ) λ. By basic properties of the order ≤ (see §2.5), this implies that µ ≤ λ. This formula also implies that (T(λ)⊗O N : ∆ λ N ) = 1. Hence T(λ)⊗O N satisfies the properties that characterize T λ , which finishes the proof.
Remark 4.8. In case p = 0, Corollary 4.7 can also be deduced from [B1, Lemma 12] and [ArkB, Theorem 7] .
4.4.
Tensoring with a tilting G-module. In this subsection we assume again that G is standard. The goal of this subsection is to prove following result, which is a generalization of part of Corollary 4.7.
Proposition 4.9. Assume G is standard. Then for any finite dimensional tilting G-module V and any T ∈ Tilt(E G×Gm ( N )), the object V ⊗ T belongs to Tilt(E G×Gm ( N )).
Before giving the proof of this proposition, we need some preparation. First we observe that since the morphism ν : g → t * is G-equivariant (where G acts trivially on t * ), for F , G in QCoh G ( g) the vector space Hom QCoh G ( g) (F , G) has a natural structure of O(t * )-module. Therefore, the bifunctor R Hom QCoh G ( g) (−, −) factors through a bifunctor with values in DMod(O(t * )), which we denote similarly.
Proof. Consider the flat, affine group scheme G × t * over O(t * ). Then by Proposition A.4 there exists a canonical isomorphism
)). (See Appendix A for the definition of the functor Inv
G×t * .) By Proposition A.6, we also have a canonical isomorphism of functors
Then our claim is obtained from the following chain of isomorphisms, where we identify quasi-coherent sheaves on t * and O(t * )-modules in the standard way:
(Here the second isomorphism follows from (4.11), the third one from the base change theorem -in the form of [Li, Theorem 3.10 .3] -and the last one from Proposition A.4 again. The other isomorphisms are obvious.)
Lemma 4.11. Assume that G is standard.
(1) For any µ ∈ X, we have
(2) For any µ ∈ X, we have
Proof. We prove (1); the proof of (2) is similar. Let v ∈ W be of minimal length such that vµ is dominant. Then, as in the proof of Proposition 3.7, we have
It follows that
. Hence what we have to prove is that if λ ∈ X + , then H i ( g, O g (λ)) = 0 for i > 0, and moreover Γ( g, O g (λ)) admits a filtration (as a
). This proof is standard: we have natural isomorphisms
, is the symmetric algebra of the B-module g/n, resp. g/b. Now there exists a natural exact sequence of B-modules t ֒→ g/n ։ g/b (where B acts trivially on t), hence the B-equivariant O(t * )-module S(g/n) admits a filtration with associated graded O(t * ) ⊗ S(g/b). Using the fact that H n ( N , O N (λ)) = 0 for n = 0 (see Lemma 4.4(1)) and that the functor R n Ind G B (−) commutes with direct sums (see [Ja, Remark in §I.4.17] ), this implies our claim.
Corollary 4.12. Assume that G is standard. Let ω ∈ Ω and let (s 1 , · · · , s r ) be a sequence of simple reflections.
admits a Z ≥0 -filtration whose subquotients have the form O(t * ) ⊗ V m where m ∈ Z and V is a G-module which admits a good filtration.
(2) We have
) admits a Z ≥0 -filtration whose subquotients have the form O(t * ) ⊗ V m where m ∈ Z and V is a G-module which admits a good filtration.
Proof. We prove (1); the proof of (2) is similar.
First we claim that for any simple reflection s and any 
Since g and g s are smooth of dimension dim(g), we deduce a canonical isomorphism
This isomorphism is G × G m -equivariant by functoriality of the constructions in the duality theorem [Ha, Theorem VII.3.3] . Finally we observe that we have
as G × G m -equivariant coherent sheaves, and the proof of (4.12) is complete.
Using (4.12), we obtain a canonical isomorphism
) −2r . Now, by Lemma 4.1, the object Proof of Proposition 4.9. By Corollary 4.2, it suffices to prove that for any ω ∈ Ω and any sequence (s 1 , · · · , s r ) of simple reflections, the object
is tilting. And for this it suffices to prove that for all µ ∈ X we have
We explain the proof of the first condition; the proof of the second one is similar. Using Lemma 4.10 and (4.5), it suffices to prove that the complex of O(t
is concentrated in degree 0, and free. Now by Proposition A.4 and Corollary 4.12(1) this complex is isomorphic to
) .
Using again Corollary 4.12(1), the fact that V admits a Weyl filtration, and the fact that the functor Hom n Rep(G) (V, −) commutes with direct sums (see [Ja, Lemma I.4 .7]), we obtain that
) admits a filtration, as a graded O(t * )-module, whose associated graded is free. Since this graded module is bounded below, we deduce that
) is free over O(t * ), which finishes the proof.
4.5. Costandard objects are coherent sheaves. Let us first record the following corollary of Proposition 4.9.
Corollary 4.13. Assume that G is standard. Let V be a finite-dimensional Gmodule, and let F be in E G×Gm ( N ).
(1) If V admits a Weyl filtration and F admits a standard filtration, then V ⊗F admits a standard filtration. (2) If V admits a good filtration and F admits a costandard filtration, then V ⊗ F admits a costandard filtration.
Proof. We prove (1); the proof of (2) is similar. Since V admits a Weyl filtration, it admits a finite right resolution by tilting G-modules. Similarly, since F admits a standard filtration, it admits a right resolution by tilting objects in E G×Gm ( N ). It follows that V ⊗ F belongs to the triangulated subcategory of D G×Gm ( N ) generated by objects of the form M ⊗ T [i] where M is a tilting G-module, T is in Tilt(E G×Gm ( N )), and i ≤ 0. Using Proposition 4.9, we deduce that it belongs to the subcategory generated by non-positive shifts of tilting objects in E G×Gm ( N ). It follows that
for j > 0, which implies that V ⊗ F admits a standard filtration. Now we can prove that the morphism spaces between standard and costandard exotic sheaves satisfy the following vanishing property. (Note that here we consider morphisms in the derived category of ordinary coherent sheaves.) Proposition 4.14. Assume that G is standard. Let F , G be in E G×Gm ( N ). If F admits a standard filtration and G admits a costandard filtration, then we have
Proof. Consider the regular G-module F [G] . Since this module is injective, it admits a good filtration; we choose a filtration 0
M n , and each M n is a finite dimensional G-module which admits a good filtration. As in (2.1), the vector space Hom
(F , G) has a natural structure of G m -module; we denote by Hom
(F , G) j the factor where G m acts by t → t j . Then we have Hom
(Here the first isomorphism follows from [Ja, Lemma I.4.7] , the second one uses the fact that cohomology commutes with direct limits, see [Ja, Lemma I.4.17] , and the last one uses Proposition A.4.) If i = 0, we have Hom
(F , G ⊗ M n −j ) = 0 for all n, j ∈ Z by Corollary 4.13(2); the proposition follows.
The following corollary of Proposition 4.14 was also obtained (by different methods, and under different assumptions) in [ARd, Proposition 8.7] .
Corollary 4.15. Assume that G is standard. Then for any µ ∈ X the complex of coherent sheaves ∇ µ N has cohomology only in degree 0.
Proof. For λ ∈ X + and i ∈ Z, we have
Now by Proposition 3.6(2) the object O N (−λ) is standard; using Proposition 4.14 we deduce that
As in the proof of Corollary 3.13, this vanishing property for λ sufficiently large implies that ∇ µ N is concentrated in degree 0.
Remark 4.16. In case p = 0, Corollary 4.15 can alternatively be deduced from [B1, Lemma 12] and [B2, Lemma 30(b) ]. (Note that the arguments in [B2] are based on ideas similar to ours.)
Appendix A. Equivariant quasi-coherent sheaves
In this appendix, for lack of a convenient reference, we briefly review the theory of derived categories of equivariant coherent sheaves. We work in a setting which is much more general than what we actually use in the body of the paper, in order to be able to use this appendix as a reference in [MR] .
A.1. Setting and assumptions. Let k be a Noetherian commutative ring of finite global dimension. All the k-schemes we consider below will be tacitly assumed to be Noetherian (in particular, quasi-compact) and quasi-separated. These assumptions ensure that, if X is such a scheme the natural functor D QCoh(X) → DMod(O X ) (where Mod(O X ) denotes the category of all sheaves of O X -modules) is fullyfaithful, see [BN, Corollary 5.5] .
Recall that the category QCoh(X) has enough injective objects, see [Ha, Proposition II.1.1] . Therefore, if f : X → Y is a morphism of schemes, the direct image functor f * : QCoh(X) → QCoh(Y ) admits a right derived functor
Moreover, it follows from [Ha, Theorem II.7.18 ] that the following diagram commutes (up to canonical isomorphism), where the vertical arrows are the forgetful functors and the lower horizontal arrow is the derived functor of the functor f * : Mod(O X ) → Mod(O Y ):
We will also assume (again tacitly) that the following property holds: for any F in Coh(X), there exists a locally free O X -module of finite rank F ′ and a surjection F ′ ։ F . 6 This assumption implies that for any F in QCoh(X) there exists F ′ in QCoh(X) which is flat over O X and a surjection F ′ ։ F , see [Th, §2.2] . It follows that if f : X → Y is a morphism, the functor f * : QCoh(Y ) → QCoh(X) admits a left derived functor 
Using these remarks and [Li, Proposition 3.2 .3], we deduce that the functors Lf * and Rf * are adjoint, in the sense that for F in D − QCoh(Y ) and G in D + QCoh(X) there exists a canonical (in particular, functorial) isomorphism (A.1) Hom D QCoh(X) (Lf * F , G) particular it sends injective objects to injective objects. Using this and the fact that QCoh(X) has enough injectives, one can show that QCoh H (X) has enough injectives, and moreover that any injective object is a direct factor in an object of the form Av X (I) where I is an injective object of QCoh(X).
We will freely use the following result, for which we refer to [AB, Corollary 2.11] .
Similarly, we have a derived "extension of scalars" functor k
Proposition A.6. There exists a canonical isomorphism
Proof. Let ι H : D + Mod(k) → D + Rep(H) be the natural functor sending a complex to itself with the trivial action, and similarly for ι H ′ . Then Inv H is right-adjoint to ι H , so that there exists a canonical morphism ι H • Inv H → id. We deduce a canonical morphism
By adjunction, we deduce a canonical morphism η :
To prove that η is an isomorphism, it suffices to prove that its composition with the forgetful functor For :
is an isomorphism. However, if we fix a finite projective resolution P
• → k ′ of k ′ over k, then the composition For k ′ ⊗ L k (−) identifies with the functor induced by the exact functor
• is a complex of k-modules). Similarly, using (A.3), we have • (H, M • ) (with the notation of [Ja, §4.14]), and For(η) is induced by the obvious isomorphism
Proof. In (1) we can assume that F is a bounded above complex of objects which are flat over O Y , and that G is a bounded below complex of injective objects. Then the claims follow from the adjunction (f * H , f H * ) and Lemma A.12. In (2) the morphism is constructed using adjunction, and to prove that it is an isomorphism it suffices to check that its image under the forgetful functor D QCoh H (Y ) → D QCoh(Y ), which follows from the usual projection formula (see [Li, Proposition 3.9 .4]). Proposition A.8, A.10 and A.13 provide what is necessary to have a theory of Fourier-Mukai transforms in the equivariant setting.
