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Abstract
In this article, taking into account distributed delay and multidimensional Le´vy disturbances, we present an exhaustive
study on the dynamic of the Susceptible-Infected-Removed (SIR) model. We aim to ameliorate the mathematical tools
to obtain the long-run characteristics of the perturbed delayed model. Within this scope, we give sufficient conditions
for two interesting asymptotic proprieties: extinction and the mean persistence of the epidemic. Numerical simulations
on different Le´vy disturbances are carried out to verify the obtained theoretical results.
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1. Introduction
Recently, considerable attention has been paid to the analysis of susceptible-infectious-recovered (SIR) type models,
which have been constructed to describe the dissemination and the spread of some known infectious diseases [1]. In
this epidemic model, it is often assumed that recovered individuals can get continuous immunity [2]. Many works
have paid close attention to the characteristics of the long-term epidemic immunity [3, 4, 5]. To confer the realistic
aspect of the epidemic model and make it biologically reasonable, numerous scholars considered the SIR epidemic
model with time delay because an individual may not be infectious until some time after becoming infected [6, 7].
In the mentioned works, the time delay is assumed to be single-valued. The constant delay may be considered if the
variation of the time is known exactly, which is not real for biological cases [8]. Considering the variable infectivity in
the time interval yields a model with a distributed delay [9]. Therefore, it is more realistic to introduce a continuously
distributed delay in biological modeling [10, 11]. Analyzing the characteristics of the SIR model with a distributed
time delay still a rich subject that may deliver new comprehension on the propagation of epidemics which motivates
our work. According to the approach of Muroya et al. [12], we introduce a delay kernel K(s) into the classical SIR
epidemic model. We consider the delay Kernel K : [0,∞)→ 0,∞) as a normalized L1-function where ∫∞
0
K(s)ds = 1.
The average delay for the kernel K can be presented by the following quantity ∫∞
0
sK(s)ds. Hence, the infection force
at time t can be presented as the following form: βS(t)
∫ 0
−∞K(t − s)I(s)ds, where β denotes the transmission rate,
S(t) and I(t) represent the fractions of susceptible and infective individuals at time t. The SIR epidemic model with
distributed delay can be expressed as follows:
dS(t)
dt
= A− µ1S(t)− βS(t)
∫ 0
−∞K(t − s)I(s)ds,
dI(t)
dt
= βS(t)
∫ 0
−∞K(t− s)I(s)ds− (µ2 + γ)I(t),
dR(t)
dt
= γI(t)− µ3R(t),
(1)
where R(t) is the fraction number of recovered populations at time t. The parameter A is the recruitment rate of
susceptible individuals corresponding to births and immigration. µ1, µ2 and µ3 are the natural death rates. γ is the
rate of individuals leaving the infected compartment I to the recovered compartment R. The threshold number of the
deterministic system (1) is T0 = βAµ1(µ2+γ) which determines the persistence or the extinction of the epidemic. Many
studies showed that the deterministic epidemic model (1) is suitable to describe the transmission process of some
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known epidemics such as Rubella, Whooping cough, Measles, and Smallpox. Despite their advantages, those studies
ignore the random fluctuations and perturbations which can affect the dissemination of an epidemic [13]. Therefore,
the stochastic delayed SIR epidemic can be an accurate tool to predict the long-run dynamics of infectious epidemics
[14, 15, 16, 17, 18, 19, 20]. In [21], the authors inserted the stochastic perturbation in the model (1). They studied
the following stochastic system
dS(t) =
(
A− µ1S(t)− βS(t)
∫ 0
−∞K(t− s)I(s)ds
)
dt+ σS(t)dW (t),
dI(t) =
(
βS(t)
∫ 0
−∞K(t− s)I(s)ds− (µ2 + γ)I(t)
)
dt,
dR(t) =
(
γI(t)− µ3R(t)
)
dt,
(2)
where W (t) is the standard Brownian motion with intensity σ > 0. Specifically, they proved the existence and
uniqueness of a stable stationary distribution to the model (2). Then, they established sufficient conditions for the
extinction of a disease. In this paper, we will develop and generalize the stochastic model proposed in [21]. So, we
aim to describe the strong fluctuations by introducing a Le´vy jump process into the dynamical model (1). As far as
we know, the jump-diffusion decomposition can describe the phenomena that cause a big jump to occur occasionally
[22, 23]. As a result, the model (1) becomes:
dS(t) =
(
A− µ1S(t)− βS(t)
∫ 0
−∞K(t− s)I(s)ds
)
dt+ σ1S(t)dW1(t) +
∫
Z
λ1(u)S(t
−)N˜ (dt, du),
dI(t) =
(
βS(t)
∫ 0
−∞K(t− s)I(s)ds− (µ2 + γ)I(t)
)
dt+ σ2I(t)dW2(t) +
∫
Z
λ2(u)I(t
−)N˜(dt, du),
dR(t) =
(
γI(t)− µ3R(t)
)
dt+ σ3R(t)dW3(t) +
∫
Z
λ3(u)R(t
−)N˜(dt, du),
(3)
where S(t−), I(t−) and R(t−) are the left limits of S(t), I(t) and R(t), respectively. Wi(t) (i = 1, 2, 3) are independent
Brownian motions and σi > 0 (i = 1, 2, 3) are their intensities. N is a Poisson counting measure with compensating
martingale N˜ and characteristic measure ν on a measurable subset Z of (0,∞) satisfying ν(Z) <∞. Wi(t) (i = 1, 2, 3)
are independent of N . We assumed that ν is a Le´vy measure such that N˜(dt, du) = N(dt, du)−ν(du)dt. The bounded
function λ : Z × Ω→ R is B(Z)×Ft-measurable and continuous with respect to ν.
Since the random variable R(t) does not appear in the equations of S(t) and R(t), it is sufficient to analyze the
dynamic behavior of the following stochastic model:dS(t) =
(
A− µ1S(t)− βS(t)
∫ 0
−∞K(t− s)I(s)ds
)
dt+ σ1S(t)dW1(t) +
∫
Z
λ1(u)S(t
−)N˜ (dt, du),
dI(t) =
(
βS(t)
∫ 0
−∞K(t− s)I(s)ds− (µ2 + γ)I(t)
)
dt+ σ2I(t)dW2(t) +
∫
Z
λ2(u)I(t
−)N˜(dt, du),
(4)
To establish the stochastic characteristics of the model (4) and due to biological considerations [21], we consider the
following delay kernel with Gamma distribution:
K(s) = s
nηn+1e−ηs
n!
, s ∈ (0,∞)
where the constant η > 0 is the rate of exponential fading memory, which means the retrogradation of the effect of
past memories. In this paper, we consider the low kernel function K with n = 0. By using the linear chain approach
[21], we obtain the following equation
dD(t) = η
(
I(t)−D(t))dt,
where D(t) =
∫ t
−∞ ηe
−η(t−s)I(s)ds. In order to address the effects of delay in epidemic spreading, we consider the
perturbed component D(t) in the model (4). Hence, the system (4) can be transformed into the following equivalent
system:
dS(t) =
(
A− µ1S(t)− βS(t)D(t)
)
dt+ σ1S(t)dW1(t) +
∫
Z
λ1(u)S(t
−)N˜(dt, du),
dI(t) =
(
βS(t)D(t) − (µ2 + γ)I(t)
)
dt+ σ2I(t)dW2(t) +
∫
Z
λ2(u)I(t
−)N˜(dt, du),
dD(t) = η
(
I(t)−D(t))dt+ σ4D(t)dW4(t) + ∫Z λ4(u)D(t−)N˜(dt, du),
(5)
where W4(t) is an independent Brownian motion with the intensity σ4 > 0, and λ4 denotes the Le´vy jump intensity.
After presenting the model of our study and its parameters, we shall clarify the main contributions of this paper in
the following items:
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1. In order to investigate the sufficient condition of the disease extinction in the model (5), we applied a new
approach based on the stochastic comparison theorem and the average property of the positive solution to the
following subsystem:{
dψ(t) = (A− µ1ψ(t))dt + σ1ψ(t)dW1(t) +
∫
Z
η1(u)ψ(t
−)N˜ (dt, du) ∀t > 0
ψ(0) = S(0) > 0.
(6)
Without using the stationary distribution of the auxiliary process (6), we will directly compute the values of the
averages 1
t
∫ t
0
ψ(s)ds and 1
t
∫ t
0
ψ2(s)ds which can close the gap left by using the classical method presented for
example in [24].
2. For the purpose of well analyzing the dynamics of the delayed model (5), we give a sufficient condition of the
disease persistence.
Throughout this paper, we let (Ω,F ,P) denotes a complete probability space with a filtration {Ft}t≥0 satisfying these
conditions: right continuous and F0 contains all P-null sets. We assume thatWi(t) be defined on this probability space.
This work is organized as follows. In section 2, we verify the well-posedness of the stochastic model (5). In section
3, we give a sufficient condition for the extinction of the disease. In section 4, we give a sufficient condition for the
persistence in the mean of the disease. Finally, in section 5, numerical simulations are carried out to confirm the
theoretical study.
2. Well-posedness of the model and useful lemmas
For the purpose of well analyzing our model (5), it necessary that we make the following standard assumptions:
— (A1) We assume that for a given K > 0, there exists a constant LK > 0 such that∫
Z
|Fi(x, u)− Fi(y, u)|2ν(du) < LK |x− y|2, ∀ |x| ∨ |y| ≤ K,
where Fi(x, u) = xηi(u) (i = 1, 2, 4).
— (A2) ∀u ∈ Z, we assume that 1 + ηi(u) > 0, (i = 1, 2, 4) and
∫
Z
(
λi(u)− ln(1 + λi(u))
)
ν(du) <∞.
— (A3) We suppose that exists a constant κ > 0, such that
∫
Z
(
ln(1 + λi(u))
)2
ν(du) ≤ κ <∞.
— (A4) We suppose that exists a constant κ2 > 0, such that
∫
Z
(
(1 + λi(u))
2 − λi(u)
)2
ν(du) ≤ κ2 <∞.
— (A5) We assume that for some p > 2, χ1 = min{µ1, µ2} − p−12 max{σ21 , σ22 , σ24} − 1pℓ > 0, where
ℓ =
∫
Z
(
(1 + η1(u) ∨ η2(u) ∨ η4(u))2p − 1− η1(u) ∧ η2(u) ∧ η4(u)
)
ν(du) <∞.
By the assumption (A1), the coefficients of the system (5) are locally Lipschitz continuous, then for any initial value
(S(0), I(0), D(0)) ∈ R3+ there is a unique local solution (S(t), I(t), D(t)) on [0, τe), where τe is the explosion time. In
the following theorem, our goal is to show that the solution is positive and global.
Theorem 2.1. For any initial value (S(0), I(0), D(0)) ∈ R3+, there exists a unique positive solution (S(t), I(t), D(t))
of the system (5) on t ≥ 0, and the solution will stay in R3+ almost surely.
Proof. We prove that τe = ∞ a.s. Let ǫ0 > 0 be sufficiently large, such that S(0), I(0), R(0) lie within the interval[
1
ǫ0
, ǫ0
]
. For each integer ǫ ≥ ǫ0, we define the following stopping time:
τǫ = inf
{
t ∈ [0, τe) : min{S(t), I(t), R(t)} ≤ 1
ǫ
or max{S(t), I(t), R(t)} ≥ ǫ
}
.
Evidently, τǫ is increasing as ǫ → ∞. Set τ∞ = lim
ǫ→∞
τǫ whence τ∞ ≤ τe. If we can prove that τ∞ = ∞ a.s., then
τe =∞ and the solution (S(t), I(t), R(t)) ∈ R3+ for all t ≥ 0 almost surely. Specifically, we need to prove that τ∞ =∞
a.s. Suppose the opposite, then there is a pair of positive constants T > 0 and k ∈ (0, 1) such that P{τ∞ ≤ T } > k.
Hence, there is an integer ǫ1 ≥ ǫ0 such that
P{τǫ ≤ T } ≥ k for all ǫ ≥ ǫ1. (7)
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Define a C2-function V : R3+ → R+ by
V (S, I,R) =
(
S −m−m ln S
m
)
+ (I − 1− ln I) + µ2 + γ
η
(D − 1− lnD),
where m > 0 is a positive constant to be determined later. Obviously, this function is nonnegative which can be seen
from x− 1− ln x > 0 for x > 0.
For 0 ≤ t ≤ τǫ ∧ T , using Itoˆ’s formula, we obtain that
dV (S, I,R) = LV (S, I,R)dt+
(
1− m
S
)
σ1SdW1(t) +
(
1− 1
I
)
σ2IdW2(t)
+
µ2 + γ
η
(
1− 1
R
)
σ4DdW4(t) +
∫
Z

λ1(u)S(t
−)−m ln(1 + λ1(u))
+λ2(u)I(t
−)− ln(1 + λ2(u))
+µ2+γ
η
(
λ4(u)D(t
−)− ln(1 + λ4(u))
)
 N˜(dt, du),
where,
LV (S, I,R) = A− µ1S − mA
S
+mβD +mµ1 − (µ2 + γ)I − βSD
I
+ (µ2 + γ) + (µ2 + γ)I − (µ2 + γ)D − µ2 + γ
D
+ (µ2 + γ)
+
mσ21
2
+
σ22
2
+
µ2 + γ
η
σ24
2
+
∫
Z

mλ1(u)−m ln(1 + λ1(u))
+λ2(u)− ln(1 + λ2(u))
+µ2+γ
η
(
λ4(u)− ln(1 + λ4(u))
)
 ν(du).
Then
LV (S, I,R) ≤ A+ 2(µ2 + γ) +mµ1 + (mβ − (µ2 + γ))D
mσ21
2
+
σ22
2
+
µ2 + γ
η
σ24
2
+
∫
Z

mλ1(u)−m ln(1 + λ1(u))
+λ2(u)− ln(1 + λ2(u))
+µ2+γ
η
(
λ4(u)− ln(1 + λ4(u))
)
 ν(du).
Given the fact that x− ln(1 + x) ≥ 0 for all x > 1 and the hypothesis (A2), we define
J1 =
∫
Z

mλ1(u)−m ln(1 + λ1(u))
+λ2(u)− ln(1 + λ2(u))
+µ2+γ
η
(
λ4(u)− ln(1 + λ4(u))
)
 ν(du).
To simplify, we choose m = µ2+γ
β
, then we obtain
LV (S, I,R) ≤ A+ 2(µ2 + γ) +mµ1 + mσ
2
1
2
+
σ22
2
+
µ2 + γ
η
σ24
2
+ J1 ≡ J2.
The proof of the remainder is similar to the proof [25, 26], so we omitted it.
For convenience, we introduce the following lemmas which will be used later.
Lemma 2.2. [26] Let (S(t), I(t), D(t)) be the positive solution of the system (5) with any given initial condition
(S(0), I(0), D(0)) ∈ R3+. Let also ψ(t) ∈ R+ be the solution of the equation (6) with any given initial value ψ(0) =
S(0) ∈ R+. Then
1.
lim
t→∞
ψ(t)
t
= 0, lim
t→∞
S(t)
t
= 0, lim
t→∞
I(t)
t
= 0, and lim
t→∞
D(t)
t
= 0 a.s.
2.
lim
t→∞
∫ t
0
ψ(s)dW1(s)
t
= 0, lim
t→∞
∫ t
0
S(s)dW1(s)
t
= 0,
lim
t→∞
∫ t
0 I(s)dW2(s)
t
= 0, lim
t→∞
∫ t
0 D(s)dW4(s)
t
= 0 a.s.
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3.
lim
t→∞
∫ t
0
∫
Z
λ1(u)ψ(s
−)N˜(ds, du)
t
= 0, lim
t→∞
∫ t
0
∫
Z
λ1(u)S(s
−)N˜(ds, du)
t
= 0,
lim
t→∞
∫ t
0
∫
Z
λ2(u)I(s
−)N˜(ds, du)
t
= 0, lim
t→∞
∫ t
0
∫
Z
λ4(u)D(s
−)N˜(ds, du)
t
= 0 a.s.
Lemma 2.3. Let ψ(t) be solution of the system (6) with an initial value ψ(0) ∈ R+. Then,
lim
t→∞
1
t
∫ t
0
ψ(s)ds =
A
µ1
a.s.
and
lim
t→∞
1
t
∫ t
0
ψ2(s)ds =
2A2
µ1χ2
a.s.
where χ2 = 2µ1 − σ21 −
∫
Z
(
(1 + λ1(u))
2 − 1− λ1(u)
)
ν(du) > 0.
Proof. Integrating from 0 to t on both sides of (6) yields
ψ(t)− ψ(0)
t
= A− µ1
t
∫ t
0
ψ(s)ds+
σ1
t
∫ t
0
ψ(s)dW1(s) +
1
t
∫ t
0
∫
Z
λ1(u)ψ(t
−)N˜(ds, du).
Clearly, we can derive that
1
t
∫ t
0
ψ(s)ds =
A
µ1
+
σ1
µ1t
∫ t
0
ψ(s)dW1(s) +
1
µ1t
∫ t
0
∫
Z
λ1(u)ψ(t
−)N˜(dt, du).
Hence
lim
t→∞
1
t
∫ t
0
ψ(s)ds =
A
µ1
a.s.
Applying the generalized Itoˆ’s formula to model (6) leads to
dψ2(t) =
(
2ψ(t)
(
A− µ1ψ(t)
)
+ σ21ψ
2(t) +
∫
Z
ψ2(t)
(
(1 + λ1(u))
2 − 1− λ1(u)
)
ν(du)
)
dt
+ 2σ1ψ
2(t)dW1(t) +
∫
Z
ψ2(t−)
(
(1 + λ1(u))
2 − λ1(u)
)
N˜(dt, du).
Integrating both sides from 0 to t, yields
ψ2(t)− ψ2(0) = 2A
∫ t
0
ψ(s)ds−
(
2µ1 − σ21 −
∫
Z
(
(1 + λ1(u))
2 − 1− λ1(u)
)
ν(du)
)∫ t
0
ψ2(s)ds
+ 2σ2
∫ t
0
ψ2(s)dW1(s) +
∫ t
0
∫
Z
ψ2(s)
(
(1 + λ1(u))
2 − λ1(u)
)
N˜(ds, du).
Let χ2 = 2µ1 − σ21 −
∫
Z
(
(1 + λ1(u))
2 − 1− λ1(u)
)
ν(du) > 0. Therefore
1
t
∫ t
0
ψ2(s)ds =
2A2
µ1χ2
+
2σ1(ψ
2(0)− ψ2(t))
χ2t
+
2σ1
χ2t
∫ t
0
ψ2(s)W1(s)
+
2σ1
χ2t
∫ t
0
∫
Z
ψ2(s)
(
(1 + λ1(u))
2 − λ1(u)
)
N˜(ds, du).
By using the same method as that in [26], assumption (A4) and the large number theorem for martingales, we can
easily verify that
lim
t→∞
1
t
∫ t
0
X2(s)ds =
2A2
µ1χ2
a.s.
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3. Extinction of the disease
In this section, we establish a sufficient condition for the extinction of the disease in our system (5).
Theorem 3.1. Let (S(t), I(t), D(t)) be a solution of the stochastic system (5) with any initial data (S(0), I(0), D(0)) ∈
R
3
+. Then
lim sup
t→∞
1
t
ln
(
1
µ2 + γ
I(t) +
√T0
η
D(t)
)
≤ ϑ a.s.,
where
ϑ = min{µ2 + γ, η}(
√
T0 − 1)1{√T0≤1} +max{µ2 + γ, η}(
√
T0 − 1)1{√T0>1} + η
(
T0ζ
χ2
) 1
2
,
ζ = σ21 +
∫
Z
(
(1 + λ1(u)
)2 − 1− λ1(u))ν(du) > 0.
Notably, if ϑ < 0, then I(t) will go to zero exponentially with probability one.
Proof. At first, we use theorem 1.4 in [27] to prove that there is a left eigenvector of the matrix
M0 =
(
0 βA
µ1(µ2+γ)
1 0
)
corresponding to
√T0. This vector will be denoted by (e1, e2) = (1,
√T0). Then√
T0(e1, e2) = (e1, e2)M0.
On the other hand, we define a C2-function M : R2+ 7→ R+ by
M(I(t), D(t)) = ω1I(t) + ω2D(t),
where ω1 =
e1
µ2+γ
and ω2 =
e2
η
. By applying the generalized Itoˆ’s formula with Le´vy process we obtain
d lnM(I(t), D(t)) =
1
ω1I(t) + ω2D(t)
{
ω1
(
βS(t)D(t) − (µ2 + γ)I(t)
)
+ ω2η
(
I(t)−D(t)
)}
+
1
ω1I(t) + ω2D(t)
{
ω1σ2I(t)dW2(t) + ω2σ4D(t)dW4(t)
}
− 1
2(ω1I(t) + ω2D(t))2
{
ω21σ
2
2I
2(t) + ω22σ
2
4D
2(t)
}
dt
+
∫
Z
[
ln
(
1 +
ω1λ2(u)I(t) + ω2λ4(u)D(t)
ω1I(t) + ω2D(t)
)
− ω1λ2(u)I(t) + ω2λ4(u)D(t)
ω1I(t) + ω2D(t)
]
ν(du)dt
+
∫
Z
ln
(
1 +
ω1λ2(u)I(t) + ω2λ4(u)D(t)
ω1I(t) + ω2D(t)
)
N˜(dt, du)
≤ L lnM(t)dt+ 1
ω1I(t) + ω2D(t)
{
ω1σ2I(t)dW2(t) + ω2σ4D(t)dW3(t)
}
+
∫
Z
ln(1 + λ(u))N˜(dt, du),
where λ(u) = λ2(u) ∨ λ4(u) and
L lnM(I(t), D(t)) = 1
ω1I(t) + ω2D(t)
{
ω1
(
βS(t)D(t) − (µ2 + γ)I(t)
)
+ ω2η
(
I(t)−D(t)
)}
− 1
2(ω1I(t) + ω2D(t))2
{
ω21σ
2
2I
2(t) + ω22σ
2
4D
2(t)
}
dt
+
∫
Z
[
ln
(
1 +
ω1λ2(u)I(t) + ω2λ4(u)D(t)
ω1I(t) + ω2D(t)
)
− ω1λ2(u)I(t) + ω2λ4(u)D(t)
ω1I(t) + ω2D(t)
]
ν(du)dt
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Notice that ln(1 + x) ≤ x, for all x > −1, result in
L lnM(I(t), D(t)) ≤ ω1βD(t)
ω1I(t) + ω2D(t)
(
S(t)− A
µ1
)
+
1
ω1I(t) + ω2D(t)
{
ω1
(βA
µ1
D(t)− (µ2 + γ)I(t)
)
+ ω2η
(
I(t)−D(t)
)}
− 1
2(ω1I(t) + ω2D(t))2
{
ω21σ
2
2I
2(t) + ω22σ
2
4D
2(t)
}
dt.
In accordance with the positivity of the solution, we can derive that
L lnM(I(t), D(t)) ≤ ω1βD(t)
ω1I(t) + ω2D(t)
(
S(t)− A
µ1
)
+
1
ω1I(t) + ω2D(t)
{
e1
µ2 + γ
(βA
µ1
D(t)− (µ2 + γ)I(t)
)
+
e2
η
η
(
I(t)−D(t)
)}
.
By using the stochastic comparison theorem, we get
L lnM(I(t), D(t)) ≤ ω1βD(t)
ω1I(t) + ω2D(t)
(
ψ(t)− A
µ1
)
+
1
ω1I(t) + ω2D(t)
{
e1
µ2 + γ
(βA
µ1
D(t)− (µ2 + γ)I(t)
)
+
e2
η
η
(
I(t)−D(t)
)}
.
We then find that
L lnM(I(t), D(t)) ≤ ω1β
ω2
∣∣∣ψ(t)− A
µ1
∣∣∣+ 1
ω1I(t) + ω2D(t)
(e1, e2)
(
M0(I(t), D(t))T − (I(t), D(t))T
)
=
ω1β
ω2
∣∣∣ψ(t)− A
µ1
∣∣∣+ 1
ω1I(t) + ω2D(t)
(
√
T0 − 1)(e1I(t) + e2D(t))
=
ω1β
ω2
∣∣∣ψ(t)− A
µ1
∣∣∣+ 1
ω1I(t) + ω2D(t)
(
√
T0 − 1)(ω1(µ2 + γ)I(t) + ηω2D(t))
≤ min{µ2 + γ, η}(
√
T0 − 1)1{√T0≤1} +max{µ2 + γ, η}(
√
T0 − 1)1{√T0>1}
+
ω1β
ω2
∣∣∣ψ(t)− A
µ1
∣∣∣.
Hence we deduce that
d lnM(I(t), D(t)) ≤ min{µ2 + γ, η}(
√
T0 − 1)1{√T0≤1} +max{µ2 + γ, η}(
√
T0 − 1)1{√T0>1}
+
ω1β
ω2
∣∣∣ψ(t)− A
µ1
∣∣∣+ 1
ω1I(t) + ω2D(t)
{
ω1σ2I(t)dW2(t) + ω2σ4D(t)dW4(t)
}
+
∫
Z
ln(1 + λ(u))N˜ (dt, du).
Now by integrating both sides and dividing by t, we find immediately that
lnM(I(t), D(t))
t
≤ lnM(I(0), D(0))
t
+min{µ2 + γ, η}(
√
T0 − 1)1{√T0≤1}
+max{µ2 + γ, η}(
√
T0 − 1)1{√T0>1}
+
ω1β
ω2t
∫ t
0
∣∣∣ψ(s)− A
µ1
∣∣∣ds+ U1(t)
t
+
U2(t)
t
,
where
U1(t) =
1
ω1I(t) + ω2D(t)
∫ t
0
{
ω1σ2I(s)dW2(s) + ω2σ4D(s)dW4(s)
}
,
U2(t) =
∫ t
0
∫
Z
ln(1 + λ(u))N˜ (ds, du).
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By the strong law of large numbers for local martingales, we get lim
t→∞
Ui(t)
t
= 0 (i = 1, 2) a.s.
Now by using the Ho¨lder’s inequality, we deduce that
∫ t
0
∣∣∣ψ(s)− A
µ1
∣∣∣ds ≤ (∫ t
0
(
ψ(s)− A
µ1
)2
ds
) 1
2
=
(∫ t
0
(
ψ2(s)− 2A
µ1
ψ(s) +
( A
µ1
)2)
ds
) 1
2
.
It follows from lemme 2.3 that
lim
t→∞
∫ t
0
∣∣∣ψ(s)− A
µ1
∣∣∣ds ≤ ( 2A2
µ1χ2
− 2A
2
µ21
+
A2
µ21
) 1
2
=
(
A2
(
σ21 +
∫
Z
(
(1 + λ1(u)
)2 − 1− λ1(u))ν(du))
µ21χ2
) 1
2
Taking the superior limit on both sides, we obtain
lim sup
t→∞
lnM(I(t), D(t))
t
≤ lnM(I(0), D(0))
t
+min{µ2 + γ, η}(
√
T0 − 1)1{√T0≤1}
+max{µ2 + γ, η}(
√
T0 − 1)1{√T0>1}
+
ω1β
ω2
(
A2
(
σ21 +
∫
Z
(
(1 + λ1(u)
)2 − 1− λ1(u))ν(du))
µ21χ2
) 1
2
.
Which implies,
lim sup
t→∞
lnM(I(t), D(t))
t
≤ min{µ2 + γ, η}(
√
T0 − 1)1{√T0≤1}
+max{µ2 + γ, η}(
√
T0 − 1)1{√T0>1} + η
(
T0ζ
χ2
) 1
2
:= ϑ a.s.
where ζ = σ21 +
∫
Z
(
(1 + λ1(u)
)2 − 1− λ1(u))ν(du). That is to say, if ϑ < 0, then
lim sup
t→∞
ln I(t)
t
< 0, and lim sup
t→∞
lnD(t)
t
< 0 a.s.
This implies that the disease will die out with probability one. This completes the proof.
4. Persistence in mean of the disease
The study of the persistence in the mean is a significant characteristic to know more about epidemic dynamics. For
this reason, in this section, we will give the condition for the disease persistence. For simplify, we define the following
quantity
T s0 = β
(
A
µ1 + σ¯1
)(
(µ2 + γ + σ¯2) + β
( A
µ1 + σ¯1
) σ¯4
η
)−1
,
where σ¯i = 0.5σ
2
i +
∫
Z
(λi(u)− ln(1 + λi(u))ν(du)dt, i = 1, 2, 4.
Theorem 4.1. Let (S(t), I(t), D(t)) be a solution of the stochastic system (5) with any initial data (S(0), I(0), D(0)) ∈
R
3
+. The stochastic model (5) has the proprety, if T s0 > 1 holds, then the disease persists in the mean almost surely.
Proof. We begin by considering the following function
N(S(t), T (t), D(t)) = −c1 lnS(t)− ln I(t)− c2 lnD(t) + c3D(t).
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where ci, (i = 1, 2, 3) are positive constants to be determined in the following. Then
dN(S(t), T (t), D(t)) = LN(S(t), T (t), D(t))dt− c1σ1dW1(t)− σ2dW2(t)− c2σ4dW4(t)
+ c3σ4D(t)dW4(t)−
∫
Z

c1 ln(1 + λ1(u)
+ ln(1 + λ2(u))
+c2 ln(1 + λ4(u))
−c3λ4(u)D(t)
 N˜(dt, du),
where
LN(S(t), T (t), D(t)) = − c1
S(t)
(A− µ1 − βS(t)D(t)) + c1σ
2
1
2
− 1
I(t)
(βS(t)D(t) − (µ2 + γ)I(t))
+
σ22
2
− c2η
D(t)
(I(t)−D(t)) + c2σ
2
4
2
+ c3η(I(t) −D(t))
+
∫
Z

c1(λ1(u)− ln(1 + λ1(u))
+(λ2(u)− ln(1 + λ2(u))
+c2(λ4(u)− ln(1 + λ4(u))
 ν(du)dt.
Note σ¯i = 0.5σ
2
i +
∫
Z
(λi(u)− ln(1 + λi(u))ν(du)dt, i = 1, 2, 4. We then find that
LN(S(t), T (t), D(t)) = −βS(t)D(t)
I(t)
− c1A
S(t)
− c2ηI(t)
D(t)
+ (c1β − c3η)D(t)
c1(µ1 + σ¯1) + c2(η + σ¯4) + (µ2 + γ + σ¯2) + c3ηI(t)
≤ −3(βAηc1c2) 13 + (c1β − c3η)D(t) + c1(µ1 + σ¯1)
+ c2(η + σ¯4) + (µ2 + γ + σ¯2) + c3ηI(t).
Now let
c1 = β
( A
µ1 + σ¯1
)2
(η + σ¯4)/Aη,
c2 = β
( A
µ1 + σ¯1
)
/(η + σ¯4),
c3 = c1β/η.
So that we clearly have
LN(S(t), T (t), D(t)) ≤ −β
( A
µ1 + σ¯1
)
+ (µ2 + γ + σ¯2) + β
( A
µ1 + σ¯1
)σ24
η
+ c1βD(t)
= −β
( A
µ1 + σ¯1
)(
1− 1T s0
)
+ c1βI(t)
Hence we obtain
dN(S(t), T (t), D(t)) ≤
(
− β
( A
µ1 + σ¯1
)(
1− 1T s0
)
+ c1βI(t)
)
dt− c1σ1dW1(t)− σ2dW2(t)
− c2σ4dW4(t) + c3σ4D(t)dW4(t)−
∫
Z

c1 ln(1 + λ1(u)
+ ln(1 + λ2(u))
+c2 ln(1 + λ4(u))
−c3λ4(u)D(t)
 N˜(dt, du).
Integrating from 0 to t on both sides, yields
N(S(t), T (t), D(t))
t
≤ N(S(0), T (0), D(0))
t
− β
( A
µ1 + σ¯1
)(
1− 1T s0
)
+ c1β
∫ t
0
I(s)ds+
U3(t)
t
+
U4(t)
t
,
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where
U3(t) = −
(
c1σ1W1(t) + σ2W2(t) + c2σ4W4(t)
)
+ c3σ4
∫ t
0
D(s)dW4(s),
U4(t) = −
∫ t
0
∫
Z

c1 ln(1 + λ1(u)
+ ln(1 + λ2(u))
+c2 ln(1 + λ4(u))
−c3λ4(u)D(s)
 N˜(ds, du).
Then by the large num- bers theorem for martingales, we can obtain lim
t→∞
Ui(t)
t
= 0 (i = 3, 4) a.s. Therefore
lim inf
t→∞
1
t
∫ t
0
I(s)ds ≥ 1
c1
( A
µ1 + σ¯1
)(
1− 1T s0
)
> 0 a.s.
This shows that the disease persistence in the mean. The proof is completed.
5. Example
In this section, we will validate our theoretical result with the help of numerical simulations taking parameters
from the theoretical data mentioned in 1. We numerically simulate the solution of the system (5) with initial value
(S(0), I(0), D(0)) = (0.9, 0.5, 0.1) and use Matlab software to perform numerical examples.
Parameters Description Value
A The recruitment rate 0.8
µ1 The natural mortality rate of S 0.9
β The transmission rate 0.1
γ The recovered rate 0.2
µ2 The natural mortality of I 0.2
η The exponentially fading memory rate 0.2
σ1 The intensity of W1(t) 0.2
σ2 The intensity of W2(t) 0.25
σ4 The intensity of W4(t) 0.15
λ1 The jump intensity of S 0.3
λ2 The jump intensity of I 0.2
λ4 The jump intensity of D 0.1
Table 1: Theoretical parameter values of the model (5) used in figure 1.
By using the parameters listed in table 1, we get the following results: T0 = 0.222 < 1, ζ = 0.043 > 0, χ2 = 1.370 > 0,
and ϑ = −0.052 < 0. The result in theorem 3.1 gives the condition under which the disease dies out exponentially
almost surely. This is illustrated in figure 1.
When the parameter T s0 exceeds one, the epidemic persists in the mean with probability one. This confirms the
behavior of the epidemic in figure 2 with parameters given in table 2 and a value of T s0 = 1.2684 > 1.
Parameters Description Value
A The recruitment rate 0.65
µ1 The natural mortality rate of S 0.5
β The transmission rate 0.8
γ The recovered rate 0.8
µ2 The natural mortality of I 0.7
η The exponentially fading memory rate 0.6
σ1 The intensity of W1(t) 0.12
σ2 The intensity of W2(t) 0.17
σ4 The intensity of W4(t) 0.15
λ1 The jump intensity of S 0.1
λ2 The jump intensity of I 0.2
λ4 The jump intensity of D 0.1
Table 2: Theoretical parameter values of the model (5) used in figure 2.
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Figure 1: The numerical simulation of the solution (S(t), I(t), D(t)) to the system (5).
6. Conclusion
In this paper, by considering distributed delay and a multidimensional Le´vy process, we studied the dynamic
behaviors of the stochastic SIR model. Firstly, we employed the linear chain approach to transforming the model with
a low kernel case into an equivalent system (5). Then, we analyzed the long term behavior of the stochastic model
(5). Our analysis based on new calculus to obtain sufficient conditions for two interesting asymptotic proprieties:
extinction and persistence in the mean. The novelty of this study can summarise into the following points:
1. The extension of the study presented in [21] to the case of the multidimensional Le´vy process.
2. The calculation of the temporary averages of the solution to (5) instead of the classic method based on the
explicit form of the stationary distribution of the model (5).
Our theoretical studies deliver some new insights for understanding the propagation of diseases with distributed delay.
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