ABSTRACT. Let {Xj } be an i.i.d. sequence of Banach space valued r.v.'s and let Sn = E'J=I Xj . For certain positive sequences bn -> 00 , we determine the exact asymptotic behavior of E exp{(bVn)CI>(Sn/bn)} , where CI> is a smooth function. We also prove a large deviation principle for {2'(Sn/bn)}.
INTRODUCTION
Let {Xj} be a sequence of independent E -valued random vectors with common distribution f.i, where E is a separable Banach space, let Sn = E;=I Xj, and assume that {2'(Sn/n l / 2 )} converges weakly. Let {bn} be a positive sequence such that bn/n l / 2 -+ 00. In this paper we study certain aspects of the asymptotic behavior of {2'(Sn/bn)} (under the further assumption (1.1), {P{Sn/bn E An are sometimes referred to in the literature as "probabilities of moderate deviations").
One of our results is a large deviation principle (in the sense of Varadhan [20] ) for {2'(Sn/bn)} when {bn} is such that ( 1.1 ) bn / n -+ O.
We prove that, under appropriate integrability conditions, (1.2) lim sup bn210gP{Sn/bn E F} ::; -inf J(x) for F closed, n-+cx:> n xEF ( 1.3) liminfb~ 10gP{Sn/bn E G} ~ -inf J(x) for G open.
n-+cx:> n xEG
The rate function J depends on f.i only through its covariance structure; this is in contrast to the situation that arises when bn = n (see [14] ; also [8, 7, 2] ). The precise statement is given in Theorem 2.3; Theorem 2.2 is a more general result about triangular arrays which we need in §3. Parts of Theorem 2.3 were obtained by Borovkov and Mogulskii [13] (see also de Acosta and
Kuelbs [5] and Bolthausen [10] ). For the case when E is finite-dimensional (and the covariance matrix of Xl is nonsingular), see Freidlin and Wentzell [17, p. 142] . Of course, in the case E = R there is an extensive literature on the exact asymptotics of {P{Sn/bn > x}}; for classical results in this context see [16, 19] . If <1>: E -+ R is a bounded continuous function, then by Varadhan's theorem (see [15, Our main result is a refinement of (1.4), giving the exact asymptotic behavior of Eexp{(b~/n)<I>(Sn/bn)} when <I> is a smooth function subject to a growth condition and (1.1) is replaced by the stronger condition (1.5) bn /n 2 / 3 -+ O.
Under appropriate integrability, tightness and nondegeneracy conditions, we prove that (1.6) Eexp{b~<I>(Sn/bn)} '" cexp{b~ sup[<I>(x) -/(X)]} ' n n xEE where the constant C depends on <I> and the covariance structure of Jl. The precise statement is given in Theorem 3.1 and a simple example shows that condition (1.5) cannot in general be relaxed; it should be remarked that (1.5) appears also in classical results on the exact asymptotic behavior of {P{Sn/bn > x}} (see e.g. [16] ). In the case bn = n, results similar to (1.6) were obtained by Bolthausen [10] for general E and previously by Martin-LOf [18] for E = R; in contrast to (1.6), in their results the rate function I is replaced by the Cramer functional of Jl (see [7] ). §3 of the present paper is close in spirit to Bolthausen's interesting work (he has also studied in [11] the more complicated situation that occurs in the case bn = n when the nondegeneracy assumption is dropped). For reference to previous results in the case when Jl is Gaussian, see [10] .
§2 contains the proof of the moderate deviation results and §3 that of the Laplace approximation (1.6).
Throughout the paper E will denote a separable Banach space and E* its dual space.
MODERATE DEVIATIONS
It will be convenient for the developments in §3 to prove (1.2) and (1.3) in a somewhat more general setting. Let {Xnj: n EN, j = 1 , ... , n} be a triangular array of E-valued random vectors, each row of which is independent and identically distributed, and let Sn = 'LJ=1 Xnj . We will consider the following conditions: (ii) For every e E E* , Let us recall that the Cramer functional of y, defined by
is given by (2.12)
where (Hy , 11·lly) is the Hilbert space associated to y (see [7] ; also [12] ).
We obtain now a large deviation principle for {2'(Sn/bn)}. 
(ii) We first remark that Lemma 3.1 of [5] is valid for triangular arrays under assumptions (2.1) and (2.3)-(2.5) (obviously the integrability assumption may be weakened). The proof is just a reinterpretation of that of Lemma 3.1 of [5] ; notice that statements (3.5) and (3.6) in [5] follow from standard facts about triangular arrays; (2.5) is needed to verify (3.6) of [5] (see [3] ). Now let G be an open set. We must prove that if hE G n Hy, then
n But this follows from Lemma 3.2 of [5] . 0
The following result deals with the case of an independent, identically distributed sequence. In order to formulate it, we consider the following conditions on a probability measure p, on E:
j e tllxll p,(dx) < 00 for all t > 0,
As is well known (2.15) follows from (2.13) and (2.14) if E is a Banach space space of type 2 (see e.g. [6] ). Under condition (2.15), {p,M(n l / 2 (.))} converges weakly to a Gaussian measure y with the same covariance structure as p,. Let (Hp., II· lip.) be the Hilbert space associated to p,; then (Hp., II· lip.) depends only on the covariance structure of p, and (Hp., 1I·1Ip.) = (Hy, 11'lIy), and therefore 
LAPLACE APPROXIMATIONS
We have adopted in this section the framework of Bolthausen [10] for the case bn = n. The central part of the proof of Theorem 3.1 is, however, different and is based on the decomposition given by Lemma 3.3(i); the use of this decomposition is illustrated in a simple way in the proof of Theorem 3.1(i).
In order to formulate Theorem 3.1 we will consider a probability measure J1, on E satisfying the following conditions; let us observe that (3.3) is a strengthening of (2.15) (take
We will also consider a function <1>:
The following two assumptions should be considered in the light of Lemma 3.2. They also appear in [10] . (3.6) There exists a unique point
, where I is given by (2.16), 
(ii) Let {bn} be a positive sequence satisfying the conditions bn/n l / 2 ---+ 00 and (1.5). Then 
We shall need several lemmas for the proof of Theorem 3.1. For background information on (Hp., II . lip.) we refer again to [7, 12] . 
(ii) Similarly,
Conditions (3.6) and (3.7) are a strengthening of the conclusions of Lemma 3.2; the latter one should be viewed as a nondegeneracy condition. The conclusion follows from (3.9)-(3.11).
(ii) By continuity and the II· 
Then {.:?(fn(Tn/n l / 2 ))} converges weakly to yo f-I .
Proof. We first show
Now by (3.1) and the inequality leY -1 -yl :::; tlyl2e lYI (y E R), we have
III xe bn (rp,x)/nJ1,(dx) -~ I x(rp, x)J1,(dx) I I = III x (ebn(rp'X)/n -1 -~ (rp, X)) J1,(dX)11
: : : ; ~ ~1 I IIxll(rp, X)2 eb n (rp,x)/nJ1,(dx). In fact, by Taylor's formula,
where lei ~ 1 , and claim (ii) follows by assumption (3.4) and claim (i).
By [9, p. 34] and claim (ii), the proof will be completed if we show that
{2'(Tn /n l / 2 )} converges weakly to y. By assumption (3.3), {2'(Tn /n l / 2 )} is tight. Therefore it is enough to show that {2'((~, Tn/n l / 2 ))} converges weakly to yo~-I for ~ E E*. But it is easily shown that
for every e > 0, so (3.11) follows by Lindeberg's theorem (for triangular arrays). 0 Lemma 3.5. Let {Unj : i = 1 , ... , n; n E N} be a triangular array of E-valued random vectors such that each row is independent and identically distributed. Let Vn = 'LJ=I Unj , and let q be a continuous seminorm on E. Assume (1) For all n, E(Und=O, (2) For all t> 0, sUPnEexp{tq(Und} < 00, (3) SUPn Eq(Vn/nl/2) < 00.
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The triangular array {Zni: n ;::: h, i = 1, ... ,jn} has independent, identically distributed rows. Next, for all n;::: h, mEN, m > 2,
where L = sUPn>h E exp{q(Znd} < 00 by assumption (2) . By (3.12) and (3.13), we have for all n ~ max{h, no}, m ~ 2,
By (3.14), applying to the nth row of {Zni} Theorem 2.1 ofYurinskii [21] , with bJ = b 2 (so B~ = jnb2), Pn = Eq(Wj.) , we have: for s > 0, setting
where M = sUPn(Eexp{r (1-A) 
Proof. Fix,., < 1 and kEN. Since I(~j, Vn)1 ~ lI~jllllVnll for j = 1, ... , k, it is enough to prove: for sufficiently small ~ > 0,
Let A be the canonical Gaussian measure in Rk. Then (3.21 )
where
by (3.21) in order to prove (3.20) it is enough to show: for sufficiently small
In order to prove (3.22) we estimate P{IWn(z) /nl/21 > t} by means of Bernstein's inequality (see [21, p. 474] , or [19, p. 55] ). We have E(Y~:)) = 0 for n E N by assumption (1). Also
and therefore by assumptions (2) and (3), given ( > 1 (to be further specified later), there exists no such that for n ~ no, Proof of Theorem 3.1. (i) The fact that C < 00 follows from the integrability arguments in the proof of (ii). Nevertheless, we will give a simple direct proof because it illustrates the use of the decomposition given by lemma 3.3(i), which is later employed in a more complicated situation in the proof of (ii).
Let {C;j: j E N} c E* be such that {d( C;j ): j E N} is an orthonormal basis of Hy = Hp. (see [12] ). Let A = D 2 ct>(x*). By (3.7) and Lemma 3.3(ii),
Since Qk(Z) --t 0 a.s. for a random vector Z with £,(Z) = y (see [12] ), one may choose kEN such that (ii) Let x* be as in (3.6) . For the rest of the proof, we set rp = Dct>(x*) .
Since for any C; E E*, SUP1/EE* [(11, d(C;)} -t J 112 d.u1 is attained at 11 = C; , as
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Therefore we may write
where Jl("/trp)
where In is as in Lemma 3.4, in order to prove limn-+oo Cn = C it is enough by Lemma 3.4 to prove
{ exp { ~~ Fn (r:) }} is uniformly integrable.
We prove (a) first. A straightforward expansion gives
On the other hand,
where {rn} is bounded. From assumption (1.5) it follows that
(It is clear from the argument that if J rp3 dli = 0, then the conclusion will hold under the weaker assumption bn /n 3 / 4 ----0.)
We tum now to the proof of (b). In order to prove this assertion, it is clearly enough to prove:
In order to prove (I), it suffices to show that for any closed set D,
simple computation using Lemma 3.2(i) gives 
By the argument in Lemma 2.1(i) (with qK replaced by 11·11), the second factor is bounded by exp{ b~ d / n} for some constant d > 0 and sufficiently large n.
n-+oo n i{Fn~t} n which yields (3.29). We proceed now to complete the proof of (3.27). Let an = b~/n and fix t > o. By n-+oo
D xED
Now a standard argument using (3.29) completes the proof of (3.27), and hence that of (I).
We turn now to the proof of (II). By Taylor By the assumptions on ct> and Lemma 3.4, simple estimates show that given e > 0 (to be further specified later), it is possible to choose t51 > 0 and nl E N such that for n ~ nl , (3.30) The triangular array {Ynj -EYnj : n EN, j = 1, ... ,n} and the seminorm qk satisfy the assumptions of Lemma 3.5 (assumption (3) follows from Lemma
and [4]
). Therefore for sufficiently small f5 > 0, (3.33) Finally, by Lemma 3.6, it is possible to choose f5 > 0 such that the second factor in the right-hand side of (3.31) is bounded uniformly in n. Now assertion (II) follows from (3.30), (3.31) and (3.33). 0
