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Abstract 
One of the major limiting factors of the CMOS device, circuit and system simulation in 
sub 100nm regimes is the statistical variability introduced by the discreteness of charge 
and granularity of matter. The statistical variability cannot be eliminated by tuning the 
layout or by tightening fabrication process control. Since the compact models are the key 
bridge between technology and design, it is necessary to transfer reliably the MOSFET 
statistical variability information into compact models to facilitate variability aware design 
practice.  
The aim of this project is the development of a statistical extraction methodology 
essential to capture statistical variability with optimum set of parameters particularly in 
industry standard compact model BSIM. This task is accomplished by using a detailed 
study on the sensitivity analysis of the transistor current in respect to key parameters in 
compact model in combination with error analysis of the fitted Id-Vg characteristics. The 
key point in the developed direct statistical compact model strategy is that the impacts of 
statistical variability can be captured in device characteristics by tuning a limited number 
of parameters and keeping the values for remaining major set equal to their default values 
obtained from the “uniform” MOSFET compact model extraction. However, the statistical 
compact model extraction strategies will accurately represent the distribution and 
correlation of the electrical MOSFET figures of merit. Statistical compact model 
parameters are generated using statistical parameter generation techniques such as 
uncorrelated parameter distributions, principal component analysis and nonlinear power 
method. The accuracy of these methods is evaluated in comparison with the results 
obtained from ‘atomistic’ simulations. The impact of the correlations in the compact model 
parameters has been analyzed along with the corresponding transistor figures of merit. The 
accuracy of the circuit simulations with different statistical compact model libraries has 
been studied. Moreover, the impact of the MOSFET width/length on the statistical trend of 
the optimum set of statistical compact model parameters and electrical figures of merit has 
been analyzed with two methods to capture geometry dependencies in proposed statistical 
models. i 
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Chapter 1 
Introduction  
 
Computer-aided design (CAD) tools are an essential part of the integrated-circuit (IC) 
design flow. Among them, the Simulation Program with Integrated Circuit Emphasis 
(SPICE) is widely used for analysis and verification of analogue, mixed mode and digital 
circuits employing billions of transistors [1]. Transistor compact models are key to the 
utility of SPICE, and acting as an interface between technology and design. Although the 
initial driving force of compact model development was the requirement of accurate 
modelling of circuit components in analogue IC design domain, compact models are now 
extensively used in transistor-level digital circuit design and verification, especially in the 
characterization of standard cells and in the SRAM (Static Random Access Memory) 
design process. Therefore, compact model accuracy is key to analogue, mixed mode and 
digital IC design. 
BSIM4 (Berkeley Short-channel IGFET Model) is a threshold voltage based compact 
model for integrated circuit design purposes. This model is constructed on top of the 
BSIM3 framework. It shares the same basic equations with that bulk model so that the 
physical nature and smoothness of BSIM3 are preserved. BSIM series compact models 
have served the electronic industry for more than 20 years with focus on the simulation of 
planar bulk MOSFETs [2,3]. Recently, other flavours of BSIM compact models such as Chapter 1. Introduction                                                                                                       2      
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BSIMSOI and BSIM-CMG have been developed to simulate SOI and multi gate 
MOSFETs [4,5]. Since planar bulk MOSFETs are still the workhorse of the semiconductor 
industry and their scaling is expected to continue until 2015, BSIM4 is still being used by 
semiconductor companies such as IBM and AMD and foundries such as TSMC. BSIM4 
was selected by Electronic Industries Alliance (EIA) and Compact Model Council (CMC) 
as the standard MOSFET compact model in March 2000 [3]. Various compact models like 
PSP, HiSIM and EKV have been introduced later and are being used by semiconductor 
industry [6]. BSIM4 is used as the target compact model in this thesis. 
Although the design of compact models, and the extraction of compact model 
parameters is a mature field (especially for bulk devices), this long standing interface 
between technology and design is now being seriously affected by a rapidly growing 
problem in device technology – atomic scale statistical MOSFET variability. As devices 
scale further into the sub-100nm regime, intrinsic parameter fluctuations between devices 
which result from the discreteness of charge and granularity of matter are now one of the 
major obstacles which limit scaling and integration [7]. In general, device variability can 
be broadly classified as global or local variability. Global variability refers to the changes 
in the behavior of nominally identical transistors from wafer to wafer or die to die [8,9], 
typically related to variations in processing resulting in change of transistor structural 
dimensions and doping profiles. Local variability can be subdivided into two types: 
systematic variability and statistical variability. Systematic variability is introduced by 
layout dependent optical proximity effects and strain variations. It can be reduced by the 
adoption of restricted design rules. Moreover, it is locally predictable using sufficient 
computing power. However, statistical variability, introduced by the granularity of matter 
and discreteness of charge (for example due to the precise configuration of discrete dopant 
atoms in a nanoscale device channel) cannot be eliminated by tuning the layout or by 
tightening fabrication process control and cannot be deterministically predicted using 
simulations. It is a significant and growing problem – it accounts for more than 50% of 
device variability in 45nm CMOS technology [10] – and is predicted to become the major 
source of transistor variations for future technology generations. In addition, because it 
effects every nominally identical transistor, even those placed side by side in a circuit, it is Chapter 1. Introduction                                                                                                       3      
3 
 
an uncontrollable source of circuit mismatch. Simulation and modelling of intrinsic 
parameter fluctuations is crucial for understanding on predicting the statistical variability. 
Simultaneously circuit designers would much prefer information on intrinsic parameter 
fluctuations to be supplied in the familiar framework of compact models. This becomes 
crucial for high yield nanometer CMOS design.  
Mismatch has historically been the subject of specific modelling, and the importance of 
device matching in the analogue domain drove early transistor mismatch modelling efforts. 
The first systematic mismatch models were reported in early ‘80s for MOS capacitors and 
MOSFETs [11,12], and this still remains an active research area today [13,14]. Mismatch 
studies target random, uncorrelated variation that cannot be improved by matching 
techniques [1,12]. However, most MOSFET mismatch models are based on simple 
MOSFET drain current formulae in the linear or saturation region [15,16]. Although they 
can provide important information regarding mismatch trends versus transistor design and 
dimensions, they cannot be integrated into design tools to directly support design activities. 
A natural way to incorporate mismatch into design flow is to employ statistical compact 
modelling techniques, and investigating such statistical compact modelling will be the aim 
of this work. 
Most previous compact model based mismatch approaches rest upon the assumption of 
normal, uncorrelated distributions of compact model parameters [17,18,19]. Although this 
assumption was primarily made to ease theoretical prediction, it also allows the storage and 
transfer of relatively small compact model data files containing only the mean and standard 
deviation of parameters, rather than large statistical ‘card indexes’ capturing the full 
distributions and correlations of compact model parameters. If necessary, approximate 
statistical BSIM parameter ensembles could then be generated from these mean (µ) and 
standard deviation (σ) values. A key aspect of our study will be to investigate the efficacy 
of this simplifying assumption, and study to what extent BSIM parameters generated from 
µ and σ values, or from additional moments and correlations can provide accurate 
distributions and correlations of transistor characteristics and figures of merit. Chapter 1. Introduction                                                                                                       4      
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1.1  Aims and objectives 
The aim of this work is to investigate accurate and efficient techniques for incorporation 
of statistical variability into industry standard compact models such as BSIM4. The main 
objectives include: 
1. To develop a BSIM parameter extraction and optimization methodology using as 
a test bed a template 35nm and 18nm bulk MOSFETs.  
2. To determine a subset of the BSIM compact model parameters that can accurately 
capture the effects of statistical variability over a statistical device ensemble.  
3. To evaluate the accuracy of the methodology as a function of statistical parameter 
subset size, comparing with benchmark physics based ‘atomistic’ simulation 
results, and evaluating with respect to the distributions of typical MOSFET 
electrical figures of merit.   
4. To develop statistical BSIM parameter generation techniques and to evaluate their 
accuracy and their ability to reproduce typical MOSFET electrical figures of merit 
in comparison with benchmark physics based simulations and directly extracted 
compact models. 
5. To perform statistical circuit simulation of simple CMOS circuits using a 
statistical compact model library as a practical test of the accuracy of different 
parameter extraction and generation techniques.   
6. To study the impact of statistical variability on different channel width/length 
MOSFETs and their electrical figures of merit.   
 Chapter 1. Introduction                                                                                                       5      
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1.2  Thesis Outline 
The rest of this thesis is organized as follows. The second chapter presents background 
information about variability and the classification of variability in nanoscale MOSFETs. 
Statistical variability and its sources including Random Discrete Dopants (RDD), Line 
Edge Roughness (LER), Oxide Thickness Fluctuations (OTF), high-κ granularity and Poly-
silicon Gate Granularity (PGG) are discussed.  Physical simulation of statistical variability 
and the impact of variability on devices and circuits are explained. Existing techniques for 
statistical variability simulation are explored in details with emphasis on drift-diffusion 
simulation of statistical variability using the Glasgow University ‘atomistic’ simulator. 
Finally a literature review of the concept of statistical compact modeling is presented. 
The third chapter focuses on the BSIM4 compact model parameter extraction and 
optimization with reference to the template/exemplar MOSFETs. Elements of the key 
BSIM4 compact model expressions for threshold voltage and drain current and the 
relationship between BSIM4 compact model parameters are reviewed. The physics and 
design of the template MOSFETs are then discussed, and the methodology of compact 
model parameter extraction and optimization for such devices is explored. The accuracy of 
results calculating the static behaviour of n- and p-MOSFET transistors is reviewed. The 
accuracy criteria are based on the RMS error for drain current between compact model 
results and the original TCAD physical simulations data from which the compact models 
were extracted. 
In chapter 4, the statistical compact model extraction strategy is developed. First, 
atomistic simulations are carried out to obtain an ensemble of MOSFET Id-Vg 
characteristics which capture the main sources of variability in 35nm channel length 
transistors. A subset of compact model parameters which can accurately capture the impact 
of statistical variability on these MOSFET characteristics is determined based on first order 
sensitivity analysis of Id. The accuracy of the fitting between the compact models and 
original Id-Vg curves is then discussed. The impact of the compact model parameter subset 
size on the statistical properties of MOSFET figures of merit is studied, and the accuracy Chapter 1. Introduction                                                                                                       6      
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of figures of merit obtained from statistical parameter extraction is evaluated in 
comparison with the original atomistic simulations (including evaluation of the correlations 
between figures of merit). A simple CMOS inverter is simulated to study the impact of 
statistical parameter set size on the accuracy of practical circuit figures of merit – in this 
case the propagation delay and power dissipation of the inverter. 
Chapter 5 is devoted to statistical compact model parameter generation techniques. The 
statistical properties of the directly extracted BSIM compact model parameters are first 
reviewed, including their distributions and the correlations between each pair of 
parameters. Naïve and PCA approaches are then introduced in an attempt to generate 
compact model parameter ensembles with the same statistical properties as the directly 
extracted compact model parameters, and the accuracy of these approaches is evaluated by 
comparing the parameter distributions, and how well they reproduce MOSFET and simple 
circuit figures of merit. In the last section, the Nonlinear Power Method, a statistical 
moment matching technique, is introduced and its accuracy is evaluated. 
 Chapter 6 investigates statistical compact modelling for different channel length/width 
MOSFETs. Full statistical atomistic simulation of different width/length devices is carried 
out to provide benchmark results. A computationally efficient approximation to obtain 
statistical results for different width/length devices – the parallel component approach – is 
described and its accuracy is investigated by considering trends in extracted BSIM 
parameters and device figures of merit. 
Chapter 7 concludes this work. A summary of the results obtained in the bulk of the 
thesis is presented and future directions of research are given.  
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Chapter 2 
Background  
 
The semiconductor industry has always been driven by the scaling of CMOS transistors 
aiming to produce high performance devices (higher speed and lower power) and increased 
circuit density, following Moore’s famous law [20]. Moore’s law predicts the long-term 
trend in the number of transistors which can be located on an integrated circuit (IC), 
indicating that the number of transistors in a chip will double every two years [20]. Scaling 
has two important aims, first is to shrink device dimensions in order to obtain higher 
device density and therefore increased system functionality, and second to achieve higher 
devices/circuits performance. Figure 2.1(a) shows transistor count versus date of 
introduction for a number of noted microprocessors [21]. Due to scaling, the numbers of 
dopant atoms are reduced in scaled devices as shown in Figure 2.1(b) [22]. This reduction 
results in the impact of Random Dopant Fluctuations (RDF) on device characteristics. As a 
result, RDF has emerged as a significant source of statistical variability in contemporary 
and next generation CMOS devices. Moreover, device variability is the main factor 
restricting the scaling of the supply voltage, which for the last four technology generations 
has remained constant [22]. Chapter 2. Background                                                                                                       8     
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(a) (b) 
Figure 2.1: Two manifests of MOSFET scaling: (a) Microprocessor transistor counts from 1971 
to 2011, after [21], (b) Reduction in the average number of dopant atoms per technology 
generation, after [22]. 
Reduction of channel length in bulk MOSFETs requires increasing the channel doping 
to control short channel effects such as threshold voltage roll-off and punch-through. High 
channel doping causes an increase in ionized impurity scattering which in turn degrades 
carrier mobility and reduces the drain current [23,24]. Moreover, devices with high level of 
channel doping are more susceptible to degradation in device performance caused by direct 
band-to-band leakage current in the drain region and gate-induced-drain-leakage (GIDL) 
effects [25,26]. Shallow source and drain extensions and lateral non-uniform doping such 
as pocket implants are needed to compensate for threshold voltage roll-off and punch-
through [27]. Threshold voltage scaling leads to an increased gate overdrive (difference 
between gate voltage and threshold voltage) and hence increased drive current and 
switching speed. Unfortunately, the source-drain leakage current increases exponentially 
with the reduction in threshold voltage and this increase results in high static power 
consumption. New materials and process technologies may need to be introduced to 
improve performance and continue scaling. For instance, strain has been introduced to 
compensate for the performance loss of scaled transistors by boosting the mobility and 
drive current [28,29,30].   
To ensure adequate control of the channel by the gate, MOSFET oxide thickness should 
scale proportionately to channel length. However, decreasing oxide thickness increases the Chapter 2. Background                                                                                                       9     
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gate tunneling current exponentially, which critically affects low power applications [31]. 
High-κ hafnium-based dielectrics were introduced at the 45nm technology node to prevent 
such tunneling currents in the gate [32].  
Intrinsic parameter fluctuations associated with discreteness of charge and granularity 
of matter are now one of the major obstacles which limit scaling [7], integration and the 
reduction of supply voltage and power consumption in ULSI applications. The accurate 
modelling and simulation of such effects is very important for the development of present 
and future generation semiconductor devices and their integration into giga-transistor count 
chips [33,34,35]. In this chapter we focus on the effects of statistical variability which have 
become dominant at the 45nm technology generation and cannot be further reduced by 
tightening process control on the device and circuit fabrication steps. 
2.1  Classification of Variability 
Several axes have been introduced in the literature for classification of device 
variability [36]. One axis classifies the variability into global and local variations [8,37]. 
Global variations refer to variation across or between fabricated wafers. This kind of 
variability is caused by lack of control on uniformity in the fabrication and is the difference 
in oxide layer thickness, physical gate length/width and doping concentration of two 
devices in different wafers or two devices in the same wafer but usually at a distance apart. 
By using better manufacturing equipment and process technologies this kind of variability 
can be controlled and significantly reduced.  
Local variations refer to variation between adjacent devices in a chip and falls in two 
categories: systematic and statistical variations. Systematic variation is the component of 
the physically varying parameters that follow a well understood behavior and can be 
predicted and modelled. For instance, optical proximity effects [38], layout mediated strain 
[39] and well proximity effects [40] are some sources of systematic variability. Statistical 
variability sources will be considered in next section.  Chapter 2. Background                                                                                                       10     
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Another classification splits the variability into intrinsic variations and extrinsic 
variations [37]. Intrinsic variability is caused by the discreteness of charge and granularity 
of matter in a device which does not depend on fabrication accuracy. Extrinsic variability 
is associated with the operating dynamics, layout effects and uncontrolled changes in the 
fabrication process conditions [41].    
In this thesis, the focus will be upon intrinsic or statistical variability. At the 45nm 
technology generation, statistical variability accounts for more than 50% of total variability 
[10,42] and in smaller devices in new technologies, the manifestation of statistical 
variability will be increased.  
2.2  Statistical Variability in Nano-CMOS 
Statistical variability which arises from discreteness of charge and granularity of matter 
is one of the fundamental limiting factors of CMOS scaling and integration in the 
nanometer regime [43]. Due to its purely random nature, statistical variability introduces 
increasing challenges for accurate compact modelling and statistical circuit simulation 
[13,17,19]. The major sources of statistical variability are introduced below. 
2.2.1  Random Discrete Dopants  
Random discrete dopants (RDD) are the most significant source of statistical variability 
in bulk MOSFETs. Threshold voltage variation due to random variations in the number 
and position of donor and acceptor atoms in the channel, source and drain regions is an 
increasingly important problem as device dimensions shrink and has received increasing 
attention [44,45]. The ionized dopant atoms are typically introduced into the silicon lattice 
by ion implantation. After annealing, they replace Si atoms in the lattice. These dopants 
have many collisions with atoms of lattice before coming to rest and consequently 
replacing Si atoms; therefore the final position of impurities will be determined by the 
implantation and annealing conditions and will inevitably result in a random dopant Chapter 2. Background                                                                                                       11     
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distribution for each transistor. This effect leads to a random current-voltage characteristic 
change from device to device [46]. Figure 2.2 shows an example of random dopant 
distribution for a 35nm gate length MOSFET. Each impurity atom creates a discrete 
Coulomb potential peak in the channel of MOSFET which in turn will have an impact on 
electrical characteristics and current flow in the device.         
 
(a) 
 
(b) 
Figure 2.2: Typical atomistic discrete dopant distribution inside a 35nm gate length MOSFET: 
(a) Potential distribution (potential bar indicates higher positive potentials around donors located in 
source and drain and and negative potentials around acceptors in the bulk); (b) Dopant position 
map; Red bubbles are donors in source/drain; Blue bubbles are acceptors in bulk; Yellow color 
indicates the P-N junction, used with permission from [47].   
Several research articles have been published which investigate the effects of discrete 
random dopants using analytical models [15,48,49,50,51]. Initial simulation studies of the 
effects of the discrete dopant distribution were accomplished using 2D simulations 
[51,52,45]. Since the random dopant fluctuations are essentially three dimensional in 
nature, more advanced and accurate simulators employ 3D numerical techniques 
[53,54,55].  
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2.2.2  Line Edge Roughness   
Line edge roughness (LER) is another source of intrinsic parameter fluctuations. It is 
caused by limitations inherent in the materials and tools used in the lithographic process 
[56,57]. LER is manifest as local variations in the active channel length along the channel 
width. Where the local channel length is langer, the localized threshold voltage is increased 
and both leakage and drive current decrease. Where the local channel length is smaller, the 
localized threshold voltage is reduced and leakage current increases exponentially. This is 
due to the fact that in those regions where local channel length decreases, short channel 
effects become strong. Figure 2.3 shows LER in a device with 50nm gate length. 
  
Figure 2.3: LER pattern in a 50nm×200nm MOSFET. Red color shows the high potential 
associated with source/drain area the blue color indicates the low potential in the bulk. Yellow 
color illustrates the potential area in the channel and depletion regions, [58]. 
LER is characterized by two parameters: The RMS magnitude ∆ and the correlation 
length Λ. The usual definition of LER magnitude is 3∆. The typical value for 3∆ is 5nm 
and Λ varies between 10nm to 50nm [59]. Simulations have shown that if the magnitude of 
the line edge roughness is not reduced below current levels, then the impact of LER will 
overtake that of RDD at devices scaled to approximately 18nm channel length [60]. LER 
effects in interconnects also result in resistance and capacitance variability which leads to 
variability in delay and power consumption of systems and circuits [61].  Chapter 2. Background                                                                                                       13     
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2.2.3  Oxide Thickness Variations  
The atomic scale roughness of the Si/SiO2 and gate/SiO2 interfaces will introduce 
significant intrinsic parameter fluctuations [62]. Indeed, when the oxide thickness is 
equivalent to only a few silicon atomic layers, the atomic scale interface roughness will 
result in significant relative oxide thickness variation within the gate region of an 
individual MOSFET. Figure 2.4 shows the variations in the oxide thickness. 
 
 Figure 2.4: The interface between gate, oxide and silicon in an atomic layer abstraction. The red, 
green and blue colors indicate atomic layers in poly-silicon gate, oxide and silicon, respectively. 
The fluctuations in the oxide thickness are clearly shown, used with permission from [46]. 
The random pattern of the gate oxide thickness and interface landscape makes a unique 
characteristic for each nano-scale MOSFET because the correlation length of the interface 
becomes comparable to the channel length, different from its counterparts and leads to 
variations in the surface roughness limited mobility and threshold voltage from device to 
device [63,64]. 
2.2.4  High-κ Granularity 
The reduction in oxide thickness of MOSFET devices leads to increased gate leakage. 
High-κ dielectrics such as Al2O3, HfO2 and ZrSiO4 have therefore superseded SiO2 or SiON 
in new technologies because they have higher permittivity and therefore, using them with 
larger thickness will provide the same equivalent oxide thickness of SiO2 while reducing 
the gate leakage current [46].  Chapter 2. Background                                                                                                       14     
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Figure 2.5: The gate stack of a nano-CMOS using high-κ dielectrics and polycrystalline of high-
κ which leads to vary dielectric thickness in each point of gate, used with permission from [46]. 
The use of high-κ material in the gate stack of nano-CMOS devices leads to parameter 
fluctuations between devices. The polycrystalline nature of high-κ materials illustrated in 
Figure 2.5 may lead to non-uniformity of the dielectric properties across the oxide film, 
which in turn results in fluctuations in important device parameters such as threshold 
voltage [65,66,67]. 
2.2.5  Poly/Metal Gate Granularity   
The polycrystalline granular structure of the poly-silicon gate has also been identified as 
an important source of variability. Fermi level pinning at the boundaries of grains due to a 
high density of defect states introduces surface potential fluctuation within the MOSFET 
channel and leads to variation in threshold voltage and current characteristics [68,69]. The 
use of metal gates eliminates poly gate granularity (PGG) induced variability but there is 
still gate work-function variability associated with metal gate granularity (MGG). Figure 
2.6 shows SEM micrographs of two typical poly-silicon and metal gates. Chapter 2. Background                                                                                                       15     
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(a) 
 
(b) 
Figure 2.6: SEM micrograph of (a) poly-silicon and (b) metal gates, with 5nm scale for both 
figures as indicated in (b).Used with permission from [70]. 
2.3  Physical Simulation of Statistical Variability  
There are many simulation techniques used in the simulation of sub 0.1 µm MOSFET 
devices to forecast the statistical variability in future technology generations. All of the 
simulation approaches are differentiated by the level of approximations used in the solution 
of the Boltzmann transport equation and the handling of quantum effects [71]. Recently, 
advanced techniques have been reported in predictive physical simulation of statistical 
variability using Drift Diffusion (DD), Monte Carlo (MC) and Quantum Transport (QT) 
techniques [43]. The simulations must be carried out in full 3D due to the 3D nature of 
intrinsic parameter fluctuations. DD is the most computationally effective technique to 
simulate statistical variability and the Glasgow atomistic simulator, which has been used 
for physical atomistic simulations of statistical variability in this work, is a drift diffusion 
simulator.   
A Monte Carlo technique can be used to solve the Boltzmann Transport Equation (BTE) 
[72]. In this technique an ensemble of particles and the corresponding spatial energy 
distributions evolve through real space acceleration and randomly chosen scattering events. 
This approximates the solution of the BTE in a computationally tractable way. This 
approach is the best method to simulate high current flow in small MOSFETs but requires Chapter 2. Background                                                                                                       16     
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long simulation times to allow reliable statistical averaging, therefore this method is not 
suitable to study the effects of intrinsic parameter fluctuations due to the large number of 
devices which need to be simulated to obtain statistical information.    
Quantum mechanical approaches like Non Equilibrium Green Functions (NEGF) couple 
the Poisson and time-independent Schrödinger equations, and can give great predictive 
power, but are extremely computationally expensive. 
2.3.1  Drift Diffusion Simulations 
For many years 3D drift diffusion simulations have been the workhorse of the statistical 
variability simulations [43]. The DD technique uses the first two moments of the 
Boltzmann Transport Equation and Poisson’s equation [73]. This model includes a local 
relationship between the velocity and the electric field and cannot represent properly non-
equilibrium transport effects and scattering variations and hence under-estimates drive 
current and its variations [46]. However, it has been shown that the accuracy of this 
approach is very good in the sub-threshold region of device operation [46].  
In this technique, electron and hole current density have two components: a drift 
component derived from the electric field and a diffusion part derived from the carrier 
density gradient. The total current density of electrons and holes is given by: 
Φ ∇ − ∇ = n q n qD J n n n µ   (2.1)
Φ ∇ − ∇ − = p q p qD J p p p µ   (2.2)
where  µ  is the mobility, Dis the diffusion coefficient and Φis the electrostatic potential. 
In the Boltzmann approximation, the mobility and diffusion coefficient for both electrons 
and holes, is related via the Einstein relation: Chapter 2. Background                                                                                                       17     
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T k
D B =   (2.3)
where  B k   is Boltzmann’s constant and T is the temperature. Since the drift diffusion 
approach has low computational cost, it is perfect for the simulation of large scale 
statistical devices and investigating the impact of various sources of intrinsic parameter 
fluctuations. The bulk of our simulations have been carried out with the 3D Glasgow 
‘atomistic’ drift diffusion simulator with quantum corrections. By shrinking MOSFETs 
into the nanometer scale, the influences of quantum effects become increasingly important. 
Since pure quantum mechanical simulations for a statistical set of devices requires very 
high level of computational resources, quantum corrections are used instead in 
combination with DD simulations. Two frequently used methods to incorporate quantum 
correction in classical DD simulation are the Density Gradient approach and the Effective 
Potential approach [74,72]. The Glasgow atomistic simulator uses the first method and 
further details can be found in [75].   
2.3.2  Incorporation of Statistical Variability into Atomistic 
Simulator 
Three important sources of statistical variability have been introduced in Glasgow 
atomistic simulator: RDD, LER and PGG. RDD is introduced by random placement of 
dopant atoms in the source, drain and channel regions of the MOSFET. The probability of 
a dopants being placed in each region is determined by local ratio between dopant and 
silicon atom concentration. Since the basis of the silicon lattice is 0.543nm, a fine mesh of 
0.5nm or 1nm is used to ensure a high resolution of dopant atoms in simulations [46].  
LER is introduced through 1D Fourier synthesis which generates random gate edges 
from a power spectrum corresponding to a Gaussian or exponential autocorrelation 
function [56]. The correlation length Λ and the RMS (root mean square) amplitude ∆ 
describe this random gate edge. Current lithography systems have  nm 30 = Λ  and Chapter 2. Background                                                                                                       18     
18 
 
nm 3 . 1 = ∆  [76]. In most cases the quoted values of LER in the literature are equal to  ∆ 3  
[77]. 
For simulating PGG, random generation of poly-grains is used for the whole gate region 
[69]. A polycrystalline silicon grains image has been used as a template and it is scaled 
according to the average grain diameter in real MOSFETs. Then the simulator imports a 
random (in both location and orientation) section of the grain template image that 
corresponds to the gate dimension of the simulated device. The applied gate potential in 
the poly-silicon is modified in such a way that the Fermi level remains pinned at a certain 
position in the silicon band gap. The impact of poly-silicon grain boundary variation on 
device characteristics is simulated through the pinning of the potential in the poly-silicon 
gate along the grain boundaries [77]. 
2.4  Effects of Variability in Device/Circuit  
Figure 2.7 shows the potential variation due to RDD, LER and PGG in channel, source 
and drain of a 35nm gate length device simulated using the Glasgow ‘atomistic’ simulator. 
Since the structure does not use high-κ material, this source of variability is not included in 
the simulations. 
 
Figure 2.7: Potential profile in a 35nm physical gate length device with RDD, LER and PGG, 
the numbers shown on the color bar indicate the electric potential in Volts. Chapter 2. Background                                                                                                       19     
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The combined effects of intrinsic parameter fluctuations will have significant impact on 
devices, circuits and systems. Figure 2.8 shows the spread in Id-Vg characteristics of a 
35nm gate length minimum width MOSFET subject to RDD, LER and PGG using 
Glasgow drift diffusion ‘atomistic’ simulator. The physical design of the template device 
will be reviewed in chapter 3.  
 
Figure 2.8: The ID-VG characteristics of 1000 MOSFETs with 35nm gate lengths, obtained by 
Glasgow university atomistic simulator. 
The leakage current variation has a span of almost 3 orders of magnitude and the drive 
current variation, although underestimated by drift diffusion simulation, still has a spread 
of almost 50% of the mean drive current. Even in a practical digital circuit design where 
minimum width devices are rare, and many devices are subject to averaging effects due to 
increased device width, this level of statistical variation cannot be ignored.  Due to 
limitation in the possible supply voltage scaling, circuit power density has begun to 
become prohibitive and intrinsic parameter fluctuations play an important role in the power 
crisis [30]. Variability of threshold voltage and leakage current are directly responsible for 
increased margins in the power, speed and yield design trade off. Intrinsic parameter 
fluctuations have already started to affect the performance of digital systems [78]. 
Since compact models act as the bridge between the designer and the foundry, statistical 
compact modelling is the obvious way to effectively transfer device statistical variability 
information to designers. The investigation and development of flexible and accurate, yet Chapter 2. Background                                                                                                       20     
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economical strategies for capturing statistical variability in industrial standard compact 
models is of great importance for variability aware design. Integrating the effect of these 
fluctuations into compact models can result in the correct physical prediction of circuit 
characteristics variation in the dc, ac and transient regimes. As an example, Figure 2.9 
shows a CMOS inverter transfer characteristic variation induced by RDD, LER and PGG 
based on a 35nm physical gate length technology. The n-MOSFET is a square device with 
35nm gate width and length and the p-MOSFET has 35nm gate length and 70nm gate 
width. The choice of 2:1 for p-MOSFET to n-MOSFET width has been chosen to balance 
the drive currents due to reduced mobility of holes compared with electrons. The supply 
voltage is 1Volt. The simulation results can provide valuable yield information for inverter 
designers. Two inverter figures of merit are extracted and their distributions are shown in 
Figure 2.9. The switching threshold voltage is where the output voltage equals the input 
voltage and the gain is measured as the maximum slope of output transfer characteristics. 
 
  
Figure 2.9: The CMOS inverter transfer characteristic variations and distributions of the 
switching threshold and gain induced by RDD, LER and PGG.  Chapter 2. Background                                                                                                       21     
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2.5  Review of Statistical MOSFET Models 
The following is a brief review of various statistical modelling approaches published 
in the literature. Statistical MOSFET models are based on various statistical methods. 
Some of them are applicable in analytical or numerical solutions and some others have a 
particular target compact model. It is aimed to highlight the basic idea behind each 
method and their main assumptions and limitations.  
Corner models have been in use from early stages of the semiconductor industry. 
Although statistical variability was not a major concern at that time, process induced 
variability was the major obstacle to determining exact values of parameters in the design 
stage. Effects such as lateral diffusion of source/drain, mask alignment tolerances, sheet 
resistance variations and imperfect etching were the main sources of variability due to 
manufacturing process inaccuracies. Hence, MOSFET physical parameters such as length 
and width and doping profiles were subject to process induced variations and reducing the 
cost and increasing the yield of fabrication procedure was not possible without taking these 
variations into account. Statistical corner models were developed to represent the worst 
and best case device performance [79,80,81,82,83,84,85]. The factor determining the 
performance depends to the application for which the circuit is designed. For instance, in 
digital CMOS design, Ion or the drive current, is a convenient performance factor because it 
is inversely proportional to the delay. There are four types of corners describing the 
relative performance of n- and p-channel MOSFETs subject to process variability [8, 101]: 
SS (slow p-channel, slow n-channel), FF (fast p-channel, fast n-channel), FS (fast p-
channel, slow n-channel) and SF (slow p-channel, fast n-channel). The main drawbacks of 
these corner models are: 
1- It gives an idea about the limits of the device/circuit performance but it cannot be 
used to estimate the number of devices in the tails of the performance distribution 
and the corresponding yield.    
2- It assumes that the device performance factors are statistically independent. 
Hence, the correlation between performance factors will be ignored.  Chapter 2. Background                                                                                                       22     
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3- Although corner models guarantee good yield, they are pessimistic [8]. In other 
words, they over-estimate the actual performance spread. This can lead to large 
chip area and power consumption and hence, increased cost [86]. 
4- They cannot easily be used in deca-nano meter CMOS technologies where the 
effects of statistical variability are added to the effects of global or process 
induced variability. Figure 2.10 illustrates these corners in a 90nm technology 
node where the impacts of both local and global variability are taken into account 
[36]. It indicates that the variation due to local variability is as equal importance 
to the global or process induced variability. 
 
Figure 2.10: Simulation of 200 p- and n-MOS transistors in 90nm process corners, after [36]. 
A performance aware corner model approach was presented in [17] with both global 
and local variations taken into account. A more reliable corner modelling approach is 
presented in [86]. These improved corner models are called “statistical corner models” 
against “fixed corner models” [8]. They use a database of electrical test (ET) data or 
electrical current-voltage (I-V) characteristics. The critical stage of this modelling approach 
is to determine SPICE parameters to map variations in ET data or I-V data into model. 
Then the corners are obtained by adding a realistic standard deviation to the typical value 
of the parameters. However, modelling parameter correlations will still be a challenge.    
Principal Component Analysis (PCA) is a statistical technique that is used to identify 
patterns in multi-dimensional data. It takes into account the correlation between statistical Chapter 2. Background                                                                                                       23     
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parameters [87]. It is used for the purpose of statistical modelling of MOSFETs in different 
applications [88,89,90]. Using principal components of measured data as the fitting target 
of a statistical compact model is proposed in [90]. PCA based approaches rely on the 
assumption that variations follow normal distributions and this is one of the significant 
limitations of this method. However, if the performance parameters are close to normal 
distribution, PCA provides an accurate statistical model as it considers all statistical 
correlations.  
Statistical modelling with surface potential based compact models is presented in 
[18,91]. Statistical modelling with the PSP (Pennsylvania Surface Potential-based) 
MOSFET model is proposed in [18], which is based on backward propagation of variance 
(BPV). The main benefit of BPV method is that it can model higher moments of MOSFET 
electrical performances and their correlations with an analytical formulation. However, in 
order to do this task, one needs to find out a set of normally distributed and independent 
process parameters with their corresponding parameters in SPICE, and this is a challenging 
requirement. The mathematical details of BPV statistical modelling method can be found 
in [92]. Statistical modelling of different MOSFET electrical parameters with another 
surface potential compact model, HiSIM (Hiroshima University STARC IGFET Model), is 
presented in [91]. Statistical compact modelling based on a data sampling strategy was 
proposed in [93].  
Negative or positive bias temperature instability (NBTI or PBTI) is also becoming a hot 
research topic in CMOS statistical compact modelling [94,95,96]. Compact modelling of 
NBTI considering process variations is reviewed in [97] and modelling of statistical 
variability in presence of NBTI is presented in [98]. A well accepted simulation tool that 
can investigate the impact of reliability (which was presented in the context of hot-electron 
degradation) on NMOS circuit was reported in [99], and it had been further extended to p-
MOSFET in [100]. An analytical model for NBTI was proposed in [94]. A compact 
modelling study of NBTI was reported in [95], and an analytic solution of NBTI-induced 
circuit aging under the influence of process variation was presented in [96], however, it 
does not consider the statistical nature of NBTI. The involvement of atomic-scale defects Chapter 2. Background                                                                                                       24     
24 
 
in NBTI was reported in [97]. A composite model which can be extended to include NBTI 
statistical variability was presented in [98].  
2.6  Summary 
In this chapter, the challenges associated with device scaling were discussed with an 
emphasis on statistical variability. A classification of variability and important sources of 
intrinsic parameter fluctuations was presented. Simulation techniques used to study 
variability were outlined and the drift diffusion technique was described in more detail. 
The impact of intrinsic parameter fluctuation on device/circuit characteristics was outlined. 
Finally, the existing statistical models which have been reported in the literature were 
reviewed and their main benefits and drawbacks were highlighted. The aim of this 
background chapter was to study the major sources of statistical variability and their 
impact on the transistor electrical characteristics. This is particularly important in order to 
establish a bridge between the data obtained from ‘atomistic’ simulation of statistical 
variability in device level to circuit level using a statistical compact model.  25 
 
 
 
Chapter 3 
Uniform Device BSIM4 Parameter 
Extraction and Optimization 
 
In modern circuit design, circuit simulation is essential due to the complexity and 
component count of circuits, and the requirements to predict circuit behaviour, optimize 
circuit performance, and allow for manufacturing tolerances at the design stage [101]. 
Accurate device models are at the heart of any circuit simulator and it has been found that 
in circuits based on metal-oxide-semiconductor field-effect transistors (MOSFETs), more 
than 70% of total circuit analysis time can be taken in evaluating currents at the terminals 
of each transistor [102]. Thus, the simplicity and accuracy of the MOSFET models used in 
a circuit simulator will directly affect the corresponding accuracy and speed of circuit 
simulation.  
   In general, transistor device modelling falls in two categories: Technology Computer 
Aided Design (TCAD) physical models and equivalent circuit models. TCAD physical 
models are more accurate because they solve semiconductor equations for each terminal 
bias condition, but due to the 3D nature of physical effects in small transistors, the analysis 
time is considerable, and TCAD is mainly useful for device design purposes. Equivalent 
circuit models simplify the device characteristics by using circuit elements which are Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      26   
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derived either as analytical expressions or via a table look up approach. The circuit 
simulator SPICE uses these equivalent circuit models as they have much higher 
computational efficiency than TCAD physical device models [1].  
This chapter starts with an overview of the BSIM4 compact model and its analytical 
equations, which are embedded in the heart of any circuit simulator like HSPICE. In the 
next section the design of the 35nm gate length MOSFET used as an exemplar in this 
thesis will be reviewed. Finally, using this 35nm device as an example, we describe in 
detail our BSIM4 parameter extraction strategy for uniform devices. 
3.1  BSIM4 Compact Models 
BSIM (Berkeley Short-channel Insulated-gate field-effect-transistor Model) is a 
physical-based MOSFET model for circuit simulation which is developed by Berkeley 
University. This model has been widely used for the simulation of planar bulk MOSFETs 
and has served the industry for 20 years [103]. 
The early generations of BSIM models used separate model expressions for different 
device operating regimes such as sub-threshold and strong inversion [104]. The 
expressions accurately described device behaviour within their respective regime of 
operation. However, matching problems occurred in the transition between the sub-
threshold and strong inversion regimes. With the arrival of the first generation of industry 
standard compact model BSIM3v3 and the new BSIM4 generations, the models have been 
designed to not only preserve region-specific device physics but also to ensure the 
continuities of current (Ids), conductance (Gx) and their derivatives with respect to all the 
terminal voltages (Vgs, Vds and Vbs) to prevent nonphysical results in circuit simulation. 
BSIM3v3 describes a device’s current-voltage characteristics from sub-threshold to 
strong inversion as well as from the linear to the saturation operating regimes with a single 
expression and guarantees the continuity of current and conductance at all voltage bias 
conditions. Furthermore, the model accounts for all the major physical effects in state-of-Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      27   
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the art MOSFET devices such as threshold voltage roll-off, non-uniform doping effect, 
mobility reduction due to the vertical field, carrier velocity saturation, channel length 
modulation (CLM), drain induced barrier lowering (DIBL), sub-threshold conduction, the 
parasitic resistance effect, and so on [2]. BSIM3v3 has extensive built-in dependencies on 
important dimensional and processing parameters such as channel length, width, gate oxide 
thickness, junction depth, substrate doping concentration, etc. This allows users to 
accurately model the MOSFET over a wide range of channel lengths and widths for 
various technologies and makes the model flexible enough to be used for statistical 
modelling, as discussed in the next chapter. BSIM4 is an extension of the BSIM3v3 model 
and addresses the physical effects which become important for sub-100nm gate length 
devices. 
In this thesis we focus on the capability of BSIM in capturing the basic MOSFET drain 
current behaviour at advanced technology nodes. Hence, some second order effects such as 
junction and gate leakage currents and noise are not included in this study.   
3.1.1  Gate Dielectric Model 
With the shrinking of equivalent gate oxide thickness in modern MOSFETs to less than 
1.2nm, the effect of channel quantization, which arises from the finite charge layer 
thickness (FCLT) in the channel, becomes significant. BSIM4 accounts for this effect in 
both static (DC) and dynamic (AC) models [105]. To activate the effect of FCLT in the 
simulation, the equivalent electrical gate oxide thickness TOXE
1, the physical gate oxide 
thickness  TOXP, or their difference  TOXP TOXE DTOX − = can be used as input 
parameters. The appendix lists the model parameters. Based on these parameters, BSIM4 
can model the FCLT effect by introducing an effective gate oxide capacitance  oxeff C  in 
both I-V and C-V models: 
                                                 
1 Capital and italic alphanumeric variable names in this thesis designate model parameters. Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      28   
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cen oxe
cen oxe
oxeff C C
C C
C
+
=   (3.1)
where Coxe and Ccen are called equivalent gate oxide capacitance and centroid channel 
charge capacitance, respectively, and are given as follows: 
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0 ε
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where EPSROX is a model parameter which describes the gate dielectric constant relative 
to vacuum; ε0 and εsi are the permittivity of free space and Silicon, respectively; XDC is the 
equivalent DC centroid of the channel charge layer which is given by: 
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(3.4)
where VTH0 and VFB are model parameters for the long-channel threshold voltage at zero 
VBS and the flat-band voltage, respectively; Vgsteff is effective gate voltage that will be 
discussed in detail in section 3.1.4; and ΦS is the surface potential.  
3.1.2  Effective DC and AC Channel Length and Width  
The effective channel length and width take into account the source/drain sub-diffusion 
and the impact of shallow trench isolation (STI). Parameters XL and XW are introduced in 
BSIM4 to account for the channel length and width offset due to the processing factors 
such as mask and etch effects and processing non-uniformity [106]. The effective channel 
length and width for DC calculations (current-voltage characteristics) are given by: Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      29   
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where  LINT,  LL,  LW,  LWL,  LLN and LWN are model parameters to describe the 
dependence of dL on device geometry; WINT, WL, WW, WWL, WLN and WWN are also 
additional model parameters to describe the geometry dependence of dW. The DWG and 
DWB parameters are used to account for both the gate and substrate bias effects while 
Vgsteff and Vbseff are effective gate and substrate biases. Figure 3.1 illustrates the definitions 
of XL, XW, dW, dL, Weff and Leff. 
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dL XL/2
Leff
Ldrawn
Drain Source
 
Figure 3.1: Definition of XL, XW, dW, dL, Weff and Leff. 
For the capacitance (AC) or transient time simulations, the effective channel length and 
width are represented by Lactive and Wactive, and are defined by: Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      30   
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where DLC, LLC, LWC and LWLC are model parameters to describe the relation between 
dLC and device geometry parameters, and DWC, WLC, WWC and WWLC are model 
parameters to describe the geometry dependence of dWC. At default values, LINT DLC =  
WINT DWC =  and DWC, DLC, LLC, LWC, LWLC, WLC, WWC and WWLC will be equal 
to the values of their DC counterparts. As shown in Figure 3.2, BSIM4 introduced DWJ to 
calculate the effective source/drain diffusion width, Weffcj which is used to calculate 
source/drain series resistance, gate resistance and gate-induced drain leakage (GIDL).  
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Figure 3.2: Definitions of DWJ and Weffcj  Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      31   
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3.1.3  Threshold Voltage Model 
Several important phenomena are considered in the modelling of threshold voltage (Vth) 
for sub 100nm MOSFETs. They are halo (pocket) implantation or lateral channel 
engineering, short channel effects (SCE) and narrow width effects. The main reason for 
using halo implantation is to reduce the Vth roll-off effect when the channel length is 
decreased [107]. The usual way of creating these halo regions is to implant extra dopants 
near the source/drain junctions compared with the middle of the channel. Figure 3.3 
illustrates the doping profile of modern MOSFETs with emphasis on the 35nm gate length 
device which will be used as a test bed in this thesis. For the 35nm device, additional halo 
dopant distributions around the source and drain overlap each other and hence results in an 
increase in the net doping along the channel.  
 
Figure 3.3: Doping profile along the channel in a 35nm, 100nm and 200nm n-MOSFET with 
halo implantation from [108]. 
To model the Vth roll-off under the influence of non-uniform lateral doping (NULD) 
caused by halo dopants, BSIM4 uses the following Vth model. Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      32   
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where VTH0, K1, K2, LPE0 and LPEB are BSIM4 model parameters. K1 and K2 are first 
and second body bias coefficient, respectively. They have analytical expressions based on 
approximated doping profile but treating them as parameters will give better fitting results; 
LPE0 is the lateral non-uniform doping parameter at ΦS is the surface potential which is 
defined as VBS=0 and is introduced to consider the increase of effective doping 
concentration for short channel devices due to the halo implant. LPEB is related to the 
lateral non-uniform doping effect on K1 which is added to the model to account for the 
impact of halo implant on the substrate bias effect. Furthermore halo implants cause a 
drain-induced threshold voltage shift (DITVS) in long channel devices, which is described 
by the following equation: 
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where n is subthreshold swing, Vt is the thermal voltage which equals
q
kT
, DVTP0 and 
DVTP1 are the coefficients of drain-induced Vth shift for long-channel pocket implanted 
devices; Leff is the effective channel length and VDS is the drain/source bias. 
In short channel devices, the value of the threshold voltage not only depend on channel 
length but is also affected by the drain voltage. This can be stated by: 
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where ∆Vth(Leff) is the threshold voltage change caused by the SCE without the impact of 
drain/source bias and ∆Vth(VDS) is the change in threshold voltage due to non-zero VDS. The 
second term in equation (3.16) arises from the fact that the depletion layer thickness will be 
modulated by drain bias voltage as shown in Figure 3.4. Increasing the drain bias will 
increase the depletion layer width near the drain which in turn will reduce the gate 
controlled charge in the channel thereby lowering Vth compared to its value when  0 = DS V . 
This effect is called Drain Induced Barrier Lowering (DIBL) [101]. 
VD S
VG
Depletion region when 
VDS=0 V
Depletion region when 
VDS>0 V
 
Figure 3.4: Depletion layer thickness modulation caused by applied VDS. 
By solving the quasi 2D Poisson equations along the channel of an ideal device, the 
basic physical behaviour of the short channel effect can be described by following equation 
[109]: 
( ) ( ) [ ] DS S bi eff th SCE th V V L V + Φ − − = ∆ 2 , θ   (3.17)
where Vbi is the source/drain junction built-in voltage and θth(Leff) is used as a basic form of 
physical expression for SCE (width parameters are introduced into it to consider the 
complexity of model in reality [2]) and is given by: Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      34   
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where lt is called the characteristic length. The effect of SCE in BSIM4 is described by 
following equation: 
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where  DVT0 and DVT1 are model parameters which are called the first and second 
coefficients of SCE on Vth respectively; ETA0 is a model parameter which is named DIBL 
coefficient in sub-threshold region; ETAB is another model parameter to account for body 
bias coefficient for the sub-threshold DIBL effect; DSUB is model parameter to describe 
length dependent DIBL behaviour; NSD is the doping concentration in the source/drain 
regions; NDEP is the doping concentration at the edge of the channel depletion layer at 
0 = BS V ; EPSROX was introduced in equation (3.2); TOXE  is the equivalent electrical gate 
oxide thickness; DVT2 is a model parameter to account for body-bias coefficients of SCE Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      35   
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on Vth; Xdep is depletion layer width in the channel with the influence of VBS; Xdep0 is 
depletion layer width in the channel when  0 = BS V : 
( )
NDEP q
V
X
BS S si
dep ⋅
− Φ
=
ε 2
  (3.23)
NDEP q
X
S si
dep ⋅
Φ
=
ε 2
0   (3.24)
The narrow width effect (NWE) is very process sensitive and no universally accurate 
physical model is available. In BSIM4, an empirical approach is employed to take into 
account the overall NWE. By introducing several fitting parameters, K3, K3B and W0, the 
narrow width effect is modelled in BSIM4 by: 
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where the second term is introduced into equation (3.25) to take into accounts the 
dependence of NWE in short channel length devices. K3 is narrow width coefficient; K3B 
is body effect coefficient of K3;  W0 is the narrow width parameter and DVT0W and 
DVT1W are model parameters which are called first and second coefficient of NWE on Vth 
for small channel length, respectively. 
3.1.4  Channel Charge Model 
Vgsteff is the effective gate voltage which is the core of the BSIM model. It is given by: Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      36   
36 
 
( )
() ()
⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡ ′ − − −
−
⋅
Φ
+
⎪ ⎭
⎪
⎬
⎫
⎪ ⎩
⎪
⎨
⎧
⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡ −
+
=
t
off th gse
si
S
oxe
t
th gse
t
gsteff
nV
V V V m
NDEP q
nC m
nV
V V m
nV
V
*
*
*
1
exp
2
exp 1 ln
ε
  (3.26)
where  () π / arctan 5 . 0
* MINV m + = , and the parameter MINV is a model parameter 
introduced to improve the model accuracy in the moderate inversion region; n is the sub-
threshold swing parameter, and is modeled in BSIM4 by: 
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where NFACTOR, CIT, CDSC, CDSCD, CDSCB describe the sub-threshold swing factor, 
interface trap capacitance, coupling capacitance between source/drain and channel, drain 
bias sensitivity of CDSC and body-bias sensitivity of CDSC, respectively. The second term 
of equation (3.27) models the sub-threshold swing factor for long channel devices by using 
the model parameter NFACTOR, the third term introduces the effect of interface states with 
model parameter CIT and the last term models the coupling between drain/source and 
channel [105]. 
Vgse is the effective gate voltage including the poly-silicon gate depletion effect; Vth is the 
threshold voltage;  off V′  is a potential offset parameter which equals to  eff L VOFFL VOFF / +  
and describes the channel-length dependence of  off V′  in devices with non-uniform doping 
profile; Leff is the effective channel length; Vt is the thermal voltage and is equal to q T kB ; 
ΦS is the surface potential which is defined as: Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      37   
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 where NDEP was introduced in equation (3.20); ni is the intrinsic carrier concentration in 
the channel region, and PHIN is a model parameter to describe the non-uniform vertical 
doping effect on surface potential.  
The aim of the introduction of Vgsteff in BSIM is to describe channel charge density from 
sub-threshold to strong inversion regions in a unified way [110]. With Vgsteff, the channel 
charge density at a location y along the channel can be described by: 
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where VF(y) is the quasi-Fermi potential at specified point y along the channel with respect 
to the source and Vb is given by: 
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where Abulk is a factor describing the bulk charge effects and is given by: 
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where A0, AGS, B0, B1 and KETA are model parameters to describe coefficient of channel 
length dependence of bulk charge effect, coefficient of Vgs dependence of bulk charge 
effect, bulk charge effect coefficient for channel width, bulk charge effect width offset and 
body bias coefficient of bulk charge effect, respectively. XJ is the source/drain junction 
depth and FNUD is used to model the non-uniform doping effects by: 
S
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(3.32)
3.1.5  Mobility Model 
There are three scattering mechanisms that explain the carrier transport behavior. They 
are phonon scattering, Coulomb scattering and surface roughness scattering. Under specific 
conditions of voltage bias, doping concentration and temperature one of these mechanisms 
may be dominant. A universal mobility model is defined by [111]: 
()
υ
µ
µ
0
0
1 E Eeff
eff +
=   (3.33)
where µ0 is the low-field mobility; E0 is called the critical electric field; υ is a constant 
which depends on device type and technology and Eeff is an effective field defined 
experimentally by: 
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where QB and QINV are the charge density in the bulk and in the channel, respectively. 
BSIM4 provides three different models of the effective mobility by using a flag which is 
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expressions and if mobMod = 2, a universal mobility model based on equation (3.33) will 
be considered which is more accurate and suitable for predictive modelling [2]. Effective 
mobility expressions based on possible selection of mobility flag follows:  
when mobMod = 0 
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when mobMod = 1 
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when mobMod = 2 
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where C0 is a constant which equals to 2 for n-MOS (n-channel Metal Oxide 
Semiconductor) and 2.5 for p-MOS (p-channel Metal Oxide Semiconductor) devices; U0, 
UA,  UB,  UC and EU are model parameters to describe the coefficient of first-order 
mobility degradation due to the vertical field; the coefficient of second-order mobility 
degradation due to the vertical field; and the coefficient of mobility degradation due to the 
body-bias effect and exponent for mobility degradation of mobMod = 2, respectively. 
Figure 3.5 shows the trend of mobility versus VGS for different mobMod.  Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      40   
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Figure 3.5: VGS dependence of mobility behavior to different mobMod options from [105]. 
3.1.6  Source/Drain Resistance Model 
There is a flag called rdsMod which was introduced in BSIM4 to select different 
source/drain resistance models. If rdsMod = 0, a symmetric source/drain resistance model is 
assumed;  rdsMod = 1 the external source/drain resistance model will be asymmetric. 
When rdsMod = 0, the drain/source resistance is expressed by: 
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where PRWB, PRWG and WR are model parameters describing the body-bias dependence 
of the low-doped drain resistance; the gate-bias dependence of the low-doped drain (LDD) 
resistance and the channel width dependence parameter of the LDD resistance, 
respectively;  Weffcj was described in equation (3.13); RDSWMIN(T) and RDSW(T) are two 
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where RDSWMIN and RDSW are model parameters to describe the source/drain resistance 
at TNOM (nominal temperature) and PRT is a temperature coefficient for RDSW. 
When  rdsMod = 1, the source/drain resistance model will be given by two separate 
equations: 
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where VfbSD is the calculated flat-band voltage between the gate and source/drain diffusion 
regions. 
NSD
NGATE
q
T K
V
B
fbSD ln =   (3.43)
where NGATE and NSD are model parameters for the doping concentration in the gate and 
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3.1.7  Drain Current Model 
In MOSFETs, the following expression is used to take account of both drift and 
diffusion current in the linear region [112]: 
() () () ( )
dy
y dV
y y Q W y I
F
eff ch eff d µ =   (3.44)
where Weff was described in equation (3.7); Qch(y) is given in equation (3.29); µeff(y) is the 
effective mobility and described previously in equation (3.33) and VF(y) is the carrier 
quasi-Fermi potential at a point y along the channel. 
By integrating equation (3.44) from source to drain and substituting equation (3.29) into 
it, the expression of linear drain current without including the source/drain resistance is 
given by: 
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where Leff  is given by equation (3.5) and Vdseff is introduced to ensure a smooth transition 
from triode to saturation region and is expressed as: 
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where DELTA is the smoothing parameter; Vdsat is the saturation voltage and depends on 
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λ is introduced to model the non-saturation effects which are found for p-MOSFETs [2] 
and is described as: 
2 1 A V A gsteff + × = λ   (3.51)
where  A1 and A2 are two model parameters to describe first non-saturation effect 
parameter and second non-saturation factor, respectively. When rdsMod = 1 equation 
(3.47) can be rewritten as follows: 
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where  Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      44   
44 
 
eff
sat
VSAT
E
µ
2
=   (3.53)
where  VSAT is a model parameter to account for the saturation velocity at nominal 
temperature. The complete single equation channel current model is given by: 
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where  VA is called the Early voltage and has two components: the Early voltage at the 
saturation voltage point and the Early voltage from the channel length modulation (CLM) 
effect: 
ACLM ASAT A V V V + =   (3.55)
VASAT and VACLM are given by: 
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where  PCLM,  PVAG and FPROUT are BSIM4 parameters for channel length modulation 
parameter, gate bias dependence of Early voltage and effect of pocket implant on output 
resistance degradation, respectively. The Early voltage contributed by DIBL is described as: 
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where PDIBLC1, PDIBLC2 and DROUT are model parameters that have been introduced to 
correct the DIBL effect in the strong inversion region. Other contributions of the Early voltage 
due to substrate current (VASCBE) effect and drain-induced threshold shift (VADITS) which exist 
in equation (3.54), are given in [3].  
Finally, it should be noted that the different BSIM4 parameters have different impact on the 
electrical characteristics of the transistors. Some of them have strong impact on sub-threshold 
region (i.e., VOFF), some others can change the drain current characteristics in above-
threshold region (i.e., RDSW) and some critical parameters like VTH0 and DSUB can change 
Id-Vg characteristics in both regions. The impact of important parameters on the MOSFET 
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nominal value of each parameter and the resultant curve is compared with the nominal 
transistor characteristics. 
3.2  Template MOSFETs 
The template devices which will be used as examples for the development our BSIM4 
parameter extraction and optimization methodology are 35nm physical gate length poly-
gate n- and p-MOSFETs. These are based on TCAD simulations and have been carefully 
designed to match the performance of recently published state-of-the art high performance 
45nm technology generation MOSFETs [113,114]. Their design was initially based on the 
35nm gate length transistor published by Toshiba in 2002 [115] but its structure was 
updated to incorporate the latest technology features embedded in 45nm CMOS 
technologies which were reported by Intel in 2007 and published in [113]. This use of 
TCAD has two major advantages. Firstly, it allows investigation of MOSFETs which 
include the effects of technology enhancements such as strain engineering, where all 
details, including extensive experimental measurements, are not yet in the public domain. 
Secondly TCAD allows aspects of these technologies to be examined in a way not always 
easy or practical with physical devices, in order to better understand their effects. Of 
course, the quality of the TCAD based models is critically dependent on the quality of 
TCAD tool and model calibration to existing experimental data.  
Creation of a TCAD device model consists of two major steps: process simulation and 
device simulation [6,59]. The MOSFET structure and doping profiles are generated 
through process simulation and calibrated against measured or calculated structural 
information. Device simulation predicts device electrical performance based on this 
MOSFET structure and models of charge transport in the device. Calibration of device 
electrical characteristics adjusts these transport models, and can require additional 
adjustment of device structure or doping to obtain accurate modelling over the whole range 
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In the 35nm poly gate n- and p-MOSFETs, the device structure features silicon 
oxynitride (SiON) as a gate dielectric, with ‘equivalent oxide thickness (EOT)’ of 1nm, 
and ultra-shallow S/D junction extensions with 20nm depth for n-MOSFET and 28nm for 
p-MOSFET. A retrograde channel doping profile is achieved by three channel 
implementations, and a 30
o tilt halo implementation is employed to further reduce short 
channel effects. Strain engineering is introduced in the last steps of the process simulation 
by using a tensile ‘contact etch stop layer (CESL)’ to increase the electron mobility in the 
channel for n-channel MOSFET, and with the formation of a SiGe epitaxial layer in the 
S/D regions of p-MOSFET and the deposition of compressive CESL layer over the 
MOSFET (introducing compressive strain) to increase the hole mobility. Figure 3.6 
illustrates the doping profiles of the n- and p-MOSFETs after process simulation. The 
details about the accuracy of process calibration can be found in [59]. 
Figure 3.6: p-MOSFET (left) 35nm; n-MOSFET (right) 35nm device doping profile 
simulated using Sentaurus based on the standard modern process flow. These devices are enhanced 
with strain engineering to match the performance of 45nm technology generation counterparts. The 
areas adjacent to the gate are called spacers. 
In device simulation, as noted above, calibration focuses on adjusting the models of 
charge transport, and specifically on parameters of the charge mobility models. Low field 
mobility is tuned to match the low drain voltage ID-VG characteristics from the 
measurement. By adjusting material saturation velocities and the critical field dependent Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      48   
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mobility model, high field mobility is tuned to produce calibrated ID-VG characteristics 
under the high drain bias conditions. 
Table 3.1 presents key drain current figures of merit of the uniform 35nm n-MOSFET 
under study and compares the drive and leakage current of our TCAD device with real 
devices in the same technology node fabricated by Intel [113], TSMC [114] and IBM 
[116]. While the leakage current is exactly identical between real fabricated devices and 
the device under study, the drive current of the our device is 6.6% less than the Intel 
device, 5.8% more than TSMC device and 10.4% more than IBM device. Full sets of ID-VG 
and ID-VD characteristics for the TCAD device are shown in Figures 3.7 to 3.9 where they 
are compared with our BSIM4 model results.   
Table 3.1: Drain current characteristic of n-MOSFET device illustrated in Figure 3.6 and 
comparison with real devices 
Current                  Device  TCAD  Intel  TSMC  IBM 
Id (Vd=Vg=1V)  1.27 mA  1.36 mA  1.20 mA  1.15 mA 
Id (Vd=1V&Vg=0V)  0.10 µA  0.10 µA  0.10 µA  0.10 µA 
3.3  Parameter Extraction and Optimization 
Methodology 
Having obtained an accurate electrical model of 35nm gate length devices from TCAD, 
BSIM4 parameters can be extracted to create an accurate SPICE model of the MOSFETs. 
The compact model parameter extraction methodology is the key to the results of this 
thesis, and so the uniform device extraction strategy is presented in detail below for 35nm 
devices. The same TCAD modelling and parameter extraction strategy was repeated for 
devices with 18nm channel length and the results are also recorded at the end of this 
section.   Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      49   
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To obtain compact model parameters, two overarching extraction approaches can be 
used: single device extraction and group extraction. In single device extraction, measured 
data from a single device is used to extract a compact set of model parameters [3]. There 
are two problems in this approach: fitting to the single device will be accurate, but fitting 
to devices with differing geometries may not be. In addition there is no guarantee that 
those extracted parameters which are introduced to be related to the device dimensions will 
have physical meaning, as the geometry dependencies of these parameters cannot be 
determined. 
Group extraction is used in this study, with both long channel and short channel devices 
used in order to extract compact model parameters. The long channel devices are used to 
extract parameters which are independent of short channel effects. Specifically, these are: 
mobility, the large-sized device threshold voltage VTH0, and the body effect coefficients 
K1 and K2 which depend on the vertical doping concentration distribution. A set of devices 
with shorter channel lengths are used to extract parameters which are related to the short 
channel effects, and the parameters which are geometry dependent. 30nm, 35nm, 40nm 
and 200nm devices are used to extract parameters of devices based on a technology 
generation with nominal channel lengths of 35nm. All devices are simulated under the 
same bias conditions. The resulting fit might not be absolutely perfect for any single device 
but will be better for the group of devices under consideration, and more useful in practice.     
The basic transistor current-voltage characteristics needed in compact model extraction 
are: 
1. ID-VG at low VD bias and different VB 
2. ID-VG at high VD bias and different VB 
3. ID-VD at different VG bias and VB=0 
There are two main compact model parameter optimization strategies: global 
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one set of model parameters which will best fit the available experimental data. This 
methodology may give the minimum average error between measured and simulated data 
points, but it also treats each parameter as a fitting parameter. Physical parameters 
extracted in such a manner might yield values that are not consistent with their physical 
intention. 
In local optimization, sequential groups of parameters are extracted independently of 
one another. Parameters are extracted from device bias conditions which correspond to 
dominant physical mechanisms. Parameters which are extracted in this manner might not 
fit experimental data in all bias conditions. Nonetheless, these extraction methodologies 
are developed specifically with respect to a given parameter’s physical meaning. If 
properly executed, it should, predict device performance well, and values extracted in this 
manner will have physical relevance. In this work, local optimization is used.  
Commercial optimisation software called ‘Aurora’ has been used for parameter 
extraction purpose [117]. Aurora extracts model parameters that produce a least-squares fit 
to the data in reference to physical device characteristics. Least-square optimisation 
algorithms are the standard method of optimization in many parameter extraction softwares 
[101].  
Before extraction begins, compact model parameters which need no fitting, because 
they are directly obtained from experimentally measured or process simulated structural 
values are provided [117]. These are typically parameters related to gate oxide thickness 
and dielectric constant (TOXE, TOXP, DTOX or EPSROX), doping concentration in the 
channel (NDEP), temperature at which the measurements are performed (TNOM), mask 
level channel length (Ldrawn) and mask level channel width (Wdrawn) and junction depth 
(XJ). 
Since the core of the BSIM4 model is based on long channel device physics (1D 
description of gate control), basic device parameters that describe long channel device 
operation such as threshold voltage parameters VTH0,  K1,  K2, sub-threshold region 
parameters  NFACTOR,  VOFF, source/drain resistance parameter RDSW, mobility Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      51   
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parameters U0, Ua, Ub, Uc and middle inversion parameter MINV are extracted first. The 
required device data-sets at this stage are the long channel device ID-VG characteristics at 
low drain bias condition. 
At the second stage of extraction, short channel effect parameters such as DVT0, DVT1, 
DVT2, LPE0, LPEB and CDSC; bias dependent source/drain resistance parameters PRWG 
and PRWB and Channel length dependent mobility parameters UP, LP will be extracted. 
Some parameters such as K1,  K2,  VOFF,  Ua,  Ub,  Uc,  RDSW and MINV which were 
extracted at long channel length step will be re-extracted here as well to obtain better 
fitting for short channel devices. The required device data-sets are the long and short 
channel devices ID-VG characteristics at low drain bias condition. 
At the third stage of extraction, high drain bias short channel effect parameters such as 
DIBL related parameters DSUB, ETA0, ETAB; drain induced threshold shift parameters 
DVTP0,  DVTP1; bulk charge effect parameters A0,  AGS,  KETA; velocity saturation 
parameter VSAT; saturation output conductance parameters such as PDIBLC1, PDIBLC2, 
PCLM,  PVAG and non-saturation effect parameters A1,  A2 will be extracted. Some 
parameters at previous steps such as VTH0, RDSWMIN, VOFF, NFACTOR, RDSW and 
MINV will be re-extracted here. The required device data-sets are the long and short 
channel devices ID-VG and ID-VD characteristics. 
 The results of this parameter extraction strategy for 30nm, 35nm and 40nm devices are 
illustrated in Figures 3.7, 3.8 and 3.9, respectively. The root mean square (RMS) errors of 
the final BSIM4 compact model with respect to device TCAD simulations are presented in 
Table 3.2 where RMS error (in percent) is defined by: 
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ITCAD,i is the data of drain current obtained from TCAD, IBSIM,i is the corresponding point 
simulated using the extracted compact model and N is total number of data points.  
  
Figure 3.7: Device ID-VG and ID-VD characteristic comparison between TCAD simulation and 
BSIM4 compact model extraction results for 30nm n-MOSFET. 
   
Figure 3.8: Device ID-VG and ID-VD characteristic comparison between TCAD simulation and 
BSIM4 compact model extraction results for 35nm n-MOSFET which was shown in Figure 3.6. Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      53   
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Figure 3.9: Device ID-VG and ID-VD characteristic comparison between TCAD simulation and 
BSIM4 compact model extraction results for 40nm n-MOSFET. 
Table 3.2: RMS errors of the final BSIM4 compact model in respect to device TCAD 
simulations  
Gate Length              RMS error (%) ID-VG @ VD=0.05V ID-VG @ VD=1V ID-VD 
30nm 0.77  0.90  3.52 
35nm 0.41  0.66  2.18 
40nm 0.77  1.27  2.26 
The identical parameter extraction strategy is employed for 18nm gate length transistor 
BSIM4 parameter extraction as well. MOSFETs with 14nm, 22nm and 90nm gate length 
are used to extract parameters of 18nm device. Figures 3.10 to 3.12 illustrate the results of 
parameter extraction for 14nm, 18nm and 22nm gate length n-channel MOSFET. The 
accuracies of BSIM4 parameter extraction in reference with TCAD are 1.66% for ID-VG 
and 1.16% for ID-VD characteristics for 18nm device. The RMS errors of the final BSIM4 
compact model in respect to device TCAD simulations are shown in Table 3.3. Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      54   
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Figure 3.10: Device ID-VG and ID-VD characteristic comparison between TCAD simulation and 
BSIM4 compact model extraction results for 14nm n-MOSFET. 
  
Figure 3.11: Device ID-VG and ID-VD characteristic comparison between TCAD simulation and 
BSIM4 compact model extraction results for 18nm n-MOSFET. 
   
Figure 3.12: Device ID-VG and ID-VD characteristic comparison between TCAD simulation and 
BSIM4 compact model extraction results for 22nm n-MOSFET. Chapter 3. Uniform Device BSIM4 Parameter Extraction and Optimization                      55   
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Table 3.3: RMS errors of the final BSIM4 compact model in respect to device TCAD 
simulations 
Gate Length              RMS error (%) ID-VG @ VD=0.05V ID-VG @ VD=1V ID-VD 
14nm 4.29  3.86  2.16 
18nm 1.34  1.93  1.16 
22nm 3.62  7.45  2.99 
3.4  Summary 
In this chapter, an overview of the structure and equations of BSIM4 compact model 
was provided, this includes gate dielectric model, effective channel length and width 
model, threshold voltage model, channel charge model, mobility, source/drain resistance 
and drain current model. Then a 35nm poly-gate MOSFET was introduced and used as a 
test-bed device for the statistical compact model extraction and generation strategies 
represented in this PhD project. A group device extraction strategy was described based on 
ID-VG and ID-VD TCAD simulation results. This group includes data set of 30nm, 35nm, 
40nm and 200nm MOSFETs. Similarly nominal compact model was extracted for an 18nm 
channel length template transistor. The benefit of this extraction approach is that it gives 
more flexibility to circuit designers to choose devices with different gate length. The worst 
RMS error of proposed parameter extraction strategy on the group of test-bed devices is 
less than 3.60% for the 35nm MOSFET and 7.45% for the 18nm MOSFET. The extracted 
nominal compact models are the basis for the statistical compact model extraction and 
generation techniques in this work. 56 
 
 
 
Chapter 4 
Statistical Compact Model Extraction  
 
Since compact models act as a bridge between IC designer and foundry, statistical 
compact modelling is the only way to effectively communicate device statistical variability 
information to designers [118]. The investigation and development of flexible and 
accurate, yet economical strategies for capturing statistical variability in industrial standard 
compact models is of great importance for variability aware design. Integrating the effect 
of these fluctuations into compact models can result in the prediction of the statistical 
circuit in DC, AC and transient regimes. The overall accuracy of this circuit/system 
simulation is determined by the accuracy of the statistical compact models need in the 
simulations. 
In order to obtain compact models which can accurately predict the statistics of real 
circuit operation, without any presumption of parameter distribution, correlation and 
sensitivity, a two-stage direct statistical compact model extraction procedure [119] is 
employed. In the first stage, as described in Chapter 3, a combination of group extraction 
and local optimization strategy has been applied to obtain the complete set of BSIM 
parameters for a uniform device. The resulting compact model card serves as the base 
model card for the second stage: the statistical extraction. In this second step a small 
number of key BSIM parameters are chosen, and this small number of parameters re-Chapter 4. Statistical Compact Model Extraction                                                              57   
57 
 
extracted for each member of a large ensemble of device IV curves – obtained either from 
measurement or physics based 3D TCAD device simulation.   
As a result, within the accuracy of the compact model fitting, this approach will be the 
most accurate representation of the current voltage characteristics of each device, and the 
statistics of the key parameters will capture the statistics of device operation. It has been 
found [119] that just the gate characteristics at low and high drain bias are required to 
perform these statistical extractions, since most of variability information can be captured 
by gate characteristics. 
This chapter starts with a description of the statistical variability simulation of 35nm 
gate length n-MOSFETs and p-MOSFETs which are the test bed devices of this thesis. The 
next section discusses how the choice of key parameters for BSIM compact model 
extraction is made including the use of parameter sensitivity analyses. Then the behaviour 
of BSIM compact models with these sets of parameters will be investigated, including 
comparison for devices in situ in circuits. In the last section we will focus on BSIM 
compact model fitting and the accuracy of statistical parameter extraction. This chapter is 
an introduction for chapter 5, which investigates correlation between parameters and 
different statistical compact model generation approaches. 
4.1 Simulation of Statistical Variability 
Intrinsic parameter fluctuations associated with the discreteness of charge and 
granularity of matter are now one of the major factors limiting scaling, integration and the 
reduction of supply voltages and power consumption in ULSI applications [7]. The 
accurate modelling and simulation of such effects is very important for the development of 
present and future generations of semiconductor devices and the integration of giga-
transistor count chips. In order to achieve reasonable performance and yield in 
contemporary CMOS design, statistical variability has to be accurately represented by 
industry standard compact models [77]. As explained in chapter 2, the major sources of 
statistical variability are: Random Discrete Dopants (RDD); Line Edge Roughness (LER); Chapter 4. Statistical Compact Model Extraction                                                              58   
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Poly Gate Granularity (PGG); High-k Granularity and Interface Roughness and Oxide 
Thickness Variations (OTV). These fluctuations can be simulated by using Drift Diffusion 
(DD), Monte Carlo (MC) and Quantum Transport (QT) techniques [43]. All sources of 
variability are three dimensional in nature and therefore in order to correctly capture their 
effects 3D simulation should be carried out [46].  
Drift Diffusion (DD) represents the simplest model used in multi-dimensional 
numerical simulations and captures the lowest order moments of the BTE [73]. In this 
model the electron and hole current densities are approximated using two components 
[120]: a drift component driven by the electric field and a diffusion component driven by 
the carrier density gradient. The current density is sum of these components. A major 
benefit of the drift diffusion approach is low computational cost. It is therefore suitable for 
carrying out the large sets of statistical simulations needed to characterize the impact of 
various sources of variability. 
Although full quantum mechanical simulations are prohibitive in terms of 
computational time it is possible to include some quantum mechanical effects into 
otherwise classical simulations using the so called quantum corrections [46]. Quantum 
corrections allow the quantum confinement effects to be approximated in the simulation. 
These quantum effects play an increasingly important role as devices are aggressively 
scaled into the nanometer regime. Using quantum corrections significantly improves the 
accuracy of drift diffusion simulation for nano-scale MOSFETs where quantum 
confinement effects influence device threshold voltage. Their use also becomes essential in 
resolving the influence of individual discrete dopants [121]. 
In this work, instead of experiment data, ensembles of 1000 statistical device simulation 
results, obtained using the predictive Glasgow ‘atomistic’ 3D drift-diffusion simulator, are 
used [42]. The simulator simultaneously employs density gradient quantum corrections for 
both electrons and holes to resolve the impact of individual impurities [122]. The test bed 
devices are 35nm gate length n-MOSFETs and p-MOSFETs designed to match the 
performance of state-of-the art 45nm technology devices [113,114]. The combined impacts Chapter 4. Statistical Compact Model Extraction                                                              59   
59 
 
of RDD, LER and PGG in n-MOSFETs and RDD and LER in p-MOSFETs have been 
simulated, and devices with  1 / = L W  are used. RDD are generated based on a normal 
continuous doping profile by placing dopant atoms on silicon lattice sites with probability 
determined by the local ratio between dopant and silicon atom concentration [123]. LER is 
introduced through 1D Fourier synthesis with a power spectrum corresponding to a 
Gaussian auto correction function with correlation length of 30nm and RMS amplitude of 
1.3nm [56]. PGG is introduced by importing a random section of a large template 
polycrystalline silicon grain image for the whole gate region with the average grain size of 
65nm obtained through X-ray-diffraction measurements. Due to the presence of acceptor 
type interface states along the grain boundaries, the Fermi level remains pinned at the 
silicon band-gap at these boundaries [124], in this case 200mV above the middle of the 
band gap. Since Fermi level pinning only occurs in NMOS devices, PGG in PMOS devices 
is not simulated [124]. An example of the impact of variability sources on the potential 
distribution in a 35nm gate length bulk n-MOSFET is illustrated in Figure 4.1. 
 
Figure 4.1: Potential distribution in a 35nm n-MOSFET subject to sources of variability. The 
drain bias is 1V. 
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‘atomistic’ simulation due to the combined effects of variability for a 35nm gate length n- 
and p-MOSFET device, respectively. 
   
Figure 4.2: Variability in the current voltage characteristics of a statistical sample of 1000 
microscopically different 35nm gate length square ( L W = ) n-NMOSFETs at  mV VD 50 =  and 
V VD 1 = . Red line shows characteristic of uniform device. 
   
Figure 4.3: Variability in the current voltage characteristics of a statistical sample of 1000 
microscopically different 35nm gate length square ( L W = ) p-MOSFETs at  mV VD 50 =  and 
V VD 1 = . Red line shows characteristic of uniform device. 
It is clear from Figures 4.2 and 4.3 that the magnitude of variation introduced by 
statistical variability sources for devices in the deca-nanometer gate length regime is 
considerable. The off-current variation spans approximately 3 orders of magnitude, 
indicating that statistical variability has a strong impact on the electrostatically dominated 
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can underestimate drive current variability [125]. However the observed deviation between 
maximum and minimum drive current, even in these drift-diffusion simulations, can still be 
45% of its mean.  
4.2 Statistical Set of BSIM Parameters 
Compact models are key components of the interface between technology and design. 
Although the initial drive for compact model development was to obtain accuracy in 
modelling circuit components in analogue IC design, compact models are also extensively 
used in transistor-level digital circuit design and verification, especially in the 
methodologies for standard cell characterization [15].  
As the BSIM compact model has approximately 400 independent parameters, a 
reduction in the number of parameters involved in the statistical phase of the compact 
model extraction is necessary for the development of any scalable compact modelling 
strategy. A compact model parameter sensitivity analysis was carried out to provide a solid 
ground for the selection of a subset of the BSIM parameters to serve as the statistical 
compact model parameter set. Although the actual statistical compact parameter extraction 
strategy will need extraction steps that involve multiple-variables, nevertheless, an 
individual parameter sensitivity analysis can provide vital first-order information regarding 
each individual parameter’s capability to capture the impact of statistical variability on 
device characteristics. 
Ten parameters were identified as possible candidates for the statistical parameters set, 
based on our understanding of underlying device physics. These are: VTH0,  VOFF, 
NFACTOR, U0, RDSW, DSUB, MINV, VSAT, PVAG and LINT all identified in chapter 3. 
VTH0 is selected to account for traditional threshold variation introduced by statistical 
variability;  NFACTOR and VOFF are selected to account for sub-threshold slope and 
leakage current variation; U0 is selected to account for current factor variation caused by 
statistical variability; RDSW is selected to account for dopant variation in the source/drain 
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variability; MINV is selected to account for variation in the moderate inversion regime; 
VSAT is selected to account for the velocity saturation phenomena which occur in short 
channel transistors;  PVAG is selected to investigate channel length modulation effects on 
the drain current and LINT is selected to model effective channel length variation caused 
by LER. In order to evaluate the impact of each parameter on the drain current, a first order 
sensitivity analysis is carried out. Parameter sensitivity strength is defined in a normalized 
fashion as: 
P P
I I
S
∆
∆
=   (4.1)
where I is the drain current, P refers to a typical BSIM4 parameter and ∆P is the increment 
of a parameter from its nominal value in uniform model. A relative increment of 
∆P/P=0.01 is chosen for each parameter and the corresponding increment in the drain 
current, ∆I, is measured using HSPICE simulation. 
In digital applications, transfer current-voltage characteristics from both high and low 
drain bias conditions provide enough device characteristic variation information for 
accurate simulation of device switch behaviour under the influence of statistical variability. 
As a result, only device bias conditions associated with the transfer characteristics were 
considered in the parameter sensitivity strength analysis. Figure 4.4 presents the parameter 
sensitivity strength as a function of gate bias under low drain voltage conditions 
( mV VD 50 = ), with the corresponding ID-VG curve also presented as a reference. 
 
Figure 4.4: The sensitivity strength of BSIM parameters as a function of gate voltage, low drain 
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Only parameters that exhibit meaningful sensitivity (i.e, with sensitivities more than 
0.1) are presented in Figure 4.4, which clearly demonstrates that in the sub-threshold 
regime, VTH0, VOFF, U0 and NFACTOR are the most sensitive parameters. However, 
there is subtle difference between the impact of VTH0, U0 and that of VOFF, NFACTOR 
in the sub-threshold regime. For VTH0 and U0, the values of sensitivity strength are almost 
constant in sub-threshold, which means that sub-threshold slope variation cannot be 
effectively captured by VTH0 and U0. While for VOFF and NFACTOR, the change of 
sensitivity strength against gate voltage in sub-threshold provides a means (in combination 
with VTH0) for BSIM models to capture both first and second order effects of variation in 
the sub-threshold regime. The drain current in sub-threshold follows an exponential 
relationship against gate bias, whilst the drain current in inversion follows a sub linear 
relationship. However, the sensitivity strength is calculated on a linear scale. As expected, 
RDSW starts to play an important role with increasing gate voltage. 
Figure 4.5 presents the parameter sensitivity strength as a function of gate bias at high 
drain voltage ( V VD 1 = ), with the corresponding ID-VG curve presented as a reference. 
 
Figure 4.5: The sensitivity strength of BSIM parameters as a function of gate voltage under high 
drain bias ( V VD 1 = ). 
Apart from VTH0, VOFF, U0 and NFACTOR noted above, DSUB and LINT also come 
to play a role in sub-threshold regime at high drain bias. DSUB especially becomes one of 
the dominant parameters.  Chapter 4. Statistical Compact Model Extraction                                                              64   
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Based on this sensitivity strength analysis, the parameters VTH0, VOFF, NFACTOR, 
U0, RDSW and DSUB have been identified as the most important six parameters to be used 
in BSIM to capture the device variability. Starting from VTH0 as the most sensitive 
parameter in both low drain and high drain bias conditions, we will add other parameters 
incrementally to the statistical parameter set based on their significance in RMS error 
reduction. This is due to the fact that first, the order of sensitivity of parameters is different 
at low and high drain bias conditions as considered in Figures 4.4 and 4.5 and second, the 
sensitivity of parameters has been measured individually. In other words, the correlations 
between parameters are not considered in the sensitivity analysis. Measuring the RMS 
error incrementally after fitting each parameter will help to decide which parameter should 
be chosen as second, third, fourth, fifth or sixth important parameter in the final statistical 
set.     
4.2.1 Impact of parameter Set on the Accuracy of Individual 
Device 
Having chosen the key subset of BSIM parameters, the typical approach is to perform 
parameter extraction on each member of a large ensemble of devices, keeping all the BSIM 
parameters constant aside from our key chosen subset, to obtain a large ensemble of key 
BSIM parameter subset which directly captures the variability of the device ensemble. We 
refer to this as the exhaustive or direct approach. The advantage of direct approach is 
twofold: Firstly, it does not require that the variation of device electrical performance 
parameter follows any particular distribution. Secondly, it does not presume any statistical 
compact model parameter distribution or correlation which naturally arises in the process 
of performing multiple parameter extractions. As a result, within the accuracy of the 
compact model fitting, this approach will be the most accurate representation of the current 
voltage characteristics from the physical 3D simulations or from measurement. The 
accuracy in representing each one of statistical ID-VG characteristics from the device 
ensemble depends on the choice of key BSIM parameters and on the number of parameters 
used. Figure 4.6 shows the reduction of mean and standard deviation of errors with the 
increase in the number of key statistical parameters for 1000 n-MOSFET and p-MOSFET Chapter 4. Statistical Compact Model Extraction                                                              65   
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devices. These statistical parameter sets are selected according to parameters significance 
on the error reduction. The accuracy criterion is RMS error (in percent) which is defined 
by: 
2
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where N is the number of data points from both high drain bias ( V VD 1 = ) and low drain 
bias ( mV VD 50 = ) ID-VG characteristics, Ii is the data point from physical simulation and 
Ii,SIM is the corresponding data point which is simulated using extracted compact model.  
Figure 4.6 shows the trend in RMS error of the extracted models using different 
numbers of key parameters. As expected, the mean and standard deviation of the RMS 
error decreases as the number of key parameters is increased. For n-MOSFETs the mean is 
reduced from 24.2% with a 1-parameter set, to 2.0% for a 6-parameter set and the standard 
deviation is reduced from 6.8% with a 1-parameter set, to 0.88% for a 6-parameter set. For 
p-MOSFETs the mean is reduced from 15.8% with a 1-parameter set, to 2.8% for a 6-
parameter set and the standard deviation is reduced from 5.3% with a 1-parameter set, to 
0.77% for a 6-parameter set. 
   
Figure 4.6: The impact of statistical parameter set size on RMS error of a statistical compact 
model. (Left) n-MOSFET and (Right) p-MOSFET. The parameters are selected based on the order 
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As an attempt to increase compact model accuracy further, the 6-parameter set was 
augmented by including the parameter MINV. However, from sensitivity strength analysis, 
the physical impact of this parameter on device characteristics is weak and improvements 
in fitting accuracy actually come from using artificially large values of MINV, an 
undesirable technique in analytic compact modelling. By using such large values of MINV 
the mean of error of extraction can be reduced to 1.5% for n-MOSFETs and 2.36% for p-
MOSFETs. In Figure 4.7 characteristic comparison between TCAD simulation and a 
typical set of BSIM4 compact model extraction results for 35nm n-MOSFETs are 
illustrated. When using the 7-parameter set over the 6-parameter set, the RMS extraction 
error decreases from 3.0% to 1.9% for this particular n-MOSFET device. By using the 7-
parameter set for 1000 devices, the average RMS error will be decreased from 2.0% to 
1.5% for n-MOSFETs and from 2.8% to 2.4% for p-MOSFETs. 
 
Figure 4.7: Device ID-VG characteristic (high drain condition) comparison between TCAD 
simulation and BSIM4 compact model extraction results for 35nm n-MOSFET. 
The impacts of the different choices of the statistical parameter set on the statistical 
compact models accuracy and histogram of RMS error are shown in Figure 4.8. Table 4.1 
represent the mean and standard deviation of RMS error for different number of 
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Figure 4.8: The impact of statistical parameter set size on relative RMS error of BSIM statistical 
compact model. (Up) n-MOSFET and (Down) p-MOSFET 
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Table 4.1: Statistical parameter extraction RMS errors for 1000 BSIM compact models 
Parameters                                        Error 
n-MOSFET p-MOSFET 
µ  σ   µ  σ  
VTH0  24.21 6.79 15.84 5.29 
VTH0,U0  16.05 6.37 13.81 4.77 
VTH0,U0,DSUB 10.75  3.21  9.60  2.33 
VTH0,U0,DSUB,VOFF  9.04 2.53 7.00 1.19 
VTH0,U0,DSUB,VOFF,NFACTOR  2.47 0.93 4.20 0.93 
VTH0,U0,DSUB,VOFF,NFACTOR,RDSW  2.03 0.88 2.81 0.77 
VTH0,U0,DSUB,VOFF,NFACTOR,RDSW,MINV 1.50 0.77 2.36 0.68 
Figure 4.9 shows the correlation between a typical parameter VTH0 at different 
collection of statistical parameters. It indicates that the physical meaning of VTH0, as the 
most important parameter in the BSIM compact model, is preserved during each stage of 
parameter extraction. The increased variance of the parameter between the 1- and 2-
parameter sets is due to the fact that in the 1-parameter set VTH0 alone must account for all 
points of the ID-VG spread. 
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4.2.2 Impact of Parameter Set on the Statistical Property of 
Device Figures of Merit 
So far we have carried out a quantitative analysis of the impact of various numbers of 
key parameters on the accuracy of BSIM statistical set in respect to physical simulation 
data. However, the real devices are often judged by figures of merit which are often found 
at the external point of the devices operation, and it is important to examine the accuracy 
of our extraction technique in respect to match those figures of merit between BSIM 
statistical compact models and physical devices. 
The key device figures of merit (FOM) for MOSFETs are: threshold voltage (Vth); drive 
current (Ion); source/drain leakage current (Ioff); Drain Induced Barrier Lowering (DIBL) 
and sub-threshold slope (SS). These parameters are defined as follows: 
1.  The threshold voltage is the gate voltage when the device starts to turn on [101]. 
The accurate modelling of threshold voltage is important for accurate circuit 
simulation. Since Vth has profound effect on circuit operation, it is often used to 
monitor process variations. The threshold voltage is extracted for each of ID-VG 
atomistic simulations with constant threshold current criteria of 
L W nA ID × =100 where W and L are the width and length of devices, respectively, 
and the threshold voltage is extracted under conditions of both high drain 
( V VD 1 = ) and low drain ( mV VD 50 = ) bias.   
2.  The drive current (Ion) is the drain current of a transistor when the device is turned 
fully on. For n-MOSFETs it is the current when the gate and drain are connected to 
the supply voltage and the source and bulk terminals are grounded. For p-
MOSFETs the gate and drain are connected to negative supply and the source is 
grounded.  
3.  The channel leakage current (Ioff) is the drain current when the drain terminal is 
connected to the supply voltage and the device is fully turned off. For n-MOSFETs Chapter 4. Statistical Compact Model Extraction                                                              70   
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this requires all other terminals to be grounded. For p-MOSFETs gate and source 
are grounded and the drain is connected to negative supply voltage. 
The definition of Ion and Ioff for n-MOSFETs is shown in Figure 4.10. 
VD
Ion
VD
Ioff
 
Figure 4.10: A simple circuit for description of the Ion and Ioff. 
4.  Another important device parameter which is extracted from atomistic simulations 
is the DIBL parameter. This short-channel effect has been attributed to the 
penetration of the drain junction electric fields into the channel region, causing 
barrier lowering, which in turn leads to Vth reduction [101,126]. The DIBL is 
measured as the threshold voltage reduction due to drain bias increase divided by 
the corresponding increment in drain voltage.  
5.  The reciprocal of the slope of the Log (ID) versus VG is the sub-threshold slope (SS). 
It is an important device parameter which determines how well the MOSFET 
functions as a switch [127,112]. It is the change in the gate voltage required to 
change the drain current by one order of magnitude in the sub-threshold region. 
The correlation between key device figures of merit under high drain bias ( V VD 1 = ) is 
shown in Figure 4.11. As expected, there is a strong correlation between threshold voltage 
and leakage current of devices. However, the correlation between threshold voltage and 
drive current is not perfect, for a fixed threshold voltage value, the drive current can have 
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Figure 4.11: the correlation between typical electrical figures of merit for a statistical sample of 
1000 microscopically different, 35nm gate length, and square ( L W = ) n-MOSFETs at V VD 1 = . 
The impact of variability on the range of the figures of merit discussed above, under 
different drain voltage conditions, is summarized in Table 4.2. The devices under 
investigation are those of Figure 4.2. 
Table 4.2: Summary of simulation results for 1000 microscopically different, 35nm gate length, 
square ( L W = ) n-MOSFETs including all statistical variability sources. 
FOM       VD 
High Drain Voltage (VD = 1V)   Low Drain Voltage (VD = 50 mV) 
Standard Deviation 
(σ ) 
Mean 
(µ) 
%
µ
σ Standard Deviation 
(σ ) 
Mean 
(µ) 
%
µ
σ
Vth (V)  0.06 0.15  40  0.05 0.25  20 
Ion (mA/µm)  0.12  1.13  10.62 0.02  0.19  10.53
LogIoff (A/µm) 0.62 -7.17  8.65 0.56 -8.17  6.85 
DIBL (V/V)  0.02  0.10  30  0.02  0.10  20 
Slope (mV/dec)  5.92  91.97  6.44  2.48  89.43  2.77 
Clearly  Vth  and DIBL have largest spread when considering normalized standard 
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device electrostatic-dominated sub-threshold behaviour, introducing noticeable modulation 
of the short channel effects. Since the sub-threshold region in ID-VG curves follows log 
normal distribution, we used the logarithm of Ioff instead of Ioff.     
In order to evaluate the impact of key parameter selection on device figures of merit, 
different size of key parameter set are used to obtain BSIM compact models, from which 
the mean and standard deviation of Ion, Ioff and Vth, are calculated. These are then compared 
with the same results obtained directly from the original physical TCAD simulations.  
Figure 4.12 and 4.13 show the mean and standard deviation of the leakage current, drive 
current and threshold voltage for different parameter sets at high drain bias ( V VD 1 = ) for 
n-MOSFETs and p-MOSFETs, respectively. The mean and standard deviation of the most 
accurate (5-, 6- and 7-parameter) sets have reasonable errors compared to results taken 
directly from physical simulation (shown as a reference in these figures by the dashed 
horizontal lines). Figure 4.12 shows that selection of a 5-parameter set for the n-MOSFETs 
will be enough to settle the error trends of Ion and using more parameters will not further 
reduce the mean and standard deviation of error. In addition, a 5-parameter set will be 
enough to settle the error trends of Ioff and gives around negligible (0.1%) error in its mean 
and standard deviation. Selection of this 5-parameter set result in an 0.6% error for the 
mean and 0.2% error in the standard deviation of Vth. As for Ion and Ioff, increasing further 
the number of parameters does not affect on the accuracy of the compact model.  
Figure 4.13 shows that selection of a 6-parameter set for the p-MOSFETs will be 
enough to settle the error trends of Ion and using more parameters will not further reduce 
the mean and standard deviation of error. The 5-parameter set will be enough to settle the 
error trends of Ioff and gives an 0.1% error in the mean and negligible (0.05%) error in the 
standard deviation of Ioff. Selection of this 5-parameter set results in a 1.6% error for the 
mean and 1.4% error for standard deviation of Vth. As for Ioff, increasing further the number 
of parameters does not affect on the accuracy of compact model.   Chapter 4. Statistical Compact Model Extraction                                                              73   
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 Figure 4.12: Impact of parameter set selection in n-MOSFET device; dashed line shows the 
results of the original physical atomistic simulations. 
 
 
  Figure 4.13: Impact of parameter set selection in p-MOSFET device; dashed line shows the 
results of the original physical simulations. Chapter 4. Statistical Compact Model Extraction                                                              74   
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Since the direct extraction targets are the full set of gate characteristics, the overall 
monotonic reduction of the total RMS error with increasing parameter-set size, 
demonstrated in Figures 4.12 and 4.13, does not guarantee a monotonic error reduction for 
a particular device figure of merit, although the overall tendency is one of reducing errors. 
Figure 4.14 shows a comparison of drive current distribution using 7-, 6- and 5-
parameter statistical sets. As illustrated in Figure 4.14, using 5 or 6 parameters in statistical 
compact model results in little deviation in the tail of normal distribution compared with 
the distribution obtained by use of 7-parameter set.  
   
Figure 4.14: Probability plot of drive current in high drain bias. Black square: 7-parameter set; 
Red circle: 6-parameter set and Blue lozenge: 5-parameter set. 
4.2.3 Impact of Parameter Set on Statistical Circuit Simulation 
Having considered the ability of various numbers of parameters to capture device I-V 
characteristics and figures of merit, we have developed an appropriate statistical compact 
model which can be used to predict the statistical behaviour of circuits in presence of 
variability. Therefore, in order to investigate the accuracy of different parameter set 
selections in real circuit simulations, a CMOS inverter has been considered, constructed 
from both n-MOSFET and p-MOSFET devices, using 35nm gate length devices. The n-
MOSFET width is eight times of length, while the p-MOSFET has a width of 2.3 times of 
n-MOSFET to properly balance the drive currents. A 2GHz input signal with 50ps rise and 
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capacitive loads (i.e., fan out of 10), the output of the inverter can still be settled within 
half period. Simulations are carried out for two cases: first, CMOS inverter without a load 
which corresponds to highest variability in the output and second, CMOS inverter in a 
chain with fan out of 4. The above test conditions and the waveform of their input voltage 
are shown in Figure 4.15. Monte Carlo SPICE simulations are carried out for 1000 inverter 
samples while p-MOSFET devices in circuit are fixed and n-MOSFETs are selected from 
directly extracted statistical compact model library. 
 
Figure 4.15: The input signal used for the simulation of inverter test beds (Left), the schematic 
of the CMOS inverter used for the simulation (middle) and the chain of inverters in fan out of 4 
(FO4) used as a realistic test bed (Right).  
By defining the rise time delay as the time difference between 50% points of transition 
between initial and final values of input and output voltages and by assuming the effect of 
statistical variability for the n-MOSFET device, the rise time delay will be a statistical 
variable. When the delay is measured in a no load condition, the intrinsic capacitances of 
devices making up the inverter will strongly affect on the delay values. This condition will 
give a worst case scenario with the inverter operation most sensitive to modelling 
inaccuracies, and hence will most clearly show the effects of differences in BSIM key 
parameter set size. Figure 4.16 shows the mean and the standard deviations of rise time, 
calculated over the ensemble of 1000 devices, for each of the different sizes of BSIM 
parameter sets and in both no load and FO4 conditions. It is assumed that the 7-parameter 
set will produce the most accurate results, and as the number of parameters is increased, 
the results do seem to approach a settled value. Using a 5-parameter set gives 0.2% error in 
the mean value of the delay compared to 7-parameter. Moreover, using 5 parameter settles Chapter 4. Statistical Compact Model Extraction                                                              76   
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the delay normalized standard deviation ( µ σ / ) to 27% for no load conditions while and to 
about 21% for FO4 test bed in similar conditions. The dissipated energy in a CMOS 
inverter is divided into two parts: static and dynamic energy [112]. The static part is a 
result of MOSFET leakage current when the input is constant. The dynamic part occurs in 
the input transitions. Since the trend of static part is exactly similar to Ioff for one device as 
we discussed in Figure 4.12, the trend for dynamic energy is investigated here. The 
comparison of dynamic energy distribution in the test bed inverters using statistical 
compact models with 5- and 7-parameter sets is illustrated in Figure 4.17. Figures 4.16 and 
4.17 shows that 5-parameter for digital circuit applications like an inverter are sufficient 
for 35nm gate length MOSFETs. 
   
Figure 4.16: Impact of statistical parameter set selection on the mean and standard deviation of 
rise time delay of CMOS inverter in no load and FO4 conditions. 
   
Figure 4.17: Probability plot of dynamic energy of inverter. Black square: 7-parameter set; Red 
circle: 5-parameter set statistical compact models. (Left) no load inverter, (Right) FO4.  Chapter 4. Statistical Compact Model Extraction                                                              77   
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4.3 Accuracy of Full Parameter Set Extraction 
This section will focus on statistical compact models with a set of key BSIM 
parameters. The correlations between key electrical and statistical compact model 
parameters are shown in Figure 4.18. A very high correlation indicates that the physical 
meaning of the compact model parameters is maintained during statistical extraction. More 
importantly, such correlations may provide guidelines for developing techniques to 
generate statistical compact model sets based on the distributions of the figures of merit of 
device characteristics. There are a few stray points in (Vth-VTH0) plot. For example, the 
points with VTH0 more than 0.3V are results of numerical errors caused by optimization in 
the parameter extraction procedure. This owes to the contribution of many other 
parameters to model Vth of short channel devices, as discussed in chapter 3. 
   
Figure 4.18: The correlation between typical electrical parameters and BSIM statistical 
parameters. 
For the purpose of investigating accuracy of statistical parameter extraction strategy on 
device electrical characteristics, the distribution of figures of merit will be compared with 
the results of atomistic simulations. These figures of merit are simulated with HSPICE 
using statistical model cards which are selected from different compact models. Since in 
real digital circuit operation the device characteristics at high drain bias condition are more 
important than at low drain bias condition, here, only the result of high drain are shown.  Chapter 4. Statistical Compact Model Extraction                                                              78   
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Figure 4.19 shows a comparison between figures of merit from atomistic simulations 
and directly extracted statistical compact model simulations and Table 4.3 shows the 
statistical parameter of figures of merit and the error between atomistic simulations and 
direct compact models. Relative error is defined as: 
Atomistic
Atomistic Model Compact
F
F F
E
−
× =100   (4.3)
where F is a typical electrical MOSFET figure of merit. As expected, the results of 
physical simulations and statistical compact models match well.  
   
   
Figure 4.19: Comparison between figure of merits from 1000 atomistic simulations and directly 
extracted statistical compact model simulations. Chapter 4. Statistical Compact Model Extraction                                                              79   
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Table 4.3: Mean and standard deviation of figures of merit from atomistic simulations and direct 
extracted statistical compact model simulations and the corresponding errors 
FOM         σ , µ 
Atomistic simulations  Compact models  Relative error (%) 
σ   µ  σ   µ  σ   µ 
Vth (mV)  54.85  151.62  55.09  150.42  0.44  0.79 
Ion (mA/µm)  0.12  1.13  0.12  1.12  0  0.88 
Log Ioff (A/µm) 0.62  -7.17  0.62  -7.18  0  0.14 
DIBL (mV/V)  24.37  102.73  24.26  102.43  0.45  0.29 
SS  (mV/dec) 5.92 91.97 5.74 91.69  3.04  0.30 
Using drive current as an example, the error in standard deviation is zero, and the error in 
mean is only 0.88%.  
Figure 4.20 illustrates a comparison between scatter plots of figures of merit from 
physical simulations and directly extracted statistical compact model simulations. It 
demonstrates that the direct parameter extraction approach can closely reproduce statistical 
‘atomistic’ simulation results. Moreover, it demonstrates that although the threshold 
voltage variation is a good indicator for sub-threshold leakage current variation due to the 
very strong correlation between them, for a given threshold voltage value, Ion value can 
scatter more than ±10% around its mean. This indicates that just considering threshold 
voltage variation in statistical variability study cannot provide a full statistical variability 
picture particularly when timing variability is of major concern.  
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Figure 4.20: Comparison between scatter plots of physical simulations and direct extracted 
statistical compact models. (Black square: Physical simulations, Red circle: Direct extracted 
statistical compact models) Chapter 4. Statistical Compact Model Extraction                                                              81   
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4.4 Summary 
Statistical compact modelling strategies focusing on the selection of the number and 
type of key BSIM parameters and the corresponding statistical compact model accuracy, 
were studied in this chapter. We have shown that it is possible to select a limited number of 
BSIM parameters to describe with sufficient accuracy the effects of all main sources of 
variability in 35nm gate length n-MOSFETs and p-MOSFETs.  Individual parameter 
sensitivity analysis can provide vital first-order information regarding the capability of an 
individual parameter to capture the impact of statistical variability on device 
characteristics. By selecting 7 parameters we have achieved average RMS error of 2% 
across ID-VG curves for n-MOSFETs and 2.8% for p-MOSFETs which is an acceptable 
level of error. Statistical compact modelling of device figures of merit and circuit 
operation, with focus on the impact of different number of parameters selection on the 
accuracy, was also performed. It was shown that for most applications 5-parameter sets can 
suffice.  82 
 
 
 
Chapter 5 
Statistical Compact Model Parameter 
Generation Techniques 
 
The extracted ensemble of statistical compact model parameter sets is fundamental to 
the statistical simulation of circuits or systems. The direct statistical parameter extraction 
approach, where a set of compact model parameters is obtained for each TCAD simulated 
or measured device, gives the most accurate results for a given number of physically 
simulated ensemble size. However, this approach has two major disadvantages. Firstly, the 
accuracy of any Monte Carlo circuit or system simulation has a pre-determined limit, 
determined by the size of the underpinning compact model ensemble/library (and the 
circuit size). There are situations where the distribution of a parameter of interest obtained 
by Monte Carlo simulations to an accuracy of 2.5σ needs to be extended to 4σ or 5σ, due 
to additional knowledge of device physics. However such extrapolations are difficult to 
make in practice, using Monte Carlo simulations based on a fixed compact model 
ensemble size. Secondly, the direct statistical parameter extraction approach usually 
requires the extraction, storage and manipulation of databases containing extremely large 
ensembles of statistical compact models.  Chapter 5. Statistical Compact Model Parameter Generation Techniques                        83  
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Common practice in Monte Carlo circuit simulation is to generate statistical compact 
model parameter values on the fly, based on the statistics and the correlations of a limited 
set of directly extracted parameters and various degrees of simplifying assumptions. In this 
chapter the focus will be on the statistical compact model parameter generation strategies 
that, can still accurately represent the distribution of, and correlations between, important 
device electrical parameters in nano-scaled transistors. As a result of the work described in 
chapter 4 in relation to the statistical parameter extraction, 6-statistical-parameter-sets are 
found to be of sufficient accuracy, and will be used in this chapter. 
Two typical statistical parameter generation approaches are investigated in comparison 
with the direct statistical extraction results reported in chapter 4. The first approach is to 
generate statistical compact model parameters on the fly, assuming independent normal 
distribution for each extracted parameter [128]. This will be called “Naïve Approach”. The 
second approach is based on Principal Component Analysis (PCA), which preserves the 
correlation between extracted parameters [87]. In this “PCA Approach”, a covariance 
matrix, S, is generated based on the normalized direct parameter extraction results. 
Investigations will be carried out to compare the accuracy of digital circuit simulations 
carried out by Monte Carlo analysis using each of these two statistical parameter 
generation strategies.  
In the last section of this chapter, the Nonlinear Power Method will be introduced for 
statistical compact model generation. The accuracy of this novel approach will be 
compared with the Naïve and PCA approaches by investigating figures of merit for 
different compact model sets. 
 Chapter 5. Statistical Compact Model Parameter Generation Techniques                        84  
84 
 
5.1  Correlation of BSIM Parameters in Direct 
Statistical Parameter Extraction Strategy 
Compact model parameters extracted from ‘ab initio’ TCAD simulation or experiment 
do not always follow a normal distribution. The distribution of a number of BSIM4 
parameters extracted from 35nm gate length NMOS devices are shown in Figure 5.1. It 
clearly demonstrates that the tails of the extracted statistical parameters deviate from a 
normal distribution. In addition, the extracted parameters are rarely statistically 
independent due to the complex physical mechanisms involved in device operation in the 
deca-nanometer regime, and some unavoidable aspects of the empirical nature of compact 
models. 
Figure 5.1 illustrates normality plots of seven directly extracted BSIM parameters 
capturing the statistics of the underlying device ensemble. Employing the 7
th parameter, 
MINV, reduces the RMS error of the compact models (compare with the IV curves they 
capture) from 2.0% to 1.5% for n-MOSFETs, and from 2.8% to 2.4% for p-MOSFETs. 
Since the accuracy improvement of direct extraction including this 7
th parameter, MINV, is 
limited, only a 6-parameter set is actually employed on the parameter generation process 
described below. However as demonstrated in Figure 5.2, MINV does give a perfect 
example of a BSIM parameter which diverges significantly from normal distribution. The 
physical reason behind this distribution is that MINV is an empirical parameter added to 
BSIM compact model to provide fitting in moderate inversion condition [3]. It does not 
replicate a physical parameter of the device and the distribution of MINV cannot be 
reproduced by current parameter generation approaches. Using MINV in direct statistical 
compact model strategy leads to very negative or very positive value for some samples and 
results in a discontinuous like behaviour in the normal probability plot. However, having 
more data samples in expense of more time and computational resources will help to 
reduce this type of discontinuity. 
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Figure 5.1: Normality plots of BSIM statistical parameters. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        86  
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Figure 5.2: Probability plot of MINV for n-MOSFET and p-MOSFET. 
Figures 5.3 and 5.4 show scatter plots between each pairing of the directly extracted 
statistical compact models parameters, for 35nm physical gate length MOSFETs. As well 
as this graphical indication of correlation, the calculated correlation coefficients, ρ, are also 
shown on the up right side of the plot. The correlation coefficient of two given statistical 
sets X and Y is given by: 
()
() ( ) Y Var X Var
Y X Cov
Y X
) , (
, = ρ   (5.1)
where Cov(X,Y) is covariance between X and Y and Var(X) is variance of X. It should be 
pointed out here that there are a few additional clusters or sub-clusters in the pair plots of 
Figures 5.3 and 5.4. The main reason for those points is the locality of the extraction 
strategy and the impact of initial conditions. Using local optimization algorithms 
embedded in the parameter extraction softwares does not necessarily lead to the best 
answer. On the other hand, using the global optimization strategy will not help due to non-
physical results obtained by global algorithms. The only way to improve the local strategy 
is through the use of appropriate initial conditions. We used the uniform or template device 
to set the initial conditions prior to statistical extraction because it has Id-Vg characteristics 
in the middle of spread. One might use another set of appropriate initial conditions which 
will have a direct impact on the results and pair plots. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        87  
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Figure 5.3: Scatter plots of selected BSIM parameters from statistical extraction of 35nm 
channel length of 1000 n-MOSFET devices. 
These Figures clearly demonstrate that the extracted parameters are not statistically 
independent. The effect of correlations between parameters should be maintained in 
statistical circuit simulation in order to guarantee that devices used in circuit simulation are 
‘real’. 
The importance of taking correlations into account should be obvious from an 
understanding of the complex nature of compact models, where each parameter makes a 
contribution to drain current variations. Even by assuming two statistical variables X and Y 
and defining a new variable , linearly dependent on them and representing a 
device figure of merit, it can be shown that: 
Y X Z + =Chapter 5. Statistical Compact Model Parameter Generation Techniques                        88  
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  (5.2)
by substituting equation 5.1 into equation 5.2: 
  (5.3)
It is clear that the correlation coefficient of two variables (X and Y) plays an important 
role in the variance of new parameter (Z), even in the simplest case of linear dependence. 
Figure 5.4: Scatter plots of selected BSIM parameters from statistical extraction of 35nm 
channel length of 1000 p-MOSFET devices. 
 
) , ( 2 ) ( ) ( ) ( Y X Cov Y Var X Var Z Var + + =
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5.2  Statistical Parameter Generation Based 
on the Naïve Approach 
There are several standard statistical parameter generation strategies which can be used 
to transfer statistical variability information into compact models, and their accuracy is 
essential for achieving reliable variability aware design. One of these approaches is the 
Naïve approach, which is the standard approach used in most SPICE simulators [1,129]. In 
this approach, parameters are treated as statistically independent, and the inter-parameter 
correlations are ignored. The values of statistical parameters are generated by Gaussian 
random number generator with the mean and standard deviation coming from direct 
extraction results. 
The probability plots of typical BSIM4 parameters are shown in Figure 5.5, which 
clearly demonstrate the deviation in the tails of the distribution compared to the directly 
extracted values due to the Naïve assumption of normal parameter distribution. Although 
the Naïve approach preserves the mean and standard deviation of the distribution with high 
accuracy, considerable errors are generated in these tails. 
   
Figure 5.5: Probability plot of typical BSIM4 statistical parameters generated by Naïve 
approach. Black square: Direct extraction; Red circle: Naïve approach. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        90  
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The scatter plots between parameters generated by Naïve approach in comparison with 
the direct extracted parameters are shown in Figure 5.6. The correlations between the 
statistical parameters are lost by using the Naïve approach, as is clearly demonstrated in 
the scatter plots. For instance, the correlation between U0 and VOFF in the direct approach 
is 0.72 (according to Figure 5.3) and this correlation reduces to 0.008, i.e. approximately 
zero as expected, in the Naïve approach.  
Figure 5.6: Scatter plots between BSIM4 statistical parameters. Black square: Direct extraction 
parameters; Red circle: parameters generated by Naïve approach. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        91  
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5.3  Statistical Parameter Generation Based 
on the PCA Approach 
PCA is a useful statistical technique that has found application in fields such as face 
recognition and image compression, and is a common technique for finding patterns in data 
of high dimension. Generally PCA involves the mathematical procedure that transforms a 
number of possibly correlated variables into a smaller number of uncorrelated variables. 
The first principal component accounts for as much of the variability in the data as 
possible, and each succeeding component accounts for as much of the remaining 
variability as possible [130,131,132]. The main purpose of employing PCA approach in 
statistical compact modelling is to decouple the correlations between parameters. The 
covariance matrix for PCA is generated from direct extraction results. In the PCA 
approach, the parameter values are generated by statistically independent principal 
components (PC) using a Gaussian random number generator. Before applying PCA on a 
parameter set, all parameter distributions have been normalized to a mean of 0 and 
standard deviation of 1 and the covariance matrix S is generated based on the normalized 
parameter set distributions [133]. The key step of PCA is to find the eigenvalues and 
eigenvectors of S, which follows: 
L SU U = ′   (5.4)
where U lists the eigenvectors, and L orders the eigenvalues. The transformed variables 
x U Z ′ =   (5.5)
are the principal components, where x are the original variables. PCA itself does not 
require that the original multi-dimension data follow a particular distribution. However, in 
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it is desirable that the original data closely approximate Gaussian distributions. They can 
be recovered by following operation: 
Uz x =   (5.6)
where the corresponding principal components follow Gaussian distributions with mean of 
0 and variances equal to the eigenvalues L. Therefore in the PCA approach, we assume that 
parameters follow normal distributions but because the distributions of the BSIM4 
parameters are not always normal (as shown in Figure 5.1) this inevitably introduces errors 
in the values of the generated statistical compact model parameters after the PCA process 
is completed. 
A comparison of statistical correlation of parameters generated using the PCA 
technique, and the directly extracted parameters is given in Figure 5.7 and the correlation 
coefficients between parameters generated by PCA approach and the correlation 
coefficients between the directly extracted parameters are given in Table 5.1 for n- and p-
MOSFET, respectively. These results clearly demonstrate that the correlation between 
parameters is well preserved by PCA approach. Since the statistical parameter extraction is 
carried out based on setting the initial conditions of all parameters in the model to an 
appropriate value from the template 35nm n- and p- transistors and the template transistors 
are different in terms of electrostatic (i.e., doping profile, gate overlap) as discussed in 
Chapter 3, the results of the statistical extraction will be different for n- and p-devices. This 
justifies the different correlation coefficient of identical parameter pais for n- and p-devices 
in Table 5.1. However, in the tails of these parameter’s distributions, similar errors to those 
observed in the results for the Naïve approach are seen, since both approaches are based on 
the normal distribution assumption that parameters. A more intuitive example is shown in 
Figure 5.8. It illustrates the distribution of parameter VTH0 generated from PCA process 
and compares it with its original distribution obtained from direct approach. Depending on 
the particular application of the PCA generated statistical compact models, this kind of 
error may give pessimistic or optimistic results in circuit simulation – and crucially loss of 
predictive power of the circuit simulations in the tails of the distribution. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        93  
93 
 
 
 
Figure 5.7: Scatter plots between BSIM4 statistical parameters for n- and p-MOSFET, respectively. 
Black square: Direct extraction parameters; Red circle: parameters generated by PCA technique. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        94  
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Table 5.1: The correlation coefficient between parameters of n- and p-MOSFET; Down-left: 
Direct parameter; Up-right: PCA parameters. 
n-MOSFETs 
VTH0  -0.18 -0.27  -0.077  -0.43 0.073 
-0.22  U0  0.69 0.77 0.45 -0.44 
-0.28 0.72  VOFF  0.78 0.33 -0.21 
-0.096 0.76  0.79 RDSW  0.19 -0.24 
-0.46 0.46 0.33 0.17  NFACTOR  -0.20 
0.11 -0.46 -0.26 -0.25 -0.23  DSUB 
p-MOSFETs 
VTH0  0.13 0.051 -0.23  0.5  0.17 
0.19  U0  -0.59 0.36 0.28 -0.68 
0.38 -0.38  VOFF  -0.026 -0.49  0.6 
-0.27 0.52 -0.36  RDSW  -0.57 -0.17 
0.47 0.067 0.32 -0.45  NFACTOR  -0.25 
0.02 -0.67 0.32 -0.29 -0.15  DSUB Chapter 5. Statistical Compact Model Parameter Generation Techniques                        95  
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Figure 5.8: Probability plot of typical BSIM4 statistical parameters generated by PCA approach. 
Black square: Direct extraction; Red circle: PCA approach. 
5.4  MOSFET Figures of Merit Obtained 
from  Statistical Parameter Generation 
The ability of the Naïve and the PCA approaches to reproduce the distributions and the 
correlations between key device figures of merit is indicative of their usefulness in 
statistical circuit simulation. The ability of these approaches to reproduce figures of merit 
is shown in Figures 5.9 and 5.10 for n- and p- MOSFETs, respectively. The results clearly 
indicate deviations in the tails of the distributions of each figure of merit due to the shared 
assumption of the Naïve and PCA approaches that the extracted parameters are normally 
distributed. Both approaches preserve most of the leakage current and threshold voltage 
distribution, aside from the tail regions. However, when considering drive current 
variation, both approaches produce considerable errors across the entire region. For n-
MOSFET, the PCA and naïve are accurate for leakage current and threshold voltage away 
from the tails, and equally less accurate for drive current. From a circuit simulation point 
of view this implies that for highly driven components which spend a lot of their critical 
operation in the saturation regime, both PCA and naïve approaches are  not accurate, 
whereas for circuits where leakage current is important like low power circuits in mobile 
phones, both approaches seem to be useful. Moreover, the drive current distribution in Chapter 5. Statistical Compact Model Parameter Generation Techniques                        96  
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Figure 5.9 it is concluded that PCA does provide some improvement in the accuracy of the 
distribution, although it is still not as accurate as directly extracted results.  
 
Figure 5.9: Probability plot of figures of merit of n-MOSFETs generated by different statistical 
approaches in high drain conditions V VD 1 = . Black square: direct extraction; red circle: Naïve 
approach and blue lozenge: PCA approach. 
For p-MOSFETs if the small deviation in the upper tail of drive current in the PCA and 
naïve are ignored they can be used as accurate generation techniques for the devices 
operating in saturation regime. However, for the p-MOSFET leakage current, PCA does 
better prediction compared with naïve approach while for the threshold voltage the lower 
tails of both approaches are equally away from directly extracted results while for upper 
tail, PCA shows more close prediction compared with naïve results. The mean and 
standard deviation of figures of merit are presented in Table 5.2. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        97  
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Figure 5.10: Probability plot of figures of merit of p-MOSFETs generated by different statistical 
approaches in high drain conditions  V VD 1 = . Black square: direct extraction; red circle: Naïve 
approach and blue lozenge: PCA approach. 
Table 5.2: The statistical results of figures of merits for n- and p-MOSFET 
Device 
Type 
Mean/Standard 
Deviation 
Approaches 
Figures of Merit 
Ion (mA) Log(Ioff (A)) Vth (V) 
n
-
M
O
S
F
E
T
 
Mean 
Direct 1.11 -7.18 0.15 
Naïve 1.07 -7.10 0.14 
PCA 1.05  -7.20  0.15 
Standard 
Deviation 
Direct 0.12  0.62 0.06 
Naïve 0.20 0.74 0.07 
PCA 0.16 0.72 0.06 Chapter 5. Statistical Compact Model Parameter Generation Techniques                        98  
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Device 
Type 
Mean/Standard 
Deviation 
Approaches 
Figures of Merit 
Ion (mA) Log(Ioff (A)) Vth (V) 
p
-
M
O
S
F
E
T
 
Mean 
Direct 0.516 -6.80 0.157 
Naïve 0.518 -6.77 0.154 
PCA 0.517  -6.81  0.157 
Standard 
Deviation 
Direct 0.064  0.63 0.055 
Naïve 0.065 0.56 0.060 
PCA 0.067 0.65 0.060 
Another interesting question is to what extent the Naïve and PCA approaches preserve 
the correlation between the transistors, important figures of merit. Here, we focus on the 
sub-threshold regime, which is particularly important for low-power operation, and we 
compare the correlation between Vth, Ioff and the sub-threshold slope SS. Figure 5.11shows 
the results of extracting these figures of merit from BSIM4 simulations using the Naïve 
and the PCA approaches and comparing them with the directly extracted data. Clearly, the 
PCA approach does a somewhat better job in preserving the physical correlation between 
the three figures of merit, whereas the Naïve approach results capture less of this physical 
correlation. Note that a comparison between the scatter plots of physical simulations and 
directly extracted statistical compact models was presented in Figure 4.20. 
 
 Chapter 5. Statistical Compact Model Parameter Generation Techniques                        99  
99 
 
Threshold Voltage 
(Vth) 
   
 
Leakage Current 
(Ioff) 
 
  
Sub-Threshold Slope 
(SS) 
Figure 5.11: Scatter plots between figures of merit for 1000 statistical BSIM compact models. 
Black square: physical simulation; Red circle: PCA approach (down-left) and the Naïve approach 
(up-rigth)  
5.5  Impact of Statistical Compact Modelling 
Generation Approaches on the Accuracy 
of Circuit Simulation 
In order to investigate the impact of statistical variability on circuits, a statistical 
compact model card library can be built based on the direct statistical parameter extraction 
results described in chapter 4, and devices in each circuit can be randomly selected from Chapter 5. Statistical Compact Model Parameter Generation Techniques                        100  
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the library during statistical circuit simulation. Although this is the most accurate method 
to do statistical circuit simulation, the statistical sample size is pre-determined by size of 
compact model library. As noted in section 5.4, common practice in Monte Carlo circuit 
simulation is to generate statistical parameter values on the fly to improve computational 
efficiently. Since the accuracy of circuit simulation results are determined by the accuracy 
of compact models of the device, it is critically important for the designer to understand the 
limitations of the statistical compact modelling techniques that they employ, when using 
simulations to make design decisions. The Naïve and PCA statistical parameter generation 
approaches are now investigated with respect to circuit simulation, in comparison with 
directly extracted statistical results. 
Circuit fundamental to analogue and digital systems are often referred to as standard 
cells, and the creation and the accurate characterization of libraries of these standard cells 
is central to digital design. A reliable strategy to capture intrinsic statistical variability in 
the SPICE based tools used to characterize these standard cell libraries is essential for the 
practical transfer of variability information from transistor-level to circuit and system 
simulation [119]. Characterization of standard cell libraries requires SPICE style 
simulation because full transistor characteristics play an important role during circuit 
switching. In addition, the trajectory of the current during switching is affected by the input 
signal slew rate [134], with a range of differing input slews to any cell requiring analysis 
before the cell can be accurately characterised. Since the impact of statistical variability on 
device characteristics is strongly bias dependant, the shape of the input waveform can also 
modify the statistical behaviour of a cell’s properties. The simplest standard cell, and 
therefore the key circuit on which our statistical parameter generation approaches can be 
tested, is the basic inverter. In this section, based on an accurate direct statistical compact 
modelling approach, the effect of input waveform on the variation of delay and power 
dissipation of an inverter at 45nm technology generation are therefore investigated in detail 
under various load conditions. Results from this analysis can provide guidelines for 
reliable statistical standard cell characterization – currently an area of great research 
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A CMOS inverter using minimum device size of W/L equal to 35nm/35nm for n-
MOSFET and W/L of 70nm/35nm for p-MOSFET is employed to highlight the variability 
trend, since minimum width devices will show the largest statistical variability. The larger 
width p-MOSFET is necessary to correctly balance the inverter. The supply voltage is 1V, 
the unit load is 0.105fF (equivalent to fan-out of 1 under minimum size configuration) and 
various load conditions (0, 1, 2, 4 and 6 units) are considered. In order to explicitly 
demonstrate the effect of input slew on circuit performance variations, instead of 
generating the inverter input signal through an inverter chain, a 2GHz ideal symmetrical 
clock pulse with various rise/fall times (10, 20 and 50ps) is considerd as shown in Figure 
5.12. 
 
Figure 5.12: Inverter input signal with various rise/fall time.  
Both the n-MOSFET and p-MOSFET devices were used in statistical simulations using: 
direct, naïve and PCA model cards. 1000 inverter samples are simulated and the 
corresponding transistors are randomly selected from statistical compact model libraries. 
Figure 5.13 illustrates definition of rise/fall time delays denoted by tdLH  and tdHL, 
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Figure 5.13: Definitions of tdHL and tdLH. 
Figure 5.14 shows the mean and standard deviation of the fall time delay (tdHL) 
characteristics of the inverter versus different input slew rates for a fixed load capacitance 
of twice the unit load of the inverter. The increased amount of the variability in higher 
input rise times is a result of the short circuit current which flows from the supply to 
ground through n- and p-MOSFET devices operating in saturation. For higher input rise 
times both devices spend more time in the saturation regime and the variability of the delay 
will be increased.  
Figure 5.15 shows the same delay versus different load capacitances for a fixed input 
fall time of 20ps. As expected, the mean values increase almost linearly with the increase 
of the load capacitance and the error on the mean values of different approaches is 
negligible. Increasing load capacitance will improve the variability behavior because the 
impact of device intrinsic capacitances will be reduced compared with the external load 
capacitance. For the external load capacitances greater than two times of the unit load 
capacitance, the normalized standard deviations of tdHL levels off. Considering standard 
deviations in Figures 5.14 and 5.15 implies the fact that naïve approach produces more 
error compared with PCA approach in respect to direct approach. This is justified by the 
fact that the naïve approach does not consider the correlation of the parameters, and as a 
result, the drive current of naïve approach in the n-MOSFET is far away from the direct 
results as shown in Figure 5.9. It is well known that the fall time delay is mostly dependent Chapter 5. Statistical Compact Model Parameter Generation Techniques                        103  
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on the n-MOSFET drive current and using the naïve results adds in considerable amount of 
error in the fall time delay. 
  
Figure 5.14: Statistical trend of inverter fall time delay versus input rise time, mean values 
(left), coefficient of variation values (right) 
  
Figure 5.15: Statistical trend of inverter fall time delay versus load capacitance, mean values 
(left), coefficient of variation values (right) 
The results for rise time delay (tdLH) are presented in Figures 5.16 and 5.17. As 
expected, their behaviour is similar to those of fall time delay but with reduced variability 
due to the larger size of the p-MOSFET. Since the dominant device in determining the rise 
time delay is the p-MOSFET and in this transistor the naïve and PCA techniques have 
produced closer match in the drive current distribution compared to the n-MOSFET (as 
discussed in Figure 5.10) the rise time delay behaviour versus different input rise times or Chapter 5. Statistical Compact Model Parameter Generation Techniques                        104  
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different load capacitances for the naïve and the PCA approaches are better matched 
compared to the fall time delay where the n-MOSFET was dominant.   
  
Figure 5.16: Statistical trend of inverter rise time delay versus input rise time, mean values 
(left), coefficient of variation values (right) 
  
Figure 5.17: Statistical trend of inverter rise time delay versus load capacitance, mean values 
(left), coefficient of variation values (right) 
Power dissipation in digital circuits can be separated in static and dynamic components. 
Static dissipation is due to sub-threshold and gate leakage current flowing from the supply 
trough the transistors that are nominally off. Dynamic dissipation depends on the size of 
the capacitive loads. There is a second part in the dynamic power dissipation determined 
by the short circuit current through the two transistors during the switching period [135]. 
This is due to the existence of a DC path for the current flowing from supply to ground 
during the switching. Since input signal rise/fall time will determine the length of time that Chapter 5. Statistical Compact Model Parameter Generation Techniques                        105  
105 
 
inverter can stay in short circuit condition, it will have a dramatic impact on power 
dissipation variation. Figures 5.18 and Figure 5.19 show the total energy dissipation during 
a full input cycle. Variation in the energy dissipation at this particular case is introduced by 
the short-circuit component since the leakage power dissipation is negligible. The 
conclusion is that the mean values of the energy in different approaches are very close 
together. Clearly as the input signal rise time increases, the total switching energy 
increases due to short circuit dissipation, and as the load capacitance increases, the first 
component of dissipation increases, as expected. Considering the trend of energy standard 
deviation versus load capacitance in Figure 5.18, it is concluded that the error between the 
PCA or naïve approache (which both give vary similar results) with respect to the directly 
extracted approach is almost constant. Considering energy versus load capacitance in 
Figure 5.19, all approaches converge together for large load capacitance. This is due to the 
fact that for larger load capacitances the contribution of dynamic power will be increased 
compared to short circuit power. This results in less impact of the device parameters on the 
dissipated energy. 
  
Figure 5.18: Statistical trend of inverter consumed energy versus input rise time, mean values 
(left), coefficient of variation values (right) Chapter 5. Statistical Compact Model Parameter Generation Techniques                        106  
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Figure 5.19: Statistical trend of inverter consumed energy versus load capacitance, mean values 
(left), coefficient of variation values (right) 
Compared with the accurate direct statistical compact modelling approach, we have 
investigated the effect of simplified approaches to compact model parameter generation, 
combined with the effect of input signal slew rate on the statistical properties of an inverter 
at the 45nm technology generation. Our results demonstrate that, depending on the size of 
load capacitance, the input slew rate can have a dramatic impact on the variation of circuit 
performance. 
5.6  Statistical Parameter Generation Based 
on the Nonlinear Power Method 
There is a challenge in the statistical compact models related to statistical variability 
which is associated with the statistical generation of compact model parameters preserving 
the shapes and the correlations of the originally extracted statistical compact model 
parameters. Previously it has been demonstrated that the accuracy of the statistical circuit 
simulation can be somewhat improved in a number of cases by using PCA in generating 
statistical compact model parameters. However, PCA assumes normal distributions of the 
extracted compact model parameters, which adversely affects the tails of the distributions 
of the statistical circuit simulation results. It was shown that in a number of cases it is as 
accurate as the naïve approach.  Chapter 5. Statistical Compact Model Parameter Generation Techniques                        107  
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In this section, we introduce a Nonlinear Power Method (NPM) approach for statistical 
compact model parameter generation. It can accurately reproduce the shapes and tails of 
non-normally distributed directly extracted statistical compact model parameters 
preserving also the correlations. The accuracy of this approach is compared with the 
previously used PCA method. 
The key advantage of the NPM method stems from the capability to generate univariate 
or multivariate non-normal distributions with an arbitrary covariance matrix [133] from a 
set of analytical equations. The NPM can be described as follows. Let  i Y   denote the 
standard non-normal random variable with zero mean and unit variance representing the 
chosen normalized ith directed extracted statistical compact model parameter that needs to 
be reconstructed with the non-normal distribution property preserved. NPM generates the 
non-normal random variable  i Y  using the sth order polynomial transformation of the 
standard normal random variable  ( ) 1 , 0 ~ N Zi  as  i
T
i i Z c Y =  where  () si i i
T
i c c c c ,..., , 1 0 = are 
unknown constants and  ( ) S
i i i
T
i Z Z Z Z ,..., , , 1 2 = . Setting  2 = s  allows controlling the degree 
of skew and setting  3 = s  controls degree of both skew and kurtosis. Therefore, we derive 
the expressions for the first four moments of  i Y  in order to determine the constants  ki C . 
This requires knowing the even central moments of  i Z  up to the 12th order. The odd 
central moments of  i Z  are equal to zero. Substituting the values of the central moments of 
i Z  into the moment formulas of  i Y  leads to an algebraic system of nonlinear equations 
setting  3 = s  as follows [136]: 
[ ] [ ] i
T
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where [] i Y E  is a mean value,  [ ] i Y VAR  is a variance,  i y1  is the sample skew and  i y2  is the 
sample kurtosis which are given in [137]. In the case of the first three moments, setting 
2 = s  reduces the algebraic system of nonlinear equations to the system of equations (5.7), 
(5.8) and (5.9) where the constant  i c3  is set to zero. This system of equations (5.7), (5.8), 
(5.9) and (5.10) is simultaneously solved to provide the constants ki c . In order to maintain 
the correlations between directly extracted statistical compact model parameters, it is 
necessary to calculate the intermediate correlation matrix between non-normal random 
variables  Y   following the procedure described in [133] and using Isserlis’s theorem 
[138,139]. The elements of the intermediate correlation matrix for the setting  3 = s  can be 
computed using the following expression  
( ) j
T
j i
T
i Y Y Z c Z c E
j i = ρ   (5.11)
where
j iY Y ρ is the desired correlation between two chosen statistical compact model 
parameters  i Y and  j Y and  ( ) j i Y Y Z Z E
j i = ρ  is called the intermediate level correlation 
coefficient between two standard normal random variables  i Z   and  j Z . Setting  2 = s
replaces coefficients  i c3  and  j c3  with zero in equation (5.10). A total of ()2 1 N N × −  
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correlation matrix. In this case, setting  3 = s  and  6 = N  indicates that the roots of 15 cubic 
polynomials need to be obtained. Finally, the multivariate non-normal distribution of the 
random variable  i Y  will be generated using a combination of Singular Value 
Decomposition of the intermediate correlation matrix and the NPM approach. As a result, 
either the first three or the first four moments of the extracted statistical compact model 
parameter distributions will be preserved in the generated distribution, dependent on 
including the first three or four moments of the initial distribution respectively, and the 
correlations between these statistical compact model parameters will be preserved. 
Applying the NPM approach, statistical BSIM parameters have been generated based on 
directly extracted results. For two of the statistical compact model parameters of the n-
MOSFET (VOFF  and  RDSW), Figure 5.20, compares randomly generated parameter 
distributions using PCA and NPM with the direct parameter extractions. It is clear that the 
NPM approach shows significant improvement in reproducing the shape and tail of the 
direct parameter distributions compared with the PCA approach.  
  
Figure 5.20: Probability plot of BSIM parameters from direct statistical parameter extraction 
compared with PCA and NPM generated parameter approach. Black square: direct extraction; red 
circle: NPM approach and blue lozenge: PCA approach. 
The correlations between extracted and generated statistical compact model parameters 
using NPM approach for 35nm n-MOSFETs are presented in Table 5.3. It can be clearly 
seen from these results that the correlations between all generated statistical parameters 
have been well preserved. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        110  
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Table 5.3: The correlation coefficient between parameters; Down-left: Direct parameter; Up-
right: NPM parameters. 
VTH0  -0.14 -0.29  -0.074  -0.42 0.059 
-0.22  U0  0.57 0.68 0.44 -0.33 
-0.28 0.72  VOFF  0.77 0.26 -0.27 
-0.096 0.76  0.79 RDSW  0.13 -0.23 
-0.46 0.46 0.33 0.17  NFACTOR  -0.17 
0.11 -0.46 -0.26 -0.25 -0.23  DSUB 
Next, we illustrate the advantages of the NPM in relation to the accuracy of statistically 
generated current-voltage characteristics. The comparison with the PCA approach is based 
on distributions of three key figures of merit of the statistically generated current-voltage 
characteristics - Vth, Ion and Ioff distributions and their correlations. Figure 5.21 compares 
for the n-MOSFET the correlation between the selected figures of merit obtained from the 
original target current-voltage characteristics used in the statistical compact model 
parameter extraction and from current voltage characteristics based on statistical compact 
model parameter sets generated by using the PCA and the NPM approaches. It is clear that 
the shape of the correlation clouds is much better preserved by using NPM approach. In 
order to illustrate the impact of the NPM statistical compact model parameter generation 
approach on statistical circuit simulation, the propagation of the delay and energy in a 
simple CMOS inverter is again studied. We investigate the statistical accuracy of the PCA 
and NPM approaches in reproducing the distributions of key figures of merit of the inverter 
in comparison to simulations using the directly extracted statistical parameter sets as a 
benchmark. Probability plots of the fall time propagation delay (tdLH), rise time propagation 
delay (tdHL) and dissipated energy are compared together in Figure 5.22. In all cases the 
best agreement with the direct simulation results are obtained using the NPM approach. Chapter 5. Statistical Compact Model Parameter Generation Techniques                        111  
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Figure 5.21: Correlation between electrical parameters. Bottom-left: Comparison between 
results from direct statistical compact model and PCA; Top-right: Comparison between results 
from direct statistical compact model and NPM approach. 
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  Figure 5.22: Probability plot of rise, fall time delays and dissipated energy of inverter 
simulations using statistical directly extracted, PCA and NPM generated statistical compact model 
parameters approach. Black square: direct extraction; red circle: NPM approach and blue lozenge: 
PCA approach. 
5.7  Summary 
Based on simulated statistical variability in a state-of-the-art 35nm gate length device, 
the benchmarking of statistical compact model strategies is carried out. The results indicate 
that the naïve approach, which generates statistical compact model parameters assuming 
independent normal distribution for each extracted parameter, produces considerable errors 
in circuit simulation compared to directly extracted parameters. 
The PCA approach for the generation of statistical compact model parameters can 
produce better results than that of the naïve approach, but is limited by its assumption of Chapter 5. Statistical Compact Model Parameter Generation Techniques                        113  
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normally distributed parameters. An accurate treatment of the statistical compact model 
distribution, the NPM approach, not only maintains the correlations between generated 
statistical compact model parameters, but also accurately captures the tails and the 
nonlinear shape of their distributions.  
The NPM approach can provide the accurate and reliable statistical compact model 
generation that is required by the design community. Although the direct parameter 
extraction approach gives the best accuracy, NPM is a step toward the development of a 
computationally efficient general statistical compact modelling approach in the presence of 
purely statistical variability or in combination with process induced variability. 114 
 
 
 
Chapter 6 
Effect of Device Geometry on 
Statistical Device Characteristics 
 
Device variability is a function of device geometry, and this chapter considers the effect of 
the transistor gate width and length, on the statistics of MOSFET electrical characteristics. 
Although these are the simplest possible geometry effects to study, they are of considerable 
practical importance. Typical gate library in modern ICs has around 30 combination and 
layouts of W/L for each of n- and p-MOSFETs. The minimum width, square device was 
investigated in previous chapters and in this chapter, we extend the study to wider devices, 
and devices with tuned gate lengths. 
6.1  Effect of Width on Variability 
Two approaches will be used to study the impact of channel width on the device 
parameters: 1) a parallel component approach where a circuit consisting of a parallel 
combination of square devices is used to represent a wider device, and 2) full statistical 
atomistic simulation. The first method has the advantage of computational efficiency as 
‘ab initio’  device simulation (or device measurement) is the most costly part of the Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    115  
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compact model characterisation process, and obtaining a statistical ensemble of only a 
single transistor width results is a significant save in computational effort. Disadvantages 
of this method are a lack of discrimination between transport in the middle of the transistor 
compared with transport at the edge of its width (unless specific ‘edge’ building block 
transistors are included, or it is already known that such edge effects are negligible) and a 
limitation to circuit transistor widths that are multiples of the base transistor width (unless 
interpolation is employed). These problems will not be considered here. More 
fundamentally, the method fails to capture correlations between various points across the 
width of wider transistors, or where transport charge percolates across the width of devices 
to a significant extent in travelling from the source to the drain. A detailed consideration of 
the sources of such errors is given in [140]. The second method, full statistical simulation 
of each required transistor width, whilst a significant computational (or experimental) 
burden, does not suffer from these problems. A goal of this chapter is to evaluate 
quantitatively the errors in a range of device figures of merit resulting from the use of the 
first, significantly faster approach, and assess whether it is accurate enough to be usefully 
employed. 
6.1.1 Parallel Component Approach 
In the parallel component approach, Id-Vg characteristics of 1000 devices with nominal 
gate width and length of 35nm are simulated using the Glasgow University atomistic 
simulator. The simulations include combined sources of variability: RDD, LER and PGG. 
Id-Vg  characteristic sets for different width (70, 140, 210, 280nm) transistors are 
constructed from random combinations of this base set of 1000 devices using a Python 
script to collate the results and calculate resultant drain currents in mA/µm. Theory 
suggests that if the base transistors are statistically independent in their device variability 
the resultant average drain currents (per µm) should be identical to those of the base device 
within statistical errors of √1000 1000 ⁄  3 % , and the statistical variability of the drain 
current should drop by a factor of  N , where N is the multiple of the base device gate 
width. Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    116  
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Figure 6.1: Variability in the Id-Vgcharacteristics of a statistical sample of 1000 microscopically 
different 35nm n-MOSFETs whose gate widths are multiples of 35nm (VD = 1V). Red curves show 
idealised devices. Green curves are the average currents for each statistical set device.  
The resultant Id-Vg curves for different channel width of high drain bias (Vd =1V) are 
shown in Figure 6.1. The gate width of each device (W1, W2, etc.) is noted in multiples of 
35nm. Red curves show the equivalent curve for a uniform/idealised transistor, while the 
green curve is the statistical average of the currents in the statistical set.  Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    117  
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Table 6.1: Statistical average of the drain current for different gate width n-MOSFETs 
  Drain Current (A/µm) 
                            Width (nm) 
Gate Voltage (V)                
35 70  140  210  280 
0.0  1. 77E-4  1. 78E-4  1. 78E-4  1. 69E-4  1. 80E-4 
0.1  1.80E-3 1.81E-3 1.81E-3 1.74E-3 1.82E-3 
0.2  1.21E-2 1.21E-2 1.22E-2 1.18E-2 1.22E-2 
0.3  4.83E-2 4.83E-2 4.84E-2 4.75E-2 4.85E-2 
0.4  0.13 0.13 0.13 0.12 0.13 
0.5  0.24 0.24 0.24 0.24 0.24 
0.6  0.39 0.39 0.39 0.39 0.39 
0.7  0.56 0.56 0.56 0.56 0.56 
0.8  0.74 0.74 0.74 0.74 0.74 
0.9  0.93 1.13 1.13 1.13 1.13 
1.0  1.13 1.13 1.13 1.12 1.13 
The average drain currents of different width transistors, in mA/µm, at each gate bias 
point are collected in Table 6.1 and plotted in Figure 6.2. As expected, increasing the width 
of the device under consideration has little effect on the average drain current per µm gate 
width. Above threshold, any discrepancy is less than 3% as expected from the theory. 
However, below Vg = 0.2V there is some effect, with the largest discrepancy being up to 
6% of the drain current of wide devices at Vg = 0V. This shows that 35nm gate length 
devices do show correlated effects across their widths for distances greater than 35nm. We 
would expect that such differences would be most apparent where charge percolation from 
source to drain is more effected due to lack of screening in the channel, below threshold, 
and this is indeed the case. In addition, the effects of electrostatics on drain current in 
subthreshold are exponential in nature, amplifying their effect. Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    118  
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Figure 6.2: Average drain currents obtained from Figure 6.1. 
Table 6.2: Standard deviation of the drain current for different gate width n-MOSFETs 
  Standard deviation of drain current (A/µm) 
                                  Width (nm) 
Gate Voltage (V)                
35 
( 1 = N ) 
70 
( 2 = N ) 
140 
( 4 = N ) 
210 
( 6 = N ) 
280 
( 8 = N ) 
0.0  3.29E-7 2.32E-7 1.63E-7 1.26E-7 1.24E-7 
0.1  2.55E-6 1.79E-6 1.27E-6 1.01E-6 9.32E-7 
0.2  1.17E-5 8.16E-6 5.80E-6 4.70E-6 4.14E-6 
0.3  3.11E-5 2.17E-5 1.54E-5 1.26E-5 1.09E-5 
0.4  5.50E-5 3.85E-5 2.71E-5 2.24E-5 1.92E-5 
0.5  7.59E-5 5.32E-5 3.74E-5 3.10E-5 2.66E-5 
0.6  9.18E-5 6.44E-5 4.53E-5 3.76E-5 3.23E-5 
0.7  1.03E-4 7.24E-5 5.09E-5 4.24E-5 3.64E-5 
0.8  1.125E-4  7.82E-5 5.50E-5 4.59E-5 3.95E-5 
0.9  1.18E-4 8.23E-5 5.81E-5 4.84E-5 4.18E-5 
1.0  1.22E-4 8.55E-5 6.04E-5 5.04E-5 4.35E-5 
Table 6.2 presents the standard deviations of the drain current at different values of the 
gate voltage for different width devices. The results clearly indicate a decrease at the rate 
of  N for wider devices, where N is the multiple of the base device gate width. Figure 6.3 Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    119  
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illustrates the trend of standard deviations of drain current as a function of  W / 1 for 
different gate bias points. As evident from this figure, the trend is almost linear for the 
standard deviation of drain current versus  W / 1 for each gate bias point. Since the 
variation of drain current in subthreshold region (Vg = 0, 0.1 and 0.2V) is not obvious from 
this figure, the standard deviations on a logarithmic scale has been used to prepare a more 
clear figure showing the trend for subthreshold region. 
Figure 6.3: Standard deviation of the drain current for different values of the gate voltages in 
different width set devices (The x-axis dimension is nm
-0.5). 
6.1.2 Full Statistical Atomistic Simulation Approach 
Simulations, accounting for combined sources of variability: RDD, LER and PGG, are 
now carried out for devices of 70, 140, 210 and 280nm, and compared with the results for a 
35nm square device. 1000 devices are simulated by the Glasgow University atomistic 
simulator. Again, simple statistical theory predicts that if the correlation lengths of any of 
the atomistic variability effects are significantly smaller than 35nm, then the average drain 
currents (per µm) should be identical to those of the base device within statistical errors 
of √1000 1000 ⁄  3 % , and the statistical variability of the drain current should drop by a 
factor of N , where N is the multiple of the base device gate width.  
The resultant Id-Vg curves for high drain bias (Vd=1V) are shown in Figure 6.4. The gate 
width of each device (W1, W2, etc.) is noted in multiples of 35nm. Red curves show the Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    120  
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equivalent curve for a uniform/idealized device, while the green curve is the statistical 
average of the currents in the statistical set.  
  
  
 
Figure 6.4: Variability in the Id-Vgcharacteristics of a statistical sample of 1000 microscopically 
different 35nm n-MOSFETs whose gate widths are multiples of 35nm (VD = 1V). Red curves 
described idealized devices. Green curves are the average currents for each statistical set. 
The average of drain currents per µm gate width, for different device widths, are 
collected in Table 6.3 and plotted in Figure 6.5. While the averages are close together with 
less than 3% fluctuations in above threshold, there is 9% fluctuation in their values for Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    121  
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subthreshold region. The higher fluctuation in subthreshold region can be explained based 
on the correlation effects of drain current in wider devices as discussed in section 6.1.1. 
Table 6.3: Statistical average of the drain current for different gate width n-MOSFETs 
  Average of drain current (mA/µm) 
                                  Width (nm) 
Gate Voltage (V)                
35 70  140  210  280 
0.0  1.63E-4 1.78E-4 1.51E-4 1.47E-4 1.45E-4 
0.1  1.71E-3 1.81E-3 1.61E-3 1.60E-3 1.57E-3 
0.2  1.19E-2 1.21E-2 1.15E-2 1.15E-2 1.14E-2 
0.3  4.85E-2 4.84E-2 4.79E-2 4.81E-2 4.80E-2 
0.4  0.13 0.13 0.13 0.13 0.13 
0.5  0.25 0.24 0.25 0.25 0.25 
0.6  0.40 0.40 0.40 0.40 0.40 
0.7  0.56 0.56 0.57 0.57 0.57 
0.8  0.75 0.74 0.75 0.75 0.75 
0.9  0.94 0.93 0.94 0.94 0.94 
1.0  1.13 1.13 1.14 1.14 1.14 
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Table 6.4: Standard deviation of the drain current for different gate width n-MOSFETs 
  Standard deviation of drain current (A/µm) 
                            Width (nm) 
Gate Voltage (V)                
35 
( 1 = N ) 
70 
( 2 = N ) 
140 
( 4 = N ) 
210 
( 6 = N ) 
280 
( 8 = N ) 
0.0  3.29E-7 2.18E-7 1.50E-7 1.14E-7 1.03E-7 
0.1  2.55E-6 1.76E-6 1.22E-6 9.57E-7 8.37E-7 
0.2  1.17E-5 8.35E-6 5.86E-6 4.70E-6 4.10E-6 
0.3  3.11E-5 2.24E-5 1.58E-5 1.28E-5 1.12E-5 
0.4  5.50E-5 3.97E-5 2.78E-5 2.26E-5  1.7E-5 
0.5  7.59E-5 5.46E-5 3.81E-5 3.10E-5 2.68E-5 
0.6  9.18E-5 6.58E-5 4.58E-5 3.72E-5 3.21E-5 
0.7  1.03E-4 7.39E-5 5.13E-5 4.16E-5 3.58E-5 
0.8  1.12E-4 7.98E-5 5.54E-5 4.49E-5 3.85E-5 
0.9  1.18E-4 8.42E-5 5.84E-5 4.72E-5 4.04E-5 
1.0  1.22E-4 8.76E-5 6.07E-5 4.91E-5 4.19E-5 
Table 6.4 presents the standard deviations of the drain currents at different values of the 
gate voltage for different width devices. The results are in agreement with  N  falloff 
decay rule as discussed in section 6.1.1, particularly above threshold. Figure 6.6 illustrates 
the trend of standard deviations of drain currents as a function of  W / 1 for different gate 
bias points. As evident from this figure, the trend is almost linear for the standard deviation 
of drain current versus  W / 1 for each gate bias point. Since the variation of drain current 
in the subthreshold region (Vg = 0, 0.1 and 0.2V) is not obvious from this figure, the 
standard deviations of logarithmic scale has been used to construct a more clear figure 
showing the trend for subthreshold region. Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    123  
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Figure 6.6: Standard deviation of the drain current for different values of the gate voltages in 
different width set devices (The x-axis dimension is nm
-0.5). 
6.1.3 MOSFET Figures of Merit: Comparison of Parallel 
Component Approach and Full Atomistic Simulation 
Having considered the fundamental Id-Vg characteristics of devices with varying width, 
the device figures of merit of industrial importance which are typically extracted from 
these characteristics are now considered. The extraction of on-current Ion, off-current Ioff, 
threshold voltage Vth and DIBL, averages and standard deviations are carried out for Id-Vg 
characteristics associated with different width devices, using both the parallel component 
and full statistical simulation approaches. These results are laid out in Figure 6.7. As 
expected, the average values of most of these figures of merit are almost constant with 
device width, with the standard deviations decreasing at approximately  N  and both of 
the approaches are very close together. For Ioff, the trend of the mean values versus width is 
almost constant with 5% increase of the average for the widest devices compared with 
basic width devices using parallel component approach. This increase will be reduced to 
3% using atomistic simulation results and they are consistent with what the discussion 
related to Figures 6.2 and 6.5. The errors remain the same for the low drain bias results. 
There is a monotonic decreasing trend in the SD of Ioff as a function of channel width. The 
results of the parallel component approach are within 1% tolerance of atomistic simulation 
results in high drain bias while there is more error about 4% at low drain bias conditions.  Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    124  
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Figure 6.7: Trend of mean and standard deviation of figures of merit versus width. 
For Vth and DIBL, the constant trend of the average versus width and the decreasing 
trend of the SD versus width is evident from Figure 6.7 and the error introduced by using 
parallel component approach remains less than 1% in respect to atomistic simulation 
results. This is due to the fact that LER pattern is discontinuous in parallel component 
approach but, full atomistic simulations provides continuous LER pattern in simulations. Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    125  
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Figure 6.8 shows the standard deviation of threshold voltage as a function of  W 1 . 
This is called a Pelgrom plot [141]. The extrapolation of the standard deviation for very 
wide devices results in zero variability as expected. 
 
Figure 6.8: Trend of standard deviation of Vth versus  W 1  
6.1.4Compact Model Parameter Extraction as a Function of 
Device Width 
Finally, we consider the extraction of variability aware compact model parameters (as 
discussed in chapter 4) and how those compact model parameters are dependent on device 
width when adopting both the parallel component and full statistical extraction approaches. 
From the results above, we would expect that the parameters associated with the above 
threshold behaviour will show near constant average values and  N  standard deviation 
reductions as a function of device width, whilst parameters associated with the 
subthreshold performance (or at worst parameters dependent on second order subthreshold 
effects) to vary from the predictions of the simple statistical theory. 
Statistical extraction of parameters for BSIM compact models are carried out using the 
Aurora script. The supplied data to the script are the Id-Vg sets for 35, 70, 140, 210 and 
280nm width devices described above. Figure 6.9 shows that the average RMS error in 
performing these statistical extractions remains less than 3%. Therefore the extraction error 
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statistical ensemble. However, there is a systematic trend of slight increase in the error as 
width increases. This increase can be understood based on the impact of initial conditions 
in the statistical parameter extraction. The uniform device has been used to set the initial 
conditions for all transistors with different width prior to the statistical parameter 
extraction. By looking into Figures 6.1 and 6.4, the uniform 35nm transistor shown by red 
colour is located close to the middle and inside of Id-Vg spread in linear scale of W1 
devices. As the width increases, the spread moves downward or equivalently the uniform 
device moves to the upper edge of the spread, as can be seen for the W8 devices in the 
same figure. As a result, the uniform transistor will better represent the most of devices in 
W1 compared with W8. Hence, a gradual increase of the error while width increases will 
be expected.  
 
Figure 6.9: The average value of the RMS error between statistically extracted BSIM compact 
models. 
The behaviour of the mean and standard deviation of six critical atomistic variability 
aware compact model parameters are plotted in Figures 6.10 and 6.11 for parallel 
component and full statistical simulation approaches, respectively. It can be seen that the 
mean values of almost all the parameters are almost independent of the device width, as 
expected, and almost all the standard deviations have a monotonically decreasing 
behaviour. Calculation shows that for almost all of the parameters, the difference between 
the parallel component and full atomistic simulation approaches is less than 10%. Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    127  
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Figure 6.10: Value of different parameters of statistical parallel BSIM compact models versus 
width, mean values (left), standard deviations (right). 
  
Figure 6.11: Value of different parameters of statistical atomistic BSIM compact models versus 
width, mean values (left), standard deviations (right).  
However, the parameter NFACTOR shows a varying mean value as a function of device 
width. Therefore it is the only parameter which shows a non-decreasing standard deviation 
in both approaches. It also shows a maximum difference of 32% in its standard deviation 
when comparing the parallel component approach with full atomistic results. The problem 
can be investigated by plotting the distribution of this parameter versus width as shown in 
Figure 6.12. It is clear that this parameter has an increasing skew versus width thus the 
mean and standard deviations are not sufficient moments to completely characterise the 
statistical distribution of NFACTOR.  
Table 6.5 presents the mean and standard deviation of statistical parameters obtained 
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Figure 6.12: The impact of width of device on NFACTOR parameter of statistical compact 
models. 
Table 6.5: Mean and standard deviation of statistical parameters obtained from atomistic and 
parallel component approaches in different width devices. 
 Parameters/Width            Mean/SD 
Atomistic Parallel 
Mean  Standard 
Deviation  Mean  Standard 
Deviation 
VTH0 (mV) 
35nm  138.19 43.79 138.19 43.79 
70nm  128.12 33.91 124.33 34.52 
140nm 123.67  25.17 118.7 25.56 
210nm 121.92  20.34 118.9 21.7 
280nm  121.25 17.86 116.16  18.4 
U0 (m
2/Vs) 
35nm  101.81 23.29 101.81 23.29 
70nm 102.70  18.395  103.24  20.20 
140nm 102.98  15.332  104.25  16.66 
210nm 103.23  12.672  103.85  13.82 
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VOFF (mV) 
35nm  -93.64 15.17 -93.64 15.17 
70nm  -89.23 12.17 -87.07 13.07 
140nm -87.63 9.84 -84.71  10.06 
210nm -87.28 8.04 -84.75 8.32 
280nm -86.94 6.92 -84.62 7.46 
RDSW (ohm) 
35nm  139.83 20.32 139.83 20.32 
70nm  139.97 15.00 139.88 16.65 
140nm  138.88 12.24 139.33 13.36 
210nm 138.67 9.90 138.86  11.34 
280nm 138.89 9.13 138.68  10.36 
NFACTOR 
35nm  1.80 0.27 1.80 0.27 
70nm  1.89 0.28 1.97 0.27 
140nm 1.99 0.26 2.12 0.32 
210nm 2.05 0.26 2.17 0.31 
280nm 2.07 0.25 2.24 0.33 
DSUB 
35nm  0.0169 0.0037 0.0169 0.0037 
70nm  0.0162 0.0022 0.0161 0.0024 
140nm  0.0159 0.0016 0.0156 0.0016 
210nm  0.0158 0.0013 0.0155 0.0013 
280nm  0.0157 0.0011 0.0154 0.0011 
Tables 6.6 to 6.9 provide the correlation coefficients between the compact model 
parameters extracted for both the fully atomistic and the parallel component approaches. 
The correlation coefficient of base width devices was illustrated in Figure 5.3. The 
correlation coefficients (ρ) of statistically extracted parameters are calculated based on 
Equation (5.1). The main message of these tables is that the significant correlations 
between parameters that are present in the base 35nm results are retained in longer width 
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between 35nm devices. As expected, parallel component approach results in correlation 
coefficients which are very close to those of the basic width transistors. 
Table 6.6: The correlation coefficient between parameters of devices with 70nm gate width; 
Down-left: Atomistic compact models; Up-right: Parallel compact models. 
VTH0  -0.14 -0.14 0.01 -0.56 0.11 
-0.22  U0  0.68 0.75 0.25 -0.69 
-0.14 0.66  VOFF  0.65 0.20 -0.56 
0.03 0.68 0.63  RDSW  -0.17 -0.55 
-0.60 0.32 0.22 -0.23  NFACTOR  -0.22 
0.16 -0.66 -0.47 -0.45 -0.30  DSUB 
Table 6.7: The correlation coefficient between parameters of devices with 140nm gate width; 
Down-left: Atomistic compact models; Up-right: Parallel compact models. 
VTH0  -0.02 -0.04 0.19 -0.58 0.08 
-0.13  U0  0.70 0.73 0.10 -0.74 
-0.15 0.69  VOFF  0.58 0.06 -0.59 
0.14 0.73 0.58  RDSW  -0.40 -0.49 
-0.61 0.19 0.20 -0.31  NFACTOR  -0.26 
0.15 -0.71 -0.59 -0.48 -0.31  DSUB 
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Table 6.8: The correlation coefficient between parameters of devices with 210nm gate width; 
Down-left: Atomistic compact models; Up-right: Parallel compact models. 
VTH0  0.06 0.06 0.30 -0.58 0.00 
-0.14  U0  0.71 0.73 0.02 -0.74 
-0.10 0.69  VOFF  0.61 -0.07 -0.56 
0.10 0.75 0.62  RDSW  -0.48 -0.47 
-0.57 0.20 0.13 -0.30  NFACTOR  -0.21 
0.11 -0.74 -0.60 -0.52 -0.29  DSUB 
Table 6.9: The correlation coefficient between parameters of devices with 280nm gate width; 
Down-left: Atomistic compact models; Up-right: Parallel compact models. 
VTH0  0.07 0.10 0.32 -0.54 0.00 
-0.12  U0  0.68 0.73 0.00 -0.76 
-0.10 0.71  VOFF  0.64 -0.20 -0.50 
0.10 0.76 0.62  RDSW  -0.55 -0.43 
-0.55 0.17 0.08 -0.34  NFACTOR  -0.25 
0.12 -0.75 -0.61 -0.53 -0.28  DSUB 
6.2  Impact of Gate Length on Variability 
Two forms of MOSFET gate length alteration are typical. Firstly relatively small 
variations about the design length (in this case of 35nm) due to process fluctuations 
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operation of the transistor, either by making it leakier and less controlled (so called short 
channel effects) at smaller gate lengths, or by lowering the drive current away from the 
designed drive current at longer gate lengths. The second gate length alteration is often 
made by circuit designers on purpose. Significantly lengthening the gate length of the 
transistor will lower its performance, but also significantly reduce leakage in circuits which 
are not time critical, thus reducing overall circuit power draw. We investigate the effects of 
both types of length alterations on atomistic variability. 
6.2.1. Statistical Atomistic Simulation 
Atomistic simulation of different gate length devices, with gate lengths of 30, 35 and 
40nm has been carried out using Glasgow University atomistic simulator for 1000 samples 
at each length. The simulations include combined sources of variability: RDD, LER and 
PGG. In order to highlight the impact of length on the statistical variability, a width of 
35nm is considered for all of these devices.  
 
Figure 6.13: Variability in the Id-Vgcharacteristics of a statistical sample of 1000 
microscopically different length n-MOSFETs. VD = 1V. Red curves described idealised devices. 
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The Id-Vg characteristics obtained from atomistic simulation at high drain bias (Vd =1V) 
are shown in Figure 6.13. Red curves show the Id-Vg response of an idealised/uniform 
device whilst the green curves are the statistical averages of the currents for each statistical 
set. It can be seen that the average on- and off-currents for 35 and 40nm devices are 
similar, and whilst variations in on-current seem broadly similar, there is slightly less 
leakage variation in longer devices. 30nm devices show substantially greater off-current 
and substantially more variation in on-current, disadvantages which outweight slightly 
improved drive current for these devices. The average drain currents for different values of 
the gate voltage in different width devices are illustrated in Figure 6.14. These results 
confirm the introductory comments to section 6.2, that the leakage / off-current in 35nm 
devices significantly degrades as we move to shorter gate lengths than the transistor was 
designed for. 
Figure 6.14: Collected average drain currents from Figure 6.13. 
6.2.2. Trends in Figures of Merit versus Gate Length 
Atomistic simulation of different gate length devices was extended to Lg = 50, 70 and 
100nm gate length devices to study the impact of gate length on MOSFET figures of merit. 
The uniform device electrical figures of merit were extracted and are shown in Figure 6.15. 
Drive current monotonically increases as gate length shortens, while the leakage current 
drastically increases at around 40nm. This is the point at which the threshold voltage peaks 
due to the impact of halo doping and associated reverse short channel effects 
[142,143,144,145,146,147,148] before rolling off sharply below 35nm. In other words, the Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    134  
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threshold enhancement which appears around 40nm in Figure 6.15 is the result of non-
uniform channel dopant distribution along the channel region [101]. 
  
 
Figure 6.15: Figures of merit of uniform devices with different length. 
The electrical figures of merit for 1000 statistical devices have been extracted and the 
statistical trends of the mean and standard deviation values are shown in the Figure 6.16 
and Table 6.10. All the values are extracted at high drain bias conditions (Vd=1V). 
Theoretically, assuming that the most significant source of fluctuations in bulk MOSFETs 
is RDD, the total channel charge is proportional to Lg and the variation in channel charge is 
proportional to  g L . Thus, a first order dependence of Id on  g L  is expected. In Figure 
6.16, plotting the values of parameter variation (red traces) against  g L / 1  clearly shows 
deviation from a  g L  dependence as deviation from a straight line on the graph. To first 
order, the variations of Ion, Ioff and Vth indeed follow this trend, with Ion and Vth deviating 
from it somewhat at the longest and shortest channel lengths. Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    135  
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Figure 6.16: Trend of mean and standard deviation of figures of merit versus width. 
Table 6.10 shows the statistical information related to the figures of merit of 1000 
devices with different length. 
Table 6.10: Means and standard deviations of MOSFET figures of merit 
Length     Figures 
of(nm)             Merit   
Ion (mA)   Log (Ioff(A))  Vth (mV) 
Mean 
Standard 
Deviation 
Mean 
Standard 
Deviation 
Mean 
Standard 
Deviation 
30 1.24  0.14  -6.59  0.66  111.26  64.28 
35 1.13  0.12  -7.17  0.62  151.62  54.85 
40 1.08  0.10  -7.44  0.56  163.74  47.34 
50 1.02  0.08  -7.64  0.48  165.26  39.75 
70 0.90  0.06  -7.73  0.38  156.27  31.58 
100 0.75  0.04  -7.81  0.33  147.05  28.12 Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    136  
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6.2.3. Parameter Extraction Trend versus Length 
As described in chapter 3, a group extraction methodology is used in this study. 
Therefore, to investigate the effect of gate length on the extraction of compact model 
parameters, uniform devices of gate length Lg = 30, 35 and 40nm are used. Figure 6.17 
shows the statistical trend of three typical parameters in close range of different length 
devices. 
  
Figure 6.17: Value of different parameters of statistical parallel in different length BSIM 
compact models versus width, mean values (left), standard deviations (right). 
These parameters have a monotonically decreasing behaviour in the standard deviation 
and a flat behaviour in the mean as expected.  
6.3  Summary 
By increasing the width of MOSFETs, the statistical variability in drain current, 
transistor figures of merit and compact model parameters decrease, typically as the square 
root of the device width. Figures of merit which are obtained from the fully atomistic and 
parallel component approaches are typically within 3% of each other with exceptions being 
found in those parameters representing subthreshold device behaviour, or second order 
effects in subthreshold. Therefore by using the parallel component approach (including 
interpolation between devices of fractional width), Id-Vg characteristics of single width Chapter 6. Effect of Device Geometry on Statistical Device Characteristics                    137  
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devices  can be used to generate statistical compact model parameters, and to build 
appropriate libraries of SPICE model cards, that cover a wide range of device widths. 
Variability of Id-Vg characteristics as a function of device gate length, both due to process 
variation and circuit design choice was also investigated and increasing gate length again 
found to decrease variability, typically as the square root of the device length.  138 
 
 
 
Chapter 7 
Conclusions 
 
Statistical variability introduced by the discreteness of charge and granularity of matter 
has become a major obstacle in scaling of bulk MOSFETs. Accurate statistical compact 
models are needed to achieve reliable variability aware design. In this thesis, a statistical 
BSIM compact model strategy was developed to capture the impact of variability at the 
early design stage of integrated circuits. The BSIM statistical compact model strategy was 
based on statistical extraction of a limited subset of parameters from the full compact 
model to reproduce the shape of Id-Vg characteristics for microscopically different 
MOSFETs in presence of various sources of statistical variability including RDD, LER and 
PGG. Predictive ‘atomistic’ simulations were used to provide benchmark data for 
developing the statistical compact model framework. 
7.1  Summary of Results  
In Chapter 2, the statistical variability was introduced as a major challenge in the 
scaling of deca-nano meter bulk MOSFETs. The major sources of statistical variability 
were then introduced including RDD, LER, PGG, OTF and high-k granularity. Three 
different methods for physical simulation of statistical variability were introduced 
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computational point of view and therefore, is a good choice for predictive atomistic 
simulations of statistical variability, particularly if DG quantum corrections are included. 
However, DD underestimates the drive current variations although it provides very high 
accuracy in subthreshold region of transistor operation. The results of physical simulation 
of statistical variability for a 35nm gate length MOSFET were presented including a set of 
statistical Id-Vg characteristics and it was observed that the leakage current variation had a 
spread of almost 3 orders of magnitude while the drive current variation showed a spread 
of almost 50% of its mean. This level of variations cannot be ignored in circuit design and 
to verify this fact, simulation of a CMOS inverter were performed under influence of 
statistical variability sources. Finally, the existing statistical MOSFET models from the 
literature were reviewed and their main limitations and deficiencies were outlined.  
In chapter 3, an overview of the BSIM4 compact model equations was presented. The 
operation and the design of 35nm gate length template n- and p-channel MOSFETs were 
reviewed. The development of parameter extraction and optimization strategy of a template 
MOSFET was among the main contributions of this chapter. The input data includes Id-Vg 
characteristics at high and low drain bias points and Id-Vd characteristics. The BSIM 
parameters which need to be extracted at each stage of the extraction strategy were 
explored and the final RMS error of the fitting in both Id-Vg and Id-Vd characteristics were 
presented in detail for both n- and p-channel MOSFETs. The RMS errors of parameter 
extraction remain less than 1.3% for Id-Vg and less than 3.6% for Id-Vd data fitting of 30, 35 
and 40nm gate length MOSFETs utilizing a group extraction strategy. 
In chapter 4, predictive ‘atomistic’ simulations were performed to obtain two sets of 
statistical Id-Vg characteristics at low and high drain bias conditions for macroscopically 
identical but microscopically different p- and n-channel 35nm MOSFETs under the 
combined influence of the relevant sources of statistical variability. Important contribution 
of this chapter is the optimum set of statistical BSIM parameters based on the first order 
sensitivity analysis of drain current to capture the impact of statistical variability on 
transistor characteristics. The impact of different parameter set size on the accuracy of 
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mean and standard deviation as function of number of parameters in each statistical set was 
studied. The MOSFET electrical figures of merit were simulated using statistical compact 
model library and the mean and standard deviation of distributions showed less than 0.9% 
absolute error in respect to corresponding distributions obtained from ‘atomistic’ 
simulations. Scatter plots were used to illustrate the correlations between MOSFET figures 
of merit. The highest correlation coefficient links Vth and Ioff and the lowest links DIBL and 
SS. It was clearly demonstrated that the correlation of figures of merits are well maintained 
in the directly extracted compact models. Moreover, the extracted statistical compact 
models were used to simulate a CMOS inverter in 35nm technology node. The delay and 
dissipated energy of the inverter were simulated as function of number of parameters in 
each statistical set. It was observed that the trend of reducing the error in the mean and 
standard deviation of the delay settles for more than 5-parameters set. Using 5 or 6-
parameter gives less than 1% error in the mean and standard deviation of delay and energy 
dissipation of the inverter in respect to the most accurate results obtained using 7-
parameter set. This means that with respect to circuit design, the use of more than 5-
parameter provides diminishing return. A detailed study on the impact of the number of 
statistical parameters on the mean and standard deviation of the n- and p-MOSFET 
electrical figures of merit was also reported in this chapter.  
Chapter 5 introduces statistical parameter generation strategies. In the case of the direct 
parameter extraction approach, larger statistical parameter set generally produce better 
distributions of the statistical compact model errors. In respect to the different statistical 
parameter generation approaches, a relatively small parameter set size is desirable because 
it reduces the complexities associated with preserving the parameter correlations during the 
statistical parameter generation process. The statistical properties, including the 
distributions and correlations of the directly extracted parameter set play an important role 
ensuring the statistical accuracy of the generated compact model. The results indicate that 
the naïve approach, which generates statistical compact model parameters assuming 
independent normal distribution for each extracted parameter, will produce considerable 
error in circuit simulation. The PCA approach to the generation of statistical compact 
model parameters is limited by its assumption of normally distributed parameters. The Chapter 7. Conclusions                                                                                                       141  
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accuracy of the naïve and the PCA approaches was assessed in circuit simulation using a 
CMOS inverter. The impact of different input rise/fall times and different output load 
capacitances on the distribution of inverter delay and energy was simulated using both 
extracted and generated statistical compact models. The simulation results indicate that the 
statistical variability will have the largest impact on the spread of delay and energy of the 
inverter, for the longest input rise/fall time and when there is no load in the output. It was 
found that the statistical compact models generated with the naïve and the PCA approaches 
result in low error (less than 4%) in the mean delay and energy distributions in respect of 
the corresponding values obtained using directly extracted statistical compact models. The 
standard deviations of the delay and energy for the naïve and the PCA have larger error in 
respect to the direct approach. The accurate treatment of higher order moments of the 
statistical compact model distribution in the proposed NPM approach not only maintains 
the correlations between the generated statistical compact model parameters, but also 
accurately captures the tails and the nonlinear shape of their distributions. The simulations 
have shown that using NPM generated compact models produces less than 3% error in the 
mean and the standard deviation of the inverter delay and energy in respect to the 
corresponding values obtained from the direct approach.   
In chapter 6, statistical compact modeling strategies for transistors with different 
geometry were investigated. Due to strong geometry dependence of the statistical 
variability the focus was on the impact of transistor channel length and width on the 
electrical characteristics variability. Two methods were used to study the impact of the 
channel width on the variability in the transistor parameters. In the first approach atomistic 
simulations were performed for a set of microscopically different transistors with different 
width while they are subject to combined sources of statistical variability. In the second 
approach which is computationally more efficient, wider devices were generated from the 
atomistic simulation results for a square transistor by randomly connecting them in parallel 
in SPICE simulations. Both approaches were compared based on BSIM statistical 
parameter trends and MOSFET electrical figures of merit versus device geometry. As 
expected by increasing width and length, a decrease in the variability was observed. The 
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with device width, but the standard deviations decrease at approximately  N  rate, where 
N is the multiple of the square base device gate width. The parallel component approach is 
within 1% of the benchmark for Ion and within 4% error for Ioff. Since Ion is the most 
important figure of merit when calculating circuit speed, this approach will reproduce 
accurately the circuit speeds in simulations. The full atomistic simulation of 1000 samples 
of different width transistors showed that the average drain current remains unchanged 
above threshold, within 3% fluctuations due to finite statistical sample errors. However, 
the discrepancies are larger in the subthreshold region, up to 9%. This is due to the fact that 
non-square 35nm gate length transistors exhibit correlated effects across their widths 
because charge percolation from source to drain is least affected by screening in the 
channel at subthreshold region and the effects of electrostatics on drain current in 
subthreshold are exponential in nature, amplifying this effect. 
7.2  Future Work 
There are several areas where the work presented in this thesis can be extended. First, 
the BSIM statistical compact model strategy developed in this thesis can be applied to the 
next generation of scaled planar bulk CMOS devices. Second, the sensitivity analysis of 
parameters performed in chapter 4 to identify responsible parameters to capture the impact 
of statistical variability can be extended and applied to the next generation CMOS 
technology and larger statistical parameter sets may become necessary to reproduce the 
impacts of statistical variability in truly nano-CMOS regime. Third, application of a 
reduced set of statistical parameters can be investigated for particular applications. For 
example, in circuit designs where the transistors are used in sub-threshold or above-
threshold regions, using a sub-set of the statistical parameters will be sufficient.    
Another area in which the work in this thesis can be extended is the development of 
BSIM statistical compact models for new device architectures such as SOI and multi-gate 
devices. This will help the designers to take into account the corresponding effects of 
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parameter generation techniques is another interesting but challenging area in the context 
of statistical compact models. 
In a longer term plan, since we have shown that it is possible to extract statistical 
information from a set of device parameters, and collect that statistical information through 
accurate parameter generation strategies, a collaboration with the industry can lead to 
development of higher level variability aware CAD tools, place and route tools for IC 
layout or synthesis tools to turn VHDL into transistors, which can make use of this 
statistical data for transistors directly.  144 
 
 
 
Appendix I 
Compact Model Parameters  
 
A0  Coefficient of channel length dependence of bulk charge effect 
A1  First non-saturation effect parameter  
A2  Second non-saturation factor 
AGS  Coefficient of Vgs dependence of bulk charge effect 
B0  Bulk charge effect coefficient for channel width 
B1  Bulk charge effect width offset 
CDSC  Coupling capacitance between source/drain and channel, 
CDSCB  Body-bias sensitivity of CDSC 
CDSCD  Drain bias sensitivity of CDSC 
CIT  interface trap capacitance 
DELTA    Smoothing parameter 
DLC  Channel length offset parameter for CV model 
DSUB  Length dependent DIBL behavior 
DTOX  Difference between TOXE and TOXP Appendix                                                                                                                            145  
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DVT0  First coefficients of SCE on Vth 
DVT0W  First coefficient of NWE on Vth for small channel length 
DVT1  Second coefficients of SCE on Vth 
DVT1W  Second coefficient of NWE on Vth for small channel length 
DVT2  Body-bias coefficients of SCE on Vth 
DVTP0  
First coefficient of drain-induced Vth  shift due to for long-channel 
pocket devices 
DVTP1 
Second coefficient of drain-induced Vth shift due to for long-channel 
pocket devices 
DWB  substrate bias effects 
DWC  Channel width offset parameter for CV model 
DWG  gate bias effects 
DWJ  Offset of the source/drain junction width 
EPSROX  Gate Dielectric Constant Relative to Vacuum 
ETA0  DIBL coefficient in sub-threshold region 
ETAB  Body bias coefficient for the sub-threshold DIBL effect 
EU  Exponent for mobility degradation 
FPROUT  Effect of pocket implant on output resistance degradation 
K1  First body bias coefficient 
K2  Second body bias coefficient 
K3  Narrow width coefficient 
K3B  Body effect coefficient of K3 
KETA  Body bias coefficient of bulk charge effect 
LINT  Channel-length offset parameter Appendix                                                                                                                            146  
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LL  Coefficient of length dependence for length offset 
LLC  Coefficient of length dependence for CV channel length offset 
LLN  Power of length dependence for length offset 
LP  Mobility channel length exponential coefficient 
LPE0  Lateral non-uniform doping parameter at  0 = bs V  
LPEB  Lateral non-uniform doping effect on K1 
LW  Coefficient of width dependence for length offset 
LWC  Coefficient of width dependence for CV channel length offset 
LWLC 
Coefficient of length and width cross-term dependence for CV 
channel length offset 
LWN  Power of width dependence for length offset 
LWL 
Coefficient of length and width cross-term dependence for CV 
channel length offset 
mobMod  Flag of the effective mobility model  
MINV  Vgsteff fitting parameter for moderate inversion condition   
NFACTOR  Sub-threshold swing factor 
NDEP 
Doping concentration at the edge of the channel depletion layer at 
0 = BS V  
NGATE  Doping concentration in the gate  
NSD  Doping concentration in the source/drain regions 
PCLM  Channel length modulation parameter 
PHIN  Non-uniform vertical doping effect on surface potential 
PRT  Temperature coefficient for RDSW 
PRWB  Body-bias dependence of the low-doped drain resistance Appendix                                                                                                                            147  
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PRWG  Gate-bias dependence of the low-doped drain (LDD) resistance 
PVAG  Gate bias dependence of Early voltage and e 
rdsMod  Flag to select different source/drain resistance models 
RDSW  Zero bias LDD resistance per unit width for rdsmod=0 
RDSWMIN   LDD resistance per unit width at high Vgs and zero Vbs for rdsmod=0 
TNOM  Nominal temperature 
TOXE  Gate Oxide Thickness  
TOXP  Physical Gate Oxide Thickness  
U0  Low-field mobility 
UA  Coefficient of first-order mobility degradation due to vertical field 
UB  Coefficient of second-order mobility degradation due to vertical field 
UC  Coefficient of mobility degradation due to body-bias effect 
UP  Mobility channel length coefficient 
VACLM  Early voltage 
VASAT  Early voltage at Vds=Vdsat 
VFB  Flat-band voltage 
VOFF  Offset voltage in subthreshold region for large W and L 
VOFFL  Channel length dependence of VOFF  
VTH0  Long-channel threshold voltage at  0 = BS V  
VSAT  Saturation velocity at nominal temperature 
W0  Narrow width parameter 
WINT  Channel-width offset parameter 
WL  Coefficient of length dependence for width offset 
WLN  Power of length dependence for width offset Appendix                                                                                                                            148  
148 
 
WR  Channel width dependence parameter of the LDD resistance 
WW  Coefficient of width dependence for width offset 
WWC  Coefficient of width dependence for CV channel width offset 
WWL 
Coefficient of length and width cross-term dependence for width 
offset 
WWLC 
Coefficient of length and width cross-term dependence for CV 
channel width offset 
WWN  Power of width dependence of width offset 
XJ  Source/drain junction depth 
XL  Channel length offset  
XW  Channel width offset 
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Appendix II 
Values of the Extracted Parameters  
This appendix aims to tabulate the final value of the extracted parameters for the uniform 
35nm n-MOSFET as discussed in chapter 3 and then visualize the impact of some of 
compact model parameters on device characteristics.    
Parameter Name  Final Quantity (35nm) Dimension 
A0  1.81 - 
A1  0 V
-1 
A2  0.6412 - 
AGS  0 V
-1 
CDSC  0.003399 F/m
2 
DSUB  0.01745 DROUT 
DVT0  0.3241 - 
DVT1  0.264 - 
DVT2  -0.01176 V
-1 
ETA0  0.0002269 - 
ETAB  -8.398e-5 V
-1 
K1  0.3662 V
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K2  -0.02669 - 
LP  1e-9 M 
LPE0  3.396e-8 M 
LPEB  0 M 
MINV  2.286 - 
NFACTOR  1.039 - 
PCLM  0.3395 - 
PDIBLC1  0 - 
PDIBLC2  0.016 - 
PRWB  -0.09093 V
-1/2 
PRWG  0.2168 V
-1 
PVAG  0.1144 - 
RDSW  131.3  Ohm(µm)
WR 
RDSWMIN  0  Ohm(µm)
WR 
U0  112.7 M
2/(Vs) 
UA  -4.734e-10 m/V 
UB  1.166e-19 m
2/V
2 
UC  -1.323e-10 m/V
2 
UP  0.01482 - 
VOFF  -0.09517 V 
VOFFL  4.149e-10 mV 
VTH0  0.1168 V 
VSAT  1.561e5 m/s 
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Four typical parameters are selected to visualize their impact on the Id-Vg characteristics: 
DSUB, RDSW, VOFF and VTH0. Every parameter is deviated by 20% from its nominal 
value in the uniform model card and the resultant Id-Vg characteristics are then plotted and 
compared with the uniform device characteristics. For more discussion, please refer to 
Chapter 3, page 45.   
 
                                  (a) 
 
                                  (b) 
 
                                 (c) 
 
                                   (d) 
Figure A2: Impact of four typical parameters on Id-Vg characteristics: (a)-DSUB, (b)-VTH0, (c)-
RDSW, (d)-VOFF . 
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Appendix III 
Confidence Intervals 
Estimation of statistical parameters like mean, standard deviation or a proportion of a 
distribution has some amount of uncertainty. A confidence interval specifies a confidence 
level or a measure of reliability in statistical calculations. Moreover, it provides additional 
information about the distribution function based on frequency theory of probability [149]. 
In theory, a confidence interval for parameter θ  is an interval which is calculated from 
sample values by a procedure such that if a large number of independent samples is taken, 
)% 1 ( α −  of the intervals obtained will contain θ  [150]. It can be written as: 
α θ − = ≤ ≤ 1 ) ( U L P   (A3.1)
where  α  is called the significance level and the bounds L and U are called lower and 
upper confidence limits, respectively. Equation (A3.1) states that there is a probability of 
α − 1  of selecting a sample for which the confidence interval will contain parameter θ . 
Assuming a normal distribution with a known variance  2 σ , it can be proved that 
)% 1 ( 100 α −  confidence interval for the mean µ  can be found from [151]: 
n z x n z x / ) ( / ) ( 2 / 2 / σ µ σ α α + ≤ ≤ −   (A3.2)Appendix                                                                                                                            153  
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  where   x  is the sample mean, n is the number of samples and  2 / α z  is the upper  ) 2 / (α  
percentage point of the standard normal distribution. In this thesis with 1000 samples for 
simulations, the 95% confidence interval for the mean will be  σ 062 . 0 ± x . Even in case 
when the distribution is not known to be normal and the variance is also unknown, the 
central limit theorem may be used to give an approximate confidence interval following 
Equation (A3.2), if n is reasonably large ( 30 ≥ n ) [150,151]. For example, 95% confidence 
intervals for the mean of 1000 samples will be  s x 062 . 0 ±  where s is the sample standard 
deviation. Formulas for the confidence intervals of the variance or standard deviation are 
also given in [150,151]. 
The confidence interval for a population proportion can be approximated by [151]: 
n p p z p p n p p z p / ) ˆ 1 ( ˆ ) ( ˆ / ) ˆ 1 ( ˆ ) ( ˆ 2 / 2 / − + ≤ ≤ − − α α  (A3.3)
where  p )  is a point estimator of the proportion of the population and other terms were 
already defined. For example, 95% confidence interval for half proportion of the 
distribution with 1000 samples will be  03 . 0 5 . 0 ± . This indicates that estimation of half 
proportion may have 3% error around its point estimation. Finally, the confidence region 
for high quantiles of a heavy tailed distribution is discussed in details in [152] and the 
interested reader can refer to it.    
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