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Abstract
For abstract linear functional differential equations with an almost automorphic forcing term, we
establish a result on the existence of almost automorphic solutions, which extends the classical the-
orem due to Massera on the existence of periodic solutions for linear periodic ordinary differential
equations.
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1. Introduction
In this paper we are concerned with the linear functional differential equation
u˙(t)=Au(t)+ F(t)ut + f (t) (1.1)
on a phase space B = B((−∞,0];X) satisfying some fundamental axioms listed in Sec-
tion 2.1, where A is the infinitesimal generator of a strongly continuous semigroup T (t) on
a Banach space X, ut is an element of B defined by ut (θ)= u(t+θ) for θ ∈ (−∞,0], F(t)
is a bounded linear operator mapping B into X which depends strongly continuously and
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almost automorphic functions was introduced by Bochner in [1], and almost automorphic
functions together with compact almost automorphic functions were extensively studied by
Veech and other researchers; see, e.g., [11,13–15] and references therein. In particular, for
ordinary differential equations, evolutional equations and functional differential equations
there are many papers [3,6,8,11,13–15] with respect to the existence of compact almost
automorphic solutions in the case that F(t) is an almost automorphic function, where they
assumed some stability conditions or Favard’s separation conditions. In what follows, by
using a variation of constants formula (VCF) in the phase space for Eq. (1.1) which has
recently been established by Murakami et al. in [10], we study the existence of almost auto-
morphic solutions to Eq. (1.1) for almost automorphic function f (t) without assumptions
of stability conditions and Favard’s separation conditions.
2. Abstract functional differential equations
Throughout this paper, we will use the following notation. C(J,X) denotes the space
of all X-valued continuous functions on J , and BC(J,X) denotes the subspace of C(J,X)
consisting of all bounded and continuous functions on J .
We now consider the abstract functional differential equation
du(t)
dt
=Au(t)+ F(t)ut + f (t), (2.1)
where A is the generator of a semigroup of linear operators on a Banach space X, F(t) is
a bounded linear operator from B into X which is periodic in t with period 1, where B is
a fading memory phase space of Eq. (1.1) with infinite delay satisfying the axioms listed
below and f ∈ BC(R,X). We emphasize that the assumption that the period of F is 1 does
not constitute any restrictions on the obtained results.
2.1. Fading memory phase spaces
We will give a precise definition of the notion of fading memory space for Eq. (1.1) in
this subsection. Let us denote the norm of X by ‖ · ‖X. For any function x : (−∞, a) →X
and t < a, we define a function xt :R− := (−∞,0] → X by xt (s)= x(t + s) for s ∈ R−.
A Banach space (B,‖ · ‖B) which consists of functions ψ : (−∞,0] →X is called a fading
memory space if it satisfies the following axioms:
(A1) There exist a positive constant N and locally bounded functions K(·) and M(·) on
R
+ with the property that if x : (−∞, a) → X is continuous on [σ,a) with xσ ∈ B
for some σ < a, then for all t ∈ [σ,a),
(i) xt ∈ B,
(ii) xt is continuous in t (w.r.t. ‖ · ‖B),
(iii) N‖x(t)‖X  ‖xt‖B K(t − σ) supσst ‖x(s)‖X +M(t − σ)‖xσ‖B;
(A2) If {φk}, φk ∈ B, converges to φ uniformly on any compact set in R− and if {φk} is a
Cauchy sequence in B, then φ ∈ B and φk → φ in B.
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and (A2) with K(·)≡K (a constant) and M(β)→ 0 as β →∞ in (A1). A typical example
of uniform fading memory spaces is the following one:
Cγ := Cγ (X)=
{
φ ∈C(R−;X): lim
θ→−∞
‖φ(θ)‖X
eγ θ
= 0
}
,
which is equipped with norm ‖φ‖Cγ = supθ0 ‖φ(θ)‖X/eγ θ , where γ is a negative con-
stant.
It is known [4, Lemma 3.2] that if B is a uniform fading memory space, then BC :=
BC(R−;X) ⊂ B and the inclusion map from BC into B is continuous. For other proper-
ties of fading memory spaces and uniform fading memory spaces, we refer the reader to
book [7].
2.2. A variation of constants formula for FDE
We consider now the abstract functional differential equation (1.1) with the fading mem-
ory phase space B, and deal with mild solutions of Eq. (1.1).
For any (σ,φ) ∈ R× B, there exists a (unique) function u :R → X such that uσ = φ,
u is continuous on [σ,∞) and the following relation holds [5]:
u(t)= T (t − σ)φ(0)+
t∫
σ
T (t − s){F(s)us + f (s)}ds, t  σ.
The function u is called a (mild ) solution of Eq. (1.1) through (σ,φ) on [σ,∞), and de-
noted by u(· , σ,φ;f ). Also, a function v ∈ C(R,X) is called a solution of Eq. (1.1) on R,
if vt ∈ B for all t ∈R and it satisfies u(t, σ, vσ ;f )= v(t) for all t and σ with t  σ. For
any t  s, we define an operator V (t, s) on B by
V (t, s)φ = ut (s,φ;0), φ ∈ B.
We can easily see that under the assumption on the strong continuity and periodicity
of F(t), the two-parameter family (V (t, s))ts is a strongly continuous 1-periodic evo-
lutionary process on B, which is called the solution process of Eq. (1.1). By a strongly
continuous 1-periodic evolutionary process in a Banach space Y we mean a two-parameter
family of bounded linear operators (V(t, s))ts , (−∞ < s  t <∞) from Y to Y such
that the following conditions are satisfied:
(i) V(t, t)= I , ∀t ∈R,
(ii) V(t, s)V(s, r)= V(t, r), ∀t  s  r ,
(iii) For every fixed y ∈Y the following map is continuous:{
(η, ξ) ∈R2: η ξ}  (t, s)→V(t, s)y,
(iv) V(t + 1, s + 1)=V(t, s), ∀t  s, t, s ∈R.
By the principle of superposition, we get the relation
ut (σ,φ;f )= ut (σ,φ;0)+ ut (σ,0;f )= V (t, σ )φ + ut (σ,0;f ). (2.2)
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solution process (V (t, s))ts . To this end, we introduce a function Γ n defined by
Γ n(θ)=
{
(nθ + 1)I, −1/n θ  0,
0, θ <−1/n,
where n is any positive integer and I is the identity operator on X. It follows from (A1)
that if x ∈ X, then Γ nx ∈ B with ‖Γ nx‖B  K(1)‖x‖X. Moreover, since the process
(V (t, s))ts is strongly continuous, the B-valued function V (t, s)Γ nf (s) is continuous
in s ∈ (−∞, t] whenever f ∈ BC(R,X).
The following proposition given in [10] yields a representation formula for solutions
of (1.1) in the phase space.
Proposition 2.1. The segment ut (σ,φ;f ) of solution u(· , σ,φ;f ) of Eq. (1.1) satisfies the
following relation in B:
ut (σ,φ;f )= V (t, σ )φ + lim
n→∞
t∫
σ
V (t, s)Γ nf (s) ds, t  σ. (2.3)
Moreover, the above limit exists uniformly for bounded |t − σ |.
3. Almost automorphic solutions
Throughout the rest of this paper we will make as a standing assumption that B is a
uniform fading memory space, A is the generator of a compact semigroup (T (t))t0 and
F is a 1-periodic function.
We recall that f ∈ C(R,X) is said to be almost automorphic, if for any sequence {s′k},
there exists a subsequence {sk} such that
lim
m→∞ limn→∞f (t + sn − sm)= f (t) (3.1)
for any t ∈R. Here the limit in (3.1) means that
lim
n→∞f (t + sn)= g(t), limn→∞g(t − sn)= f (t)
for some function g(t). By virtue of [3, Theorem 2.1.3(iv)], any almost automorphic func-
tion is bounded on R. The function f is said to be compact almost automorphic, if for any
sequence {s′k}, there exists a subsequence {sk} such that
lim
m→∞ limn→∞f (t + sn − sm)= f (t)
uniformly on S for any compact set S ⊂ R. Clearly, any compact almost automorphic
function is almost automorphic. Also, any almost automorphic function which is uniformly
continuous on R is always compact almost automorphic. One can easily see that the space
of all almost automorphic functions, as well as the space of all compact almost automorphic
functions, is a closed subspace of the Banach space BC(R,X) with the supremum norm. It
is known [3,8,11,13,14] that an almost periodic function is a compact almost automorphic
function, but the converse is not always true.
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most automorphic (mild) solutions of Eq. (1.1), which extends the classical theorem due to
Massera [9] on the existence of periodic solutions for linear periodic ordinary differential
equations.
Theorem 3.1. Let the standing assumption be met, and assume that the function f is
almost automorphic. If Eq. (1.1) has a bounded solution on R+, then it has a compact
almost automorphic solution on R.
Before proving this theorem, we prepare some preparatory results. Recall that un+1
(n,0;f ) = limk→∞
∫ 1
0 V (1, s)Γ
kf (n+ s) ds is the segment of the solution of Eq. (1.1)
through (n,0), and hence {bn}n∈Z defined by
bn = lim
k→∞
1∫
0
V (1, s)Γ kf (n+ s) ds, n ∈ Z, (3.2)
is a two-sided sequence in B.
Lemma 3.2. Let f be an almost automorphic function. Then {bn}n∈Z defined by (3.2) is
an almost automorphic sequence in B; that is, for any sequence {n′k} ⊂ Z, there exists a
subsequence {nk} ⊂ {n′k} such that
lim
l→∞ limk→∞bm+nk−nl = bm
for any m ∈ Z.
Proof. Given any sequence n′k in Z, there exist a sequence {nk} ⊂ {n′k} and a function g
such that
lim
k→∞f (t + nk)= g(t), limn→∞g(t − nk)= f (t)
for any t ∈R. Put
cm = lim
k→∞
1∫
0
V (1, s)Γ kg(m+ s) ds, m ∈ Z.
Applying Lebesgue’s dominated convergence theorem, we get
‖bnk+m − cm‖B =
∥∥∥∥∥ limj→∞
1∫
0
V (1, s)Γ j
(
f (nk +m+ s)− g(m+ s)
)
ds
∥∥∥∥∥B

1∫
L
∥∥f (nk +m+ s)− g(m+ s)∥∥X ds→ 00
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check that limk→∞‖c−nk+m − bm‖B = 0 for any m ∈ Z. Thus the sequence {bn}n∈Z is
almost automorphic. ✷
We next consider the following difference equation in B:
x(n+ 1)= V (1,0)x(n)+ bn, n ∈ Z, (3.3)
where {bn}n∈Z is the sequence defined by (3.2).
Lemma 3.3. Let the function f be almost automorphic, and assume that Eq. (3.3) has a
bounded solution x(n), n ∈N. Then Eq. (3.3) has an almost automorphic solution on Z.
Proof. We first note by [12, Theorem 4.8] that re(V (1,0)) < 1, where re(V (1,0)) is the
essential spectrum radius of V (1,0). To prove this lemma, we will use the reduction prin-
ciple. In fact, take a constant ρ, re(V (1,0)) < ρ < 1, such that Cρ , the circle of radius ρ
centered at the origin, does not contain any point of σ(V (1,0)). This is possible in view of
our assumption that re(V (1,0)) < 1. Hence, the integral
Π := 1
2πi
∫
Cρ
(
λI − V (1,0))−1 dλ
is the projection. Moreover, note that the dimension of KerΠ , the kernel of Π , is finite.
Thus, the space B can be split into a direct sum B1 ⊕ B2, where B1 = KerΠ,B2 = ImΠ .
Using this decomposition, the problem of finding almost automorphic solutions to Eq. (3.3)
is trivially reduced to finding almost automorphic solutions to the equation
x1(n)=D1x1(n− 1)+ b1(n− 1), (3.4)
where x1(n) := (I −Π)x(n), D1 := (I −Π)V (1,0)(I −Π) and b1(n) := (I −Π)bn. In
fact, for the other component, in view of the exponential stability of the equation in B2,
the existence and uniqueness of an almost automorphic solution is well known. Indeed,
let us denote by S(k) the translation [S(k)x](n) := x(k + n) and by D2 the multiplication
by D2 :=ΠV (1,0)Π in the space of all almost automorphic sequences which is a closed
subspace of all bounded two-sided sequences. Then we get rσ (D2S(−1)) < 1 because of
the exponential stability, and consequently the unique almost automorphic solution is given
by the formula x2 = (I −D2S(−1))−1S(−1)Πbn. Thus, it suffices now to deal with the
first component equation. We consider the sequence x1(p+·), where p ∈N. Every term of
this sequence is a bounded solution to Eq. (3.4) with the right-hand side b1(p + ·). Since
the sequence b1(·) is almost automorphic, there exist a sequence {pk} and a sequence b¯(·)
such that
lim
k→∞b1(pk +m)= b¯(m), limk→∞ b¯(−pk +m)= b1(m)
for each m in Z. On the other hand, since x1(pk) is a bounded sequence in a finite dimen-
sional space, it contains a convergent subsequence. Thus, without loss of generality, we
can assume that this sequence is convergent, itself. This procedure leads to the existence
of a bounded two-sided sequence which is a solution of the equation
y(n)=D1y(n− 1)+ b¯(n− 1), n ∈ Z.
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sequence y¯1 which is a solution of Eq. (3.4) on Z. As easily seen, any nontrivial bounded
solution of the homogeneous equation corresponding to Eq. (3.4) is almost periodic, and
hence the homogeneous equation possesses Favard’s property. Therefore, in the same way
as in [2, Theorem 5.8], we can show that the sequence y¯1 itself is almost automorphic. This
proves the lemma. ✷
For any bounded measurable function g :R+ → X, there exists a unique continuous
function u :R →X such that u(θ)= 0 for θ < 0 and
u(t)=
t∫
0
T (t − s){F(s)us + g(s)}ds, t  0.
In the following, we write such a function u(·) as u(· ,0,0;g).
Lemma 3.4. Let f n, n ∈N, and g be measurable functions mapping R+ into X satisfying
sup{‖f n(t)‖X: n ∈N, t ∈R+}<∞. If limn→∞ f n(t)= g(t) for any t ∈R+, then
lim
n→∞
∥∥ut (0,0;f n)− ut (0,0;g)∥∥B = 0
uniformly on S for any compact S ⊂R.
Proof. There exist positive constants C1, C2 and ω such that ‖T (t)‖ C1eωt and ‖F(t)‖
 C2 for t ∈R+. Then∥∥u(t,0,0;f n)− u(t,0,0;g)∥∥
X
=
∥∥∥∥∥
t∫
0
T (t − s){F(s)(us(0,0;fn)− us(0,0;g))+ f n(s)− g(s)}ds
∥∥∥∥∥
X
 C1
t∫
0
eω(t−s)
{
C2
∥∥us(0,0;f n)− us(0,0;g)∥∥B + ∥∥f n(s)− g(s)∥∥X}ds
and ∥∥ut (0,0;fn)− ut (0,0;g)∥∥B
K sup
0τt
∥∥u(τ,0,0;f n)− u(τ,0,0;g)∥∥
X
KC1
t∫
0
eω(t−s)
{
C2
∥∥us(0,0;fn)− us(0,0;g)∥∥B + ∥∥f n(s)− g(s)∥∥X}ds
for t ∈R+. Applying Gronwall’s lemma, we get
∥∥ut (0,0;fn)− ut (0,0;g)∥∥B KC1e(ω+KC1C2)t
( t∫ ∥∥f n(s)− g(s)∥∥
X
ds
)
.0
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convergence theorem. ✷
We are now in a position of the proof of Theorem 3.1. In what follows we use the
notation f τ to denote the τ -translation of the function f ; that is, f τ (t) := f (t + τ ).
Proof of Theorem 3.1. Since Eq. (1.1) has a bounded solution on R+, we see by Propo-
sition 2.1 that Eq. (3.3) has a bounded solution on Z+. Therefore, by virtue of Lemma 3.3,
Eq. (3.3) possesses an almost automorphic solution, say a = {a(n)}. For any t ∈ R we
consider the following B-valued function v(t) defined by
v(t)= V (t, [t])a([t])+ ut−[t ](0,0;f [t ])
= V (t, [t])a([t])+ lim
k→∞
t∫
[t ]
V (t, s)Γ kf (s) ds, (3.5)
where [t] denotes the largest integer which does not exceed t . We first assert that the
function v satisfies relation (2.3) for all t, σ with t  σ . Indeed, using the 1-periodicity of
the solution process V (t, s) one can establish (by induction) that
a(m)= V (m,n)a(n)+ lim
k→∞
m∫
n
V (m, s)Γ kf (s) ds (∀m n). (3.6)
Then
V (t, σ )v(σ )+ lim
k→∞
t∫
σ
V (t, s)Γ kf (s) ds
= V (t, σ )
(
V
(
σ, [σ ])a([σ ])+ lim
k→∞
σ∫
[σ ]
V (σ, s)Γ kf (s) ds
)
+ lim
k→∞
t∫
σ
V (t, s)Γ kf (s) ds
= V (t, [σ ])a([σ ])+ lim
k→∞
t∫
[σ ]
V (t, s)Γ kf (s) ds
= V (t, [t])
(
V
([t], [σ ])a([σ ])+ lim
k→∞
[t ]∫
[σ ]
V
([t], s)Γ kf (s) ds
)
+ lim
k→∞
t∫
V (t, s)Γ kf (s) ds[t ]
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k→∞
t∫
[t ]
V (t, s)Γ kf (s) ds = v(t)
for all t  σ , as required.
The function v(t) satisfies the relation
v(t)= V (t − [t] + 1,0)a([t] − 1)+ ut−[t ]+1(0,0;f [t ]−1). (3.7)
Indeed, from relation (2.3) we get
v(t)= V (t, [t] − 1)v([t] − 1)+ lim
k→∞
t∫
[t ]−1
V (t, s)Γ kf (s) ds
= V (t − [t] + 1,0)(a([t] − 1)+ u0(0,0;f [t ]−1))
+ lim
k→∞
t−[t ]+1∫
0
V
(
t − [t] + 1, s)Γ kf ([t] − 1+ s) ds
= V (t − [t] + 1,0)a([t] − 1)+ ut−[t ]+1(0,0;f [t ]−1).
Now we will certify that the function v is almost automorphic. Let {t ′n} be any sequence
in R, and set θ ′n = t ′n − [t ′n]. Then there exist subsequences {τn} ⊂ {[t ′n]} and {θn} ⊂ {θ ′n}
such that limn→∞ θn = θ0 for some θ0 ∈ [0,1],
lim
n→∞ a(τn +m)= b(m), limn→∞b(−τn +m)= a(m)
for any m in Z and that
lim
n→∞f (τn + t)= g(t), limn→∞g(−τn + t)= f (t)
for any t in R, where b(·) is some sequence and g(·) is some function. Put tn = τn + θn,
and observe that
v(tn + t)= V
(
θn + t − [t],0
)
a
([tn] + [t])+ uθn+t−[t ](0,0;f [tn]+[t ])
by (3.5) and (3.7). By virtue of Lemma 3.4, it follows that
lim
n→∞ v(tn + t)= V
(
θ0 + t − [t],0
)
b
([t])+ uθ0+t−[t ](0,0;g[t ])=:w(t)
for any t in R. Also, if t − [t] θn, then (3.5) implies that
w(−tn + t)= V
(
θ0 + t − θn − [t],0
)
b
([t] − [tn])+ uθ0+t−θn−[t ](0,0;g[t ]−[tn])
converges to
V
(
t − [t],0)a([t])+ ut−[t ](0,0;f [t ])= v(t)
for any t in R, as n→∞. Furthermore, if t − [t]< θn, then relation (3.7) implies that
w(−tn + t)= V
(
θ0 + t − θn − [t] + 1,0
)
b
([t] − [tn] − 1)
+ uθ0+t−θn−[t ]+1(0,0;g[t ]−[tn]−1)
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V
(
t − [t] + 1,0)a([t] − 1)+ ut−[t ]+1(0,0;f [t ]−1)= v(t)
for any t in R, as n→∞. These observation leads to that v(t) is an almost automorphic
function. Therefore, [v(t)](0) is an almost automorphic solution of Eq. (1.1).
We assert that any almost automorphic solution u of Eq. (1.1) is uniformly continuous
on R and hence it is a compact almost automorphic solution of Eq. (1.1). Indeed, since u
is almost automorphic, the set O := {u(t): t ∈R} is relatively compact in X. Therefore, if
s  t  s + 1, then
∥∥u(t)− u(s)∥∥
X
=
∥∥∥∥∥(T (t − s)− I)u(s)+
t∫
s
T (t − τ ){F(τ)uτ + f (τ)}dτ
∥∥∥∥∥
X
 sup
{∥∥T (t − s)z− z∥∥
X
: z ∈O}+C(t − s)( sup
0τ1
∥∥T (τ)∥∥)→ 0
as t − s→ 0, where
C :=
(
sup
0t1
∥∥F(t)∥∥)× ( sup
t∈R
‖ut‖B
)
+ sup
t∈R
∥∥f (t)∥∥
X
.
Thus, u is uniformly continuous on R, as required. This completes the proof of the theo-
rem. ✷
Under the existence of a bounded solution on the whole line R, we can derive the fol-
lowing result finer than the above results.
Theorem 3.5. Let the standing assumption be met, and assume that the function f is almost
automorphic. If u(t) is a bounded solution of Eq. (1.1) on R, then u(t) itself is compact
almost automorphic.
Proof. Observe that the sequence {un} is a bounded solution of Eq. (3.3) on Z. Then, by
the fact mentioned in the proof of Lemma 3.3, Πun must be identical with the unique
almost automorphic sequence (I − D2S(−1))−1S(−1)Πbn, where we use the notations
introduced in the proof of Lemma 3.3. Furthermore, denoting by y¯1(n) a solution of
Eq. (3.4) which is almost automorphic, we see that (I −Π)un − y¯1(n) =: z(n) satisfies
z(n+ 1)=D1z(n) on Z and is bounded on Z. Then z must be almost periodic, and hence
it is almost automorphic. These observations lead to that the sequence {un} is almost au-
tomorphic. The same argument as in the proof of Theorem 3.1 shows that the function v
defined by (3.5) with un in place of a(n) is almost automorphic. Observe that
v(t)= V (t, [t])a([t])+ lim
k→∞
t∫
[t ]
V (t, s)Γ kf (s) ds
= V (t, [t])u[t ] + lim
k→∞
t∫
V (t, s)Γ kf (s) ds = ut[t ]
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proof of Theorem 3.1, u must be uniformly continuous on R, and hence u is compact
almost automorphic. ✷
Before concluding the paper, we will make some remarks on the results of this paper.
In the case that f (t) is almost periodic in t , the existence of almost periodic solutions
of Eq. (1.1) has been established under the existence of bounded solution in [10], where
the notion of translation numbers of almost periodic functions are essentially used for the
establishment. We emphasize that the argument employed here (in the proofs of Theo-
rems 3.1 and 3.5) is available even for the verification of the existence of almost periodic
solutions of Eq. (1.1).
In our analysis, the restriction that F(t) in Eq. (1.1) is periodic is an essential one. In
fact, it is natural to pose the problem on the existence of almost periodic solutions or almost
automorphic solutions of Eq. (1.1) under the situation that F(t) is almost periodic in t . For
the problem, there are several results such as [3,6,8,11,13–15], where some stability con-
ditions or Favard’s separation conditions are assumed. Without any assumptions such as
stability conditions or Favard’s separation conditions, the existence of bounded solution
does not always imply the existence of almost periodic solutions even for ordinary differ-
ential equations as shown in [8]. On the one hand, for the existence of almost automorphic
solutions of Eq. (1.1), the authors have not succeeded in solving the problem under the
situation.
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