In this article, we explore how crime and institutions affect the flow of capital in the form of foreign direct investment (FDI) to Latin American and Caribbean countries in the primary, secondary and tertiary sectors during the 1996-2010 period. We use three different variables related to violent crime: homicides, crime victimization, and an index of organized crime. We find that there is a correlation between the institutional and crime variables, where the significance of institutional variables tends to disappear when the crime variables are added to the model. We find that higher crime victimization and organized crime are associated with lower FDI in the tertiary sector. However, we do not find robust evidence of crime affecting FDI inflows to the primary and secondary sectors.
I. Introduction
Foreign Direct Investment (FDI) has long been recognized as a fundamental factor in the process of economic development in developing countries. Any standard growth model shows that increases in capital tend to be positively associated with economic growth.
Historically, inflows of FDI are particularly relevant for Latin America. Economic growth in the region has tended to lag behind rates of growth for middle-income countries in general, and for East Asia, in particular. The reasons for this are not perfectly understood but the accumulation of capital is part of the problem. National savings rates in Latin America tend to be low relative to faster growing middle-income countries. Given this, inflows of FDI become even more important to enhance economic growth. As a result, understanding the determinants of FDI in Latin America indirectly helps to explain overall economic growth in the region.
There is a substantial body of literature on the determinants of inward FDI into Latin America. 1 However, there are still a number of issues concerning these inflows for which there is little or no knowledge. Most importantly, the overwhelming majority of empirical research on FDI is concerned with overall inflows. While this is important, there is far less evidence regarding the determinants of FDI by sector. Unless one makes the strong assumption that FDI determinants are invariant across sectors, there may be important information about the drivers of FDI inflows that is lost in the process of aggregation. Even if the determinants are common, it is unlikely that their influence would be identical across all sectors. This is particularly true in the case of Latin America as FDI in the region has been overweight in primary commodities. As a result, any disaggregation of the data by sectors may yield important insights regarding sectoral dynamics (Hecock and Jepsen, 2014; Ferraz et al., 2011) .
Recently, there has been a large amount of research on the effect of institutional quality on growth and development. The presence of weak institutions is commonly described as a limiting factor of economic growth in developing countries (Acemoglu et al. 2003 (Acemoglu et al. , 2005 Engerman and Solokoff, 1997) . While it is clear that better institutional quality matters for growth and economic development, the channels through which this occurs are less clear.
One of the channels may be that better institutions allow for increased inflows of FDI. This in turn could increase economic growth. While this idea is not original to this paper, it is of particular interest for Latin America. Institutional quality has usually not been thought of as a strength in the region. Prior to the 1980s, the region was characterized by a collection of authoritarian regimes not generally noted for enhancing institutions critical for economic development such as the rule of law. Furthermore, the economic and political turmoil of the "Lost Decade" of the 1980s produced political changes that spurred improvements in institutional quality in many countries of the region. A historical account of the evolution of institutions for the region shows that there is a link between improvements in institutional quality and growth in Latin American economies (Przeworski and Curvale, 2007) . 2 What is particularly interesting for our purposes is that FDI in the region began a long boom. It went from 0.7 percent of GDP in 1990 to nearly 4.6 percent of GDP in 2013 (United Nations, ECLAC, 2013) . Logically, the increase in FDI and the improvement in institutional quality should be related. However, although there is some evidence that better institutional quality has a positive impact on the overall flows of FDI (Penfold, 2014, Fukumi and Nishjima, 2010) , little is known about how changes in institutional quality affect FDI by sector and these effects are unlikely to be uniform.
Importantly, there is an aspect that remains critical when it comes to institutional quality and that is the role of crime. Institutional quality is a broad concept and, for Latin America in particular, when studying how institutions affect FDI it is important to consider crime. Crime is likely to be related to the institutional environment of a country. Moreover, in the case of Latin America, the relation between crime and institutions seems paradoxical. While there has been a reported improvement in the quality of institutions, crime has also increased and it is at the forefront of the public policy agenda. In the last decade crime rates have increased significantly, leading to the region receiving the title of one of the most violent regions of the world (Di Tella et al., 2010; UNDP, 2013) . A recent study about crime and violence in Latin America states that the homicide rates in Latin American countries are considered by the World Health Organization to be at an epidemic level (UNDP, 2013) . The statistics are staggering. According to a World Bank report, Latin America and the Caribbean countries not only account for over 30 percent of the world's homicides but also include seven of the topten countries with the world's highest homicide rates. In addition, 42 cities in the region make the list of the 50 cities with the highest homicide rates in the world (World Bank, 2013) .
The improvement in institutional quality may be indeed counteracted by the crime trends and therefore, the overall effect needs to be explored. This divergence between improvements in institutional quality along with increasing crime rates may have potentially important impacts on the trajectory of FDI. There is evidence in the literature that in Latin America, violent crime has generated distrust in institutions (Blanco, 2013; Blanco and Ruiz, 2013; Corbacho et al. 2015) . Distrust in institutions can in turn be reflected in weaker business networks, and it can increase the costs of setting up and expanding businesses in Latin America. Therefore, crime should not be overlooked and needs to be taken into account in the study of the determinants of FDI. After all, as hypothesised by Pshiva and Suarez (2002) , violent crime in developing countries may help explain the Lucas (1990) puzzle of capital not flowing to developing countries. In addition, as we have stressed above, a sectorial analysis becomes pertinent in this context as it would be naive to expect the impact crime to be identical across sectors.
The focus of this article is to investigate the degree to which institutional quality and crime affect FDI in different sectors. We contribute to the literature by looking at how crime and institutions are interrelated as determinants of FDI in different sectors in Latin America and the Caribbean. We use three different indicators related to violent crime: homicide rates, crime victimization index, and organized crime index. We find that crime, measured with the crime victimization and organized crime indices, has a robust negative effect on FDI in the tertiary sector. Our findings point at the importance of looking at sector specific dynamics.
Activity in the tertiary sector encompasses services, tourism and other activities in which human interaction matters in a different way that it does when looking at other sectors. The findings also relate to anecdotal evidence from Venezuela where there is a reported decrease in business activity in the tertiary sector due to the increase in crime. In fact, Venezuela now stands as having one of the highest crime rates in the world; the second highest after Honduras (Rosati, 2015) .
The next section (section II) provides a conceptual framework and the empirical evidence. This is followed by a section (section III) describing the data utilized and the empirical methodology employed. Section IV and V provide a description of the results and the robustness tests, and this is followed by a conclusion (Section VI).
II. FDI, Institutions and Crime: Conceptual Framework and Empirical Evidence
Our paper focuses on the impact of crime on sectoral FDI. Loosely speaking, our approach looks at a wider definition of crime by focusing on violent crime, where we take into account three different crime measures: homicide rates, crime victimization and organized crime.
Previous work in the literature has focused on the impact of political instability and corruption on domestic and foreign investment. While these are important, and could arguably be linked to the general definition of crime, they have already been studied on their own right and/or through the links between FDI and institutions. In general, some of the findings also indicate that the impacts of institutional improvement differ depending on the sector where FDI flows. For example, the primary sector seems to be less vulnerable to the quality of institutions while market seeking sectors seem to be more responsive. 3 Why focus primarily on crime? There is a long quest in the economic literature trying to understand the determinants of FDI (see for example, Blonigen and Piger, 2011) . In the particular case of Latin America, FDI has been thought of as conducive to economic growth (Borensztein et al., 1998) , and the potential externalities of FDI are linked to economic development. Therefore, there has been a strong desire to understand the determinants of FDI into the region and the different channels through which Latin American countries are able to attract FDI in order to create a more positive environment for foreign investors. While many of the countries in the region have had impressive achievements in generating welcoming environments to foreign investors, crime has been a major concern for most countries of the region and it has reached peak levels during the last decade (Gaviria, 2002; Soarez and Naritomi, 2010) .
It is very likely that the increasing levels of crime can act as a deterrent for foreign firms into the region. In particular, crime can potentially affect both greenfield investments and merger and acquisitions (M&A) having consequences for both the stock of FDI through reduction or closure of operations and/or the flow of FDI through reduced new investment and reinvestment and by lowered incentives to expand. Firms may delay expansion or further investment because high crime can add to the firm's costs (damaged infrastructure, unstable market demand, high security costs, insurance and other legal costs) and can force firms to choose locations that are low in crime but otherwise suboptimal (Amin, 2014; Dadzie et al., 2014) . Moreover, crime can have a strong impact on institutional stability and the overall business environment (Soares and Naritomi, 2010) .
Arguably, the incidence of crime may have a differential impact on the type of FDI.
Therefore, in our analysis we look at FDI by sector. Most importantly, we decompose total FDI inflows into three sectors: primary, secondary and tertiary. The previous literature has shown that different sectors are likely to have different determinants. It may also be argued that there is a strong interplay between crime and the quality of institutions. This follows from a small and nascent literature that has focused on the linkages between crime and institutions and that finds that crime can lead to distrust of institutions. Distrust in institutions may generate corruption and lack of social cohesion and it can, in general, create poorer demand conditions and lower the levels of social capital which is arguably important for the setting up and expansion of business (Blanco, 2013; Ruiz, 2013, Corbacho et al, 2014) . In fact, recent studies have found that corruption and violent crime in Latin America have been highly detrimental for domestic investment (Gaviria, 2002; Pshiva and Suarez, 2002; Dadzie et al., 2014) .
Despite the escalating importance of crime in the Latin American region, the literature on crime and FDI is scant. While there is previous evidence on the impact of crime on domestic investment, to our knowledge, Gomez Soler (2012) might be the only empirical analysis on the impact of crime on FDI in the Latin America region. While there is a dearth of empirical evidence at the country level for the Latin American region, there are several analyses at the state level for Mexico (Madrazo Rojas, 2009; Ashby and Ramos, 2013; Ramos and Ashby, 2013) and at the firm level for Colombia (Pshisva and Suarez, 2010) .
Using data on organized crime from the World Economic Forum for 19 Latin American countries between 2002 and 2010, Gomez Soler (2012) finds there is no significant correlation between crime and aggregate FDI. Analyses that focus on Mexico and use state level data show that crime has a negative effect on FDI. Madrazo Rojas (2009) finds that homicide rates have a negative effect on FDI when using total FDI at the state level between 1998 and 2006 from Mexico. Ashby and Ramos (2013) expand on Madrazo Rojas' (2009) approach by studying the impact of homicide rates on FDI in different sectors. They find that crime has a negative effect on FDI in the agriculture, commerce and financial services sectors, but a positive effect in the oil and mining sectors. They also find that crime has no effect on the manufacturing sector. Ramos and Ashby (2013) 
expand on this work by
showing that high crime rates do not deter investment from high-crime countries into Mexico.
In a related vein of research, Pshisva and Suarez (2010) use firm level data for Colombia and document that crime (in the form of kidnappings) targeted at firm owners has a negative effect on investment. However, overall violent crime appears to have an insignificant impact.
In their exploratory analysis, Pshisva and Suarez (2010) also consider aggregate FDI and do find a negative impact of kidnappings on net foreign direct investment for 196 countries.
Other analyses on the effect of crime on FDI for other countries outside Latin America show also a negative effect of crime on FDI. 4 The question remains as to why and how would FDI be impacted by crime. Looking at aggregates may confound the different dynamics occurring in different sectors. For example, one might hypothesize that crime should not be as detrimental in the primary sector and that, instead, armed conflict might be a more important explanation for natural resource driven investment. Thus the impact of crime clearly becomes an empirical question.
Our paper is distinct from the above literature in four broad ways. The obvious distinction is that we take into account the interplay between institutions and crime, therefore addressing not only the potential problems of omitted variable bias, but also the paradox described above in the introduction (better institutions but also increasing levels of crime).
Second, we are studying flows of FDI into a single region, Latin America and the Caribbean.
The vast majority of the literature on FDI is concerned with the overall flows of FDI into a host country or a relatively large number of countries. Third, and most important, our paper presents a decomposition of the overall flows into three broad sectors. We argue that moving forward, the studies of the determinants of FDI into developing countries needs to focus on sectorial differences. Fourth, our analysis uses three different indicators related to crime, which allows us to capture different dimensions of crime and provide new insights on the crime-FDI link. As outlined above, our paper falls into the broader literature on FDI in Latin America by combining these aspects in a unique way. The following section details the methodology and data used in the analysis. 4 In fact, there is no much on the relationship between crime and FDI in general. Apart of the above described papers, a few of the papers have been done at the regional level for Italy (Daniel and Marani, 2011) and country level for Russia (Brock 1998) . For the case of Italy, Daniel and Marani (2011) use data from 103 Italian provinces between 2002 and 2006 and find that organized crime has a negative effect on FDI. Brock (1998) finds that the total crime rate has a negative effect on FDI during the period 1993-1995 in Russia at the regional level.
III. Methodology and Data
For our investigation on the impact of institutions and crime on FDI we take a similar approach to Ashby and Ramos (2013) and Dadzie et al. (2014) . 5 We specify our model as follows:
In Equation 1, the dependent variable is the natural log of a country's FDI inflow as share of GDP in country i, sector j, and period t. 6 We interact the crime variables and institutional variables with sectoral dummies. X i,t represents standard control variables and ε i,t represents the error terms for country i, in period t. 7
We use sectoral FDI for the 1996-2010 period for 18 Latin American and Caribbean countries for which we were able to get data on FDI and crime (Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican Republic, Ecuador, El Salvador, Honduras, Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, Trinidad and Tobago, and Venezuela). We use FDI data from the primary, secondary, and tertiary sectors, where sectoral data was obtained from UNCTAD/DITE (2013). Our estimations are based on an unbalanced panel data since many of the variables are not available at all times for all countries during the period of 5 The literature on FDI has recently become more concerned with the presence spatial correlations (Blanco, 2012) . It is worth noting that in our initial exploration of the data, we estimated the model separately for each sector and we did not find evidence of spatial interdependence. In our taken approach, looking at spatial correlation was not feasible as our methodological approach relies on stacking the sectoral FDI data and including sector-specific dummies. This does not allow for the introduction of a term that controls for spatial autocorrelation. Overall, we believe our approach is appropriate in this case because using the stacked data helps us to better account for the differential effect of crime and institutional variables on FDI. 6 Some of the values for FDI inflows are non-positive (5 cases). The natural logarithm transformation for those values is equal to the natural logarithm of half the minimum value among observations in the sample greater than zero. This is the form of truncation recommended by Cameron and Trivedi (2005) . Also, for robustness purposes, we estimated our model using total FDI inflows instead of FDI inflows as a share of GDP. As discussed in the robustness section, the results supported our conclusions. 7 Our model specification, which excludes the crime and institutional variables in the model by itself, follows the recommendations by Yip and Tsang (2007) . Not including the crime and institutional variables by themselves allows us to interpret the effect of these variables in the different sectors more accurately and in a clearer way than if we include these variables. We control for sector characteristics by using panel data techniques.
analysis. 8 The control variables considered here are those commonly included in FDI models:
the initial level of real GDP per capita, total population, trade openness, exchange rate, and inflation (all variables in natural logs). Data for these variables was obtained from the World Development Indicators (World Bank, 2013). For robustness we will consider other variables such as surrounding market potential, capital openness, and polity. The accompanying notes in Table 1 , which includes the summary statistics for all the variables used in our estimations, also includes a description about variable definitions and transformations.
We consider three crime variables: homicide rates, a crime victimization index, and an organized crime index. Homicide rates are obtained from the United Nations Surveys on Crime Trends and the Operations of Criminal Justice Systems (UN, 2014). We construct a crime victimization index using survey data from the Latinobarometro. Our crime victimization index represents the proportion of the population who has been themselves or their relatives victim of a crime. 9 We also include in the model an organized crime index, which is provided by the World Economic Forum (2014). 10 For the organized crime index, it is constructed with values of 1-7, where higher values represent fewer problems with organized crime. All the crime variables are entered in the model as natural logs. Taking the logs of homicides and crime victimization variables is appropriate since the distribution of these variables is skewed towards the right (the mean is greater than median). Organized crime does not show that the distribution is skewed towards the right, but we use the log of 8 For the FDI variables we used linear interpolation to fill in for missing observations. After filling in for missing data in this way, we find that 14 percent of the total number of observations used in the analysis were created by linear interpolation, which is a reasonable percentage. We are aware that using this amount of interpolated data is likely to understate reported standard which is why we estimate our model in the robustness section using the FDI data without linear interpolation. 9 There is some lack of consistency in the year 2000 and some of the 1999 data is missing for the Latinobarometro data. We therefore assume that the observations are missing for this year. Thus, we fill in with linear interpolation for the years 2000 and 1999. As a note of caution, we should add that this survey does not have weights that would allow us to infer that the proportions we estimate are completely representative of the entire population. 10 We thank Nathan Ashby for sharing with us the data on organized crime from the WEF (2014).
this variable as well for simplicity. Results do not change when we estimate our model using the level of organized crime.
For the institutional variables, we first construct an indicator of governance related to institutions that are important for business. For this indicator we use the principal component of bureaucratic quality, control of corruption, and law and order. We also consider in our model other variables provided by the International Country Risk Guide Dataset (ICRG, Political Risk Services, 2013), such as the composite risk. Table 2 presents the components of the composite risk measure. We also explore with the political risk index and its components since our emphasis is on institutions. We include each institutional variable that composes the political risk index at the time interacted with the sector dummies to avoid problems of multicolinearity. The results section only presents the results of those estimations for which we find that the interaction between the institutional variable from the political risk index and sector dummy are significant. We note that institutional variables from this dataset with higher values represent higher institutional quality (for example, higher values mean higher bureaucratic quality and law and order and less corruption). In what follows, we report the results using the two-way RE approach where data is stacked instead of running a regression for each sector. This is due to the nature of the data. By stacking the data (i.e. pooling data for the different sectors for each country) we are able to increase the number of observations which is beneficial since it allows us to have a larger sample size. The UNCTAD FDI sectoral data is not consistently available over time and running a regression for each sector will result in a small number of observations.
We also include time dummies, which are found to be significant as a group with an F test. 11 Note that, in Equation 1, we use lags of all variables in the right hand side to avoid problems of endogeneity. 12 As mentioned above, Table 1 presents the summary statistics for the variables used in this analysis in levels and natural logarithms for those variables used in the model in that form.
IV. Results
Table 3 displays the correlation matrix between the crime variables and institutional variables. When looking at the correlation between the three crime variables it is important to note that organized crime is negatively and significantly correlated with homicides and crime victimization (a negative correlation indicates that as organized crime is reduced -that is, the organized crime index increases -, crime victimization and homicide rates increases). The correlation between organized crime and homicides is of larger magnitude than the correlation between organized crime and crime victimization (-0.66 versus -0.23).
As previously suggested in our discussion of the literature, crime is likely to be correlated to the institutional environment of a country. This . Column 1 explores the importance of governance for FDI inflows and, therefore, omits any form of crime interactions. We interact governance by sector of the economy in order to understand the differential impacts of FDI. Governance seems to play a positive role on FDI inflows although the interaction turns out to be marginally significant (10 percent) only for the primary sector. Columns 2, 3 and 4 include, in addition to the sectoral interactions with governance, the sectoral interactions with crime as represented by homicide, crime victimization and the organized crime index, respectively. In Table 4 , columns 3 and 4 show that when using crime victimization and organized crime as proxies for crime, crime seems to be associated with lower FDI at least at the 5 percent level in the tertiary sector. 13 Columns 5, 6 and 7 in Table 4 show the results when we exclude the governance indicator from these models. Specifically, these estimations show that crime continues to have a negative impact on FDI in the tertiary sector (only in the cases of crime victimization and organized crime) at the 1 percent level. 13 Recall that higher values of the homicide and crime victimization variables represent more crime and higher values of the organized crime variable represent less crime.
Interestingly, the size of the coefficients for our crime variables for the tertiary sector in columns 6 and 7 are relatively larger than the ones shown in columns 3 and 4, respectively.
This finding suggests that the significant crime variables are also able to pick up some of the effect that institutions have on FDI. However, the change on the coefficients of the crime variables might also be the result of multicolinearity between the governance index and, in particular, with the organized crime variable. We note that since the governance variable is a composite index that contains bureaucratic quality, control of corruption and law and order, the former likely reflects partially the trends in crime. 14 We will discuss the issue of multicolinearity further in the robustness section and estimate alternative models that deal with this possibility. Table 5 shows the results when we include in the model the composite risk index (columns 1-4) and the political risk index (columns 5-8) separately. As discussed above, the political risk index is one of the components of the composite risk index and we include one crime variable at a time in the estimations. We find that when the composite risk index and the political risk index are included without the crime variables (columns 1 and 5), these indices are statistically significant at the 5 percent level for FDI in the tertiary sector. When the crime variables are added to the estimation together with the composite and political risk indices, crime turns out to be significant (in two of our measures, crime victimization and organized crime) but the significance of the institutional indices for the tertiary sector disappears. This is a similar finding to what we obtained when the governance indicator with the crime variables were included in the model in Table 4 , but the significance of the governance indicator was only marginal in the model without the crime variables.
14 The "law" element in "law and order" assesses the strength and impartiality of the legal system. The "order" element refers to a "popular observance of the law" (Political Risk Services, 2013) . As explained by the ICRG, a country with a good judicial system may receive a high score but this is lowered if there is a high perception of crime (they cite widespread legal strikes). So while it does capture the "crime" aspect, the direct impact cannot be readily assessed. Our crime measures are akin to a "de Facto" measure of crime and are therefore a better indicator of its impact.
In Table 5 we observe that homicides rates do not have a significant effect on FDI in any sector when we include them with the composite and political risk indices (columns 2 and 4), while crime victimization continues to show a negative significant effect at the 5 percent level on FDI in the tertiary sector (columns 3 and 7). In the latter two estimations (columns 3 and 7), we observe that crime victimization also has a significant negative effect at the 5 percent level on FDI in the secondary sector, which is different to what we found before in Table 4 .
When we add the index of organized crime (columns 4 and 8), we continue to observe that organized crime affects FDI in the tertiary sector (coefficient for sectoral interactive term for the tertiary sector is positive and statistically significant at the 1 percent level).
We tested for the impact of all of the institutional variables that compose the political risk index (presented in Table 3 ) on FDI, without including the crime variables first. These estimations showed that bureaucratic quality, government stability, internal conflict and investment profile were the only ones to be statistically significant for FDI in the tertiary sector at least at the 5 percent level. Table 6 includes the estimates from the models that include the bureaucratic quality and government stability variables, and Table 7 includes the estimations for the models that include the internal conflict and investment profile variables. Table 6 shows that when we include the bureaucratic quality and government stability variables, one at the time and without the crime variables (columns 1 and 5), these variables have a significant positive coefficient for FDI in the tertiary sector. Similar to the results documented with the other institutional variables in Tables 4 and 5, the significance of the institutional variables goes away when the crime variables are added to the model. Estimates
in Table 6 show that when crime victimization and organized crime are included in the model with bureaucratic quality (columns 3 and 4) and government stability (columns 7 and 8), crime continues to have a significant negative effect in the tertiary sector. One difference is that homicide has a positive significant coefficient for FDI in the tertiary sector when we include this variable with the bureaucratic quality variable, which is counterintuitive (column 2). An ad-hoc hypothesis is that this could be because services generally locate in bigger cities where crime is generally higher (and therefore, crime could be acting as a proxy for bigcity effect). However, the positive effect of homicides on the tertiary sector found here is not relevant since this is the only estimation in which homicides have a significant effect on sectoral FDI. Table 7 , which include estimates from the model that takes into account internal conflict (columns 1-4) and investment profile (columns 5-8) separately, are very similar to what we found before. When including internal conflict in the model and investment profile by themselves (columns 1 and 5), we find that lower internal conflict and higher investment profile are associated with greater FDI in the tertiary sector (recall that higher values of these variables represent better political and institutional environments). In columns 2-4, where we add the crime variables to the model with internal conflict, we continue to observe that crime victimization and organized crime have a significant impact on FDI in the tertiary sector. This result is maintained in column 3, where we added crime victimization: internal conflict continues to have a positive effect on FDI in the tertiary sector.
Results in
In columns 6-8, we include the crime variables in the model with investment profile and, once again, we observe that crime victimization and organized crime have a significant negative impact on FDI in the tertiary sector. We observe that the significance of the investment profile variable for FDI in the tertiary sector becomes insignificant (at least at the 10 percent level) when we include homicides and organized crime, respectively (columns 6 and 8) and marginally significant (10 percent level) when we include homicides (column 7)..
Finally, since the interaction term for the crime and institutional variables with the tertiary sector dummy is significant across estimations, we next turn to the magnitude of the effect of crime and institutions on FDI in this specific sector. Table 8 presents the estimated marginal effect for a 1 percent change and for a 1 standard deviation change using the coefficients for the estimations shown in Tables 4-7, that include the crime and institutional variables separately for the full sample. We note that, in terms of standard deviations, the marginal effects of institutional variables have a large impact on FDI. Nonetheless, it is expected that the variability of the institutional variables has been reduced in the last decades. For the crime variables we observe that a one percent increase in crime victimization is associated with a reduction of FDI in the tertiary sector of 1.52 percent. We also observe than an increase in the organized crime index of 1 percent, which represent a reduction of organized crime, results in an increase of FDI in the tertiary sector by 1.37. It is interesting to note that the marginal effect of the institutional variables is similar to the marginal effect of the crime variables. We find that a 1 percent increase in the institutional variables is expected to lead to an increase on FDI in the tertiary sector in the range 1.55-1.03 percent.
Before we move into the discussion of the robustness checks used in this analysis, we summarize here the main findings. First, we find that there is a correlation between institutional and crime variables, which is important to keep in mind when we have a model where institutional and crime variables are accounted for at the same time. Second, we observe that there are several institutional variables that have a significant effect on FDI in the tertiary sector but no effect in other sectors (composite risk, political risk, bureaucratic quality, government stability, internal conflict, and investment profile). Third, in most cases we observe that when crime variables are added to the model, the significance of the institutional variables disappears. This finding is supportive of the important interconnection between institutions and crime. Fourth, we find that crime victimization and organized crime have a robust significant effect on FDI in the tertiary sector while homicides had an impact in only one estimation. Thus, an important implication of our findings is that, when analysing the impact of crime on FDI, it is important to use alternative measures of crime and not just focus on the most commonly used indicator (homicide rates). Moreover, as the quality of data improves over time, using disaggregated data by sector (and even firm specific data) should be the direction of future research on FDI in developing countries. While there may be global drivers to FDI, each sector has its own idiosyncrasies which need to be assessed and accounted for. Originally, we were cautious in hypothesizing what results should be expected at the sectoral level but, in hindsight, crime should logically be a deterrent mainly for investment in the tertiary sector. As pointed out above, activity in the tertiary sector encompasses services, tourism and other activities in which human interaction matters in a different way that it does when looking at other sectors.
V. Robustness Tests
We tested for the robustness of our results by using the following strategies: 1) we use FDI inflows instead of FDI as a share of GDP, 2) we followed the previous strategy where we use FDI as a share of GDP as our dependent variable but include in the model only data that has not been interpolated, 3) we include sector dummies in addition to our interaction terms, and 4) we examine additional control variables to account for the possibility of omitted variable bias (surrounding market potential, capital openness and polity) to the baseline model with each crime variable included one at the time. While we do not present the results for these specifications due to space considerations, in general, all of our results remain qualitatively unchanged when we change estimation strategies suggesting that the findings presented above are robust to the specification changes we employed. Overall, the conclusion that the crime victimization and organized crime variables have a significant effect on FDI in the tertiary sector, is maintained throughout all these estimations.
For robustness purposes, we also explore further the issue of multicolinearity. We performed a multicolinearity test for the models estimated in Table 4 , columns 2-4, which include the governance indicator and the crime variables one at the time. The results of the test show that the Variance Inflation Factors (VIF) are greater than 10 for crime victimization and organized crime. For some of the control variables, as we expected, we also find that VIF are greater than 10 (i.e. for initial GDP, population, and trade). This is not uncommon with aggregate data but to identify whether multicolinearity is severe, we estimate the models shown in columns 5-7 of Table 4 , without the control variables that showed high VIF. We do not observe loss of significance or changes of signs in the reduced models and find that crime victimization and organized crime continue to have a significant effect on FDI in the tertiary sector. Thus, we conclude that while inclusion of the variables discussed above may introduce some multicolinearity in the estimations presented in Table 4 , it is not severe enough to qualitatively change our results.
We also estimate our model including only Latin American countries. One could argue that there is a significant difference between Latin American and Caribbean countries, and for these reasons we estimate all the models shown in Tables 4-7 excluding the Dominican Republic, Jamaica, and Trinidad and Tobago. Table 9 shows a selected set of estimates for the models estimated with the reduced sample. 15 In Table 9 we only present the results that include crime victimization and organized crime in the estimations since homicides was never significant either for the full sample or for the reduced sample. Our previous results for the full sample are robust to using a reduced sample that includes only Latin American countries suggesting that the results are not driven by the Caribbean countries. 15 Results for all estimations shown in Tables 4-7 for the reduced sample are available upon request.
In columns 1 and 2 of Table 9 , where we include crime victimization and organized crime separately, we find similar results to the estimates shown in Table 4 , columns 6 and 7, for the full sample. The size of the coefficients of the interactive term of the crime variables and the tertiary sector dummy are even larger when we restrict the sample to Latin American countries. One difference for this set of estimations is that organized crime also has a significant effect at the 5 percent level on FDI in the secondary sector, which is different from what was found for the full sample. Crime victimization has a marginal significant effect (10 percent level) on FDI in the secondary sector. Table 9 , columns 3 and 4, show that the estimates of the composite and political risk indices interacted with the tertiary sector dummy are of the same magnitude as the ones shown in Table 5 , columns 1 and 5. When estimating the model that includes the different components of the political risk index shown in Tables 6 and 7 using the reduced sample, we find very similar results (compare estimates in columns 5-8 of Table 9 , with estimates in columns 1 and 5 of Tables 6 and 7) . Interestingly, the size of the coefficients for the institutional variables discussed here are slightly smaller than those found for the full sample.
Furthermore, we also include the results obtained when we estimate the same models shown in Table 4 using a Fixed Effect model. It could be argued that one of the reasons why the Hausman test might reject the fixed effects model is that some of the independent variables are highly persistent, making it difficult to derive statistical significance. Table 10 presents the estimates obtained when we include in the model the interaction of the sector dummy with the governance indicator without including the crime variables (column 1), the interaction of the sector dummy with the governance and crime variables (columns 2-4), and the interaction of the sector dummy with the crime variables without including the governance indicators (columns 5-7). The impact of crime victimization and organized crime on FDI in the tertiary sector is robust to using the FE model (Table 10) confirming the results of the RE model (Table 4) . One difference we observe when using the FE model is that the homicide rate has now a significant negative effect on FDI in the secondary sector (columns 2 and 5, Table 10) at the 5 percent level, which was not observed when using the RE model (columns 2 and 5, Table 4 ). Another difference is that crime victimization has a negative significant effect on FDI in the secondary sector at the 10 and 5 percent level (columns 3 and 6, Table 10 ), which was also not observed when using the RE model (columns 3 and 6, Table   4 ). Thus, the inclusion of the estimates from the FE model allows us conclude that the negative effect of crime on FDI in the tertiary is robust, while there are also some signs that crime affects FDI in the secondary sector. Since the impact of crime on the secondary sector is not as robust, we prefer to focus on the evidence that strongly supports our results regarding its impact on the tertiary sector.
VI. Conclusion
It has long been recognized that foreign direct investment has been a motor for economic development in middle and low income countries. Latin America has benefited in many ways from these inflows and therefore, not only academics but also policy makers have sustained a quest to investigate, determine and discern the drivers and determinants of FDI into the region. Of particular importance has been the role of institutions and its interplay with violence and crime. While Latin American countries have made great advances in terms of institutional improvements, the region still remains as one of the most violent regions in the world.
In this paper, we study the impact of crime and institutions on foreign direct investment to Latin America. We pay particular attention to the interplay between crime and institutions. We find that there is correlation between the institutional and crime variables, where the significance of institutional variables tends to go away when the crime variables are added to the model. In particular, we explore three different variables related to crime (homicides, crime victimization, and organized crime index), and find crime victimization and organized crime index to be statistically significant in most estimations for the tertiary sector where increases on crime victimization and organized crime are associated with lower FDI in that sector. This leads to an unfortunate conclusion. The transition to democratic government in the region over the last 25 years has led to significant improvements in institutional quality. Ceteris paribus, these improvements should have led to higher levels of FDI. However, our results are indicating that the surge in crime which has occurred seems to be virtually negating the positive effects of better institutions. Our results therefore point to another important reason for decreasing crime, and increasing efforts to make crime reduction an important matter of public policy.
Our analysis also provides important insights related to the motivations of FDI and the importance of conducting sectoral analysis. We did not find a significant impact of crime on FDI in the primary sector. This makes sense as FDI in the primary sector is largely motivated by the availability of natural resources in a specific country. Therefore, we might expect firms to be indifferent to crime and our results corroborate this. A similar story applies to FDI in the secondary sector. In few instances, we found that our crime variables had a significant effect on FDI in the secondary sector, but this was not a robust finding. FDI in the secondary sector is motivated by cost advantages in the form of low labor costs and investment is also motivated with the purpose of serving the global market. From our findings, we could hypothesize that when firms chose to invest in the secondary sector in Latin America and the Caribbean, the rate of return is potentially high enough to offset the costs derived from crime.
In the tertiary sector, firms are motivated in general, to invest with the purpose of serving that specific market. Investment in this sector is associated with tourism, education, financial services, real state, among others. Thus, the impact of crime is likely to affect only the tertiary sector, which is what our analysis shows. Thus, our analysis indicates that lower levels of FDI in the tertiary sector are to be expected if crime continues to be an issue in this region, which will preclude these economies towards developing this sector.
To develop a deeper understanding of the interconnection of institutions and crime for capital flows, further research at the firm level that focuses on the motivations of FDI is warranted. Data collected through interviews with top managers of multinational enterprises could provide important insights on how institutional deficiencies and high crime rates affects investment decision, and whether they will be discouraged by these environments or accommodate for these deficiencies. Previous experience in a specific country is likely to play a role mitigating some of the detrimental effects of low institutional quality and crime, and this could be studied with firm level data.
United Nations Development Programme (2013) Citizen Security with a Human Face: Evidence and proposals for Latin America. Notes: (a) Summary statistics for all variables but FDI are using the first lag. The natural logarithm for the non-positive values (FDI and Inflation) are truncated with the natural logarithm of half the minimum positive value. We use linear interpolation for the variables. In parenthesis we denote the number of observations filled in with linear interpolation. (b) For initial GDP per capita we use real GDP in 2000 constant US dollars. This variable is time variant as it is initial level a five year period. Trade openness is exports plus imports as a share of GDP and the exchange rate variable is the official exchange rate, where it is expressed as the number of local currency units per US dollar. (c) We construct surrounding market potential as in Blanco (2012) . Capital openness data is obtained from Chinn and Ito (2008) , and polity data from the polity IV database (Marshall and Jagger, 2013) . Standard errors in parenthesis. ***, **, and * represent statistical significance at the 1, 5, and 10 percent level. Estimations derived from the model including crime victimization and organized crime shown in columns 1 and 2, respectively. Estimations derived from the model including the composite and political risk indices shown in columns 3 and 4, respectively. Estimations derived from the model including bureaucratic quality, government stability, internal conflict and investment profile shown in columns 5-8, respectively. Random Effects model used in all estimations. 
