Abstract-The problem of correlation degradation introduced as a result of the track and motional instabilities in a transiting target is addressed. The target is assumed to consist of a narrow-band signal source which is received at two remotely located sensors. The outputs are processed through a correlation-type detector.
creates an absolute upper bound on the useful coherence integration time which can be employed in the processor. The latter will depend on the spectral characteristics of the motional instabilities as well as the variance of the target course and speed. Results of the expected processor degradation are presented in both functional and graphical form for convenience in interpretation and data abstraction. An optimum integration time is derived from the standpoint of optimizing the processor gain for signal detection in an incoherent signal background.
It is concluded that tillget motion can be the most serious deterrent to the use of coherent signal processors over exceptionally long integration intervals.
I. INTRODUCTION

C
OHERENT signal processing is a proven technique for detection and parameter estimation in a number of practical applications. To date, however, little is known about the limitations on the integration interval over which coherent processing can be usefully employed.
The -subject paper addresses the problem of correlation degradation introduced as a result of the track and motional anomalies inherent in a transiting target. The target is assumed to emit a narrowband signal signature which is being received at two or more remotely located signal sensors. The normal signal compensation controls available in correlation processing are; a fixed time delay (to align the two received signals in time register), and a fixed time scale-factor shift (to compensate for Doppler differences between the two signals). Although these controls have proven adequate over sufficiently small integration intervals, the correlation degradation inherent in target motion will become increasingly severe as the analysis interval (or integration time) is extended.
It will be the object of this paper to determine, quantitatively, the correlation degradation (due to target motion considerations) to be expected as a function of; the system geometry, the signal center frequency, the correlation integration time, and the nature and characteristics of the target motional track. The author is with the Naval Research Laboratory, Washington, DC 20315.
For a given system geometry, signal center frequency, and anticipated motional characteristics then, an appropriate integration time can be chosen to optimize the correlation processor in some useful sense. To this end, the analyses in this paper are objectively conducted.
FORMULATION OF THE PROBLEM A. Time Scale-Factor Function
When a signal source is in motion in an ideal transmission medium, the signal received at a remote point in the medium will be a distorted replica of the source signal. If the source signal is u(t), and if we ignore attenuation and the propagation delay time, the signal received at a remote sensor x can be written as u(k,t), where k, is the time scale-factor distortion due to source motion. ' The time scale-factor function k, will obey the simple dynamics relation
) dt where u, is the component of source velocity along the propagation path from the source to the receiving sensor, and c is the average velocity of propagation over the propagation path. For convenience, the time scale-factor function may be written as k,(t) = 1 -I S,(t) where 6, is called the time scale-factor shift between the source and receiving sensor. Thus, it is seen that 6, is the solution to the simple first order differential equation where a is an arbitrary constant. From (2) (3) (4) , it is evident that the time scale-factor shift function is a form of running time average of u,/c involving an arbitrary constant. Consequently, when u,/c is invariant (constant), 6, may be reduced to a constant equal to u,/c.
Worthy of note at this point is that the ratio of u, to c is See the Appendix. 
U.S.
B. Geometry Considerations
Consider the system geometry illustrated in Fig. 1 . A target source, located at point 0, is traveling along some course P at a velocity u (either or both of which may be time variable). The ray paths from the source to the receiving points x and y emanate along courses Pox and Pay, respectively.
From (2-4), the time scale-factor shift variables realized at the x and y receiving sensors will be
where dl of the individual elements in the above expressions can be considered as variable.
The difference in time scale-factor shift that will exist between the two receiving sensors y and x, will therefore be 6 y x (~, P ; P o x , P o y ) = 6 y -6 , where a = Pox -Poy (2-7a)
The parameter a is simply the aperture angle from the source to the two receiving sensors, and the parameter cp is a measure of the source course relative to the mean angle from the source to the two receiving sensors.
C, Turget Motion Considerations
Assume, now, that the relative ranges illustrated in Fig. 1 are sufficiently large so that systematic changes in the relative geometry can be ignored over the temporal intervals which will be considered in the analysis to follow. (This presents no serious restriction since the systematic geometry variation problem can be treated separately in a manner similar to the problem being presently formulated.) Under the stipulated is defined to minimize the correlation degradation over the analysis interval T by ensuring that the mean value of (SYx -&)t over the integration time Tis zero.
From (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) , it can be seen that the coefficients of the two terms are in quadrature relative to the mean course parameter PO. Thus, when the one coefficient is maximum, the other will be zero. As will become evident shortly, (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) will play a significant role in the analyses to follow.
D. Time Scale-Factor Correction
Assume now that the target signals, received at the x and y receiving sensors (see Fig. l ) , have been appropriately aligned in time register at some futed reference point in time (say at t = 0). The two received signals will then differ only in time scale-factor. The two signals can be written as u,(t) = u(k,t) and uy(t) = u(kyt), respectively; where k, = 1 t 6, and k,, = 1 t 6,. Therefore,
Because 6, is variable, it cannot be compensated for perfectly by a simple fured time scale-factor change. However, 6, can be compensated to reduce the correlation degradation between the two signals to a minimum. Correcting for the optimum time scale-factor shift then,
is given in (2-14) .
E. The Correlation Integral
The relevant cross-correlation function will involve the product of the signals from the two receiving sensors after the signals have been adjusted in both time register and time scalefactor. Consequently, when the two signals are properly aligned in time register and corrected for the optimum time scale-factor shift, the product function will be Assuming that ux(t) is a narrow bandwidth signal, it can be represented as u,(t) = sin (27rft + 4) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) where f is a parametric variable' with mean value f,, and whose maximum deviation about f , is small compared with f, .
Under these circumstances, the product function may be written as 2A parametric variable, in this case, is one which may be treated as a parameter from the short-term standpoint (time in the order of one to several times l/f,), but can otherwise vary over long time intervals. The parametric restriction is, primarily, on the rate-of-change of the variable. 
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And the resulting normalized cross-correlation function, over integration time T (assuming that T is very large compared with llf,), becomes When 6, -6, is zero (that is, when ou and up are both zero), the resulting correlation function is simply unity. Consequently, y,&"' ) will be a measure of the degradation in correlation coefficient suffered as a result of the instabilities in target (source) motion.
SOLUTION OF THE CORRELATION DEGRADATION FUNCTION A . Definition of Parameters and Variables
Before solving the correlation degradation function, it will be convenient to define new parameters as follows. Let and From (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) , , and (3-2) then, the phase argument in (2-22) may be written To solve a specific problem, each term in (3-3) can be treated separately and then summed to form the composite phase function, e(t). It will be convenient, however, to define a single variable and a single parameter as follows. Let
where e=-.
(3-5)
The variance of the new variable will be where p is the correlation coefficient between the two variables, C1 (t) and 5 2 (t). When the indicated variables are statistically independent or are orthogonal, the last term in (3-6) will be zero. In the revised nomenclature, and a&?) = 2nc f l = 27Teu&-).
(3-8) 
B. Solution Dependence on pe(O) and ug(T)
From and , the correlation degradation function becomes
where pe(O) is the probability density, u$(T> is the variance, and rnk(T) is the kth moment of 19 (t) all computed over the interval 0 < t < T .
Consider, now, that ,$,(t) and & ( t ) are random Gaussian variables. Under these circumstances, c(t) and O(t) will be zero mean statistical variables with a Normal probability density distribution. Consequently, yfv(T) is readily determined to be Consider next that {(t) is a sinusoidal type of function whose amplitude and frequency may be slowly varying. The probability density for this type of function may be shown to be
where p~ ( x ) is the probability density of the sinusoidal amplitude variable. Therefore, from (3-9) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) where Jo(x) is the zero-order Bessel function of the first kind for the indicated argument.
When ~R ( x ) is the Rayleigh distribution function, (3-12) reduces to (3-10) as would be expected (since, in this case, O will be Normally distributed). When the sinusoidal amplitude is constant (equal to e, ), (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) To study the effect of a variety of phase distributions on the correlation degradation, (3-9) has been computed for seven different (but symmetrical) phase probability density functions. The results are illustrated in Fig. 2 . The individual curves are a plot of the correlation degradation TN(T), as a function of the standard deviation (To for each phase distribution. The probability density functions chosen, along with the output solutions, are given in Table I .
The seven probability density functions chosen span a gamut of phase concentrations from the extreme limits "OM to near zero. In Curve 1, the phase is concentrated totally at the outer extremity limits, while in Curve 2 the phase distribution is biased toward the outer extremity limits 10,. Curve 3 is the result of a uniform phase distribution over -OM < O < OM.
In curves 4 , 5 , and 6, the phase distributions become more concentrated toward the central (or zero) position and decrease to zero at the extremity limits +0,.
Curve 7 is the result of a Normal (or Gaussian) probability density function with zero mean.
The significant feature of Fig. 2 is the fact that for values of 00 less than or equal to about unity, the correlation degradation is (almost) totally dependent on only the value of the standard deviation ag and (relatively) independent of the phase distribution. For purposes of analysis, this is important. It means that knowledge of the standard deviation 0 8 alone is sufficient to accurately predict the amount of correlation degradation due to motional trajectory anomalies. This will be true just as long as such degradation predictions are less than about 4 to 5 dB (ug equal to or less than unity). As the correlation degradation increases beyond these lower bounds, one is less inclined to be concerned with the precision of the prediction since, in general, the degradation has reached what can be considered intolerable levels. In any event, the range of correlation degradation is certainly evident from the cluster of curves in Fig. 2 .
As a consequence of the above analysis, it is reasonable to bound the correlation coefficient as follows 
The problem of determining the standard deviating U,g , from a knowledge of the characteristics of the variable t(t) will now be addressed.
C. Determination of Standard Deviation Q ( T )
As defined earlier, the motional variable t ( t ) is a zero mean function with unity variance over the analysis interval
Thus, over the analysis interval T , this function can be represented by the Fourier series
And the variance of k(t) over the relevant interval is,
is the Fourier transform of ( ( t ) computed over the interval
Using the relations given in (2-12) and (2-13), the variable
O<t<T.
{ ( t ; T )
The variance of c(t) will therefore be Since the power spectral density of t(t) is
the standard deviation of O,g may be readily determined from (3) (4) (5) (6) (7) (8) , (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) , and (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) . Thus,
where h(T) is a factor that is dependent on only the spectral distribution of power in the motional instability function t ( t ) and the analysis interval T (correlator integration time).
Since the infinite summation involved in (3-24) may (in certain instances) be difficult to compute, a suitable approximation for h(T) may readily be shown to be 
D. Example Power Spectral Distributions PE(v)
To illustrate the solution of the correlation degradation function using the relations derived in the previous analyses, several examples have been chosen to demonstrate the influence of the power spectral distribution of $(t) on the correlation degradation.
Of particular interest will be the dependence of the standard deviation oe(T) on the correlation integration time T for specific classes of power spectral density functions.
1) The Exponentially Decaying Power Spectrum : Consider first the case of an exponentially decaying power spectrum where the spectral power is concentrated at the low frequency extreme of 1/T Hz and falls off exponentially with increasing frequency. Let the power spectral density function be represented as This function is unity at v = 1/T and falls off at 3 q dB per octave as the frequency is increased. Using , it is a simple matter to show that where Z ( ) is the Riemann Zeta function of the enclosed argument. For q = 1, the above function is zero. As q increases above one, the function increases monotonically and approaches ET as q goes to infinity. The dependence of the function q ( T ) on the parameter q is illustrated in Table 11 .
2) The Uniform Low-Band Power Spectrum : Consider next a power spectrum which is essentially uniform over the frequency band from 1/T G v < vo, after which the power spectrum falls off at an exponential rate. Let the power spectral density function be represented as
(3-29)
For q greater than one this function is relatively constant out to the neighborhood of v = v o , after which the power spectrum decays at a rate approaching 3 q dB octave at vo.
When the parameter 4 is very large, the power spectrum takes the shape of a rectangle of unit height and width equal to q+-where h(x) is the Heaviside unit step function. When 4 = 1, the standard deviation oe(T) will be zero as in the previous example. When q = 2, the standard deviation becomes > 0.72 e m , (for 1 < vo T). As q approaches infinity, the standard deviation approaches
(3-32)
3) The Peak Band-limited Power Spectrum : Consider finally a power spectrum which rises from an initial value (at v = 1/T) to some peak value at v = vo, and then decays rapidly as v increases beyond vo . Let the power spectral density function be represented as
The above function is maximum at v = vo and falls off on either side of this frequency. The peakedness of the function in the neighborhood of v = vo is a monotonically increasing function of the parameter 4. As q approaches infinity, the function approaches a singular point at v = vo. Thus, for very large values of q , the power spectral density function can be represented as the Dirac delta function
(3-34)
When q = 2, the standard deviation Q ( T ) will be <d3 e/vO (for 1 < V~T ) where N ( ) is the integral of the Normal distribution function for the given argument.
As q approaches infinity, the standard deviation approaches
4) Summary Analysis:
The results of the three classes of power spectral density functions previously analyzed are displayed in Table HI1 degradation has reached what can be considered intolerable levels.)
The analyses clearly indicate that the more the power spectral density of [ ( t ) is concentrated toward the low end of the frequency spectrum, the more severe will be the correlation degradation. Conversely, as the power spectral density becomes more concentrated at the higher frequencies, the less will be the correlation degradation. For power spectral distributions which fall off at a rate in excess of 3 dB per octave, the standard deviation oe(T) will be directly proportional to the integration time T. For power spectral distributions which are relatively uniform out to some frequency vo, after which they fall off at a rate in excess of 3 dB per octave of vo , the standard deviation Oe(T) will be directly proportional to the square root of T and inversely proportional to the square root of vo. For power spectral distributions which rise at a rate equal to (or in excess of) 6 dB per octave out to some peak frequency vo, after which they fall off at a rate in excess of 3 dB per octave, the standard deviation will be independent of the integration time T and inversely proportional to the peak frequency vo. In these latter two cases, it is assumed that the correlation integration time is greater than the inverse of the frequency vo . (It should be apparent that as the integration time T decreases and becomes less than the inverse critical frequency vo , the latter two cases revert to the first case shown in Table 111 .)
It is reasonable to speculate that the nature of vehicle motional instability is more nearly represented by the third case shown in Table 111 . A transiting vehicle will generally undulate about some fxed course and speed as a pilot (or helmsman) attempts to maintain a prescribed speed and heading. It is reasonable to expect the frequency of the undulation to remain relatively constant over relatively long periods of time. Consequently, if the correlation integration time is appreciably greater than the inverse frequency of motional undulation, the resulting correlation degradation will be independent of the correlator integration time. In the next section, a particular example will be studied which demonstrates the correlation degradation as a function of the integration time for an idealized sinusoidal. target motional variation.,
IV. SPECIFIC SOLUTIONS OF THE CORRELATION DEGRADATION PROBLEM
In the previous section, the general solution to the correlation degradation integral was discussed in some detail. In this section the degradation integral will be solved in closed form for specific target motional variables [(t) . The solutions will demonstrate a number of the principles covered in the earlier analyses.
A. Sinusoidal Target Motion Variable
For purposes of analysis, consider a target motion variable t(t) which is a pure sinusoidal fluctuation with time, and whose frequency vo may be treated as a parameter. Over the interval 0 < t < T , let the motional variable be represented as
where + = nuo T and where
It can be verified that t(t) is a zero mean variable over 0 < t < T with standard deviation equal to unity.
The selected target motion variable is a natural one, and one that is representative of a vehicle transiting a sinusoidal track with period l/vo. This is a natural choice to study, since any guided vehicle will follow a weaving path as the pilot (or control system) continually adjusts the vehicle heading to correct for base course deviations. When the parameter + is made very small (viz. +<< I), the time scalefactor variable reduces to the simple linear function.
(4-3)
This is representative of linear change in speed (or a linear change in course) over the analysis interval T.
Applying (2-12) and (2-13), the variable t(t) is computed to be
and As 4 gets small (4 << 1) the above functions approach Fig. 3 . The curves illustrate the minimal interchannel phase-difference error resulting from the target motional instability. The function reaches its lower limiting bound (Curve 1) for 4 approximately equal to n/4. At the higher values of @, the phase curves will be sinusoidal in form.
B. Correlation Degradation
In the present example, the correlation degradation may be solved for directly by using the first integral representation in predicted from the earlier analysis based upon power spectral distribution considerations. It will be recalled that the more the power in [(t) becomes concentrated at the lower frequency 1/T, the larger will be the value of the standard deviation oo ( T ) . Consequently, as 4 = nuo T is lowered to the value n, the power spectral density of [(t) becomes maximally concentrated at the frequency 1/T. As 4 is further decreased below the value n, the spectral power of ( ( t ) is partitioned into the fundamental frequency 1/T and the harmonics of the fundamental frequency. Thus, the spectral power of [(t) is spread over a wide range of frequencies and Q ( T ) decreases from its maximum value. This phenomenon will become evident in the power spectrum analysis to follow.
C. Power Spectrum PE(v) and Standard Deviation oe(T)
It will prove informative to demonstrate the standard deviation oo(T) approach to the correlation degradation for the specific example selected, since this approach has more universal application.
From ( 
(3 (4-14)
Using (3) (4) (5) (6) (7) (8) , , and (4-5), the standard deviation may be computed as
~( T ; v o ) = e T n2 [n2 -(vo T)2 ] -2 1
For voT = m (@ = m r ) , the standard deviation is simply e/uo = €Tim. And for voT< 114 (@< n/4), the standard deviation of 6 ' approaches
u e ( T ) =~T~Z~= n f T /~~0 . 8 1 ET. (4-16)
A plot of uo (e) as a function of uo T (or $/T) is illustrated in Fig. 5 . Two curves are shown to delineate the influence of both the integration time T , and the frequency vo on the standard deviation 00.
A study of Fig. 5 demonstrates a number of the properties inherent in the sinusoidal target motion variable. It will be noticed that for vo fured and voT< 1/4, the value of ue(T) will be proportional to the correlator integration time T. This was predictable since the power spectral density of [ ( t ) falls off at a rate inversely proportional to the square of the frequency (see Table 111 ). The correlation degradation increases with increased integration time up to the point where T becomes greater than l/vo. After this point, the correlation degradation levels off (oscillating slightly about some fixed value) as T is further increased. When T is much greater than l / v o , the value of ( T ) will be (essentially) independent of the integration time
T. This was also predictable since the power spectral density of [(t), given in (4) (5) (6) (7) (8) (9) (10) (11) or (4) (5) (6) (7) (8) (9) (10) (11) (12) , fits the general characteristics of the third curve in Table 111 .
For a fixed integration time, the dependence of q ( T ; vo) on the frequency vo is given by the broken curve (Fig. 5) . The above example clearly demonstrates the applicability of the power spectral density approach to determine the standard deviation of the phase function 8 (t). The merit of using uo to predict the correlation degradation should be evident from the earlier analyses.
D. Target Motion Step Function
As a second specific example, consider that the target motion variable [(t) is a step function, where the step occurs somewhere in the interval 0 < t < T. That is, let (It can be readily verified that t is a zero mean variable with unity variance.) Such a function represents a fixed change in the target speed (or course) in the situation where the time required to effect the change is small compared with the integration time T. In this situation, q, in (2) (3) (4) (5) (6) (7) (8) or up in (2-9) is simply equal to (4-1 8 ) ( 
4-1 9 )
where Av and Ap represent the step changes in speed and course, respectively.
Following the procedures instituted in the earlier analyses, it can be verified that The expected value of the correlation coefficient is therefore, (44-25)
E. Variable Geometry Problem
In the earlier analyses, the variation of the system geometry with target motion has been assumed to be negligible. The basic problem had been formulated on the assumption that only the target course and speed were variable. It will now be well to study the correlation degradation due to variations in the system geometry resulting from the target motion. For this analysis, the target course and speed will be assumed to be constant.
From (2-6) and (2-7) it can readily be shown that the time scale-factor shift due to the variation in system geometry may be approximated as when uo T << R, or R,. (That is, when the distance traveled by the target over the analysis interval Tis much smaller than the distance from the target to both of the two receiving sensors.) In the preceding equation, the velocity units are in knots, the range units are in nautical miles and the units of time are in seconds.
If now, the target speed uo and the target course are assumed constant, the time scale-factor shift can be reduced to 
t(t) =+%m(t / T)
(The third term in (4-26) has been dropped since, in general, this term is much smaller than the second term and will contribute negligibly to the correlation degradation.) It will be noted that E(t) (in this case) is identical to that given in (4-3). Consequently, the solution for { ( t ) will be that given by (4) (5) (6) . For convenience, a parameter eo will be defined as where
is the target speed in knots; fc is the center frequency of the target source in Hz; C is the mean propagation velocity in knots; R,,R, are the ranges of the target to the respective receiving sensors in nautical miles; P is the angle of the target course (see Fig. 1); pox, Po, are the angles of the propagation path from the target to the respective receiving sensors (see Fig. 1 ).
Following the procedures instituted in the earlier analyses, it is a simple matter to show that where S( ) and C( ) are the Fresnel sine and cosine integrals for the indicated argument. It will be noted that (4-3 1) and (4-32) have the same form as (4-16) and (4-10) with ET being replaced by (EO T)2. A plot of the resulting correlation degradation as a function of EOT is given in Fig. 6 . It will be noted that the correlation degradation increases rapidly for values of eo T greater than about 0.9.
In any practical problem, the combination of the variable geometry (due to the mean target track) and target motional anomalies will both be present to cause phase correlation degradation. To obtain an estimate of the combined effect on the correlation degradation, one need only incoherently sum the phase standard deviations for each of the individual contributors. Thus,
The resulting standard deviation for the phase error may then be used with (3-15) or with Fig. 2 to obtain an estimate of the correlation degradation for the combined distortion inducing mechanisms.
V. OPTIMIZING THE CORRELATOR INTEGRATION TIME With the solution of the correlation degradation integral, the question arises as to what integration time would be suitable or optimum when correlation processing is to be employed in a practical problem. Since degradation is never a desirable result, one would be motivated to keep the integration time small to minimize the correlation degradation due to target motion anomalies. On the other hand, the use of a large integration time is desirable from the standpoint of detection sensitivity and motional parameter resolution. Since detection is probably the most critical factor in most practical applications of correlation processors, the maximization of signal processor gain is the one which will be addressed in this report.
A. Maximizing the Signal Processing Gain
It is well known that the processing gain of a signal cross correlator is directly proportional to the square root of the correlator integration time.3 Consequently, there is ample motivation to increase the integration time of the correlation processor to the point where any further improvement in processing gain (achieved by increased integration time) is offset by the degradation due to the target motional effects. Based upon this philosophy, it would appear desirable to maximize the processor gain function where c1 is a proportionality constant.
On the other hand, detection enhancement can also be achieved through postcorrelation integration (nonphase coherent) processing of the correlation processor output. Though not as sensitive, postcorrelation summation is also time dependent. The gain achieved through postcorrelation integration of the correlator output will generally be proportional to the fourth root of the ratio of the total processing time to the correlator (or coherent) integration time. Ch. 3, p. 127, (3.11-31) ; 1970.
the overall processing gain would be
G~( T ) = c~( T~/ T )~/~T "~~N ( T ) = c~( T~T )~~~~N ( T ) .
(5-2)
In this situation, optimum results will be achieved by
In the interests of generality, let the processor gain funcchoosing the integration time T which maximizes (5-2).
tion be G(T) = co T4YN(T> where the decision on a suitable choice for q can be deferred until the time of application. The procedure will therefore be to find the value of T which maximizes . A suitable approach is to solve the equation Since YN is a monotonically decreasing function of a0 , and since the form of Q(T) is known to approximate (over, at least, a portion of the range of T) q(T) (5) (6) it will be convenient to solve in terms of the phase standard deviation oe(T).
From (5-5) and (5-6) then,
Using the functional bounds on YN given in (3-15) the solutions to (5) (6) (7) are readily determined to be 00 =m (5 -8 a) and a0 tan o0 = q / p . (5-8b) A plot of,the above bounds on ae(T) as a function of the ratio q/p is shown in Fig. 7 . For representative choices of q and p , the optimum choice for ae(T) will range from 0.35 to about 0.8.
It should be noted that the preceding procedure for determining an optimum u0 is predicated on the relation given in (5) (6) . Since this relationship may be valid for only a limited region of the parameter T, the resulting processing gain (thus derived) may be only a localized maximum. One is therefore cautioned to examine the behavior of oe(T) over an extended range of values of T to see whether the localized maximum is equaled or exceeded at larger values of integration time.
B. Sensitivity of the Processing Gain to IntegratioM Time
The purpose of the present analysis is to find the optimum integration time for a correlation processor from the standpoint of maximizing the overall detection processing gain. Although the procedures for accomplishing this objective have been developed, the true value of these procedures will be dependent on the sensitivity of the processing gain to the correlation integration time. The reason for this is that the optimum integration time is dependent on a number of uncontrollable parameters (target location, speed, course, motional behavior, etc.) which are neither known precisely nor stationary with time. Consequently, the determination of the optimum integration time will (in many situations) be a best estimate, based upon limited knowledge about the relevant parameters involved in the optimization equation. Therefore, it will be worthwhile to study the sensitivity of the processing gain as a function of the correlator integration time to determine the effect of imprecisions in the selection of this processing parameter.
From (5-3) the signal processing gain can be normalized to unity for the optimum choice of integration time. Thus, (5) (6) (7) (8) (9) where To is the optimum integration time for the correlator processor. (For a given standard deviation function oe(T), the value of To may be determined using the relations derived in the previous analysis.)
GN(T) = (T/TO>*YN(T>/YN(TO)
For purposes of the gain sensitivity study, two of the earlier examples have been chosen where the standard deviation oO(T) is first directly proportional to T and then to T2 ( p = 1 and 2). Equation (5-9) has been computed in each case for values of q equal to & and 3. The results are shown in Fig. 8 .
The upper graph [ Fig. 8(a) ] illustrates the case where oe(T) is directly proportional to the integration time, and the lower graph [ Fig. 8(b) ] illustrates the case where Q(T) is proportional to the square of the integration time. From these curves it is evident that the processing gain is more highly sensitive to the integration time when Q ( T ) is proportional to the square of T. The sensitivity is also greater for the higher value of q (when p is held constant). In any case, the processor gain sensitivity is sufficiently low so that a reasonable error in the VI. CONCLUSIONS Correlation signal processing has proven its value in a number of practical applications involving motional target vehicles. Although generally successful over temporal limits of integration which are relatively short, little was known about the maximum integration to which coherent signal processing could be usefully applied. The subject paper addressed this problem from the standpoint of the correlation degradation experienced as a result of the target motion. The expected correlation degradation was determined to be a complex function of 1) the correlator integration time, 2) the mean frequency of the source signal, 3) the source-sensor system geometry, and 4) the nature and characteristics of the target motion.
Two important aspects of the target motion were found significant. These were the mean target track relative to the source-sensor geometry, and the target dynamic instabilities relative to the mean track. The mean target track induces correlation degradation as a result of the systematic changes in the source-sensor geometry over time. This degradation increases severely with correlator integration time for the higher value of integration time (see Fig. 6 ) . This phenomenon creates an absolute upper bound on the useful coherence integration time which can be employed in any physical system.
Regarding the target dynamic instabilities, the induced correlation degradation was found to be dependent on the standard deviations of the target course and/or speed, and on the spectral distribution of these dynamic deviations. The correlator degradation is most severe when the spectral power (of the dynamic deviations)
is highly concentrated at the lower frequency of 1/T Hz (where T is the correlator integration time). Conversely, the correlator degradation becomes less severe as the spectral power becomes more highly concentrated at the upper frequencies (see Table I11 and Figs. 4 and   5 ). When the spectral power has a lower bound limit of vo Hz, the correlation degradation will become essentially bounded (independent of the correlation integration time) as T becomes greater than about l / v o s (see Table I11 and Fig. 5) .
The selection of an optimum integration time for a correlation processor was investigated from the standpoint of maximizing the processor gain for signal detection in an incoherent signal background. Examples of the optimum relations are plotted in Fig. 8 . The sensitivity of the optimum relations is sufficiently low so that a reasonable error in the estimate of the system parameters can be made without suffering an intolerable loss in system processing gain.
In summary, it can be concluded that target motion poses a fundamental limitation on the useful integration time for correlation processors.
APPENDIX MOTION INDUCED TIME SCALE-FACTOR DISTORTION
When a signal source is in motion in a transmission media, the ideal signal received at a remote sensor in the medium will be a distorted replica of the source signal. The received signal, in this circumstance, can be represented as the original signal whose time scale is transformed (or distorted) in a manner which is functionally dependent on the source motional dynamics. Fig. A-1 depicts the general system geometry under consideration. The source o is proceeding along a target track while transmitting a signal p(t). An observer, at position x, will receive a signal p,(t) which is dependent on both the signal p(t) and the target motional dynamics. The problem being addressed is to determine the signal p,(t) and to show that, if we ignore signal attenuation and translation (time delay), the received signal can be written simply as u(kt), where the time scale-factor k can be defined in terms of the system geometry and the motional dynamics of the source.
Differential Time Approach
Consider first the differential time approach. Aboard the moving vehicle, the source signal will change from u ( t ) to u(t t d t ) over the differential time dt. At the receiving sensor X, the time differential for the same change in the received signal (ignoring attenuation and time delays) will generally be compressed or expanded due to the component of source motion along the transmission path. Thus, the differential time d t will be transformed into a differential time d(kt). The time scale-factor k will be functionally dependent on the component of velocity u, (see Fig. A-1) . From the figure, it is evident that . ' X SIGNAL ux (t 1 Fig. A-1 The time scale-factor shift is, thus, a form of running time average of the function vx/c.
Time Delay Approach
A second approach to the problem, which more clearly Referring to Fig. A-1 and ignoring propagation loss, it is defines the boundary conditions, will now be presented.
clear that the received signal u x ( t ) will be where R,(t) is the propagation range from the source to the receiving sensor and c is the average propagation velocity along the transmission path. From Newtonian mechanics, the range variable may be written as where t o represents an arbitrary time along the source motional track, and R x ( t o ) is the state variable associated with the choice of the initial time t o . The functional argument in the right-hand side of (A4) may therefore be written 
