Vehicle testing is critical to demonstrating the cost-benefits of new technologies that will reduce fuel consumption, CO 2 and toxic emissions. However, vehicle testing is also costly, time consuming and it is vital that these are conducted efficiently and that the information they yield is maximised. Vehicles are complex systems, but it is straightforward to install intensive instrumentation to record many data channels. Due to costs, relatively few repeated test cycles are conducted. Identifying correlations within these datasets is challenging and requires expert input who ultimately focus on small subsets of the original data. In this paper, a novel application of Partial Least Squares (PLS) regression is used to explore the complete data set, without the need for data exclusion. Two approaches are used, the first collapses the data set and analyses all data channels without time variations, while the second unfolds the data set to avoid any information loss. The technique allows for the systematic analysis of large datasets in a very time efficient way meaning more information can be obtained about a testing campaign. The methodology is used successfully to identify sources of imprecision in four different case studies to analyse sources of imprecision in vehicle testing on a chassis dynamometer. These findings will lead to significant improvements in vehicle testing, allowing both substantial savings in testing effort and increased likelihood confidence in demonstrating the cost-benefit of new products. The measurement analysis technique can also be applied to other fields where repeated testing or batch processes are conducted.
Introduction
Experimental work on many large-scale systems is a sophisticated multidisciplinary challenge involving observing, understanding, and managing many opposing physical effects. To understand the behaviour of these complex systems, many facilities employ comprehensive measurement suites that can easily result in a large total number of data channels. Vehicle test facilities, or chassis dynamometers, are an example of such complex installations where electrical, chemical, thermal, and mechanical processes are working together with timedependent variations inherent to the testing process.
The chassis dynamometer is a complex facility for testing full vehicle systems over transient duty cycles [1] . The simple concept is to install the vehicle on two large rotating drums that replicate the road and provide a resistance to the vehicle, whilst a robot or human drive the vehicle according to a target speed. The facility is installed in a climatic chamber and an array of instrumentation devices are used to measure emissions, fuel economy and many other vehicle operating metrics (see Fig. 1 ). Such facilities are widely used by scientists, development engineers and legislative bodies to determine the performance metrics (fuel consumption, emissions, range...) to benchmark different technologies (engines, catalysts, fuels, lubricants) and model variants.
As the full vehicle system is tested, there are many sub-systems operating and interacting with each other (such as fuel supply, aftertreatment, electrical system, air conditioning...) [2] . Therefore, it becomes both interesting and relatively straightforward to install a large number of sensors measuring many different data channels. Modern data acquisition systems allow logging of data at high frequencies, but for vehicle-based work over certification driving cycles lasting 20-30 mins, 1-10 Hz is usually sufficient. Nevertheless, this results in a large number of data points.
The major difficulty in chassis dynamometer work is that a single test requires a significant amount of vehicle conditioning before each test [3] . Both older standard (NEDC) and new standard (WLTC) [4, 5] cycles require the vehicle to be soaked for multiple hours prior to T testing to ensure thermal equilibrium. This thermal soaking is also essential for testing precision. In an industrial setting with shift working, it is unlikely more than three cycles will be conducted per working day on a single vehicle.
The consequence of such an experimental setup is a relatively small number of repeated tests (< 10), each containing many data logs (> 1000) for a large number of data channels (> 100). It is useful at this stage to visualise this as a 3-dimensional data set shown in Fig. 2 .
As with any experimental work, there will be variability inherent to the test vehicle [6] , inherent to the measurement system [7] and inherent to the test methodology [8] . This causes undesirable variation in the key measurements which can mask real benefits that are being evaluated. As the source of variation is unknown, the analyst must isolate potential causes by identifying trends within the measured data. This is typically conducted sequentially via hypothesis testing, however when the number of measurements becomes large, it is not practical to analyse the complete dataset.
The aim of this work is to provide a method for easily identifying the sources of variability within the data sets whilst making use of the full richness of available data. Firstly, independent reviews of vehicle testing and multivariate statistical applications will be presented.
Secondly the experimental facilities and data analysis methodology will be described. Finally, the four case studies will be presented where the new technique is applied to identify potential sources of variability.
Background

Data analysis techniques for vehicle powertrain testing
Two common approaches are adopted for the analysis of data from engine and vehicle test facilities:
1. Expert led analysis uses the experience of the engineer to interrogate the data based on previous experience and knowledge of the physical processes to identify and test the likely causes of variability. This is a very time-consuming process and relies on physical trends being sufficiently distinct for the expert engineer to identify. It is important to note that where there are multiple competing physical effects these can be very hard to identify. 2. The statistical approach makes use of multiple linear regression (MLR) modelling to interrogate the data set [9] . This is most commonly used in conjunction with Design of Experiments where a test plan has been determined in advance and the regression modelling is required to interpret the resultant data. Nevertheless, regression modelling has been used to assess random variation within data sets. Regression models have the benefit of being able to analyse data with correlations to more than one independent variable.
Most data analysis from engine and vehicle test facilities are expert driven and rely on the experience but also the time an individual can devote to the particular problem. Although there are benefits to the regression models, the mathematics require that there be more test points than there are input variables (variables suspected of correlating with the particular output). This is not compatible with the typical data set from vehicle testing, and to apply the regression model approach, a small number of candidate channels must be selected before the regression model can be built. This process must be conducted by an expert and is almost as tedious as the expert driven approach when hundreds of channels are available and the number that can be analysed at any one time must be less than the number of repeated test runs.
MLR is a well-established mathematical modelling method. However, when constructing a linear model, a number of assumptions are required to be satisfied for the information from the model to be accurate and useful. It is assumed that a linear relationship exists between the predictor and response variables. A linear model cannot be used to represent non-linear relationships unless appropriate transformations of the input variables can be identified. Additionally, MLR is not able to handle strong correlations between the input variables, resulting in erroneous regression coefficients. It is also assumed that the residuals from the model are independent, identically distributed and follow a normal distribution with constant variance.
This work proposes to make use of multivariate statistics for identifying correlations in vehicle testing datasets. This technique is ideally for datasets with large number of independent variables and small number of test points.
Multivariate statistical modelling
Advances in automation and computer technology have made it possible to collect data from a large number of sensors, throughout the duration of a process [10] . When sensors are located close together, the resulting variables are likely to be correlated [11] . Additionally, chemical processes will involve complex interactions between the variables. As a result, the data collected will not satisfy the assumptions required to implement methods such as MLR, consequently alternative techniques have been developed to analyse more complex data, including multivariate analysis and non-linear modelling. For each specific problem, the most appropriate method needs to be identified, to maximise the information that can be extracted from the data.
When there are a large number of correlated variables, multivariate analysis (MVA) methods are able to reduce the dimensionality of the dataset through the derivation of a smaller set of latent variables, which are a linear combination of the original variables. MVA can be used to both explore the patterns within a dataset, through the use of principal component analysis (PCA), and to create a regression model between the inputs and outputs of a process, utilising multivariate regression methods, including partial least squares (PLS) and principal component regression (PCR).
Large datasets from industrial processes will typically comprise of a number of highly correlated variables [11] . For example, in-process measurements including temperatures, pressures and flow rates may all follow the same trend over time since sensors located close together will exhibit similar behaviour. Additionally, spectroscopic data measures the absorbance at a large number of wavelengths. The wavelengths will be correlated, and hence multivariate techniques will be applicable for its analysis.
Although there may be many variables in a dataset, there are typically fewer underlying sources of variability in the process. Using MVA, the dimensionality of the dataset is reduced to a smaller number of latent variables that will represent the majority of the variation in the data set [12] . An appropriate number of latent variables are selected that capture the main trends in the data, while the remaining latent variables will describe the noise in the process. By summarising the data in terms of a small number of latent variables, it is easier to present the data graphically to assess the patterns between samples and identify which variables indicate the main sources of variation. When there is high variation in individual measurements, summing a number of correlated variables can emphasise the trends and reduce the variability, in effect 'averaging' out the noise.
Multivariate methods are applicable to data sets with or without a response variable. When the objective of the analysis is to explore the relationships between the variables and the pattern between samples, an exploratory data analysis technique such as principal component analysis (PCA) can be applied. For example, PCA may be applied to a set of process measurements recorded for a number of samples, to identify which measurements are correlated and which indicate the greatest causes of variation between samples. Alternatively, when the objective is to determine how a set of input variables may affect one or more response variables, multivariate regression techniques, including partial least squares (PLS) can be applied. Unlike multiple linear regression, PLS models can handle correlations between the input variables and also multiple response variables. For a manufacturing process, PLS models can be used to predict the final properties of a product using the process measurements, or to determine which variables have the greatest influence on the output variables of the process.
Multivariate analysis methods have applications in a wide range of industries, including pharmaceuticals, petrochemicals, biotechnology, telecommunications, and marketing [13] . However, although the methods appear ideally suited to the analysis of the data from the chassis dynamometer, to the authors' knowledge these methods have not been plied to the systematic analysis of vehicle testing.
Experimental setup
Chassis dynamometer facility
The chassis dynamometer facility is composed of a number of major systems which control and monitor different aspect of the test cell facility. Each of these systems continually monitors and logs a number of channels from its sensors and actuators and all of these could be important factors in small test-to-test variations. In total over 300 data channels are recorded through the following systems.
The dynamometer is a 4-wheel drive system and controlled by its own dedicated system and allows for the monitoring of around 15 data channels which are measurements of the axle speeds, the axle forces and electrical currents and voltages applied to the dynamometer drive. A full list of data channels is provided in Appendix 1. These are potentially important for test to test repeatability as any deviations would indicate different levels of vehicle power as a result of small changes in friction in the dynamometer itself, the vehicle tyres or in how hard the vehicle has been driven.
The test vehicle and dynamometer are enclosed in a temperaturecontrolled environment, and a general test cell monitoring system is constantly recording data relating to conditions of the ambient air in the test cell (temperature, humidity, and pressure). The cell also controls the cell cooling system and a large fan located at the front of the vehicle to simulate the effect of ram for vehicle cooling. These variables are all important for test-to-test variation as the air in the cell is consumed by the vehicle and therefore a key parameter in the engine combustion process. The ambient temperature also affects the thermal state of the vehicle which has an impact on frictional losses and the effectiveness of catalysts.
The vehicle is driven by a robot driver which is configured to drive according to a certain vehicle speed profile. The robot is composed of a number of actuators that adjust the vehicle's accelerator, brake and clutch pedals and gear lever. The robot controller is continually monitoring the forces and positions of each of the actuators which are logged in approximately 60 data channels. A full list of the robot data logs is given in Appendix 1. The robot is a key parameter as it is the direct input to the vehicle and any test-to-test variation in the robot will have a knock-on effect on the vehicle.
Large scale instrumentation and gas analysers are installed to monitor emissions and exhaust flows. Four different emissions analysers were used in the chassis dynamometer facility during this study: It is also common to monitor emissions at multiple locations to evaluate the performance of different catalysts and filters. The emissions are also an indicator of the performance of the combustion process and therefore potentially linked with test-to-test variability. A full list of emissions measurements is given in Appendix 1.
Finally, the vehicle installed on the chassis dynamometer will have a bespoke data monitoring system which will be composed of a mix of recordings from the vehicle's controller and additional sensors installed to measure temperatures, pressures, currents, and flows. The number of data channels will vary greatly between vehicle test programmes and it is common to be monitoring over 300 different quantities. In this work, a full list of the 80 monitored variables is given in Appendix 1.
The logging frequency of each of these data acquisition systems vary between 2 Hz and 100 Hz, however useful data analysis over vehicle transient test cycles trends can typically be achieved between 2 and 10 Hz.
Data post-processing creates additional data channels which may be calculated as:
-combinations of other variables (such as power from torque and speed or from voltage and current), -specific physical quantities that cannot be directly be measured (absolute humidity from relative humidity and temperature Details of all calculated variables are given in Appendix 1.
Test Cycles
Two test vehicles were used in this work and details are given in Table 1 . Both vehicles were operated over two different European legislative test cycles: -The New European Drive Cycle (NEDC) represents the outgoing legislative cycle that has been in place for over 30years. -The incoming World-Harmonized Light Duty Cycle (WLTC) which is a prototype cycle designed to be more representative of modern onroad driving condition.
The vehicle speed traces for these cycles are shown in Fig. 3 and compared on Table 2 .
Both drive cycles were conducted under two different initial conditions:
-a cold-start condition following an overnight soak at an ambient temperature between 20 and 30 o C -A hot start coition following a twenty-minute cruise at 70 km/h to thermally soak the vehicle to its nominal operating temperature.
Data analysis approach
This section describes the data formatting and multivariate analysis approaches. Before providing these descriptions, it is with noting the main rational for using multivariate regression. Multivariate regression is used to build a response model for one of more dependent variables based on measured data of many correlated independent variables and small number of observations.
-Dependent variables are data channels for which an understanding of the test to test variation is sought -Independent variables are all data channels that are considered as possible indicators to explain the cause of test to test variability -Observations are the individual tests 1 Although the output from the Particulate spectrometer is effectively spectroscopic data of the distribution of particle number by particle size, this data is simply combined with other measurements into the x data, adding approximately 50 data channels due to the resolution of the measured spectrum. This approach has been used previously with multi-variate statistical modelling [14] .
The PLS regression has been used to analyse chemical manufacturing processes [15, 16] , Social Sciences [17] , marketing [18] [19] [20] and finance [21] . They are particularly suited to batch process monitoring where large number of correlated variable are measured [22] [23] [24] [25] . This makes the method ideally suited to the modern vehicle testing problem which is analogous to batch processes in industrial processes [26] .
Data preparation
The starting point for all data analysis is the 3D dataset presented in Fig. 2 . This is akin to batch data that can be recorded from a processing plant in which each drive cycle represents a "batch" [8] . To be compatible with the multivariate regression modelling the dataset must be rearranged into a 2D format. Two 3D to 2D conversion methods are used in this method: Collapsing and Un-folding.
Collapsing a data set requires converting each time-based data channel into a single number, typically by averaging or by integrating. This yields a single number that captures the overall differences for that channel between tests. The approach is illustrated in Fig. 4a . The result is a 2D dataset that has many variables and a comparatively small number of observations. This approach maintains a significant amount of information as all data channels remain in the analysis. However, by collapsing the data, most of the time-dependent variation is lost.
Unfolding the 3D data is an alternative approach that allows the time-based data to be maintained and is illustrated in Fig. 4b . Here the data is arranged in a very wide 2D matrix assembled of 2D matrix of channel by observation for each timestamp. By applying this approach, each data channel/timestamp combination is considered as a separate variable. This unfolding method is known as multi-way PLS [12, 27] and is suited to identifying differences as the test progress [28] .
It is important to note that both these methods are off-line techniques, meaning they can only be undertaken once a full test cycle is completed. However, the approach does lend itself for real-time monitoring of test cycles [29] .
After creating the collapsed or unfolded 2D dataset it is necessary to define channels that will be independent variables, channels that will be dependent variables and those that will be excluded from the analysis.
The choice of dependent variables for each category will vary from problem to problem. Different examples are presented in the results section of this article. Care does need to be taken for the choice of dependent variables: it is highly likely that the dataset will include variables that naturally correlate with the chosen dependent variables because they may be similar measurements of the same quantity or may be used in the calculation of the independent variables. For example: -Fuel consumption measured from different instruments will correlate and different measurements should not be found in both dependent and independent variables at the same time. -CO 2 emissions are essentially a result of burning fuel, and correlate with fuel consumption. The measure is also used in the calculation of fuel consumption by carbon balance method.
Inevitably expert knowledge is required to select these channels; however, it is important to note that this task is not particularly time consuming as it is simply a list of all possible data channels that may assist in explaining test to test variation in the dependent variable; the expert is not expected to evaluate any correlations.
Partial least squares (PLS) regression
When there are multiple independent variables that are correlated with one another, there are fewer underlying sources of variation within the data than the number variables. Multivariate analysis techniques are used to reduce the dimensionality of the dataset 
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to a smaller number of latent variables, which are a linear combination of the original variables and represent most of the variation in the data. In particular, PLS is used to find the strongest linear relationships between the independent variables and the response variables. An appropriate number of latent variables are selected that capture the main trends in the data, while the remaining latent variables will describe the noise in the data. The independent variables that feature most strongly in the latent variables are those that have the strongest linear relationship with the response variables.
PLS analysis is applied to an input dataset, X, consisting of N observations from K variables and a response dataset, Y, with N observations from M response variables. Each dataset is reduced to a smaller number of latent variables, where the weightings of the original variables in the individual latent variables are known as the loadings, P. The values of the latent variables for each observation are known as the scores, T. In a PLS analysis, the scores show the trends between the observations, (i.e. which observations are most similar), and the loadings show the relationships between the variables (i.e. which variables are associated with the differences between observations). The algorithm has been described in many sources [30, 31] . The details of the algorithm are shown in appendix 2 and are summarised below.
First each data set is reduced to latent variables, t 1 and u 1 , with associated weight vectors w 1 and v 1 , such that there is the maximum possible correlation between t 1 and u 1 (see Eqs. (1) and (2).
u Yv
The vectors t 1 and u 1 are the scores of the first latent variable for the input and output datasets respectively. To relate the inputs to the responses, a linear regression is found between t 1 and u 1 , termed the inner regression (equation 
To relate the scores back to the original variables, the loadings, p 1 and q 1 are found by linear regression, to satisfy:
with error matrices E 1 and F 1 and  u 1 the estimate of the scores of the response variable u 1 .
The latent variables are calculated iteratively, with each subsequent latent variable explaining a smaller proportion of the relationship between the independent and response variables. The first latent variable is the linear combination of the original variables that has the strongest linear relationship with the response variable. The second latent variable then describes the next strongest linear relationship and is orthogonal to the first. Eventually the subsequent latent variables will just show the noise within the data and should not be retained in the PLS model. The most common approach to selecting the number of appropriate latent variables is based on the amount of variation they explain in the output [24] . The PLS model can be used to make a prediction of the measured output. 
The regression coefficients, B (A × A) are used to predict the output scores,  u(NxA)
The output loadings Q (M × A), are used to convert scores back to the original response variables:
This prediction allows the proportion of explanation from a particular latent variable to be determined. 
Application of the PLS algorithm
The PLS algorithm described in the previous section is integrated into a modelling methodology designed to systematically identify correlations within the 2D data sets. The algorithm makes use of both collapsed and unfolded data sets and is summarised in Fig. 5 .
The following steps are performed:
1. A PLS model is calculated using the collapsed data set of dependent and independent variables. The data was collapsed by averaging for all channels with the exception of fuel consumption and emissions which were integrated to give a total mass of fuel consumed of emission produced. 2. The resultant model is assessed for percentage explanation of the latent variables. The following steps should be applied for all significant latent variables. 3. The loadings of the independent variables to the latent variables are used to rank the independent variables by order of importance.
At this stage, a degree of data analysis can be undertaken, manually assessing the strongest correlations and/or by evaluating the time-based variation of the strongest correlating variables.
A PLS model is calculated for the unfolded dataset of dependent and
independent variables (data channel/timestamp channels). 5. The resultant model is assessed for percentage explanation of the latent variables. The following steps should be applied for all significant latent variables. 6. The loadings from step 5 and the ranking from step 3 are used in the unfolded model explorer tool (described below).
Steps 2 and 5 require analysis of significant latent variables. These are selected based on the amount of variation in the output that is explained by this latent variable [24] and only the 1 st and 2 nd latent variables were considered in this work. The unfolded model explorer is a user interface that records the resulting loadings and presents them in an easily interpretable way. The interface is shown conceptually in figure 6 and examples from the actual tool are provided in the case studies in the following section. The tool lays put the individual loadings on a 2D plane representing each logging instance along the x axis and independent variables on the y axis. The plane is populated by the data channel/timestamp loading which is captured as a contour plot. On the y axis, the independent variables are ranked from highest to lowest absolute loading from the collapsed PLS model. This representation is essentially a re-folding of the model loadings and allows a direct identification of the channels of highest correlation and the periods of the test where they are important. As the representation against the x axis is essentially time based, any additional data channel can be easily used as a graphical reference. In the examples in the subsequent section vehicle speed has been used as a reference signal.
Application examples
The following sections contain four case studies from the two vehicles and four duty cycles where the multivariate algorithm has been used to identify sources of variability and subsequently reduce test to test variability. The case studies have been selected as they progress from large effects that a relatively easy to understand to more sophisticated examples which progressively show the power of the proposed analysis technique. A summary of the four case studies is given in Table 3 .
Case study 1: particulate filter regeneration
This case study relates to a particular test campaign using repeated WLTC test cycles on vehicle 2. Fig. 7 shows time based PLS loadings for each data channel from the cold start WLTC cycles run with vehicle 2. This figure has been simplified for the purpose of displaying within this manuscript. Readers interested in exploring the specific channel names are invited to explore the online version of the manuscript. In Fig. 7 , only the first latent variable is shown as this accounted for 88% of the Fig. 8 . WLTC test cycle for test with and without DPF regeneration -exhaust gas temperature is significantly higher from 1600 s-1800 s with DPF regeneration. total variation in the data set. The highest-ranking variables over the full drive cycle are located at the top of the graphic and ranked in decreasing importance based on the collapsed PLS regression. The highest-ranking channels were data from multiple sensors that measured temperature in the exhaust pipe and the quantity of fuel burnt in the engine. From the graphic, it is immediately obvious that this is most important in the final 200 s of the test.
The timing and types of data channels that are highlighted would immediately suggest to the engineer that the engine is in fact regenerating its particulate trap. The particulate trap is a device that collects soot emissions but must periodically burn away the collected soot by increasing the exhaust temperature.
The results in Fig. 7 allow the engineer to immediately focus on the exhaust temperature and fuelling effects in the final 200 s of the duty cycle. Fig. 8 shows the exhaust gas temperature over the duty cycle and confirms the triggering of a regeneration at the end of the cycle. Interestingly in Fig. 7 there are three channels that have strong loadings during the whole drive cycle, not just the last 200 s. These are the 12-15 th ranked variables in total importance and corresponded to the pressure drop over the particulate filter. The test with a DPF regeneration has a higher pressure drop due to the much higher soot loading as it approaches the time when a regeneration is required.
Case study 2: start-stop system inconsistencies
This case study related to repeated NEDC test cycles using vehicle 2. Correlations were sought between a set of 73 independent variables while selecting fuel consumption as the dependent variable. The first latent variable of the PLS regression explained 97% of the variability in the data set and the loadings from this first latent variable are presented in Fig. 9 . From these it is immediately obvious that there are strong correlations with fuel consumption during the periods when the vehicle is stationary (vehicle speed 0 km/h). The top-ranking channels that correlate all relate to engine speed, engine torque. Analysis of the time-based recordings of these data channels showed that in some tests the engine did not stop when the vehicle was stopped (i.e. the start/stop system was disabled) (see Fig. 10 ). This is ultimately variability in the vehicle start stop system which is designed to stop the engine to conserve fuel when the vehicle is stopped.
Case study 3: Heating Strategy
A significant variation in fuel consumption was observed over cold start NEDC cycles with vehicle 1. Application of the PLS algorithm resulted in the first latent variable explaining over 80% of the variation in fuel consumption. The resultant Fig. 11 immediately shows strong loadings between 480-680s in the cycle with the strongest correlating channels being fuel post injections, throttle angle and exhaust gas temperature.
Post injection events are the injection of additional fuel late in the combustion cycle which are used not to provide driving power but rather to heat the exhaust system for managing the catalysts and particulate filters. Fig. 12 shows the test-to-test variation against time for the post-fuel injections and the exhaust temperature. The tests clearly fall into two categories: the first with post injections at 480 s and the second at 620 s. Following the onset of post injections, the exhaust temperature increases until the post injections are ceased. This is visible in both categories of tests but more prominent in the category 1 tests.
The two categories of tests are clearly visible also in Fig. 11 : strong negative correlations can be observed firstly between 480 and 600 s: these correspond to the category 1 tests. A second region of strong, but opposite correlations appear between 620-680 s: these correspond to the category 2 tests.
Following the identification of this exhaust heating strategy, measures were taken in the experimental procedure to minimise the effect of this heating strategy and a new series of repeated test cycles was recorded. The overall repeatability of the total fuel consumed during the cycle was much improved, with the RMSE dropping from 4.5% to Fig. 12 . Illustration of the use of post injections to raise exhaust gas temperature and the two observed behaviours. Fig. 13 . Illustration of the use of post injections to raise exhaust gas temperature and the two observed behaviours.
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Measurement 130 (2018) [467] [468] [469] [470] [471] [472] [473] [474] [475] [476] [477] [478] [479] [480] [481] 0.7%. The PLS algorithm was applied to this new data set a resulted in the correlation plot shown in Fig. 13 . The persistent effect of the heating strategy was again revealed within this dataset, however the correlation to fuel consumption was revered compared to the previous analysis. In the first data set, the greater amount of fuel injected during the heating strategy resulted in a higher overall fuel consumption. In this dataset, a greater amount of fuel injected in post injections correlated with lower overall fuel consumption (see Fig. 14a ). The PLS results were again useful in understanding this phenomenon: there are a number of high correlating channels that are significant throughout the complete cycle (strong colours at all time points). These channels related to the temperature of the engine oil and the extent to which the robot driver is actuating the accelerator pedal (see Fig. 14b ).
The analysis therefore quickly identifies two opposing effects:
1 The accelerator pedal is being actuated more intensely leading to higher fuel consumption and overall hotter engine 2 The hotter engine is leading to a reduction in the intensity of the heating strategy. This in turn opposes the first mechanism and tends to reduce fuel consumption.
Overall effect 1 would seem to dominate, however the combination of the effects would make the overall influence on fuel consumption less clear. This second analysis allows the engineers to focus on elements that are adding additional load to the engine such as battery charging. 
Case study 4: battery charging strategy
Battery charging was seen to affect the hot start NEDC tests and this was identified through a PLS analysis. The results from the PLS analysis are presented in Fig. 15 .
The first three channels in the PLS are directly related to fuelling quantities and will therefore correlate with the total fuel consumption and can therefore be ignored. The next three channels relate to oil temperature, drag torque and battery voltage. Interestingly the drag torque and battery voltage channels have significant correlations at similar time points, suggesting the two are linked. This would make sense as the battery charging would change the auxiliary load on the engine. Fig. 16 shows the battery voltage and engine drag torque over the full NEDC cycle and a zoom for a 200s period. From the battery voltage trace is it obvious that the tests can be grouped into 2 categories based on their voltage behaviour:
• tests operating with a continuous charge • tests operating with a smart charging approach that only charges during decelerations Also obvious from this plot is the correlation between engine drag torque and battery voltage, showing that this auxiliary load is probably included within the drag torque metric. It is interesting to note in the PLS analysis in Fig. 15 the evolution of the colours (representing correlation) for the drag torque and battery voltage channels. Up to about 900 s the following pattern can be observed:
-When the vehicle is stopped, the colour is green which indicated zero correlation of these channels: these periods correspond to when the engine is either stopped or idling (depending on the stop-start system). During this period, not or little battery charging will take place and therefore there is almost no test-to-test variation. -When the vehicle is cruising, there is a strong yellow colour, indicating a strong positive correlation between battery voltage/engine drag torque and fuel consumption. This indicates that a higher battery voltage correlates with a higher fuel consumption and corresponds to the test with constant high battery voltage. -At the end of each cruise, during the decelerations, there is a dark blue colour indicating a strong negative correlation. This indicates that during this period of the cycle, the tests with higher battery voltage and drag torque result in overall lower fuel consumption. This corresponds to the tests using the smart charging approach which have a brief peak in voltage and drag torque (as shown in Fig . 17 shows the correlation between engine drag torque, battery voltage, and fuel consumption. The tests are clearly grouped by the battery charging strategy for all variables which is why the PLS has identified these variables as highly-correlated variables. Within the tests with the smart charging strategy, there is little correlation between battery voltage or engine drag torque and fuel consumption. This shows that within those tests, other factors will be causing the test-to-test variability.
Conclusions
Vehicle testing is an example of a complex and time-consuming process that results in data sets with many recordings but relatively few repeated test cycles. Multivariate analysis, and in particular Partial Least Squares (PLS), has been demonstrated as a tool for analysis of large datasets with small numbers of repeated tests.
A new implementation of the PLS algorithm has been presented that avoids the need to reduce the quantity of data either by averaging or excluding data. When combined with the data visualisation mechanism it allows for the rapid exploration of large measurement datasets to efficiently identify correlations and potential causes or process variation. The method is particularly strong in that it can identify correlation within data set that would typically be believed to be of high quality, with very low test-to-test variation. The methods and data presentation methods described in this paper can to be applied in many fields of engineering and science where repeated batch processes need to be analysed and controlled.
Specifically, in this work the four case studies have demonstrated that the approach can provide a detailed insight into the changes in vehicle behaviour test-to-test on a time resolved basis. Specifically, the four case studies have identified the following types of vehicle behaviour:
1. Particulate filter regeneration at the end of the cycle 2. Variations in the vehicle automatic engine stop system 3. Variations in an exhaust temperature management system and interactions between this system and the engine warm-up rate 4. Variation in the battery charge system
The data analysis techniques have allowed for the identification of vehicle behaviours which, once controlled, allow for much greater precision of vehicle-based testing.
The method presented in this work has demonstrated how differences can be identified from a small number of repeated experiments where a large number of data channels are present. The next major challenge in automotive testing will be the adoption of Real Driving Emissions (RDE) testing where vehicle emissions will be evaluated onroad using portable emissions systems. This will create datasets where the different experiments are no longer repeats of the same driving manoeuvres (such as NEDC and WLTC), but rather stochastic excitation of the vehicle within a defined operating range. This will present a new challenge in data analysis for which multi-variate statistical techniques are equally well suited. 
