We study the application of Rissanen's Principle of Minimum Description Length MDL to the problem of wavelet denoising and compression for natural images. After making a connection between thresholding and model selection, we derive an MDL criterion based on a Laplacian model for noiseless wavelet coe cients. We nd that this approach leads to an adaptive thresholding rule. While achieving mean squared error performance comparable with other popular thresholding schemes, the MDL procedure tends to keep far fewer coe cients. From this property, w e demonstrate that our method is an excellent tool for simultaneous denoising and compression. We make this claim precise by analyzing MDL thresholding in two optimality frameworks; one in which w e measure rate and distortion based on quantized coe cients and one in which we do not quantize, but instead record rate simply as the number of non-zero coe cients.
I Introduction
proposed the use of wavelet thresholding for denoising 1-dimensional curves observed with additive, white noise. Their schemes are shown to beessentially minimax optimal in terms of mean squared error MSE over large classes of functions, most notably Besov spaces. Their soft-thresholding rules VisuShrink and SureShrink which di er in the choice of threshold remove noise from a signal by explicit setting small" wavelet coefcients to zero; a form of high-level compression which we will call analytical compression. A single threshold parameter determines the behavior of these procedures, setting both the level below which coe cients are eliminated as well as determining how the remaining coe cients are to beestimated. Since the pioneering work of Donoho and Johnstone, many variants and improvements of their thresholding rules have appeared in the literature on statistical curve estimation e.g. 6 , 1 , 7 , 8 , 2 8 , 3 6 .
In this article we consider so-called natural images. Extensive empirical work has led to the characterization that the wavelet coe cients derived from noiseless natural signals approximately follow a Laplacian or generalized Gaussian distribution 19, 20, 29, 30 . For this class of signals, it is well known that the universal threshold p 2 log n used by VisuShrink eliminates too many coe cients, while a variant of the SureShrink procedure, known as Sure, works reasonably well. We will describe Sure in Section II. Bayesian approaches that make use of the distributional characterization for natural images have yielded soft-thresholding rules that match the performance of Sure cf. 3, 26, 24 . This similarity should be expected given that these schemes and Sure both attempt to minimize the same Bayes risk 3 .
In general, wavelet thresholding can be thought of as a special case of statistical model selection where we h a ve a s m a n y orthogonal predictor variables corresponding to wavelet basis elements as there are data points 22, 23, 32, 7, 8 . Viewing the problem in this way is attractive because it allows one to separate the kill" action setting coe cients to zero from the keep" action estimating the remaining coe cients via shrinkage or some other procedure. In this article, we fold the prior distributional assumptions for natural images into a model selection framework for wavelet denoising via Rissanen's Principle of Minimum Description Length MDL. Several applications of two-stage MDL to wavelet thresholding for images have appeared previously in the literature. Moulin 22, 23 and Saito 32 , for example, derive thresholds similar in form to that employed by VisuShrink; while Moulin and Liu 24 employ Rissanen's universal prior on integers to construct an MDL criterion that has met with success in denoising natural images.
Our focus is on MDL thresholding rules for both compressing and denoising natural images.
We introduce a criterion, lMDL, obtained from a Laplacian prior. We compare lMDL with other thresholding rules based on two simultaneous denoising and compression optimality criteria; one in which we measure rate and distortion based on quantized coe cients and one in which we do not quantize, but instead record rate simply as the number of non-zero coe cients. We take as our benchmarks the BayesShrink approximate MSE-optimal, soft-threshold of Chang, Yu and Vetterli 3 ; and the maximum a posteriori threshold based on a Laplacian prior 26, 24 .
The former is known to give a slightly better performance than Sure and is much simpler to use. Our MDL procedures achieve comparable MSE performance, while keeping far fewer non-zero coe cients. All the MDL procedures and their comparative counterparts in this paper are based on the assumption that the wavelet coe cients from a given subband are a simple random sample from some distribution. Within the MDL paradigm more elaborate dependence structures both within and between subband could be incorporated. The rest of the paper is organized as follows. In Section II we i n troduce the additive, white noise model in the wavelet domain and review two competing views of estimation under this framework.
In Section III, we introduce lMDL and present a small experiment to compare it with other thresholding rules. Section IV discusses issues of simultaneous denoising and compression under the two optimality frameworks mentioned above. In Section V we conclude and present open problems. The technical details and proofs of the results in Section III are collected in appendices at the end of the paper. Throughout our presentation, we will use standard terminology from wavelet image subband coding cf. 35 .
II Denoising via Thresholding and Model Selection
Wavelet thresholding for signal denoising sets small" coe cients to zero, yielding an analytical compression of the signal cf. 13, 12, 14, 11, 5 . In a series of papers, Donoho and Johnstone 13, 12, 14 assume the following additive, white noise model in the wavelet domain: y i = i + i ; i = 1 ; : : : ; n 1 where the i are wavelet coe cients of the signal and the i are iid N0; 2 . The error criterion is taken as the average pixelwise MSE; that is, for any set of estimators^ i , M S E= 1 n X i i ,^ i 2 :
2 Assuming a xed, orthonormal wavelet transform which we will use throughout this paper, the equivalent model in the spatial or time domain also involves additive, white Gaussian noise and the error measure remains MSE. Model 1 is applied separately to each subband, so that the sample size" n refers to the number of pixels in a particular subband usually a power of 2. All experimental results in this paper are based on a 3-level orthonormal wavelet decomposition using Daubechies' 8-symmelet cf. 10, 20, 35 , and thresholding is applied only to the detail" subbands HL, LH and HH at each level. Coe cients in LL3 are estimated by their noisy counterparts. For simplicity, w e assume that 2 is known and equal to one since it can be easily estimated from the nest or most detailed subband HH1 cf. 13, 14, 6, 36 . Once estimated, thresholding procedures can be applied to the standardized data subband-by-subband.
Recall the soft-thresholding function f s y;T := sign y max jyj , T ; 0 :
3 From this expression, it is clear that the performance of soft-thresholding is controlled by a single parameter T that simultaneously speci es the level below which coe cients are set to zero and the amount of shrinkage applied to those that are kept. Donoho and Johnstone's 13 procedure VisuShrink sets a soft-threshold at p 2 log n depending on the size of the subband n and is shown to be minimax optimal over Besov spaces. A more-data driven, soft-threshold, SureShrink, w as also proposed and shown to be minimax optimal over signals with unknown smoothness belonging to one of a range of Besov spaces. The value T without the p 2 log n bound has also been used in wavelet denoising and is commonly referred to simply as the Sure threshold.
As mentioned in the introduction, the relationship in 1 describes a regression model with an orthogonal design matrix having the same number of regressors as the number of observations. Model selection in this context explicitly sets coe cients to zero and hence also produces an analytical compression of the observed signal. To x notation, we introduce a binary vector = 1 ; 2 ; : : : ; n 2 f 0; 1g n as an index for the 2 n models, M . The elements of specify which variables are included in the model i.e. have non-zero coe cients so that 1 becomes
In postulating these models, we follow the philosophy underlying Grenander's method of sieves sieves 16 ; that is, models are viewed as at best approximations to the underlying data-generating mechanism and that these approximations can bechosen to possess a certain desirable property, which in our case is analytical compression. Under model M , those i for which i = 1 are estimated from the noisy observations 6. By casting wavelet thresholding as a model selection problem, we separate the choice of which coe cients to discard from the estimation procedure applied to those that remain. This property will prove advantageous in terms of MSE performance.
Having made the connection between thresholding and model selection, we will apply MDL to derive e ective denoising procedures for natural images in Section III. MDL provides a framework for statistical modeling in general and model selection in particular, and has been applied previously to the problem of wavelet thresholding. Moulin 22 and Saito 32 proposed two-stage MDL schemes that lead to thresholds T = p log n and T = p 3 log n respectively. They tend to aggressively select small models, a behavior similar to that observed with the universal threshold used in VisuShrink. For natural images, it is well-known that VisuShrink, as well as the MDL schemes of Moulin and Saito, set far too many coe cients to zero cf. the end of Section III while the Sure threshold works well. Wavelet denoising for natural images is studied by 3, 24 . Both references take an empirical Bayes approach b y assigning a data-driven prior to the coe cients in each subband. The former gives a simple closed-form approximation to the MSE-optimal, soft-threshold and explains the favorable performance of the Sure procedure when denoising natural images. The latter concentrates on the maximum a posteriori MAP method and presents a numberofelaborate MDL pixelwise denoising schemes.
III An MDL Criterion for Wavelet Thresholding
In the previous section, we presented the connection between wavelet thresholding and variable selection for a normal linear regression model. Under this framework, we accomplish an analytical compression of the observed signal by positing descriptions probability models of the form 6 that explicitly set some subset of coe cients to zero. As a collection, the candidate model classes M are viewed as at best approximations to the true data-generating distribution, each class having the desirable property that they a ord us some degree of compression depending on the number of nonzero entries in . We apply Rissanen's Principle of Minimum Description Length to choose among members of this collection. Before deriving the MDL selection criterion, we i n troduce a population model for the coe cients.
A The Laplacian Population Model
The family of generalized Gaussian distributions has been proposed and accepted for modeling noiseless subband data calculated from natural images e.g. 19 In image compression studies, this simpli cation does not usually produce a noticeable degradation in performance e.g. 37 , and so we also adopt a Laplacian model. We assume that the coe cients for a given subband are an iid sample from the distribution 7, where is to bedetermined for each subband separately. This representation is only applied to the detail" subbands HL, LH and HH at each level. We have chosen to treat the wavelet coe cients as iid samples mainly for computational reasons. Of course, under the MDL framework it is possible incorporate both within-and between-subband dependencies in . We comment on these more elaborate descriptions in Section V. Finally, recall that we will focus only on the case when 2 = 1 . As noted earlier, 2 can be estimated from the HH1 subband, at which point w e can work with standardized data.
Proposition 1: Assume the wavelet coe cients computed for a given subband follow model 1 with 2 = 1 . That is, the noisy wavelet coe cients are generated according to y i = i + i ; i = 1 ; : : : ; n where the i are iid N0; 1. Also, assume that the coe cients i are iid according to 7. Let and be the cumulative distribution and probability density functions of the standard normal distribution N0; 1 where throughout this paper^ =^ y is obtained by applying some type of thresholding operation to a noisy wavelet coe cient y. In the case of ordinary soft thresholding 3, for example, this becomes^ = f s y;T for some value of the threshold T. Based on numerical calculations with the generalized Gaussian distribution, Chang et al. 3 propose an approximate MSE-optimal softthreshold BayesShrink T bayes = 2 = , where the signal power or second moment 2 is estimated by the truncated moment estimator max0; 1 n P i y 2 i , 2 . In the Laplacian case, this becomes T bayes = = p 2 and we estimate it by plugging in the MLE of . In the next section, we will derive the MLE for based on the noisy subband data; see equation 11. On the other hand, it is known that the exact MAP soft-threshold under the Laplacian prior is T map = cf. 26, 24 , which w e call MapShrink. Using Stein's lemma and the derivations above, we can nd the equation that the exact MSE-optimal threshold must satisfy. can easily besolved numerically. When tends to zero, or the signal-to-noise ratio gets high, t tends to zero, and can be shown to be of order 1 + o1 by T aylor expansions. In Fig. 1 we plot the optimal threshold as a function of and compare it to BayesShrink and MapShrink.
B Model Classes and Analytical Compression
As a principle, MDL suggests that we select a model or model class that yields the shortest description of a dataset. Two recent review articles are 2, 17 : the rst geared toward an audience versed in information theory and the second written for the statistics community. The MDL philosophy i s descriptive in the sense that models are viewed as a means of expressing properties evident in data, to paraphrase Rissanen 1989, p. 4. In our case, we choose a collection of models that set some hopefully many of the noisy wavelet coe cients to zero, ultimately achieving a simultaneous analytical compression and denoising. These models are not taken to be the true or data-generating distribution. For that we h a ve constructed 7. As mentioned before, this use of models is similar to the ideas behind the method of sieves 16 although popular applications of sieves have been mainly in the area of frequentist nonparametric function estimation, and our context is empirical Bayes.
In implementing an MDL procedure, we m ust specify a description or code length corresponding to each approximating model. To provide a valid selection criterion i.e., one that yields a consistent or prediction-optimal procedure, we restrict our attention to optimal universal coding schemes based on model classes 27, 2, 17 . Distributional observations like the approximate Laplacian behavior of wavelet coe cients for natural signals can beeasily incorporated into our MDL formulation.
As in the previous section, let 1 ; : : : ; n represent the noiseless wavelet coe cients for a given subband. The model classes M , indexed by the binary vector = 1 ; 2 ; : : : ; n 2 f0; 1g n , explicitly set some coe cients to zero, achieving an analytical compression. The density of each noiseless coe cient is then given by f i j i ; = where the marginal density m is the convolution of Lap and , the standard normal density, and is computed in Proposition 1.
We now introduce an MDL criterion for evaluating the competing model classes M . For simplicity, w e collect the noisy wavelet coe cients into a single vector y = y 1 ; : : : ; y n . Note that in the previous section we used y to denote a single coe cient, while in this section it will refer to the entire n-vector. To derive an MDL criterion, we need to construct a code or description based on M that can beused to at least in principle transmit the data vector y. Each model class is then compared via the code length function LyjM = Lyj . We propose a multi-stage description of the observed subband data y under M consisting of the following components:
1. First, we encode the index vector at a cost of L bits.
2. Then, given we encode estimates of any hyperparameters involved in de ning M , and denote the cost by Lj . Here, the vector includes the Laplacian scale parameter ; i f w e had chosen the generalized Gaussian family, w e w ould also have a shape parameter.
3. Finally, h a ving encoded and the hyperparameter estimates, w e describe the full data set y using a mixture code based on the marginal distribution de ned in 9 corresponding to model class M , requiring Lyj ; bits.
The total description length of the data y based on M is then simply the sum Lyj = L + Lj + Lyj ; : 10 We n o w consider constructing codes or descriptions for the information transmitted in each o f t h e steps presented above. We begin with Step 2. The Laplacian-based mixture model has only one hyperparameter to be estimated, so that = . Chang which w e will apply in our application. Note that in both of these approaches we estimate under the true model = 1; 1; : : : ; 1. Recall that in the approximating model classes, we take the Laplacian scale parameter to be the same as that for the truth 7. Because is the same for each M , the cost associated with its transmission Lj = L is also the same for each class. Therefore, we can safely ignore this term when comparing M for di erent . As for the description length of y from Step 3, we can now use the mixture distribution 9 so that each coe cient is associated with a cost Ly i j i ; = , log fy i j i ; ; i = 1 ; : : : ; n ; and Lyj ; = P i Ly i j i ;.
Finally, w e take up the transmission of the model index implicit in Step 1. To build a code for , we assume that the individual i are iid Bernoulli random variables with the probability of success inclusion in the model p. In early Bayesian wavelet applications, p was held xed to express prior beliefs about the sparsity of signi cant coe cients in a wavelet transform 7 . More recent treatments have taken p to beanother hyperparameter, similar in spirit to . Both p and a ect the overall size of the model favored by our MDL criterion 10. Large produces small models, as do small values of p. In our setting, is common to all the approximating classes M and is assumed to be the same as the true or population-level quantity. Similarly, w e determine a data-dependent v alue for p that is xed and is used to encode each . Before we g o i n to the details of this method, we note that in general, the elimination of hyperparameters is still active research area in the MDL literature, and what we provide here is a method which yielded sensible results in this particular natural image application. ; 16 where andp are set as in 11 and 13, respectively. As with the determination of how to handle hyperparameters, estimation after model selection within the MDL framework is also an area of active research.
Several comments are in order before we present experimental results. First, throughout our discussion, we h a ve taken the noise variance 2 equal to one. In practice this is obviously another parameter that must be estimated before we can properly code the data y. As mentioned in part A of Section II,estimates of 2 can be obtained from coe cients in the most detailed subband HH1 cf. 13, 14, 6, 36 . Using this estimate, we can standardize the data from each subband and apply 16. Next, we have chosen to estimate and p sequentially. An alternative is to simultaneously optimize the code length function 10 over these parameters. This is equivalent t o the marginal maximum likelihood procedures of Clyde and George 8 . Unfortunately, this approach tends to keep far too many coe cients, producing an ine cient analytical compression.
C Experimental Results
To evaluate the performance of the various thresholding schemes, we conducted an experiment involving seven standard images from the USC image library. The MSE results and the proportion of signi cant non-zero coe cients are given in Table 1 . For each image, we examined three noise levels = 10; 20 and 40. Our MSE results in the table are scaled by the standard deviation of the noise so as to be comparable between runs on the same image. Shrinkage was applied separately to the HL, LH and HH subbands for levels 1, 2 and 3. The smooth subband LL3 was not subject to any shrinkage or estimation. The percent of signi cant coe cients kept by each method is presented in the row below the MSE gures. The coe cient count includes the 4096 coe cients from LL3. To make things comparable, we restrict ourselves to the thresholding rules BayesShrink of Chang et al. 3 , MapShrink of Nikolova 26 cf. also 24 , and the MSE-optimal threshold derived in Corollary 1; although other less restrictive and more expensive in terms of coe cient count denoising techniques might give better MSE performance cf. 9 .
The MSE's in this table are quite comparable for all four methods. The threshold T bayes and T opt perform the best in terms of MSE by at most 10 over T map and lMDL, while lMDLrequires Table 1 : Comparing several thresholding schemes in terms of MSE and coe cient count on seven images from the literature. The numbers in the parentheses are the proportions of signi cant coe cients. The criterion lMDL is at most 10 worse in terms of MSE, but can require as little as half of the coe cients.
as little as half the number of coe cients as T map . This is why w e s a y that lMDLachieve s a g o o d
trade-o between denoising and compression. In the next section, we assess this trade-o formally. In terms of visual quality, the reconstructed images produced by each of the competing schemes are also similar.
The proportion of coe cients kept by each method also gives us a sense of the adaptivity a t w ork here. For example, the image Baboon consists mainly of separate regions of texture and exhibits very little in the way of smoothness. As a result, at the high SNR level 4.2 the proportion of signi cant coe cients varies from 36 for lMDL to 73 for BayesShrink. By comparison, consider the Lena image which clearly exhibits large, smooth regions. At the high SNR level 4.2 the proportion of signi cant coe cients ranges from only 7 to 25.
To provide one further benchmark for our MDL results, we also implemented the simple twostage MDL thresholds suggested by Moulin 22, 23 and Saito 32 and tested them on the Lena and Baboon images. Saito's procedure produced spectacular decreases in the numbers of kept coe cients sometimes throwing away up to 80 more than lMDL, with a considerable rise in MSE and a corresponding degradation in the visual quality of the reconstruction. The threshold of Moulin performs better, but the results depend strongly on the signal-to-noise ratio the best results coming from high noise settings. At their most successful, these schemes pay 20 more in terms of MSE than lMDL, while 50 is typical.
IV Assessing Simultaneous Denoising and Compression
When both denoising and compression matter, the experimental results from the previous section indicate the superiority o f lMDLover its competitors such a s BayesShrink or Sure and MapShrink.
In this section, we formally address the problem of optimal simultaneous denoising and compression, and we distinguish between analytical and actual compression. For a selected subband of the Lena image, the performance of the di erent thresholding schemes is evaluated within each framework and compared to the optimal. For comparable results, we restrict ourselves to methods based on iid methods and scalar quantization based on iid observations since scalar quantization has been the most common in wavelet image compression.
Clearly, denoising and compression are related. In the work of Donoho and Johnstone, the minimax-optimal thresholding rules are designed to denoise, but simultaneously perform an analytical compression of the noisy signal by setting some fraction of the small coe cients to zero. To describe the e ectiveness of such a scheme, we refer to the percentage of non-zero coe cients as the analytical compression rate. This quantity is proportional to the actual coding rate if a xed quantizer is applied to the surviving coe cients. Natarajan 25 argues that a goodcompression algorithm should act as a denoiser, providing the distortion level matches the standard deviation of the noise. We follow Chang et al. 3 and consider quantizers having a zero-zone corresponding to the threshold level of the denoiser. A more sophisticated use of MDL as a complexity-regularized quantizer can be found in Liu and Moulin 24 .
A Optimal Simultaneous Denoising and Analytical Compression
Suppose we are told that from a noisy wavelet decomposition we can only keep k coe cients in a given subband. To minimize MSE, we should choose to eliminate the smallest n , k. If in addition we know the empirical distribution of the true noiseless coe cients, then the best estimator for the k remaining coe cients is a Bayes posterior mean where we take the empirical truth as our prior.
In this case, the Bayes risk is the empirical oracle Bayes risk since it is calculated using the actual noiseless wavelet coe cients. We denote this quantity b y Ep E for error, where p = k=n. A plot of p against Ep is termed the empirical oracle R-E curve, reminiscent of the rate-distortion R-D curve for actual compression. The R-E curve is the gold standard against which w e should compare thresholding rules. We note that unlike traditional R-D relationships, the oracle performance for the R-E curve m a y not be achievable.
In practice, we must be content with model-based priors as in 10 which might require estimating one or more hyperparameters from the noisy data. For example, we estimate in our
Laplacian mixture model by maximizing the marginal likelihood of the data, and apply an empirical Bayes estimator to the coe cients we decide to retain. In such cases, we can construct a curve that complements the R-E analysis above b y simply replacing the empirical oracle Bayes risk with MSE = MSEp. Clearly, w e can draw such a curve for any thresholding scheme. For the HL1 subband of Lena, the lefthand panel in Fig. 2 gives the empirical oracle R-E curve together with the MSE curves for a Laplacian model-based scheme, and the soft-thresholding methods. The coordinates of the horizontal axis range from 0 to 0.1 since as seen in Table 1 , this subband seems to have relatively few signi cant coe cients. The points highlighted on these curves mark the performance of the di erent thresholding schemes under study. MapShrink of Nikolova 26 and Moulin and Liu 24 stops too short on the soft-threshold curve while Chang et al.'s BayesShrink 3 threshold comes close to achieving the minimum MSE performance among the class of soft-thresholding estimates for this subband. Not shown here is the fact that beyond the 0.1 level, the soft-thresholding curve continues to rise rather quickly. This behavior is in contrast with the Laplacian curve which attens out too early, but remains relatively constant for a large range of proportions. The same attening out is observed with the empirical oracle curve but at a l o wer value. Ideally, one would like to nd the trade-o point from the empirical oracle curve t o achieve a good MSE with a low rate. A point where the curve turns at or the curve's elbow is see that the former is a bit short of the turning point or elbow, but the latter goes too far into the at region. Relatively speaking, the lMDLproportion is more sensible. However, the MSE of the lMDL rule is noticeably above that from the oracle curve with the same proportion because the Laplacian R-E curve is almost a constant shift upwards from the orcale curve.
B Optimal Simultaneous Denoising and Actual Compression
After thresholding, we construct a denoised estimate of the signal using only the large" coefcients. As mentioned above, this reduction of data represents an analytical compression of the original, noisy signal, in the sense that we require fewer parameters to form the reconstruction. For transmission or storage purposes, our interest is in actual compression; that is, reducing the numberof bits required for a reconstruction. This involves a nal quantization step, yielding the classical tradeo between rate and distortion. Chang et al. 3 connect denoising via thresholding and compression by taking the threshold as the zero-zone in quantization and using MDL to select the quantization step size for signi cant coe cients. We take a similar approach here to carry out compression after thresholding and therefore compare the actual compression e ects of di erent thresholding procedures. However, for a given threshold or zero-zone, roughly speaking, our compression rate is the entropy of the quantized y that gives the best rate and distortion trade-o among all possible quantizations that incorporate a zero-zone.
Again, we use an oracle simultaneous denoiser and compressor. Because of the quantization, an empirical oracle rate-distortion R-D curve is obtained based on scalar quantization of an iid model as the benchmark against which w e compare the procedures. We n o w describe the steps to get points on this oracle R-D curve. The problem is that of optimal quantization based on noisy observations. That is, we need to nd the optimal quantizer Q y based on y to minimize the distortion with respect to : We now consider designing a quantizer for y based on the modi ed distortion measure d 0 . Because we are studying threshold-estimates, our quantizer Qy should explicitly incorporate a zero-zone ,T ; T corresponding to a selected threshold value T. The interval ,1; ,T is then divided into K possibly unequally sized bins, as is T ; 1. Let = f k g denote the resulting partition of the real line, k k = R. We do not insist that the two sets of bins on either side of the zero-zone be symmetric, although our results do not change dramatically if we impose this restriction. For a given partition , the quantized variable Qy has entropy H y = , X P k log 2 P k ; where P k = where n is the size of the subband and TotalOverhead accounts for the transmission cost for the quantizer.
For K bins on either side of the zero-zone, we can transmit the breakpoints of the partition using 2K , 1 parameters. The cost associated with the reproduction values for the quantizer will depend on whether or not we are working with parametric models for and y. If not, we require 2K values one for each bin. By contrast, the Laplacian-Gaussian model described in Section III requires only 2 parameters, and . In either case, let L denote the number of continuous parameters needed to be encoded. Then, TotalOverhead L log 2 10 j + log 2 K ; where j controls the precision with which we transmit the L parameters, and K is the number of bins used on either side of the zero-zone. Denoting Q j the discretized reproduction level at precision j, the MSE is D = E d ;Q j y = E , Q j y 2 :
Given a xed model either parametric or non-parametric for the joint distribution of ;y, and particular choices of threshold T and precision j, w e v ary k to obtain a curve denoted by R-DT ; j .
By changing T and j we obtain a collection of curves. We then take the numerical lower-convex hull of this collection as our R-D curve. We interpret the result as the best possible R-D tradeo given our mild restrictions on the type of quantizer. To a certain extent, this construction eliminates the possible suboptimality o f a n y xed quantizer, making possible the comparison of the di erent models or estimation schemes in Section III.
Because the soft-thresholding rules do not have a prior corresponding with it, in calculating the curves to come we used the L-M optimal quantizers as discussed above to the same single realization of the noise sequence. Under the white noise model, if we take f to be the empirical distribution of the true coe cients in a subband, the resulting joint distribution for ;y is non- for Lena HL1 and shown in Fig. 2 . They are very similar to the R-E curves we s a w in the previous section. Hence we made the case that analytical compression relates to actual compression in an intimate way.
V Conclusions
Wavelet thresholding is a simple and e ective pixel-based tool for image denoising and analytical compression. Application of this method depends only on determining the value of a single parameter, the threshold. Our approach based on statistical model selection, however, separates the kill" and keep" actions, resulting in a more exible procedure that allows for improved estimation of the coe cients that are not set to zero. MDL as a general model selection principle works best when the underlying assumptions agree with observations about the data. Within the class of natural images, this is certainly the case. For each subband, the marginal distribution of wavelet coe cients is known to beapproximately Laplacian or double exponential. Starting from this distributional characterization, we devise a coding scheme and carry out model selection using a multi-stage MDL criterion. The resultant procedure, lMDL, is an adaptive thresholding rule, and we estimate the signi cant coe cients via a conditional posterior mean. The lMDL procedure is compared with existing successful thresholding rules for images, BayesShrink and MapShrink, and it is shown to be an excellent simultaneous denoiser and compressor. This property is then formally assessed in two optimality frameworks in Section IV. These optimality analyses show that the thresholding rules based on the Laplacian model fall shy of attaining optimal performance by almost a constant amount. One possible explanation is that the distributional characterization motivating our approach is an imperfect approximation for some subbands. This can been seen via the quantile-quantile QQ plots of noiseless wavelet coe cients in Fig. 3 for HL1 of the Lena image. Clearly, with one global parameter to control its shape, the Laplacian distribution is forced to strike a compromise between peak and tail. It appears from Fig. 3 , however, that the larger family of generalized Gaussian distributions can also su er from the same constraint of form." Furthermore, the mathematical form of the generalized Gaussian density makes it di cult to work with in practice.
The simplicity o f the Laplacian, however, has led to closed-form expressions for almost every quantity required in the denoising process. This suggests a two-piece Laplacian, also known in the statistics literature as a linear logspline distribution see 34 for an overview and applications of this family. To generate where + = max0; , and 0 denotes a knot contained within the range of the data. This seemingly awkward parametrization is actually advantageous for estimation. The logspline ts in Fig. 3 are produced based on estimated parameters a, b and by applying maximum likelihood to the noiseless data i . It is clear that this logspline model is able to better separate the peak and tail behavior for the coe cients in this subband, with one more parameter than the generalized Gaussian. Replacing the Laplacian distribution with a logspline model, we can derive results similar to Proposition 1 and Theorem 1, exhibiting closed-form expressions for the threshold and shrinkage.
We are exploring tting logspline models based on noisy data y i , and will carry it out on test images.
We believe b y incorporating this two-piece Laplacian model in our approach w e can close the gap of performance as seen in the R-E and R-D analyses. In contrast, when these models have been applied locally, to denoise a sample of pixels in a small neighborhood, there has been no observed improvement in performance 21 . Given the small sample sizes used in the local model of 21 , it is di cult to discriminate between a logspline and Laplacian model.
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