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Applying new experimental approaches to address opposing models of whether cell-cycle progression is driven by a centralized oscillator (CDK-APC/C) or multiple transcriptional oscillations provides evidence for the predominance of a centralized command, with a few intriguing exceptions.
INTRODUCTION
At the center of the canonical model of eukaryotic cell-cycle regulation is the CDK-APC/C oscillator. Most or all cell-cycle events such as periodic DNA replication, nuclear division, and cytokinesis can be directly driven from the CDK-APC/C ''clock'' (Morgan, 2007) . Hundreds of genes are expressed in synchrony with cell-cycle progression, and numerous mechanisms exist for direct transcription factor (TF) regulation by CDK-APC/C. Start cyclins (Cln1-3), in complex with Cdk1, turn on Start (SBF) genes by phosphorylating Whi5; mitotic cyclin Clb2-CDK inhibits the transcription factor SBF and activates Fkh2-Ndd1 for CLB2 cluster expression; Clb2-CDK further keeps Swi5 inactive by phosphorylating it until it is released by Cdc14 (Morgan, 2007) .
Genome-wide TF binding data have led to another model. TFs transcribed during one cell-cycle stage can bind the promoters of the next set (Simon et al., 2001; Lee et al., 2002) . In principle, this cyclical TF chain (sketched in Figure 2D , right) could drive the global cell-cycle transcription program without CDK-APC/C regulation. Evidence for such a CDK-APC/C-independent global transcriptional oscillator (GTO) has been reported in yeast cells; hundreds of genes oscillate in mutant strains with crippled CDK-APC/C oscillations (Orlando et al., 2008; Simmons Kovacs et al., 2012; Bristow et al., 2014) .
It is important to understand the extent to which CDK-APC/C or the GTO control cell-cycle transcription. Control by multiple oscillators requires coordination. In cycling cells, without coupling mechanisms, the oscillators inevitably slip out of phase. In arrested cells, checkpoints must feed into all of the oscillators to halt them independently. However, transcriptional oscillations have not been reported at the spindle assembly checkpoint, the cell size checkpoint, or pheromone arrest, which are thought to mainly inhibit APC-Cdc20, shift the Cln3-CDK/Whi5 balance, or inhibit Cln-CDK, respectively (Morgan, 2007) . Thus, our understanding of synchrony and arrest is currently incomplete.
Using engineered strains with complete extrinsic control of all mitotic and G1 cyclins, we test the relationship between CDK-APC/C and transcription. These results support the CDK-APC/C model over the GTO model. However, a few genes (SIC1, CYK3, CDC6) do oscillate in different CDK-APC/C arrests. The oscillations of SIC1, an inhibitor of Clbs, in no-Clb arrests are surprising. Mathematical models show that robust SIC1 pulsing, counterintuitively, can rescue cells with low Clb levels. We validate these predictions by showing that SIC1 does indeed rescue low-Clb cells in a physiological range of Clb levels.
RESULTS

Oscillations under Constitutive Cyclin Transcription
We constructed strains with all endogenous Cdk1 cyclins deleted, while CLN2 promoting Start and CLB2 promoting S phase and mitotic entry can be turned on or off exogenously (cln1-3D MET-CLN2 clb1-6D GALL-CLB2, for brevity: cln1-3D MET-CLN2 = clnD*, clb1-6D GALL-CLB2 = clbD*). This simplifies the classical ''CDK-APC/C model'' because wild-type (WT) transcriptional control of cyclins has been removed (Figure S1A) . This strain is viable when MET-CLN2 and GALL-CLB2 are induced continuously in galactose (''G'') and absence of methionine (''ÀMet'') and shows transcriptional oscillations from the CLN2, CLB2, and SIC1 promoters, which are members of the Start (early), CLB2 (middle), and Swi5 (late) cell-cycle clusters, respectively (Figure 1 ). The observation that these promoters remain periodic despite constitutive expression of the sole remaining cyclins is consistent with either strong post-transcriptional regulation of cyclins or a GTO forcing oscillations. It is inconsistent with the proposed GTO being a crucial driver of CDK-APC/C oscillations by periodically transcribing cyclins; periodic transcription of the G1 cyclin Cln3 is required to restart the cycle in newborn cells in published GTO models (Simon et al., 2001; Orlando et al., 2008 ). Yet, because of strong post-transcriptional regulation of cyclins, these observations alone do not fully test all GTO models. We must clamp cyclin-CDK-APC/C activity, not just cyclin transcription, and see whether transcriptional oscillations cease or continue.
Detecting Oscillations
We apply three independent tests to distinguish random fluctuations from transcriptional oscillations. (1) Biological significance test: we compare the size and timing of the fluctuations to true cell-cycle oscillations. If during the CDK-APC/C block, gene activity is very low (hardly rises), very high (hardly drops), or changes too slowly compared to normal cell-cycle oscillations, we see this as incompatible with a GTO, which should exhibit roughly normal strength and timing if it is to have a biological impact. We call such fluctuations ''biologically insignificant.'' We use the following thresholds: insignificant, size of rise or drop <10% compared to WT; ambiguous, rise or drop 11%- [Skotheim et al., 2008] .) (J) Mean ± SD for the ''on'' time ( = inflection point, green) and ''off'' time ( = maximum, red) with respect to budding at 0 min. The relatively long time between activation of CLN2pr and SIC1pr in cycling clnD*clbD* cells is likely due to specific changes in cell-cycle kinetics and not the carbon source (G versus D) since the time between CLN2pr and SIC1pr is hardly affected by GÀMet (not shown) versus DÀMet in clnD* cells.
30%; significant otherwise. In some cases, the CDK-APC/C block suppresses transcription or keeps it at very high levels, yet transcription can eventually return to near-normal levels. For such cases, we set a limit of 3*cell-cycle periods z200 min, above which the event is too slow to be considered a biologically significant oscillation. Such thresholds are somewhat arbitrary, but these are reasonably permissive. (2) Amplitude test: the height of an oscillation can also be compared directly to noise in the data, using a variation of the procedure of de Lichtenberg et al. (2005) . We compare the amplitude of a given gene to fluctuations in noncell-cycle-regulated housekeeping genes representing the noise background. This test requires a reference set of housekeeping genes, so it is applicable to transcriptome data but not to singlecell/single-gene data. (3) Periodicity test: fluctuations can be small but highly regular. So, we use a second tool from de Lichtenberg et al. (2005) to detect periodicity. The test requires a fixed period as input; we scan periods from 50 to 130 min, and accept periodicity at any period (again, a permissive criterion). We add two more periodicity tests of our own for ambiguous cases (see Supplemental Experimental Procedures). All three tests are illustrated for one time course in Figure S2G .
For statistical power, we pool results for similarly regulated genes in transcriptome measurements (brackets in Figures 2C  and 2D ) as well as the results of individual time traces for single-cell/single-gene measurements (see Supplemental Experimental Procedures for details). The aggregate results are almost always unambiguous; we report p < 0.01 as significant for the statistical tests 2 and 3.
Transcriptome-wide Analysis of No-Clb Arrests
In the first set of CDK-APC/C states we studied, we turned the mitotic cyclin CLB2 off and switched Start cyclin MET-CLN2 on or off in clnD*clbD* cells. Cln2 protein disappears quickly after turning MET-CLN2 off (Tyers et al., 1992) in +Met. The MET-CLN2 construct (Amon et al., 1994) is tight: MET-CLN2-blocked cells do not rebud for the duration of our experiments (>14 hr) and show no activation of the Start gene cluster.
To clear Clb2, which is produced copiously by GALL-CLB2, we needed to devise a ''cyclin-depletion protocol'' (Experimental Procedures). Simple shut-off of GALL-CLB2 was not sufficient to clear Clb2 even after 2.5 hr in glucose (''D''); using the cyclindepletion protocol we achieve negligible Clb2 levels and kinase activity, comparable to 1%-2% of peak total Clb levels and activity in WT Stringent depletion of Clb2 is important to allow rigorous statements about transcriptional oscillations in the ''absence of cyclins.'' On the other hand, the cyclin-depletion protocol involves extended blocks and could introduce artifacts on its own. The following observations suggest that the cyclin-depletion protocol is reasonably innocuous: (1) after the cyclin-depletion protocol is applied to clnD* cells, a brief activation of MET-CLN2 leads to a prompt and complete cell division cycle. A similar pulse applied to clnD*clbD* cells, which were arrested for an identical time by identical medium shifts, results in prompt bud emergence at the same time as in clnD* cells, though no cell division results. (2) clnD* and clnD*clbD* turn on early cell-cycle genes almost exactly comparably in response to the MET-CLN2 pulse; thus, these cells are not transcriptionally inert. (3) If MET-CLN2 is induced constitutively, some of the genes we studied remain on or oscillate in clnD*clbD* cells for hours and cells bud repeatedly during that time. Thus, cells maintain comparable functionality in Clb-depleted conditions for long periods. (4) Finally, the block in clnD*clbD* cells is reversible: if cyclindepleted clnD*clbD* cells are reinduced in G+Met and arrest is continued for another 10 hr before a final pulse of -Met, 75% of cells bud and 67% of these cells execute a complete cell cycle. Note that the total block time in this last experiment is far longer than in any of our experiments.
After cyclin depletion (time point 0 min in all experiments with clnD*clbD* cells), we look for oscillations at the transcriptome level. We either leave clnD*clbD* and clnD* cells in the Cln,Clbblocked or Cln-blocked state, respectively, ( Figure 2C ) or induce MET-CLN2 temporarily ( Figure 2D ), which initiates one normal cell cycle in clnD* cells. (The ability to turn Clns on or off is another key difference with past experiments [see Comparison to past experiments].) We compiled 130 genes from Spellman et al. (1998) , Colman-Lerner et al. (2001) , and Haase and Wittenberg (2014) that were previously assigned to cell-cycle specific regulons and the known TFs for these genes. Among these, we focus on the genes that are significantly upregulated (amplitude test: p < 0.01) in MET-CLN2-induced clnD* cells, which perform one normal cell cycle. We are left with 91 genes (see SI), which are displayed in Figures 2C and 2D together with their TFs. (We keep the non-oscillating TFs solely for illustration.)
In the normal cell cycle, we see transcriptional peaks at 60, 90, and 120 min ( Figure 2D, left) . Given that one cell cycle produces transcriptional peaks over a span of more than 60 min, we should see at least one transcriptional oscillation in Cln,Clb-depleted cells if there is an autonomous GTO. Yet, we do not see any gene pulses ( Figure 2C , right), confirmed by two oscillation tests (the periodicity test cannot be applied here). Reflecting the effectiveness of the MET-CLN2 shutoff, no budding is observed.
It is possible that we did not observe transcriptional oscillations simply because they gradually dissipate over the duration of the cyclin-depletion protocol before 0 min. So, we induce MET-CLN2 briefly, which kick-starts gene transcription through the Cln1,2-Whi5-SBF positive feedback loop (Skotheim et al., 2008) . In clnD* cells, this leads to one complete cell cycle ( Figure 2D , left).
In Clb-depleted clnD*clbD* cells, MET-CLN2 induction leads to budding (90% = 201/223 cells) but no cell or nuclear division (determined by bud counts and by time-lapse microscopy with histone Htb2-mCherry). In these cells, early-to-mid cell-cycle clusters activate, but only once: the oscillation tests show no periodicity and no significant second peaks. This conflicts with any closed GTO model, which requires a second cycle ( Figure 2D , right). The clusters following Start (S phase, G2 cluster) do fire, which could imply the existence of a short non-oscillatory chain of TFs. Alternatively, their firing may be due to post-transcriptional regulation of Hcm1 (Pramila et al., 2006) with Clns as key activators. The CLB2 cluster is not activated according to any of our three standards. For example, CDC20 decreases slightly with time and SWI5 and ACE2 have peaks at 8% and 10% of WT; overall, CLB2 cluster activity is consistent with noise (p = 0.24).
Interestingly, a few genes in the Ace2/Swi5 cluster (CDC6, CYK3, SIC1) pulse at biologically significant levels and abovenoise levels (see Figure S2H for 2D plots). This observation is pursued below.
Single-Cell Analysis of No-Clb Arrests
Because bulk population measurements may miss brief or unsynchronized gene expression bursts, we also measure fluorescence from CLN2pr-YFP and CLB2pr-GFP by single-cell timelapse microscopy ( Figures 3B-3I ).
For the biological relevance test, we measure the rise (L[) and drop (LY) of each oscillation, as illustrated in Figure S3A . The scatterplots in Figures S3B-S3I show the Ls for each cell as well as the population averages, which determine biological significance.
In single-cell recordings, the periodicity test is applied to raw, unsmoothed data for individual cells. We then aggregate the p values, allowing detection of periodicity even if oscillations are completely out-of-phase between cells.
As in the transcriptome experiments, upon completion of the cyclin-depletion protocol, we either leave clnD* and clnD*clbD* cells in a Cln-blocked state (MET-CLN2 off, Figures 3B and 3C) or we induce MET-CLN2 briefly, which leads to budding (Figures 3D and 3E) . Again, MET-CLN2-induced clnD* cells perform exactly one normal cell cycle (green plots in Figures 3D and 3E ), which we use as the standard for the biological significance test (controlling for effects of the cyclin-depletion protocol, if any). We observe CLB2pr-GFP fluorescence fluctuations that are between our insignificance and significance thresholds (11%-30%) but periodicity is not detected. CLN2pr-YFP fires just once in Clbdepleted cells after short MET-CLN2 induction ( Figure 3D ). Cells bud but do not complete nuclear division. Similar to other CLB2 cluster genes, CLB2pr-GFP fluorescence fluctuates insignificantly, similar to background fluorescence (Figure 3E) . It is interesting that the CLB2pr-GFP baseline is lower in Clb-depleted cells (explored further in Figure S3K ).
These single-cell measurements are consistent with the transcriptome results described above.
Summary for No-Clb Arrests
The lack of activation of the CLB2 cluster contradicts all previous GTO models. This is crucial because the CLB2 cluster contains key genes for entry and exit from mitosis, e.g., CLB1, CLB2, CDC5, and CDC20, and it is the key link in GTO models that activates end-of-cell-cycle regulons via SWI5 and ACE2. Indeed, most end-of-cell-cycle genes are not activated in our experiments;
we discuss the exceptions in Pulsing of end-of-cell-cycle genes in CDK-APC/C arrests.
The absence of a second Start gene pulse argues against GTO models requiring no cyclin-Cdk activity at all (Lee et al., 2002; Simmons Kovacs et al., 2012) . However, some GTO models are hybrid models, which incorporate the Start cyclin CLN3 (Simon et al., 2001; Orlando et al., 2008) , and CLN3 is not present in clnD* and clnD*clbD* cells. So, we analyze cln1,2D CLN3 MET-CLN2 clbD* cells. In these, CLN2pr-YFP levels reach super-physiological (8x-12x) levels and do not return back to even 1x (mean WT peak) for at least 8 hr. Thus, CLN2 transcription is constantly ''on.'' The slow CLN2pr-YFP fluctuations on top of these high levels are ''biologically insignificant'' according to our criteria and are similar to fluctuations on top of high overall levels in clnD*clbD* cells when MET-CLN2 is turned on constitutively ( Figure S3J ).
Single-Cell Analysis of High-Clb Arrests
In the second set of strains we constructed, mitotic cyclin levels can be locked at high instead of near-zero levels. We achieved this in two ways: (1) by just turning off MET-CDC20 in cdc20D cells ( Figures 3H and 3I ) or (2) by turning off MET-CDC20, expressing limited amounts of undegradable Clb2kd and turning MET-CDC20 back on ( Figures 3F and 3G ) (Drapkin et al., 2009; Lu and Cross, 2010) . (Clb2kd lacks Clb2 0 s APC degradation sites and blocks mitotic exit even under control of the endogenous CLB2 promoter [Wä sch .) The CDK-APC/C model simplifies substantially under these conditions (Figures S1B and S1C). Slippage occurs in both blocks (Drapkin et al., 2009 ); a single-cell analysis, in which escaping cells can be taken out, is indispensable.
Both cdc20D and Clb2kd arrests yield the same results. CLN2pr-GFP is noticeably suppressed but induction creeps up slowly ( Figures 3F and 3H ), e.g., CLN2pr-GFP reaches half-peak in about 200 min in cdc20D cells. Suppression of CLN2 is consistent with well-known SBF inhibition by mitotic cyclins (Amon et al., 1993) , whose levels are high in these arrests. We attribute the slow rise of CLN2pr-GFP to MET-CDC20 leakage or inactivation or dilution of Clb2kd, since the rise is invariably followed by cell division. Positive feedback from Clb1/2 onto the CLB2 cluster is well known (Amon et al., 1993) ; consistently, fluorescence from CLB2pr-GFP shoots up to multiple WT peak levels, only coming back down after a time equivalent to multiple cell cycles (Figures 3G and 3I) . No oscillatory behavior is observed during the block.
Pulsing of End-of-Cell-Cycle Genes in CDK-APC/C Arrests Our results so far support the CDK-APC/C model ( Figure S1 ) over the GTO model. However, there were clear exceptions in the RNA sequencing (RNA-seq) data ( Figure 2D ). When MET-CLN2 is induced, a small subset of Swi5 cluster genes (CDC6, CYK3, SIC1) turns on in Clb-depleted cells above the biological significance threshold (30%) or nearly so (CDC6). These genes, together with others near the biological insignificance threshold (10%), pull the activity level of the whole end-of-cell-cycle pool of genes above the noise threshold (amplitude test).
The discrepancy between lack of CLB2 cluster activation, including SWI5, and activation of Swi5 cluster genes, was surprising. To ascertain whether the tiny SWI5 mRNA peak (8% of WT) could be responsible for activation of these genes, we use a Swi5-YFP construct (Sbia et al., 2008) to monitor protein level and localization. In single Clb-depleted clnD*clbD* cells, following 60-min MET-CLN2 induction, we detected no increase in Swi5-YFP fluorescence ( Figure S4M ). Also, we did not detect any increase in the spatial variance of fluorescence, an unbiased measure of Swi5 nuclear entry ( Figure S4N ). Both signals, especially nuclear entry, are clearly present in WT cell cycles.
Next, we looked at CDC6, CYK3, SIC1 in single cells. All three genes respond at least as strongly in Clb-depleted clnD*clbD* cells as in WT-like cell cycles in response to a 60-min MET-CLN2 pulse (Figures 4A-4C) . The median time when the pulses come on is comparable in Clb-depleted cells and normal cell cycles (SIC1, CYK3: 120/130 min, CDC6: 140/110 min, respectively). The response in Clb-depleted cells is either entirely (SIC1) or largely (CYK3,CDC6) eliminated by swi5D deletion (CDC6 is co-regulated by Swi5 and Start TFs [Piatti et al., 1995] ). If MET-CLN2 is induced continuously, transcription of these three genes oscillates ( Figures 4D-4F) ; these oscillations are genetically dependent on SWI5. Multiple pulses in Clbdepleted cells are roughly of the same size as in control cell cycles (Figures 4A-4C ; mean Ls are around 1x-2x for both controls and Clb-depleted cells), but the median period between oscillations is large, 190-200 min for all three genes. Thus, Swi5 does not accumulate detectably in the nucleus and its concentration does not increase, inconsistent with a transcriptional chain model. Nevertheless, it activates a subset of its targets at least as strongly as in WT cells, suggesting the possibility that lowlevel Swi5, either from constitutive transcription or left over from previous cell cycles, can be activated post-transcriptionally following MET-CLN2 induction.
In high-Clb-arrested cells, SWI5 is transcribed, and Swi5-YFP cycles in and out of the nucleus multiple times (Figures S4O and S4P; Procko, 2011) . The Swi5 cluster transcripts SIC1, CDC6, and CYK3 oscillate as well ( Figures 4G-4L) ; SIC1 activation, and the majority of CYK3 and CDC6 activation, is dependent on SWI5. In the presence of Clbs, Swi5 is activated by Cdc14, which itself cycles in and out of the nucleolus at high-Clb arrests (Lu and Cross, 2010) . Both Cdc14 oscillations (Lu and Cross, 2010) and the interaction of Swi5 with Cdc14 are well understood (Nasmyth et al., 1990; Visintin et al., 1998) . So, transcriptional oscillations would link up to another oscillatory mitotic exit module via Swi5.
In summary, we find a subset of Swi5 targets to be transcribed at different CDK-APC/C arrests. This transcription occurs in a pulsatile fashion and at both no-Clb (clbD) and high-Clb (+Clb2kd and cdc20D) blocks.
Biological Function of SIC1 Oscillations
The activation of a small number of genes (CDC6, CYK3, SIC1) at distinct CDK-APC/C blocks intrigued us. While the known mechanisms for Swi5 activation are specifically Clb dependent (Moll et al., 1991; Visintin et al., 1998) , the activation of CDC6, CYK3, and SIC1, at roughly WT amplitude, is evidently robust to large variations in Clb levels. We considered the possibility that ''out-of-order'' transcriptional activity of these genes could make the system more robust to CDK-APC/C fluctuations.
Sic1 inhibits mitotic cyclins and thus regulates the CDK-APC/C clock itself. Sic1 is not essential; its main biological role may be keeping B-type cyclin activity from rising too early in G1 (Lengronne and Schwob, 2002) . But in WT cell cycles, Clb levels may deviate from their ''ideal'' cell-cycle trajectory, e.g., due to random noise. SIC1 turning on precociously in the cell-cycle sequence at a high-Clb block could help to bring down Clb levels when they fluctuate too high. This idea is consistent with hypersensitivity of sic1D cells to Clb2 overexpression (Toyn et al., 1997) or stabilization (Schwab et al., 1997) . Following this line of reasoning, it is strange to see SIC1 pulses in Clb-depleted cells as well.
Clbs activate APC/C by phosphorylating it and independently by initiating transcription of CDC20 and CDC5; Cdc20 is an APC/C partner; Cdc5 activates Cdc14, which, in turn, activates the APC/C partner Cdh1. A negative feedback loop is formed because the APC/C-Cdc20/Cdh1 complexes destroy Clbs.
Recent work has shown that negative feedback loops are uniquely fragile architectures. If low Clb levels fail to activate sufficiently strongly, the negative feedback agent (APC/C) can be slow or fail to sufficiently reduce the Clb target (Muzzey et al., 2009 ), leading to a trap with intermediate amounts of Clbs. Both simple models ( Figures S5A and S5B ) and the most realistic model to date, which accounts for all the known elements of mitotic exit, Cdc14, APC/C-Cdc20, APC/C-Cdh1, Sic1, exhibit these design problems ( Figure 5 ).
Based on these results, we hypothesized a role for SIC1 expression at low Clb levels ( Figure 6 ). This is counter-intuitive because the usual rules of genetics predict the opposite: reductions in the target (Clbs) and its inhibitor (Sic1) should compensate for one another, not exacerbate each other.
To test this prediction, we lowered Clb levels by deleting the major mitotic B-cyclin Clb2, which reduces total Clb levels by about half (Cross et al., 2002) . In order for SIC1 and sic1D cells Figure S4 ; the oscillation tests show that the sizes of the oscillations in CDK-APC/C arrested cells are comparable to WT.
to start out similarly, we induce SIC1 from a Gal promoter in all strains; then, we switch off GAL1-SIC1 and measure the time from budding to nuclear division into the bud ( Figure 6A ). clb2D but not the sic1D deletion significantly lengthens cell-cycle timing ( Figure 6B ), yet, similar proportions of WT, clb2D, and sic1D cells do finish (90%-95%). In the clb2Dsic1D strain, in contrast, cells take significantly longer, and a substantial fraction (35% = 43/124) fails to finish at all. This cannot be explained by an additive influence of sic1D and clb2D since sic1D has no noticeable effect. Is SIC1 uniquely important to low-Clb cells among the Swi5 cluster genes? A swi5D deletion partially replicates the effect of sic1D on clb2D cells while swi5D alone (like sic1D alone) has no detectable effect ( Figure 6C ). To mimic the effect of the sic1D deletion in the clb2D background by removing TFs, we have to remove both known SIC1 transcription factors, ACE2 and SWI5 ( Figure 6C ). clb2Dsic1D cells are statistically indistinguishable from clb2Dswi5Dace2D cells. So, SIC1 suffices to explain the importance of the Swi5/Ace2 cluster for cell-cycle completion in low-Clb cells.
If lowering Clb levels makes the APC/C-Cdc20/Cdh1 loop less efficient, resulting in a requirement for SIC1 for efficient mitotic entry, then weakening APC/C directly should have the same effect. Low Clb levels (clb2D) result in incomplete APC/C phosphorylation, diminishing APC/C-Cdc20 activity (Rudner and Murray, 2000) . We tested the APC-A background, with mutated Clb2-Cdk-dependent APC/C phosphorylation sites in Cdc16, Cdc23, and Cdc27 (Rudner and Murray, 2000) . Similar to our results with clb2D, we observe that combination of APC-A with sic1D caused a significant decrease in the fraction of cells completing nuclear division, while sic1D and APC-A alone had no effect ( Figure 6D ). So, low Clb levels make APC/C less efficient (Rudner and Murray, 2000) , and a less efficient APC/C is rescued by SIC1 to promote nuclear division.
We studied the dynamics of SIC1 firing in low-Clb cells using a SIC1pr-YFP construct. When cells do complete cell division, SIC1 firing dynamics are similar in the different strains ( Figures  6E-6H) : a large rise in SIC1pr-YFP roughly coincides with nuclear division. However, a subset of clb2Dsic1D cells exhibits multiple SIC1pr-YFP pulses without associated nuclear division ( Figure 6I ), resembling our original observations in Clb-depleted cells (Figure 4 ). This suggests that if these cells had functional SIC1, these transcriptional pulses would have released them into division. The majority of clb2Dsic1D cells, however, do not show clear SIC1pr-YFP pulses even if failing nuclear division ( Figure 6J ). Low (but non-zero) amounts of mitotic cyclin may be preventing SIC1pr-YFP pulsing in these cells because there is no SIC1 to complete the positive feedback loop onto itself to cause a runaway SIC1 pulse. Pinpointing the exact SIC1 dynamics that release delayed clb2D cells is difficult. The initial rise of SIC1 could be mainly responsible for the rescue. Interestingly, in a few clb2D cells, we observe an early pulse before the main SIC1 pulse (one such cell is shown in Figure 6G ). We do not know whether such a small, early SIC1 pulse matters for ultimate cell-cycle completion. However, Ace2, a minor TF for SIC1 (Knapp et al., 1996) , is sufficient for significant rescue in clb2Dswi5D cells (see above), suggesting that low Sic1 levels may be sufficient.
The experiments above involved genetic perturbations to interfere with Clb-APC/C negative feedback. In WT are fluctuations in Clb2 levels frequently sufficiently extreme to result in a SIC1 requirement at either low or high Clb2 levels? This is important to evaluate whether the effects we observe are relevant to WT physiology. We used a functional CLB2-YFP fusion protein, replacing endogenous CLB2, and correlate bud-to-nuclear division times with Clb2 expression dynamics (Figures 6K-6M) . We (M) sic1D cells that fire Clb2-YFP more slowly take longer to finish nuclear division (and fail significantly more often) than SIC1 cells. Plot of time from budding to nuclear division T versus slope of Clb2-YFP at budding (normalized by Clb2-YFP at budding). The median Clb2-YFP slope at budding is indicated by a dashed vertical line. The circles on the horizontal line at T = 100 min indicate cells that took T R 100 min to complete budding to nuclear division (numbers indicated). For cells with T < 100 min, slopes were collected in eight equal-width bins covering the range of slopes observed, the mean ± SEM is indicated by horizontal lines for each bin, and a large circle (clnD*) or diamond (clnD*sic1D) indicates the median in each bin; the linear regression lines for T < 100 min populations are also indicated. Statistical significance of differences is indicated as *p < 0.1; **p < 0.05; ***p < 0.001 (log-rank test). In (B)-(D), the difference between strains is only statistically significant if indicated. In (M), the statistical significance refers to the difference of the slopes of the linear regression lines.
use Clb2 as an approximate indicator of total Clb levels because Clb2 makes up about half of total Clbs . Following the mathematical modeling in Figure 5 closely, we expect cells with slowly rising Clb2-YFP to be particularly negatively affected by the absence of SIC1. To quantify Clb2 rise, we measure the slope of Clb2-YFP at budding ( Figure 6L ). The strain backgrounds included GAL1-SIC1 (so that we could normalize SIC1 levels between sic1D and SIC1 strains prior to the experiment) and clnD* to allow synchronization. Cells are blocked in G+Met; after switching GAL1-SIC1 off in glucose, cells are released by re-inducing MET-CLN2 ( Figure 6K) .
Some outlier cells are substantially delayed in nuclear division: budding to nuclear division time T > 100 min (gray horizontal line at T = 100 min) ( Figure 6M ). Among such cells in which Clb2-YFP rises slowly (to the left of the population median indicated by the dashed, gray vertical line), sic1D cells are significantly more likely to be substantially delayed compared to WT-SIC1 cells (7% versus 3%, p = 0.04). In contrast, in cells that fire Clb2-YFP quickly (above-median Clb2-YFP slopes), sic1D does not slow nuclear division (1% versus 2%, p = 0.20). The low background rate of cell-cycle failure (1%-3%, except in sic1D cells with slow Clb2) is similar to what we have observed with other genotypes under exogenous Start control (clnD*, data not shown).
For the bulk of cells that divided nuclei within the movie duration, we noted first that the faster Clb2-YFP rises at budding, the faster nuclear division occurs (p < 10 -6 for negative slope of linear regression lines for both sic1D and SIC1). This agrees with previous experiments showing a speed-up of cell-cycle events with increasing Clb2 (Oikonomou and Cross, 2011) . Superimposed on this effect, sic1D deletion increases the time to complete nuclear division specifically in cells with slowly rising Clb2. The delay for sic1D cells compared to SIC1 cells is 10-15 min for slowly rising Clb2-YFP and decreases to 0-5 min for fast rising Clb2-YFP (p < 0.01 for the difference in slopes of the linear regression lines). These results indicate that in typical cell cycles, SIC1 is most important for nuclear division in cells firing Clb2 slowly at Start (below median), as opposed to cells firing Clb2 strongly (above median). We conclude that SIC1 helps WT cells complete nuclear division particularly when Clb2 firing is slow. It is possible that SIC1 is important in WT cells with rapid Clb2 firing, but only for mitotic exit after nuclear division is complete; our measurements do not address this issue.
Comparison to Previous Experiments
It is important to compare our results with experimental results supporting the GTO model (Orlando et al., 2008; Simmons Kovacs et al., 2012; Bristow et al., 2014) .
Transcriptome results for our control strain (MET-CLN2-induced clnD* cells), undergoing a single-cell cycle, gave results highly comparable to the first cycle of the WT control in Orlando et al. (2008) (Figures S6A and S6B ), indicating good overall concordance despite numerous technical differences (RNAseq versus microarray, Cln-block versus elutriation for synchronization, spacing of time points, strain backgrounds).
To test whether our data analysis methods are capable of detecting oscillations, we applied our three oscillation test to the data sets from Orlando et al. (2008) . They robustly detect the oscillations in agreement with the interpretations of Orlando et al., despite many analytical differences (pooling of genes for oscillation tests, statistical tests, specific oscillation test thresholds) ( Figure S6D ).
In cdc28-ts cells, transcriptional oscillations were interpreted to be completely cyclin-CDK-independent (Simmons Kovacs et al., 2012) . Our most comparable experiments (Cln,Clb depletion) showed no suggestion of any oscillatory behavior at the transcriptome ( Figure 2C ) or at the single-cell/single-gene level (Figures 3B and 3C) . The discrepancy may be due to leakage of the ts mutant or to hitherto unknown Cdk1-independent but cyclin-dependent transcriptional activity. However, at least for SBF genes the latter explanation would contradict previous results (Cross and Tinkelenberg, 1991; Dirick and Nasmyth, 1991) .
The report of oscillations in WT-CLN clb1-6D GAL1-CLB1 cells (Orlando et al., 2008) is best compared to our experiments with Cln,Clb-depleted cells with controlled pulses of MET-CLN2. Here, we see a single firing of early expressed genes and no second firing, both at the transcriptome ( Figure 2D ) and single-cell/ single-gene levels ( Figure 3D ). The ability to turn MET-CLN2 back off after kick-starting SBF/MBF transcription in Clbdepleted cells is crucial here. With endogenous CLNs as in Orlando et al. (2008) , we expect continuous transcription from SBF/MBF Start genes in the absence of CLB function (Charvin et al., 2010) ; the Cln1,2-Whi5-SBF positive feedback loop should be switched on continuously, which is what we observed. Neither reintroduction of WT-CLN3 into clnD*clbD* nor expressing MET-CLN2 continuously recreated a cell-cycle-like oscillation, i.e., a rise and dip in CLN2pr-YFP below peak levels ( Figure S3J) .
In order to attain robust and reliable clearing of mitotic cyclin, we applied prolonged cell-cycle arrests (''cyclin-depletion protocol''); simple turnoff of GALL-CLB2 was not effective in depleting Clb2 since remaining Clb2 levels were comparable to z20%-25% WT peak total Clb levels even after 2.5 hr ( Figure S2E ).
In Orlando et al. (2008) , GAL1-CLB1 was shut off 45 min before elutriation and Clb1 levels were not assessed, presumably due to absence of an appropriate antibody. Based on our Figure S2E results and perhaps exacerbated by the fact that GAL1, used in Orlando et al. (2008) , is expressed more than ten times as strongly as GALL (Mumberg et al., 1994) , it is reasonable to hypothesize that some significant level of Clb1 persisted in the prior experiments.
In Orlando et al. (2008) , effective Clb1 depletion was inferred from cytological failure of nuclear and cell division. Different cell-cycle events are promoted at distinct Clb2 thresholds (Oikonomou and Cross, 2011) . Therefore, we considered the possibility that there could be Clb levels sufficient to regulate transcription, but insufficient for overt nuclear division.
To test possible transcriptional effects of residual mitotic cyclins on transcriptional oscillations, we focus on the CLB2 cluster. With our standard protocol (GALL-CLB2 turned off at À4.5 hr), CLB2 cluster induction in Clb-depleted cells was near background ( Figure 2D , 10%, 8%, 0% of WT for ACE2, SWI5, and CDC20). By turning GALL-CLB2 off later in the protocol, we can shorten the Clb2 depletion time, keeping total arrest time constant ( Figure 7A ). This procedure will leave progressively more residual Clb2 in clnD*clbD* cells at 0 min when MET-CLN2 is induced ( Figure 7B ). We then can assess both nuclear division (with Htb-mCherry) and CLB2pr-GFP expression, correlated with residual Clb2 levels detected by western blot in parallel experiments.
We observed a dissociation between nuclear division and CLB2pr-GFP levels in this analysis: while in our standard protocol, nuclear division and CLB2pr-GFP expression were efficiently blocked, at shorter shutoff times, CLB2pr-GFP expression steadily increased, up to nearly WT peak levels, but nuclear division ( Figures 7C and 7D ) and DNA replication (Figure S6C ) remained effectively blocked.
For a rough comparison to Orlando et al. (2008) : they depleted GAL1-CLB1 for 45 min before elutriation and observed a CLB2 cluster transcriptional pulse at 15%-26% of WT, without nuclear or cell division; in our experiments, a 60-min Clb2 depletion time resulted in a CLB2pr-GFP peak 22% of WT, also without nuclear or cell division.
These results are most simply interpreted as implying much lower Clb2 thresholds for transcriptional regulation than for nuclear division, indicating that cytologically detectable failure of cell-cycle events is an imperfect indicator of underlying Clb levels. We have no data to suggest actual Clb1 levels in the protocol of Orlando et al. (2008) , however.
Some (but not all) SBF-regulated genes were reported to fire in cdc20D-blocked cells in Bristow et al. (2014) . We observe strong, initial repression of the SBF-regulated CLN2 promoter, consistent with the well-established ability of Clb-Cdk (which accumulates to high levels in cdc20D-blocked cells) to repress SBF (Amon et al., 1993) (Figure 3H ). After long incubations, CLN2pr-GFP transcription does gradually rise; in every case, this rise is followed by overt leakage of the cdc20D block with cell division and arrest in the next cell cycle. Therefore, the slow rise in SBF transcription could reflect slow removal of Clbs by leaky APC/C activity or SIC1 activation. In our hands, the MET-CDC20 block is rather leaky; single-cell analysis was crucial for identifying and removing escaping cells from analysis. We have no information to suggest leakiness of the cdc20D block in Bristow et al. (2014) . However, any leakage that does occur will contribute to an average increase in SBF gene expression and in our experience, leakage in cdc20D-blocked cells is very hard to catch in bulk culture, since the leaked cells promptly re-arrest in the next cell cycle.
Swi5 nuclear oscillations ( Figure S4P ) and SIC1 pulses (Figure 4J) were seen in our experiments in arrested cells but not in Bristow et al. (2014) . These events occurred with great intercell timing variability, thus are nearly undetectable in a population experiment.
DISCUSSION
Because of the broad implications of the GTO model (Simon et al., 2001; Lee et al., 2002; Orlando et al., 2008; Simmons Kovacs et al., 2012; Bristow et al., 2014) for normal and aberrant cell cycles, we sought to understand the coupling and decoupling of transcription to the CDK-APC/C oscillator. We provide a system-level overview of CDK-APC/C control of transcription, which suggests that CDK-APC/C control is strongly dominant, despite the potential for a cyclical chain of TFs to contribute to control (Orlando et al., 2008; Simmons Kovacs et al., 2012; Bristow et al., 2014) .
If the CDK-APC/C state controls almost all cell-cycleregulated transcription, global decoupling of transcription from the CDK-APC/C oscillator would be prohibited: transcription and CDK-APC/C oscillations cannot run out of phase in normal cycling cells. For complete cell-cycle arrest, including transcriptional oscillations, checkpoints need only arrest the CDK-APC/C oscillator and do not need to target TFs directly. The GTO model could impose the need for independent checkpoint regulation of CDK-APC/C and TFs.
Last, we sought to elucidate potential benefits of transcriptional pulsing robustness for the few genes that escape normal CDK-APC/C order. A mathematical analysis revealed that SIC1 pulsing could, counter-intuitively, bring a benefit to low-Clb cells because the main mechanism controlling mitotic entry and exit, Clb-APC/C negative feedback, becomes inefficient. We found that SIC1 does indeed ensure cell-cycle completion in cells with lowered Clb levels (either due to Clb2 deletion, or to stochastic fluctuations in Clb2 expression) or with weakened APC/C (APC-A). A contribution of Sic1 to nuclear division had not been recognized before. Like SIC1 pulsing at no-Clb arrests ( Figures 4A and 4D ), SIC1 rescue in clb2D cells is controlled by Swi5, and a number of arrested clb2Dsic1D cells repeatedly pulse SIC1pr-YFP (and a small number of clb2DSIC1 cells show two peaks per cell cycle). These cells may be attempting breakout from a low-Clb2 block by repeatedly pulsing SIC1 transcription. Beyond the requirement for Swi5, we know nothing of the mechanism for this pulsatile SIC1 expression, so at present we lack a way to address its biological significance more directly.
EXPERIMENTAL PROCEDURES
Standard procedures and established disruption alleles, transgenes, and fluorescent fusions were used for strain constructions by tetrad analysis and transformation. All strains were W303 background.
Cyclin-depletion protocol (effect on clnD*clbD* cells is indicated): GÀMet (cells cycling) / 180 min G+Met (cells blocked in G1) / 50 min GÀMet (induce MET-CLN2, start new cell cycle) / 30 min G+Met (turn off MET-CLN2) / 270 min D+Met (turn off GALL-CLB2 near the end of the cell cycle and arrest). For +Clb2kd experiments, the protocol is as follows: RÀMet (cells cycling) / 180 min R+Met (cdc20D arrest) / 60 min G+Met (GAL1-CLB2kd on, if exists) / 30 min D+Met (GAL1-CLB2kd off) / 300 min DÀMet (MET-CDC20 on). The protocol for cdc20D experiments is as follows: DÀMet (cells cycling) / 180 min D+Met (cdc20D arrest). G, galactose; R, raffinose; D, glucose; +/ÀMet, presence/absence of methionine.
For whole-transcriptome measurements, RNA was extracted using standard methods and cDNA libraries were prepared using the Illumina TruSeq RNA Sample Preparation Kit v.2. Sequencing was carried out by Genewiz on an Illumina HiSeq2500 platform in 1-3-50-bp single-read configuration in Rapid Run mode.
Flowcell microscopy was performed using CellASIC technology following the manufacturer's instructions.
Image analysis, quantification, and data analysis employed custom software (Charvin et al., 2010; this work) 
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