1-Introduction
Manufacturing is traditionally considered as an environment with rapid growth and productivity gains (Kaldor, 1966; Murphy et al, 1989) . Productivity in manufacturing is thus important for developing countries to catch up and gain international competitiveness. Understanding the factors that affect industrial performance presents important policy implication for developing economies which face the increasing pressure of globalization.
In the literature, the importance of productivity is generally highlighted as explaining growth differences between countries (Howitt, 2000) . Improving productivity in manufacturing, in particular, is recognized as an effective way of enhancing performance and catching up with other better performers (widely known as "the convergence hypothesis"). The central role of manufacturing in the context of rapid growth has also been debated in relation to the surge of the service sector. Some authors have argued that nontraditional ICT-intensive services, which are characterized by a growing tradability, increasing technological sophistication, and low transport costs, are at the forefront of a third industrial revolution (Ghani, 2010) . Others, such as Lin (2012) , Aghion (2012) , and Stiglitz et al (2013) still think that manufacturing remains the only realistic path towards sustained growth for the low-income, low-skilled, and labor-abundant countries of the developing world.
Developments in the economic literature have emphasized the importance of a business-friendly investment climate for robust economic performance (World Bank, 2004) . At the macroeconomic level, various empirical studies have used cross-country analysis to highlight the critical role of good governance and institutions (Acemoglu et al, 2001; Engerman and Sokoloff, 2002) . More recently, the emergence of enterprise survey data has led to a growing literature that evaluates the determinants of firms' performance (Dollar et al, 2005, Pande and Udri, 2005; Aterido et al, 2011) 1 . By adding a micro economic perspective that captures firms' main constraints, this new approach strengthens the empirical literature which may be used to formulate policy recommendations.
The investment climate can be defined as the "policy, institutional, and regulatory environment in which firms operate" (World Bank, 2004) . Key factors affecting investment climate include the rule of law, the quality of the judiciary system, the control of corruption, the level and complexity of taxation and regulation, the quality of infrastructure, the quality of the labor force, the cost and availability of financing, the security and the political stability. Many of these dimensions have been found to be correlated with firms' productivity, investment, and growth 2 . A main hypothesis in the literature is that a good investment climate facilitates the functioning of markets and reduces the transaction risks and costs associated with investing in, starting, operating, and closing down a business. It can also create new opportunities (for example through trade or access to technology) and put competitive pressures on firms. The World Bank (2004) reports as well that a better business environment contributes to the effective delivery of the public goods necessary for productive business (World Bank, 2004; Pande and Udry, 2005; Straub, 2011) .
1 See Dethier et al (2008) for a review of the literature. 2 Bastos and Nasir (2004) ; Escribano and Guash (2005) ; Dollar et al (2005) , Aterido and Hallward (2007) ; Aterido et al (2011) .
In the literature, firms' outward orientation is a well-accepted key source of productive performance (Balassa, 1978 and Barro, 1997; Frankel and Romer, 1999) . Foreign exposure is seen as presenting increased competition for domestic and exporting firms, encouraging them to invest and be more productive. Additionally, access to foreign capital goods is a source of productivity by technology transfer from advanced countries (Goldberg et al, 2009 and Topalova and Khandelwal, 2011) . This channel is particularly important for developing economies, where new technology is relatively scarce, resources are limited, and firms depend on high-quality imported inputs. In addition to encouraging investment in more productive technologies and organization, international competition is a source of learning as world markets expose firms to more advanced knowledge and technology. Big markets lead also to economies of scale (Coe and Helpman, 1995; Bernard and Jensen, 2004) .
The World Bank Enterprise Surveys (WBES) collect data on firms' inputs, outputs and characteristics, as well as on various aspects of their business environment. The WBES provide both subjective evaluations of obstacles to firms' operations, and more objective information on topics such as infrastructure, human capacity, finance, innovation, foreign exposure, competition, crime and government relation. These standardized surveys of large and random samples of firms which reflect the distribution of firms by country, allow the comparison of firm productive performance by sectors and across countries. The WBES also provide information to estimate the impact of the business environment on firms' performance. In a context of increasing pressure from globalization, the WBES can be useful tools for identifying the key obstacles to competitiveness and growth in developing countries. As such, they can inform the design of policy reforms. The objective of this paper is to accelerate progress in that direction.
Drawing on the WBES, this paper analyzes the relationship between the investment climate and firmlevel performance for 11 manufacturing industries in 70 developing economies (see Annex-1 for the list of countries). We first propose a measure of firm performance by using the Total Factor Productivity (TFP) approach. Although a number of studies have recently analyzed the impact of the investment climate on firms' performance, this paper makes a comparison using a much bigger sample of firms, sectors, and countries than traditionally. Another contribution of our research is to go a step beyond what has been done previously, by including the time dimension of the data to tackle the endogeneity issue seen in previous empirical studies. For an increasing number of countries, a sub-sample of firms has been surveyed at different points in time, which makes data available on a panel form, for a substantial number of firms, sectors, and countries. This new time dimension allows the use of more pertinent econometric techniques in this study to check the robustness of previous findings.
Another new facet of our work consists of addressing other constraints of the data, which have led to doubt being cast on the conclusions of previous studies (and on the policy recommendation attached to them). This is the case for the perceived unreliability of firms' answers. It is particularly true for the subjective questions, for which entrepreneurs may have different perceptions, especially when in different countries / regions. Firms may also be tempted to attribute their inefficiencies to external factors. To tackle this issue, we use several methodologies. Following Dollar et al (2005) , we first replace each answer by the country-region-size average of the observed variable. We also go a step further by building several prediction models which are used to forecast the firm's answer to the survey's questions (considered in that case as exogenous). This process, which helps to address at the same time measurement errors and endogeneity issues, has rarely been used in the literature, especially in the systematic and extended way that we use it in this research (Chaffai et al. 2011 ; Souillard, 2016) . .
Another contribution to the literature in this paper relates to the treatment of the investment climate variables. Instead of arbitrarily considering a few indicators, like in most empirical studies, we summarize the information in a limited number of aggregated variables using the Principal Component Analysis (PCA) methodology. The advantage of this approach is that it takes into account more dimensions of the business environment, without encountering problems of multicollinearity when estimating its impact on firm performance (Mitra et al., 2002) . In line with the literature, we define 7 composite indicators: infrastructure quality (Infra), ICT availability (ICT), human capacity (H), financing ability (Fin), government relations (Gov), security and political stability (CrimePol), and competition (Comp) . Most of these indicators are found to be significantly linked to firm-level TFP. This constitutes an interesting outcome, due to the larger than usual number of investment climate factors validated by the data. These results are robust to the treatment of measurement errors and of endogeneity through the use of various techniques (country-region-size averages of variables, predictions of firm-level observations, and IV estimators). They were obtained using the one-step procedure, which produces less biased coefficients by allowing the simultaneous estimation of both production technology and the factors contributing to firms' TFP.
Finally, special attention is paid to the productive role of the firm's outward orientation in increasing competitive pressure, knowledge spillover and technology adoption from more advanced economies. Firms' foreign exposure is evaluated using several indicators: export status (X), foreign presence in firm capital (ForeingK), quality certification (Cert), and the use of licenses from foreign companies (Lic). All these dimensions are found to positively influence firm productive performance in most manufacturing industries
The paper is organized as follows: In the second section, we present the World Bank Enterprises Surveys (WBES). We describe the data limitations, and explain how we deal with this issue. The third section highlights methodological aspects linked to TFP, our performance indicator. Section four compares average firm-level TFP by industry across countries. Based on the literature, section five introduces the investment climate composite indicators and relates them to firm performance. In the sixth section, we investigate the relationship between firm-level TFP and the variables reflecting firm outward orientation and business environment. The robustness of our results is tested by considering various models and specifications developed to correct the bias linked to the data. The last section concludes with our main findings and their policy implications.
-The World Bank Enterprise Surveys (WBES): Data limitations
The World Bank Enterprise Surveys (WBES) collect data on firm-level inputs, outputs and characteristics, as well as on a large variety of quantitative and qualitative (perception-based) indicators of the business environment. The data are classified in several broad categories: (a) control information; (b) general information; (c) infrastructure and public services; (d) sales and supplies; (e) degree of competition; (f) capacity; (g) land and permits; (h) innovation; (i) crime; (j) business-government relation; (k) finance; (l) labor; (m) business environment (summary); (n) performance (see http://www.enterprisesurveys.org/data).
In building the database, we tried to incorporate as much information as possible. We included in our sample the 70 countries for which a sub sample of enterprises have been surveyed at least twice. These countries are in the 5 main regions of the developing world 3 (List of countries in Annex 1).
To estimate firm-level productivity, we initially considered a population of almost 8,000 firms (15, 764 observations), from 13 manufacturing industries. This initial sample had to be reduced due to various data limitations. Calculation of productive performance requires information on at least 4 variables: (1) production, (2) intermediate consumption, (3) labor, (4) capital. For some enterprises, part of this information was difficult to get. This is particularly the case for capital. For others, the answers showed clear inconsistencies. Enterprises were eliminated from the sample when productivity and/or production factors were inexistent or judged to be questionable. 4 In addition, some industries had to be merged, due to an insufficient number of observations. In total, approximately 4,000 enterprises (7,900 observations) grouped into 11 industrial sectors were used for the estimations of the production functions and for the TFP calculations.
5
Like production and production factors, the investment climate variables are also subject to missing observations and measurement errors. Once outliers and missing variables were removed from the sample, approximately 5,500 observations (around 3,000 enterprises) were left to estimate the factors of productivity (see estimation in section 6).
In addition to missing observations and measurement errors, another important question relates to the endogeneity linked to the qualitative nature of most investment climate variables. This is particularly true for perception-based variables for which firms are asked to position their answer on a given scale.
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The perception of the scale may be different across firms, industries, regions and countries. Besides, when answering the questions about their environment, firms may be influenced by the perception they have of their own productivity and attribute their inefficiencies to external factors. Also, highperforming firms may be proactive in reducing their investment climate constraints, for example by working with the authorities to limit inspections, or secure more reliable power supplies.
In the empirical part, we assume this endogeneity exists and use appropriate estimation techniques to better quantify the impact of investment climate variables on firm productive performance. Following Dollar et al (2005) , we first make the assumption that firms in the same size category, in the same region, and in the same country, experience a similar business environment and have a similar perception of it. This leads to the measurement of investment climate variables as country-region-size 3 Sub-Saharan Africa (AFR), East Asia (EA), South Asia (SA), East Europe and Central Asia (ECA), Middle East and North Africa (MENA), Latin America (LA), 4 Some inconsistencies were noted, for example when the hypothesis of constant returns to scale in TFP calculations led to a negative contribution of capital, or when the residual of estimation of the production function was not in line with the standard deviations of the regressions and influenced too much the estimation of coefficients. We then apply different models to predict firms' answers to the surveys' questions, and address endogeneity in a better way. The predictions were made as linear combinations of selected exogenous variables, as well as based on probit, logit, or multinomial specifications (or a combination of them).
More details on models and variables are given in section 6.2.3. These predictions were used as an alternative to firms' answers when explaining firm-level performance (see sections 5.7, 6.2.3 and 6.2.4). This has also the advantage of correcting for measurement errors.
Finally, we take advantage of the time dimension of the data to address endogeineity in another way. When explaining firm performance, we use the lag value of the business environment variables, as instruments of the contemporaneous ones (see section 6.2.4 for the equations used and the results of the estimations). We also combine this technique with previous predictions by replacing this lag value by its lag prediction in order to correct, at the same time, for measurement errors.
Exchange rate constitutes another source of uncertainty which may lead to over-or under-evaluation of firm productivity. Production and production factors were converted into US dollars for comparability of TFP calculation across countries. Several exchange rates can be used to calculate and compare firmlevel productivity. In this study, we used the current market rate in US dollars, which is the same rate that firms use for their financial calculations
-Firm-Level Productive Performance: Methodological Aspects
Firms' productive performance, which can be evaluated using various indicators of productivity, is generally understood to be the ability of a firm to transform inputs into outputs (OECD, 2001) . Easyto-calculate measures include labor productivity (LP), or partial productivity calculated as the ratio of the firm's output to any factor of production (e.g. capital). When all production factors are taken together, productivity can be measured by non-parametric total factor productivity (TFP) (also called the Solow residual), which is calculated as the residual of a given production function, or parametric TFP and technical efficiency (TE), calculated as the residual of an estimated production function/frontier. These two measures have the advantage that firms can be bench-marked using a standard measure of performance, which allows direct comparisons between firms and countries.
In a dynamic analysis, TFP growth can be the result of a technical change (TP) or the consequence of a technical efficiency improvement (TE). Technical change represents an upward shift of the production frontier, while technical efficiency improvement is a move within the feasible production range towards the frontier (technology remaining unchanged). In a static framework, the 2 concepts, TE and TFP level, can be used interchangeably. Technical efficiency is no more than a relative productivity level, all sample firms being benchmarked against those which operate at the frontier, (i.e. those firms which represent the best "practice"). Our objective in this paper is to determine how firms perform 7 We make sure we have a sufficient number of observations by region and sector. If not, we substitute country-size averages to countryregion-size averages.
relative to others. Because the 2 concepts are equivalent, we chose to focus on TFP due to its simplicity.
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For calculating TFP, the Cobb-Douglas technology is the one which is most often used, because the elasticity of production to inputs is easy to observe and interpret. The country and region dummy variables aim to capture the effect of country and region specific factors, such as natural resources, national and regional institutions, trade policy, macro or political instability. There are good reasons to think that firms' value added may vary across countries and regions for reasons other than production conditions. Furthermore, taking into consideration these fixed-effects, and the year of survey results in a reduction of the omitted variable bias when estimating the elasticities of capital and labor. This in turn contributes to a better calculation of TFP.
Firm TFP is calculated as the residual of the estimated production function. The equation is as follows:
These calculations will be presented in the next section, by industry and by country.
A complement to this analysis consists of determining the reasons why some firms are less productive than others. Factors that may influence TFP can be tested in different ways. One method is to estimate the production functions as in (1) and then to regress the TFP obtained as in (2), on a vector of explanatory factors. This "two-step" procedure has several shortcomings, including a question of identification. When any of the production function inputs (X) is influenced by common causes affecting TFP, there is a simultaneity problem due to the omission of explanatory variables in the first stage estimation (Bastos and Nasir, 2004) . In addition, despite the fact that the country (region) fixedeffects are aimed at reducing the omitted variable bias, it may not be sufficient. The estimated elasticities of labor and capital may still be biased, and so TFP as well. The most recent literature proposes to simultaneously estimate all the parameters in "one-step". In this case, the extended production model can be rewritten as:
8 In this paper, we only refer to productivity levels because of the limited time dimension of the production factors. Our analysis focuses on comparisons of firm-level productivity across enterprises, industries, and countries. Measuring productivity level, although more restrictive than measuring growth rates (which requires, for instance, specific functional forms of the production function), is less demanding in terms of data quality requirements. It permits, in particular, the use of unbalanced panels with short time dimensions, measurement errors, or constant value of IC variables (see Escribano and Guasch, 2005 When estimating the factors of productivity, country fixed-effects are not included in the equation. As highlighted in the literature, they could "wash away" the role of some of the explanatory factors of TFP (the investment climate variables in particular). It is this model that we estimate in section 6.
-Calculating Firm-Level Total Factor Productivity (TFP)
Firm-level production functions are estimated as in equation (1). This step is necessary to first relate total factor productivity (TFP) across firms and countries. It is also useful to evaluate the estimation bias when compared to the results of the one step procedure (as in equation 3). At this stage, we explain firm value added (Y i ) by firm capital (K i ) and firm labor (L i ). Country, region and year of survey fixedeffects are also introduced in order to minimize the omitted variable bias. Value added is calculated as the difference between firm total sales and total purchase of raw material, excluding fuel. 9 All values are taken in current US dollars. We make the hypothesis that firms are price takers, and purchase raw materials at world price. This appears to be an acceptable assumption for manufacturing industry which is exposed to international competition. In this case, the prices in US dollars of production and intermediary consumptions are comparable across countries. K i is the firm gross value of property, plant, and equipment, and L i is the number of firm full time permanent workers. Outliers have been excluded from the database as explained in section 2 (see Annex 3 Table-A2 for the statistics of the production function variables).
Firm-level production functions are estimated at the sector level, on unbalanced panels with a range of 1987 observations for the Food industry, to 558 observations for Transport, using the reasonable assumption that an industry-based technology leads to more homogeneous production functions, and makes it easier to attribute the residual to differences in productivity. Differences in the coefficients of factors across branches justify this choice, as shown by our results (see Table 1 below).
The value of these coefficients is however not always in line with what we know about the technology of production. In heavy industry, elasticity of capital compared to elasticity of labor can be quite low (especially in Transport which has a ratio of 0.13 versus 0.32 in Rubber & Plastics), compared to light industry (0.21 in Leather to 0.26 in Food). Elasticities are also more stable in light industries than in heavy industries. An explanation could be that the lower number of observations for the heavy industries than for the light industries, reduces the robustness of the estimations. Another explanation could be a lower quality of data, possibly due to the fact that capital is usually more difficult to evaluate than labor. This could lead to more errors in the data for capital in heavy industries than in light industries, which are by definition less capital intensive. In addition, constant returns to scale are not validated by the data (with increasing returns to scale in all cases, see Table 1 ). Furthermore, the findings for Electronics were not satisfactory, and knowing that the results will not get better in the following sections, we removed the sector from the sample. If we consider the limitations of this first specification (in regard to the omitted variable bias) the results are not a surprise. As mentioned in the previous section, it looks like the country, region, year fixed-effects are insufficient to capture the missing determinants common to all firms. This question will be answered in section 6, when estimating the production functions extended to the factors of productivity. For now, our results will only be used to calculate the country average firm-level productivity by sector, to compare firms' performance across countries.
Table-2 displays the country average firm-level total factor productivity (TFP) by sector, as calculated from the estimated production functions (equation 2 and Table 1 ). For a given sector, country average firm TFP is expressed in percent, relative to the country where firms show the highest performances (for which the value is 100 in the table).
The analysis reveals a relatively stable ranking of countries across industries. Firms in most Latin American economies perform, on average and in several industries, at the highest levels of TFP. This is true for Argentina, Chile, Uruguay and, to a lower extent, Brazil, Colombia and Mexico. This result is consistent with these economies' higher level of development than most of the other economies in the sample.
In the African sub-continent, South African firms appear to be the most productive, in most sectors and at a level comparable to the best performing firms in Latin America. This result does not come as a surprise either, and confirms some earlier findings on the subject (see Kinda et al, 2014) . South Africa, however, is an exception, and no other African firms/ countries in our sample appear able to compete at the international level.
In Eastern Europe and Central Asia, like in most of African countries, the country sample size is small in some sectors. This makes the comparison with Latin America difficult because the number of observations for the Latin American countries is greater (this means the estimation results may be less biased). Nevertheless, the leader of Eastern Europe and Central Asia appears to be Turkey, with an average level of firm performance comparable to the one of the best performers in Latin America. This result also fits with intuition if we think about Turkey's development level, although we should remain cautious because, as mentioned above, there is also less information for Turkish firms. Source : Authors' calculations Note: Country averages of firm TFP are expressed in percent, relative to the country where firms show the highest performance (for which the country average is 100).
As for the rest of the sample, firm productivity looks quite low in most of our Middle-Eastern and North African (MENA), South-Asian (SA) and East-Asian (EA) economies, with the exception of Morocco, whose firms perform quite well in some sectors (Food, Leather, Chemicals), at a level quite close to that of the best performing firms. This result also confirms previous findings on the subject . It is necessary to remember, however, that for these 3 regions, the number of countries represented in the sample is small. In addition, for South East Asia (SEA) and MENA, the wealthier countries are not represented in the sample.
-Measuring Investment Climate
In the surveys, there are multiple indicators covering a similar theme, and their correlation is high. The solution usually adopted in the literature consists of restricting the analysis to a limited number of indicators. This solution has the disadvantage of accepting a potential omitted-variable bias. It also poses the question of whether or not the selected variables provide a representative description of the investment climate. The solution of using a composite indicator has the interest of obtaining more accurate estimates, in addition to including more dimensions of the business environment. Most of the empirical literature relies on individual variables to capture different dimensions of the investment climate, and few previous authors have shown interest in aggregating variables.
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Aggregation is particularly suitable in our case, since we aim to incorporate an as large as possible set of variables not typically used in the literature, to determine which investment climate dimensions are most detrimental to firm performance. Although different methods of aggregation exist, the Principal Component Analysis (PCA) aggregates basic indicators in a more rigorous way than a subjective scoring system (see for example the rating system elaborated by the ICRG, PRS group).
The Principal Component Analysis (PCA) methodology is a widely-used aggregation technique, designed to linearly transform a set of initial variables into a new set of uncorrelated components, which account for all of the variance in the original variables. Each component corresponds to a virtual axis on which the data are projected. The earlier components explain more of the variance of the series than do the later ones. The number of components is proportional to the number of initial variables that are used in the PCA. Usually, only the first components are retained, because they explain most of the variance in the data-set.
The initial indicators were selected on the basis of being available for the countries of our sample, as well as capturing the different key dimensions of the firm business environment. Another element of choice was to add quantitative indicators to qualitative (perception-based) ones, to get a better picture of the firm investment climate in each industry and country. Based on the literature, we defined 7 categories of firm business environment: infrastructure quality (Infra), information & communication technology (ICT), human capacity (H), financing ability (Fin), government relations (Gov), security & political stability (CrimePol) and competition (Comp).
Infrastructure Quality and Use of ICT
The infrastructure indicator ( In developing countries, infrastructure deficiencies constitute an important constraint to private sector development (World Bank, 1994) . More recently, electricity has emerged as a particularly severe problem in poor countries (Carlin et al, 2006; Gelb et al, 2007) . Poor infrastructure, by increasing operating costs, is seen as a burden for firms' operations and performance, thus affecting their competitiveness. As a complementary factor to other production inputs, infrastructure stimulates in addition private productivity by raising investment in new and more productive equipment (Blejer and Kahn, 1984 ; Aschauer, 1989 ; Murphy et al, 1989 ; Barro, 1990 ; Argimon et al, 1997) . Infrastructure is also at the origin of externalities across firms, industries, and regions 13 . Regression analysis confirms that infrastructure deficiencies are harmful to firms' performance (Escribano and Guash, 2005; Dollar et al, 2005; Bastos and Nasir, 2004) . Papers that do not validate this effect are in the minority, and have generally very specific samples or methodological limitations Fismann and Svensson, 2007) 14 .
Human Capacity
The human capacity indicator (H) is composed of two variables: (a) number of years of experience of the top manager. (b) Training of the firm's employees.
Human capacity constitutes an essential factor of firms' performance. In developing countries, human capital can be scarce (World Bank, 2007 and 2017) . This represents a constraint for firm productivity and competitiveness. Because skilled workers are better at dealing with change, a skilled work force is essential for firms to adopt new and more productive technologies (Acemoglu and Shimer, 1999) . Also, new technologies generally require significant organizational changes, which are better handled by a skilled workforce and an experienced manager (Bresnahan et al, 2002) . In addition, by raising firms' profitability, human capacity stimulates productivity through capital formation and technical progress embodied in new equipment. Human capacity can also give the opportunity to enterprises to expand or enter new markets, which leads to economies of scale and productivity gains. Finally, human capital is at the origin of positive externalities across firms and sectors (Lucas, 1988 ; Psacharopoulos, 1988 ; Mankiw et al, 1992) . Empirical evidence of the role of human capital on firmlevel performance is also well established (Bresnahan et al, 2002, and Lima et al, 2004) .
are associated with firms' characteristics such ownership, export status, quality certification and licenses from foreign companies.
12 Firms are asked to position their answer on a scale from 0 (no obstacle) to 3 (very severe obstacle) 13 For spatial externalities, see Holtz-Eakin and Schwartz (1995) . 14 For a review of the literature, see Straub (2011) .
Financing Ability
The financing indicator (Fin) is composed of 3 variables: (a) Percentage of inputs purchased on credit. (b) Access to an overdraft facility. (c) Obstacle for the operation of the enterprise caused by the access to Financing
Financing capacity appears to be a major determinant of firms' performance in developing countries. In the literature, access to (and cost of) financing is associated with the ability of firms to finance more investment projects. The financing of investment projects leads to increased productivity through higher capital intensity and technical progress embodied in the new equipment. Financial development also has a positive effect on productivity as a result of a better selection of investment projects and higher technological specialization through diversification of risk. A developed financial system creates more profitable investment opportunities by mobilizing and allocating resources to the projects that will generate the most surplus (Levine, 1997). In most developing countries, financial systems are under-developed, leading to financing cost and access to financing to be reported as sizable constraints by the firms (World Bank, 2004; Carlin et al, 2006) . In the empirical literature, access to financing is clearly identified as impeding firms' performance (Carlin et al, 2006; Gelb et al, 2007; Aterino et al, 2011) .
Government Relation
The This indicator illustrates the capacity of the government to provide an investment-friendly environment and reliable conditions for the private sector. Corruption is seen as having an adverse effect on firms' productive performances by increasing costs, as well as uncertainties about the timing and effects of the application of government regulations (Tanzi and Davooli, 1997) . This fact is well documented, and is often described as one of the major constraints facing enterprises in the developing world (World Bank, 2004; Carlin et al, 2006; Gelb et al, 2007) . Taxation and regulations have also an effect on firms' costs and productivity. Government regulation and taxation are needed to protect the general public and to generate revenues to finance the delivery of public services and infrastructure. However, over-regulation and over-taxation deter productive performance by raising business start-up costs and firms' operating costs (World Bank, 2004 and 2016) .
Although empirical evidence generally points in the direction of a strong negative effect of corruption on firms' performance, validating in the literature the so called "sand the wheels" hypothesis (Gaviria, more subject to various forms of corruption. The same conclusion is reached for regulations, with empirical evidence found both for a negative effect of regulation on firms' performance (see Escribano and Guash, 2005; Beck et al, 2005) , and a positive one in some cases (Aterino et al, 2011) .
Security and Political Stability
The security and political stability indicator (CrimePol) is composed of 4 variables: (a) Is the firms paying to ensure its security? (b) Has the firm experimented losses due to robbery? Obstacle for the operation of the enterprise caused by (c) crime and (d) political instability.
Crime and insecurity appear to be an increasing issue in many developing countries (World Bank, 2011; Goldberg et al, 2014) . In the WBES, firms often describe property crime, such as theft, robbery, vandalism and arson, as an important constraint with direct consequences on their activity level. In several countries, crime-related losses are more than bribery or power outage costs (Amin, 2009 ). The burden of crime appears to be especially high for small and medium sized enterprises (SMEs), although big enterprises seem to bear the heaviest cost (Islam, 2014) .
Crime inflicts a big toll on private sector development. In addition to the direct costs of criminal acts, insecurity has an effect on firms' competitiveness by raising security and operating costs. Crime diverts firms' scarce resources from productive use to payments to security companies (World Bank, 2011) . Insecurity further reduces investment and firms' productivity gains by raising uncertainty and the risks associated with the business. Insecurity goes hand in hand with other issues, such as fraud, corruption, and weak institutions, further weakening the already vulnerable business environment in developing economies. As for political instability, by increasing uncertainty and reducing predictability, it raises the cost of doing business and deters risk-adverse entrepreneurs from taking action for profitable opportunities and investment. Various authors have presented empirical evidence that institutions associated with political instability hamper aggregate growth and firm performance (Alesina et al, 1996; Svensson, 1998 , Olson et al, 2000 . As for insecurity, a growing literature also highlights the detrimental effect of crime on firms' activity and competitiveness (Gaviria, 2002, and BenYishay, 2014) ,
Competition
The competition indicator (Comp) is composed of 2 variables: (a) Is the enterprise's main market local, national, or international? (b) Obstacle for the operation of the enterprise caused by the presence of the informal sector.
In the framework of the neoclassical theory, competition goes hand in hand with economic performance (Aghion and Griffith, 2005) . Productivity gains are expected from competitive pressure on domestic and export oriented firms. Competition is a factor which induces investment in more productive technology and organization, in addition to economies of scale and learning effects because big markets expose firms to more advanced knowledge and technology. Competition can also come from the informal sector, which constitutes a big part of developing economies (Schneider et al, 2010) . This competition, however, can be considered to be unfair because the informal sector escapes many constraints imposed on firms by the government, such as paying taxes on labor or income, and respecting rules and regulations (Schneider and Enste, 2000; La Porta and Shleifer, 2014) . The positive 
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Note: Country averages firms TFP are in percent, relative to the country where firms show the highest performance (see Table 2 ). For all graphs, investment climate indicators can be read as a capacity. Negative values are due to the aggregation methodology and do not have any economic interpretation. A smaller value means that the corresponding business environment dimension is less favourable in that country than in another one with a higher value of the same indicator.
Corruption is a proxy of government relation (Gov). See Annex 2 for the definition of the composite indicators.
impact of competition on firms' performance was validated by Bastos and Nasir (2004) and , and the negative impact of the informal sector by González and Lamanna (2007) and Ospina and Schiffbauer (2010) .
Calculation of the Aggregated Indicators
All the aggregated indicators were generated at the sector level, thus defining the specific investment climate of each industry 15 . In total this resulted in 77 indicators (7 for each of the 11 sectors). Some initial variables had to be recoded in order to enter the composite indicators with the right sign. Because we made the choice to interpret our investment climate indicators as "capacities" (that is to say participating positively in firms' performance) we had to change the direction of the variables perceived as a constraint or a handicap (e.g. power shortages, security costs, losses from robbery, government inspections, etc, and "obstacle" variables).
Analysis usually treats investment climate as an exogenous determinant of firm productivity. However, as already mentioned in section 3, this is not always the case. We addressed this issue by, first, replacing the initial variables which enter the PCA by their size-region-country average, as in Dollar (2005) . This also helps to mitigate measurement errors, as well as increasing the number of observations by including in the sample firms for which information is missing. Then, we substituted the initial variables by their predicted values, as explained in section 2 16 . This also has the advantage of mitigating measurement errors. Finally, we replaced the second survey's observations by the first survey's observations, then, by the first survey's predicted value, as in the previous step. Each time, we ended up with different aggregated indicators, that we introduced in turn into our equations for TFP, in order to check the robustness of our results.
As an example, we present the results for the 7 investment climate composite indicators calculated for the whole manufacturing industry from the observed initial variables (first example above). We compare the country average of each firms' indicator to the same country's average firm TFP (see graph 1). As mentioned above, aggregated indicators are interpreted as capacity. Negative values are 15 The principal components of the initial variables were extracted for each aggregated indicator. The 7 composite indicators were then constructed as the weighted sum of a certain number of principal components, depending on the explanatory power of each component. We chose the most significant principal components whose eighen-values were higher than 1. In this case, we explain around 70% of the variance of the underlying initial variables. The weight attributed to each principal component corresponds to its relative contribution to the variance of the initial indicators (calculated from the cumulative R²). For more details on the aggregation method, see Mitra et al (2002) . 16 Details about the prediction equation are given in section 6.2.3 due to the aggregation method and do not have any economic interpretation 17 . A smaller value means that the business environment is less favorable than in another country/sector (see footnote 19 for the construction of the composite indicators). These results provide a lot of information, and show that higher firm productivity is on average associated with better business environment.
-Explaining Firm-level Total Factor Productivity (TFP)
In this section, we seek to explain the differences in productivity level across firms and countries (see section 4). The one-step procedure is used to simultaneously estimate the production technology and the factors influencing TFP. This helps to mitigate the missing variables bias (see section 3). Although several factors may explain these differences, the business environment is probably one of them (see section 5 ). This hypothesis is tested through different specifications aimed at corroborating our findings. To reduce the multicollinearity bias, we first use the investment climate composite indicators derived from the firms' answers to the questions in the surveys (see section 6.2.1). We then substitute for these observed answers, their size-region-country average value, to address the missing observation and error measurement bias, and to mitigate endogeneity issues (see section 6.2.2). To better address these issues, we next substitute for the observed variables their predicted value, using the different models presented in section 5 (see section 6.2.3). As a last correction for endogeneity, we use as instrument of the second survey initial variables, the first survey answers and, as a variant, the first survey predictions (see section 6.2.4).
The Empirical Model
Our empirical model explains firm-level total factor productivity (TFP) by regressing, for each of the 11 branches and also for total manufacturing, the logarithm of the production factors (K, capital and L, labor), various plant characteristics, as well as the investment climate composite indicators, on the logarithm of the value added (Y), as in the one-step procedure presented in section 3 (equation 3). Production variables and investment climate indicators are as defined in sections 4 and 6. Our empirical model uses the same specification for all industries. The equation is as follows: As regards the control variables, exporting (Export) is a learning process, which enables companies to improve productivity through economies of scale, learning from customers and competitors, and from competitive pressure (Balassa, 1988, and Coe and Helpman, 1995) . Foreign ownership (Foreign) may increase a firm's productivity if foreign investors bring new technologies and management techniques (Borensztein, De Gregorio and Lee, 1998) . Licenses from foreign companies (Lic) may also contribute to productive performance through foreign knowledge and technology transfer (Basant and Fikkert, 1996; Branstetter and Chen, 2006) . Quality certification (Cert) can help certified firms to be more efficient (Lima et al, 2004; Koc, 2007) , although not in all cases (Lima et al, 2000) . Older firms may benefit from greater experience and established contacts with customers and providers, while younger firms may face a learning procedure and higher risks of failure. Although the positive link between firm age (age) and performance has been highlighted in several studies (Haltiwanger et al, 1999 , for firm productivity; Das, 1995; Shanmugam and Bhaduri, 2002 , for firm growth), several authors suggest an opposite relationship, linked to the innovation potential of young firms (Barron et al, 1994; Correa et al, 2003) .
With the empirical model emphasizing the relationship between these variables and firm productivity, the expected sign of the estimated coefficients is positive. The business environment indicators reflect a capacity and are also expected to positively affect firm performance (see section 5 for the construction of the composite indicators).
Estimation Results
The Initial Model
Equation (4) was estimated by industry on our panel of 70 countries. Because of space constraints (the same estimations are repeated under different conditions in the next 3 sections), the results are presented for total manufacturing only. Results by sector are introduced in the penultimate set of regressions, when we summarize the findings of our best specification. We can however say that the estimation results confirm the choice of estimating a production function by industry, although the elasticity of factors is still not always in line with the literature 18 . Nevertheless, returns to scale are more often closer to 1 (in the manufacturing sector taken as a whole as well) than in the case of the first production functions (without the factors for productivity, see section 4). Some differences in the productive technology are also linked to the year of survey, the region, and sector specific conditions, because sector, region, and year fixed-effects are statistically significant.
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More interestingly for the purpose of the paper, our estimations do not reject the hypothesis that differences in investment climate result in differences in firm productivity. This is true for most aspects of the business environment (see Table 3 ). Our results confirm that infrastructure quality (Infra), access to ICT and financing (Fin), skills and expertise of the labor force (H), quality of the relations with the government (Gov) (relative to corruption and regulation in particular), and competition (Comp) (weakly significant), are positively linked to firm performance. The regression results, however, have still to be treated with caution, as they highlight correlations rather than causal relations. Nevertheless, we can already say that this outcome, which is consistent with the theory, makes a contribution to the empirical literature by highlighting, for a larger than usual sample of firms, from a wider than usual variety of industries and countries, the links with a more substantial set of investment climate variables. It is of major importance for developing countries, especially for the lagging economies, whose business environment have proved to be insufficient (see sections 4 and 5). An improvement of different dimensions of the environment for firms would help them to catch up with more productive and competitive countries. The findings show, however, some variations. It appears that some results are less robust than others. This is true for the quality of infrastructure (Infra), and for the relation with the government (Gov). The difficulties could result from the aggregation process that may sometimes give inappropriate results. This might be the case for the government relation index (Gov), which may incorporate too many variables of unequal quality (see section 5). This may also be true for the infrastructure indicator (Infra), for which some initial variables may not be reliable. When proxying these 2 indicators with a unique variable, we end up with better results (coefficients are significant with the right sign, see columns 3 and 4 in Table 3 where Gov is replaced by an indicator of corruption, and columns 4 and 5 where power shortages are taken as proxy of Infra).
This finding might also reflect the fact that the direction of the impact of some investment climate variables which affect the government relations indicator (Gov) (corruption and regulation in particular) is questionable. Although one part of the literature outlines a negative role for these factors on firm productivity, some research does not confirm this result, especially in the case of micro firms which could be less constrained by both these constraints (see discussion in section 5). This contradictory effect could explain a negative sign or a lower significance of the indicator of government relations (Gov), when explaining firm-level TFP.
In the case of security and political stability (CrimePol), we may face an endogeneity issue. All aggregate indicators having been constructed as a capacity (see section 5), a positive sign is expected for all investment climate indicators. However, CrimePol has a negative significant relationship with firm-level TFP. In more prosperous developing countries, where firms may perform better, it is not rare to find a high criminality rate. Our findings would, in that case, show a correlation, rather than a causality. This does not come as a surprise, knowing that we have not yet addressed the endogeneity issue. These questions are discussed more extensively below.
Our model validates in addition the role of some plants' characteristics in explaining firm-level productivity (TFP). This is the case for the variable age, which appears to be a positive factor of accumulation of knowledge and experience (Haltiwanger et al, 1999) .
Also, export orientation (Export) explains the externalities linked to this activity. This result meets with what we know about the manufacturing sector, where external competitive markets are a stimulating source for a high productivity level. The decision to export appears to be another means of stimulating firm productivity, as well as contributing to developing countries' industrial growth and the catch-up process. This interpretation is reinforced by the significance of the competition variable (Comp) which shows that operating at a higher level of competition (international versus local) stimulates firm productive performance. The same conclusions can be drawn for foreign participation in capital (Foreign) whose significance validates the hypothesis of the benefit of access to foreign knowledge and technology. The role of the 2 other variables related to firms' foreign orientation ("quality certification" (Cert) and "foreign license technology" (Lic)) are also validated by the data. This makes foreign exposure an important factor in firms' productive performance and competitiveness. This finding is all the more important in the growing context of globalization faced by the developing world, where outward orientation could contribute to technological catch up, domestic growth, and better integration into the world market.
Treating Measurement Errors and Missing Observation Issues
In this section, we build on previous findings and address some of the data issues previously stressed. Like Dollar et al (2005), we partly control for endogeneity by using the country-region-size average of the business environment variables. This method permits us to mitigate measurement errors, and the missing observation issue (the number of observations at 6,831 for the total manufacturing, is increased by 1,500 to 2,000 compared to the previous sets of regressions). The estimation results are presented in Table 4 for the manufacturing sector only (for the same reasons as explained above). Table 4 highlights the differences and the similarities compared to Table 3 . As regards the technology of production, incorporation of more data, as well as better quality data does not modify the elasticity of capital and labor. This could mean that, although the previous estimation results were unsatisfactory, endogeneity and measurement errors did not lead to a biased estimation of the impact of the traditional factors of production. Another possibility could be that we do not see any change because the improvement in the quality of data is insufficient. The findings regarding the technology of production and the branches are for the moment unchanged. As for sectors, year of survey, and regions fixed-effects, they still contribute to the observed differences in productivity level. The same conclusion can be drawn for age (age), and security and political stability (CrimePol), (which still shows a negative and significant relationship with firm performance).
The impact of most other productivity factors is more affected by the bias due to the unsatisfactory data quality. This is the case for export status (Export), quality certification (Cert), foreign licensed technology (Lic), human capacity (H), infrastructure (Infra), ICT and corruption (Corr). Although the amplitude of variation between the two sets of regressions is not very high, half of the coefficients show an upward trend (this is the case of the variables measuring the outward orientation of the firms whose coefficients are stronger than previously), and half a downward trend. Competition (Comp) which was weakly significant in the previous version, is now not significant. The infrastructure indicator (Infra) was significant in the previous estimations, this is no longer the case.
However, except in these last 2 cases, the estimations still validate the role of the other business environment dimensions, and firm characteristics. Conclusions are nevertheless difficult to draw, and more investigations need to be carried out. In the next section, we propose to better address the issues of measurement errors and of endogeneity, by replacing the initial business environment variables by their predictions when processing the composite indicators.
Treating Endogeneity (1): Prediction of the Investment Climate Variables
In the next set of regressions, we substitute for the composite investment climate indicators processed from the observed values of the initial variables (section 6.2.1) or from their country-region-size average (section 6.2.2), a new set of indicators based on the predicted values of these observations. In addition to correcting for measurement errors, the use of predictions provides a much better way to deal with endogenous independent variables than their country-region-size average.
Several models of prediction are used. The first choice was to use linear regressions for all initial variables. This model is not presented here because it was not satisfactory. The second choice aimed to select a more appropriate specification for each type of variable. We decided to apply linear regressions to continuous variables, probit, or logit model to binomial quantities, and ordered probit or logit models to multinomial observations. All the business environment data were instrumented by the same set of independent (exogenous) variables. We chose to regress on each investment climate initial variable, the country, region, sector, year of survey dummies, the firm's number of workers 3 years prior to the survey, the legal status of the firm, and the fact of being part of a larger enterprise or not.
The estimation results of equation (4), which incorporate the composite investment climate indicators processed from the predictions of the observed initial variables, are presented for total manufacturing (Table 5) , and for each sector (Table 6 ). The results for technology of production are now more in line with the literature. This is true for manufacturing as a whole (Table 5) , but also for almost all sectors (Tables 6a and 6b ), except for some heavy industries (Machinery and Transport essentially) for which elasticity of capital compared to labor is still low. Constant returns to scale are almost always validated by the data, except in Wood & Furniture and, to a lesser extent, Chemicals 20 . These findings confirm that previous estimations were probably biased. They also indicate that addressing data limitation problems and using a pertinent statistical approach, provide a better quantification of the relations under investigation. In addition, sectors (for total manufacturing), year of survey and regions fixedeffects still contribute to the observed differences in firm performance.
Another interesting finding is related to the business environment, all of whose dimensions participate, with the expected sign, in firm-level productivity differences. This is true for total manufacturing (except for the competition variable (Comp)), as well as for all sectors (with some differences across them).
The role of competition (Comp) in particular is validated by the data in half of the sectors only: Textile, Garment, Leather, Wood & Furniture and Transports. This result, however, is interesting. These industries are particularly exposed to international competition, and more firms operate at the international level. In this case competition constitutes an engine to boost their productivity. But the same firms probably also benefit from economies of scale linked to operating in a big market, and externalities linked to their access to international knowledge.
Security and political stability (CrimePol), and, surprisingly, traditional infrastructure (Infra), appear to be less robust dimensions of the investment climate in several sectors as well. Some questions in particular concern the Leather, Rubber & Plastic and Machinery industries for which 3 investment climate indicators do not seem to contribute to firm performance, and to a lesser extent, the Garment, Chemicals and Metal Products industries which is the case for 2 business environment variables (see Tables 6a and 6b ).
However, human capacity (H), financing (Fin), ICT, and relation with the government (Gov), are dimensions common to all sectors (except Leather for 2 of them).
These results reinforce our previous findings. If we have already highlighted the probable impact of almost all aspects of the investment climate, we are now able to include the role of security and political stability (CrimePol), and competition (Comp) as factors of performance. The results prove Manager, Generator and Corruption are also expected to have a positive coefficient. Regressions contain country, region and sector fixed-effects. Production functions are estimated by a pool OLS. Heteroskedasticity-robust t-students are reported in parentheses. ***, **, *, and ' denote significance at the 0.1%, 1%, 5%, and 10% levels, respectively.^Binary variable.^^Aggregated indicator. ^^^Business environment variables are replaced by their prediction before entering the composite indicators (see above for details on instrumentation). e K: elasticity of capital ; e L: elasticity of labor; CR: constant returns. also to be robust to the different specifications tested above. In the end, it is reassuring to discover that the most convincing results in terms of technology of production, and the role of the business environment, are obtained when addressing in a more rigorous way data limitation problems and endogeneity issues.
As for firm characteristics, especially foreign orientation, this new set of regressions confirms the previous findings. Quality certification (Cert), foreign license technology (Lic), export status (Export) and foreign presence in capital (Foreign) contribute, often more strongly, and with more significance than previously, to firm performance (depending on the sector).
Looking at the sector level reveals differences across industries. For some sectors, the results are poorer than for others. This is true for Leather and, to a lesser extent, for some heavy industries for which the number of observations is small. As noted since the beginning of the paper, heavy industries are more difficult to work on. This may be linked to the quality of the data and/or the sample size. This stresses once again the importance of addressing data limitation issues.
Furthermore, industries seem to be affected differently by the various dimensions of the business environment. The impact of human capacity (H) is strong in Agro-Processing and Non Basic Metal, and to a lesser extent, in Garment, Transport and Metal Products. Financing constraints (Fin) appear to hinder more firms' performance in Textile, Garment, Leather and Metal Products. Conclusions are more difficult to draw in the case of traditional infrastructure (Infra) which looks however to play a more substantial role in Textile, Leather and Chemicals. ICT appears to be significant in Textile and in most heavy industries. As for government relation (Gov), corruption (Corr) more specifically, heavy industries seem to be more affected than others.
The same conclusions can be drawn for the outward orientation of the firms, with quality certification (Cert) being an important factor of performance in all sectors, especially in heavy industries, and also foreign participation in firms' capital (Foreign). Export orientation (Export) appears to be a constant advantage in almost all sectors, with firms in Agro-Processing benefiting the most from access to world markets. Foreign license technology (Lic) is a less constant factor in boosting firm performance, except in some heavy industries. This seems to be due to the higher technological content of these industries.
To summarize the main findings by industry, Agro-Processing would benefit from improvements of all dimensions of the business environment (except competition (Comp)), and of its outward orientation, with a special attention to the quality of its labor force (H) and to its export orientation (Export). The same conclusions can be drawn for Textile, with a higher sensitivity to financing (Fin), infrastructure (Infra), and ICT. Financing (Fin) and human capacity (H) are particularly important to Garment, although infrastructure (Infra) and security and political stability (CrimePol) do not seem to be of major importance to it. As already mentioned, firm performance in the Leather industry does not seem to be affected by ICT, government relations (Gov), and security and political stability (CrimePol), but is more affected by traditional infrastructure deficiencies (Infra), financing constraints (Fin) and competition (Comp), like the 2 other exporting light industries (Garment and Textile).
For heavy industries, although it is more difficult than in the case of light industries to confirm the importance of almost all business environment variables (with more difficulty for competition (Comp) and infrastructure (Infra)), human capacity (H), ICT, government relation (Gov) (corruption (Corr) especially) and, with less strength than for light industries, financing constraints (Fin) appear to hinder firm performance. This is not a surprise as these industries need more skills and modern communication technologies to operate.
In conclusion, light industries appear to be more sensitive to more dimensions of the business environment (financing (Fin), human capacity (H), infrastructure (Infra), and competition (Comp) in particular). This fragility may be due to the fact that most of these industries face international competition and need a supportive environment to compete efficiently. This means that the benefit of an improvement of the business environment would be more substantial in these sectors, which could play a leading role in the industrial development and export capacity of the economy. This conclusion is all the more important for the countries specialized in light manufacturing. Improving investment climate in these sectors is necessary in the face of strong international competition. Moreover, it would reinforce the growth and the catch-up process of these economies. As for heavy industries, although less sensitive to fewer dimensions of their environment, they would benefit from an improvement in several fields (human capacity (H), ICT, government relation (Gov) and, with less strength financing (Fin), as well as from an increase of its foreign exposure.
Treating Endogeneity (2): Using the Time Dimension of the Investment Climate Variables
Our last set of regressions addresses endogeneity by using the time dimension of the investment climate variables. Endogenous independent variables of the second survey are instrumented by their lag value, that of the first survey. Secondly, to correct for error measurements, this lag value is replaced by its same year prediction, as explained before 21 . New composite investment climate indicators take into consideration these 2 changes. Equation (4) is estimated for the same panel of countries, but for the second year surveyed only. As the sample size is reduced by a factor of 3, we end up with a very small number of observations in some sectors. This makes comparisons with the results by sector in the previous section quite difficult. The findings are therefore presented at the aggregate level only, for the manufacturing sector as a whole (Table 7) .
The first conclusion concerns the technology of production. Its estimation is again improved in this new specification. The capital/labor ratio is in line with the literature, and the constant returns to scale are well validated by the data. These results support our previous conclusions regarding a possible bias in our first 2 specifications. They confirm that addressing data issues and using a pertinent statistical approach provides less biased estimation results. In addition, sectors and regions fixed-effects still contribute to the observed differences in firm-level productivity.
The conclusions regarding the contribution of the investment climate indicators are also reinforced in this new set of regressions. Almost all dimensions of firm business environment still contribute to firm productivity with approximatively the same strength, except security and political stability (CrimePol), and government relation (Gov) whose role is no longer validated by the data. These 2 dimensions of the investment climate have already been revealed to be more sensitive to sample size, which may explain the present finding. Nevertheless, skill and experience of the labor force (H), financing capacity (Fin), quality of infrastructure (Infra), access to ICT, and competition (Comp) appear robust to the change in specification.
These new estimations also confirm the positive role of an outward orientation as a means of boosting firm productivity, competitiveness, and economic growth, because all dimensions of foreign exposure, except foreign licensed technology (Lic), are still significant.
In conclusion, although comparisons prove to be difficult due to the big reduction in the number of observations, this last correction of endogeneity does not contradict our previous findings, and so reinforces our conclusions about the important role of almost all dimensions of the business environment for firm productive performance.
7-Conclusion
In this paper, we use advanced econometric techniques to overcome endogeneity and other data limitation issues, when testing the link between investment climate and firm-level productivity. Using predictions of potentially endogenous variables, as well as the time dimension of the WBES database, which is available for a growing number of economies, we make a contribution to the empirical literature by validating this link in a more rigorous way than in previous studies, for more dimensions of the business environment, and on a wider sample of industries and countries.
Our results confirm that improving infrastructure quality (Infra), access to financing (Fin), use of information and communication technologies (ICT), skills and expertise of the labor force (H), and to a lesser extent, government relations (Gov), competition (Comp), security and political stability (CrimePol) are important factors in firm performance. This finding shows that, in the global economy where technology diffuses rapidly, and capital is mobile, the persistence of firm-level productivity differences between countries can be explained by differences in the business environment. This conclusion is important for developing economies, where the deficiencies of the investment climate can explain why firm-level productivity often lags behind. In addition, our empirical work highlights the productive role of firms' foreign exposure through, in particular, exporting (Export), foreign participation in capital (Foreign), quality certification (Cert), and foreign licensed technology (Lic).
As for policy implications, our findings are useful to show what determinants of productivity cause producers to be better performers, and where reform should be targeted to have the greatest impact on productivity. Building on these dimensions would have a large payoff for the productivity and the competitiveness of the manufacturing industry as a whole. This factor should be kept in mind when dealing with the reform agenda of many developing countries, where the deficiencies appear high in some dimensions of the investment climate. Enhancement of these dimensions would contribute to catching up with emerging and more developed economies.
A more in-depth analysis reveals interesting differences between industries. Although the sectors' performances depend on different dimensions of the investment climate, firms in light industries appear to be more sensitive to more dimensions of the business environment (financing (Fin), human capacity (H), infrastructure (Infra), and competition (Comp) in particular). This may be due to the fact that firms in these industries face international competition and need a supportive investment climate to compete efficiently. This fragility requires that particular attention be paid when taking decisions that may affect these sectors. This also means that the payoff of an improvement of the investment climate (in terms of productive performance and competitiveness) would be more substantial in these sectors, which could play a greater role in the industrial development and the export capacity of the developing world. This result constitutes an important way to understand the positive impact of investment climate since manufacturing in the developing world faces competition in the world market.
As for heavy industries, although less sensitive to fewer dimensions of their environment, they would nevertheless particularly benefit from an improvement in several of its dimensions (human capacity (H), information and communication technologies (ICT), relation with the government (Gov), corruption (Corr) in particular and, to a lesser extent, financing (Fin)), as well as from an increase in their outward orientation.
Developing economies are increasingly concerned about improving productivity and competitiveness, because they are experiencing a poor integration into the world economy and the intensifying pressure of globalization. This is particularly true for light industries, in which export specialization is high in the developing world. But heavy industries are also important in the perspective of diversifying the economies. The World Bank Enterprise Surveys (WBES) provide a standard instrument for identifying key obstacles to productivity and so to prioritize policy reforms. This instrument can be used to boost growth and competitiveness, as well as to achieve more technologically advanced and diversified specializations. These factors should be taken into consideration if developing economies want to face the increasing competition of countries which have successfully developed and diversified their economy. Targeting reforms on those industries and investment climate variables which are the worst and which most favor productivity could constitute an important element in the strategy of growth and employment for the future.
Human capacity
The human capacity indicator (H) is represented by 2 variables:
(a) Number of years of experience of the top manager (years).
(b) Training of the firm's employees (Yes=1/ No=2)?
The 2 variables enter into the composite indicator with opposite signs.
Financing ability
The financing indicator (Fin) consists of 3 variables:
(a) Percentage of inputs purchased on credit (%) (b) Access to an overdraft facility or a line of credit (Yes=1/ No=2)?
(c) Obstacle for the operation of the enterprise caused by the access to financing (1 to 4).
The variable "obstacle" is counterbalanced by 2 more objective ones. The variable "inputs purchased on credit" enter into the composite indicator with an opposite sign to the 2 other ones ("access to an overdraft facility" and "obstacle for the firm").
have entered the variables "inspections" and "gift to inspectors" with the opposite sign to the other variables.
Security and political stability
The security and political stability indicator (CrimePol) is formed of 4 variables:
(a) Is the firms paying to ensure its security (Yes=1/ No=2) ?
(b) Has the firm experimented losses due to robbery (Yes=1/ No=2) ?
Obstacle for the operation of the enterprise caused by:
(c) Crime (1 to 4).
(d) Political instability (1 to 4).
The 2 variables of obstacle, and the 2 other ones ("paying for security" and "losses due to robbery") enter the composite indicator with opposite signs.
Competition
The competition indicator (Comp) consists in 2 variables:
(a) Is the enterprise main market local (1), national (2) or international (3)?
(b) Obstacle for the operation of the enterprise caused by the presence of the informal sector (1 to 4).
The 2 variables contribute to the composite indicator with opposite direction. Cert, Lic, Foreign, Export, Training, Exp. Manager, Generator and Corruption are also expected to have a positive coefficient. Regressions contain country, region and sector fixed-effects. Production functions are estimated by a pool OL.S Heteroskedasticity-robust t-students are reported in parentheses. ***, **, *, and ' denote significance at the 0.1%, 1%, 5%, and
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