Abstract. In this paper we obtain as our main result new class of formulae expressing correlation integrals of the third-order in Z on disconnected sets G 1 (x),G 2 (y) by means of an autocorrelative sum of the second order in Z. Moreover, the distance of the setsG 1 (x),G 2 (y) from the set of arguments of autocorrelative sum is extremely big, namely ∼ Aπ(T ), T → ∞, where π(T ) is the prime-counting function.
1. Introduction (see [9] , pp. 79, 329), and {t ν } is the Gram sequence (comp. [9] , p. 99). The formulae (1.1) were proved by us in connection with the Kotelnikov-WhittakerNyquist theorem. Namely, by these formulae we have expressed the biquadratic and quadratic effects for the continuous signals
Let us remind the following formulae

Z(t), t ∈ [T, 2T ]; t ∈ [T, T + U ]
from the point of view of information theory.
1.2. The formulae (1.1) are:
(a) asymptotic quadrature formulae (from the left to the right), (b) asymptotic summation formulae (from the right to the left). Next, for the second formula in (1.1) (for example) we have
i. e. the segment [T, T + U ] and the exponent 2 are conserved. Remark 1. By (1.3) it is natural to call the formulae of the kind (1.1) homogeneous formulae.
On the contrary, we obtain in this paper some heterogeneous asymptotic quadrature formulae -such formulae that the properties (1.3) are not fulfilled.
2. Heteregeneous quadrature formulae 2.1. Let (see [3] , (3))
where the collection of sequences
is defined by the equation (see [3] , (1))
and (see [3] , (8))
where m{G 1 (x)}, . . . is the measure of the set G 1 , . . . .
The following Theorem holds true. Theorem 1.
where
and (see [1] , (38); H → U 1 )
Furthermore we have
2.2.
Remark 2. Every of the correlation integrals in (2.3) contains the product
and, as usually, we have (see [6] , (6.2); [7] , (8.4))
i. e. we have big difference of arguments in (2.7), where c is the Euler constant and π(t) is the prime-counting function.
Next, in the case
we obtain from (2.8)
and (see (2.5))T
Consequently we have
where ρ stands for the distance of the corresponding segments. We may, of course, put (2.10)
Remark 3. We have the following properties
then extremely big distance occurs, namely (comp. (2.9), (2.10)) 3. Big asymmetry and related formulae 3.1. Let (see [4] , p. 29)
is defined by the equation (see [4] , (6))
where (comp. (1.2))
and (see [4] , (13))
The following Theorem holds true.
Theorem 2.
Remark 5. By the asymptotic formula (3.3) is expressed the property of big asymmetry in the distribution of the values of Z on disconnected setsG 3 (x),G 4 (x). Namely, the correlation integral (comp. (2.8)) on the disconnected setG 3 (x) essentially exceeds of that on the setG 4 (x). For example
Finally, the following Theorem holds true.
Theorem 3.
Remark 6. For the disconnected sets
we have the following property: the correlation integrals of the order 1 + 2 on G 1 (x),G 2 (y) are expressed as the linear combinations of the correlation integrals of the order 2 + 2 onG 3 (x),G 4 (x);G 3 (y),G 4 (y) correspondingly.
Proof of Theorem 1
4.1. In the paper [1] (see (10)) we have proved the following autocorrelative formula
In the case
Consequently we have (see (2.5), (4.2)) 1
4.2. Next, in the paper [3] , (5), (9) we have obtained the following mean-value formula on the disconnected sets
Hence, from (4.4) by (2.3) we obtain
(4.6) 4.3. In the paper [7] , (9.2), (9.5) we have proved the following Lemma: if
then for every Lebesgue-integrable function
we have
Consequently, we have (see (4.7), (4.8))
(4.9)
4.4. Hence, by (4.6), (4.9) we obtain following formulae 
In the case
f (x) = 1 in (4.7) we obtain (see (2.1), (2.10), (4.8)) 
and (see (4.11), (4.13)) (4.14)T + H −T < CH = CT 1/6+ǫ . Now, (4.14) contradicts (4.12). Consequently we have that
and we obtain the second inequality in (2.6) by the similar way.
Proofs of Theorem 2 and Theorem 3
5.1. In the paper [4] , (14), (15) we have proved the following mean-value formulae Consequently, we obtain from (5.1) by (4.7) -(4.9) with f (x) = Z 2 (x) the formula (3.3).
5.2. Next, from the formula (see [4] , (16)
we obtain by (4.7) -(4.9) (f (x) = Z 2 (x)) the following formula
and, by the similar way, we obtain the formula for y ∈ (0, π/2]. Hence, the elimination of 2 sin x x , 2 sin y y from (4.10), (5.2) implies the formula (3.4).
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