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Abstract
This dissertation addresses the imple-
mentation of navigation capabilities for
metal detection, in particular landmines.
The precise aim of this thesis is to find
a professional handheld metal detector
search head position. This allows the cre-
ation of a magnetic image of the area
searched, which opens a new prospective
to increase the discrimination ability of
metal detection between conductive scrap
and the surveillance of unexploded ord-
nance.
This thesis has two parts. The first and
main part focuses on the enhancement of
professional handheld metal detector dis-
crimination functionality. This was the
main stream of my research work. The
second part deals with position estimation
as a tool to reach the objectives of the first
part. The navigation is based on low-cost
MEMS inertial sensors of angular rate and
acceleration, which have minimum metal
content. The required precision, in cen-
timetres, can only be achieved by using
calibration and signal enhancement pro-
cedures. The utilization of the magnetic
position markers directly detected by a
metal detector itself is my main original
scientific contribution to the knowledge
in the scientific area of aiding navigation.
Position markers with specific charac-
teristics are placed in a known location
and are recognised by a metal detector
during its overhead movement.
The metal position markers described
are a connection link between the naviga-
tion part and the part dealing with metal
detector enhancement. Their usage is only
enabled due to previous research made on
the signal dependency of the metal detec-
tor’s output on a detected object’s mate-
rial, size and distance from the detector’s
search head. Metal position markers are
a by-product of this research, which fo-
cuses in particularly on the improvement
of metal detector discrimination abilities.
The ability of metal detector discrim-
ination can also be increased by using
several excitation signal frequencies. The
methods published up to now use multi-
tone signals composed of sinewaves with
two to four frequencies. In the presented
papers we show that using sin(x)/x ex-
citation signal brings new possibilities in
this area.
Keywords: Metal Detectors, Inertial
Sensors, Unexploded Ordnance
Supervisor: Prof. Pavel Ripka, CSc.
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Abstrakt
Tato dizertační práce se zabývá imple-
mentací navigačních schopností na detek-
tory kovových předmětů a zejména min.
Určení pozice detekční hlavy profesionál-
ního detektorů kovu je přesný cíl této di-
zertační práce. Známá pozice umožní vy-
tvoření magnetického obrazu zkoumané
oblasti a tím zvýší diskriminační schop-
nost detektoru kovů odlišit nevybuchlou
munici od vodivého odpadu.
Dizertační práce má dvě částí. První,
hlavní část, je zaměřena na zvýšení dis-
kriminačních schopností profesionálního
ručního detektoru kovů. Toto byl hlavní
směr mé výzkumné činnosti. Druhá část
se zabývá odhadem pozice detektoru jako
nástroje k dosažení cíle první části práce.
Navigační schopnost je založena na vy-
užití levných inerciálních senzorů typu
MEMS měřících zrychlení a úhlovou rych-
lost, u kterých byl kladen důraz na mini-
mální obsah kovů. Vyžadované přesnosti
jednoho centimetru je možné dosáhnout
pouze za pomoci kalibrace a zpřesňujících
postupů. Využití magnetických pozičních
značek přímo detekovaných detektorem
kovů je mým vlastním vědeckým příno-
sem vědecké znalosti v oblasti navigačního
zpřesňování.
Popisované kovové poziční značky jsou
pojítkem mezi navigační částí a částí zabý-
vající se vylepšením detektorů kovů. Jejich
využití je umožněno pouze díky předcho-
zímu výzkumu prováděného na závislosti
výstupního signálu detektoru kovů na ma-
teriálu detekovaného objektu, jeho veli-
kosti a vzdálenosti od detekční hlavy de-
tektoru kovů. Kovové poziční značky jsou
vedlejším produktem tohoto výzkumu,
který cílil především na zvýšení diskri-
minačních schopností detektoru kovů.
Zvýšení diskriminačních schopností de-
tektoru kovů může být dále docíleno i za
pomoci využití více frekvencí použitých v
budícím signálu. Publikované metody vy-
užívají více tónového signálu vytvořeného
ze sinusoid o dvou až čtyřech frekvencích.
V prezentovaných výsledcích jsme ukázali,
že využití sin (x)/x budicího signálu při-
náší nové možnosti v této oblasti.
Klíčová slova: Detektory kovů,
Inerciální senzory, Nevybuchlá munice
Překlad názvu: Metody lokání
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Although the last war in Europe was in the nineties, we still need to address
Unexploded Ordnance (UXO). It is still quite common to find bombs in
residential districts of Czech cities, which were affected by carpet-bombing
during the Second World War. The UXO detection and clearance is still
an important task for humanitarian missions in regions affected by recent
military conflicts. Nowadays, personal security plays a very important role in
such missions which generates many interesting scientific tasks in the field of
metal detection improvements. A similar problem is found with landmines;
both Anti-Tank (AT) and Anti-Personnel (AP) mines.
Mine clearance, or demining, is the process of clearing affected areas from
mines in general. AP mines represent an especially high injury risk to civilians
after war conflicts all round the world. More than 100 million mines are
expected to have been placed across the world. Modern mines are made with
a low metal content. The case is constructed from non-metallic material
like wood or plastic, which further decreases the possibility of detection. In
addition, the size of modern landmines plays a role. A landmine could be
constructed with a 10cm diameter and is still able to stay functional for a
long period. In these cases, UXO means not only AP and AT mines, but
also artillery blast and the remains of used and unused munition etc. UXO,
mines, and abandoned ordnance are usually called Explosive Remnants of
War (ERW).
Demining is also quite an expensive process. Single mine clearance costs
vary from 300 to 1000 US$ depending on the area. However, the price of a
mine is between 3 and 30 US$ (Habib 2011). This enormous clearance cost is
accrued by false alarms; less than 1% of objects detected represent real ERW.
This thesis illustrates possible approaches of false alarms reduction and
UXO discrimination utilized in landmine detection. A professional metal
detector as a key demining instrument is used. Metal detector will be comple-
mented with additional electronics to add position estimation functionality.
This implementation will be discussed as one option, and the use of the com-
1
1. Introduction .....................................
plex excitation signal will be described. Both approaches will be referenced
in the results published.
2
Chapter 2
Current State of the Art
Many principles have been tested for the detection of various types of ERW.
The usage of a specific type of a measurement device is also influenced by
specific soil background and in addition, it depends on the prior use of the
area and is contamination.
Direct Current (DC) magnetic methods are most effective for finding bombs
and large mines, which are often buried deep in the ground (Butler 2003).
Methods employing chemical sensors detect volatile particles in the air.
Up to now, the most effective sensor of this kind are dogs. Dog training is
time consuming and its usage in the field is hazardous for the animal and
dog handlers. It is also impossible to identify what dog sniffing is exactly.
This leads to the effort of distance sensor development (Miles, Dogariu &
Michael 2012), with the capability of ERW fingerprints detection in air. The
use of dogs is not the only option. It is known that UXO can be detected by
rats and insects (King, Horine, Daly & Smith 2004).
Ground Penetrating Radar (GPR) (Smitha & Singh 2016) is effective
in detecting plastic explosives due to a contrast in electric susceptibility.
However, still the most common principle is an eddy-current metal detector
(Yamazaki, Nakane & Tanaka 2002), which is able to detect electrically
conducting objects, in particular metal.
2.1 Unexploded ordnance and AP mines
discrimination
Many scientific groups, throughout the world, are trying to create new
procedures to decrease injury risk for metal detectors operators and false
alarms count during explosives remnants of wars ERW localization (Hyland
& Smith 2009). Special semi-autonomous constructions are also possible
(Trevelyan 1996), but they are suitable only in laboratory or testing conditions.
3
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Today, the age of UXO comes to play a role too (Taylor, Bigl & Packer
2015). The corrosion of explosives and soil contamination complicates the
disposal part of the demining process. The aforementioned paper describes
the inspection of military testing areas in detail. Several types of UXO
and their damage caused by detonation or by malfunction and ageing are
discussed.
Although many AP mines are called non-metallic or low-metal content
mines, they contain small metallic parts such as springs. Advanced eddy-
current metal detectors are still able to detect and localize them, and they are
still the most effective devices for this purpose. In order to detect low metal
content mines, the sensitivity of the metal detectors should be significantly
increased. This brings the problem previously mentioned to an increased
number of false alarms (Theera-Umpon & Auephanwiriyakul 2004) caused by
small pieces of metal debris. Present demining campaigns are characterized
by a large false alarm rate, which leads to the decrease of operator awareness
– causing a serious increase of injuries.
The first approach is to register the magnetic signature of the localized
object and employ imaging and image processing methods to discriminate
between different types of targets (Kruger & Ewald 2008). This requires
measuring the precise position of the sensing head together with the detector
signal during the scanning process. A magnetic map can be constructed and
an image processing technique may be used to classify the detected object
(Suganthi & Hanumanthappa 2016).
Another modern approach is to use complex excitation signals, which
bring more rich information about the object examined (Svatos, Vedral &
Fexa 2011).
Multiple types of sensors are an alternative way for landmine detection. A
combination of ElectroMagnetic (EM) induction and GPR may be a good
option (Sato 2008). Multiple sensor combination improves not only the
precision of target localization, but also the possibility to distinguish UXO
from metal clutter.
The possibility of known target modelling relying on a single induced
magnetic dipole is considered (Ambrus, Vasic & Bilas 2016). Object discrim-
ination is, in this case, possible by the comparison of a magnetic map and
model output detection.
The paper (Zhao, Yin, Ktistis, Butterworth & Peyton 2016) also presents
a specific approach to metal content detection and investigates multi-position
measurement and the use of EM polarizability tensor.
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2.2 Unmanned detection
One of the most popular approaches is the utilization of autonomous or
remotely controlled vehicles (Hussain 2007, Heußlein, Patullo & Macmillan
2009). For this case, low cost robots appear to provide the most suitable
solution (Fracchia, Benson, Kennedy, Convery, Poultney, Anderson, Tan,
Wright, Ermilio & Clayton 2015). Low cost devices could be used as the
UXO disposal device.
Apart from a wheeled or belted solution, there is also an effort to involve
robots with legs (Estremera, Cobano & de Santos 2010). This solution is
suitable for climbing stairs or rock-like surfaces and steep terrains.
An unconventional solution is described (Jin, Ko, Seok, Lee & Kang 2013),
where an ordinary tracked robot is suggested. Instead of searching an area in
the direction of movement, the paper presents side detection. This solution
to decrease the possibility of damaging a robot also allows the simultaneous
excavation of a detected object.
During humanitarian demining missions, cost plays one of the highest
priorities, particularly if there is a necessity to clear large areas, and airborne
demining might be one of the cheapest solutions (Habib 2001). Airborne
minefield identification helps at the beginning of a demining procedure and
later multispectral image processing assists additionally.
Although remotely controlled vehicles are already playing significant roles,
there are still areas where their use would be inefficient, expensive or impos-
sible, e.g. moisty soils, bushes, and steep terrain. In such locations, handheld
metal detectors are the only choice during demining missions (Lewis, Blood-
worth, Guelle & Smith 2003).
Navigation ability is suitable also for a handheld metal detector (Krüger
2010), which would allow the possibility for in-situ detected object classifica-
tion.
Handheld metal detectors are chosen especially because of the costs. A
comparison between handheld and autonomous metal detection shows that
cost of the autonomous devices would still be multiplicatively higher. The
main disadvantage of handheld metal detectors is the risk of severe injury to
the operator.
2.3 Inertial sensors
Local navigation leads towards the use of inertial sensors, namely accelerome-
ters and angular rate sensors. Microelectromechanical Systems (MEMS) are
5
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the only applicable solution in terms of cost (Reinstein, Rohac & Sipos 2008).
During the last two decades, the MEMS system has been through intensive
evolution and nowadays it is common to integrate them in cellular phones.
Therefore, it is possible to use these microchips in other battery-powered
devices. There is still a necessity for a supplementary source of position
information (so called position aiding) (Kong, Li, Yu & Wu 2014, Sahawneh
& Jarrah 2008), which will be discussed later in the text.
6
Chapter 3
The Aim of Disertaion
This thesis aims to introduce a novel approach in metal object detection,
localization and identification. This wide range of interest is specified by two
main objectives. Firstly, adding a navigation ability to metal detectors, and
secondly, with the metal detector itself and its improvements to decrease
injury risks together with reducing the number of false alarms.
3.1 Local navigation
The first objective is the development and implementation of semi-autonomous
navigation methods for an advanced professional metal detector. The main
challenge is to find methods and algorithms to reduce position sensor errors
to a level acceptable for a small-area mapping system that would also be able
to create a magnetic image of the localized target. The collected images can
then be processed by software recognition and discrimination packages. This
also includes calibration tasks for such a system. The use of low-cost sensors
is recommended and the discovery of supplementary position information
would be an important part of the development.
3.2 Improved metal detection
The second objective is the improvement of the typical use of a metal detector.
One of the solutions is the use of several excitation signals. This solution would
increase resolution and the precision of measurements. Usage of improved
metal detection sensors allows the increased request on signal post processing,





The first part of this thesis is not devoted to the development of metal
detectors themselves, but rather to the further enhancement of existing
ones – All Terrain Mine Detector (ATMID) (Schiebel 2003, Siegenfeld 2003).
Handheld metal detectors were used as the basic device during navigation
methods development.
4.1 Eddy current metal detection
This section briefly describes the metal detectors used. Continuous Wave
(CW) metal detectors, which work at kHz frequencies, are discussed. These
detectors are also called eddy current metal detector and they are based on
precisely arranged Transmitting (TX) and Receiving (RX) coils (in the sense
of shape and position) to obtain as low as possible mutual inductance M
between them. TX coil voltage is defined by VT = IT ejωt, where IT is TX
coil current, ω is angular frequency (ω = 2pif), and t is time. The RX coil
voltage depends on mutual inductance by VR = −jωMIT ejωt, where M is
mutual inductance.
RX coil output voltage is close to zero for a correct arrangement. However,
if the detectors pass above a conductive object the amplitude and phase of
output voltage changes. This is caused by a secondary EM field generated
by the object passing below the detectors head. This secondary EM field is
caused by eddy currents induced by a primary EM field generated by the TX
coil. The secondary EM field unbalance coils and change mutual inductance
between the RX and TX coils.
Eddy current problems and soil influence, together with penetration depth
is widely discussed by (Bruschini, Marinella & Sorpresa 2002).
Figure 4.1 shows the X-ray image of the ATMID detector, and a CW search
head with a double D coil setup. The excitation signal used in the ATMID
9
4. Initial analysis ....................................
detector has a frequency of 8.17kHz and amplitude of 10Vpp. The TX coil
(upper left part) consists of 17 turns and the RX (bottom right part) coil has
approximately 190 turns (Svatos 2015).
Figure 4.1: ATMID CW search head X-ray photo.
4.2 Evaluated principles
The main thoughts during the commencement of this work should be divided
into the following steps of research:
. Inertial Navigation System (INS)
Immediately after focusing on metal object localization, the implemen-
tation of the INS, and a tested solution was considered. At this point,
Accelerometers (ACCs) and an Angular Rate Sensors (ARSs) are utilized
especially in the MEMS versions used in Inertial Measurement Unit
(IMU), further supplemented with additional sensors (Reinstein, Rohac
& Sipos 2010). It seems a simple and accurate approach, but only after
the analysis of the long-term precision was made - presented in (Ripka,
Novacek, Reinstein & Rohac 2010). We concluded that using inertial
sensors might be possible only together with the further enhancement
10
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(aiding) of the sensors. Such an enhancement will periodically correct
MEMS sensors to compensate for their inaccuracies..Global Navigation Satellite System (GNSS) enhancement
Using GNSS appears to be a good option for INS enhancement (Hussain
2005), but systems offering centimetre accuracy are still very expensive
and bulky. Metal detector improvement is discussed here and its usage
is often performed in areas with low access such as forests, jungles, and
steep valleys etc., which are areas with an insufficient precise GNSS
signal. So finally, this option was also discounted..Optical Flow (OF)
Using OF as a velocity information input into the position estimation
system would seem a good option (Beauchemin & Barron 1995, Aires,
Santana & Medeiros 2008). However, the camera required and electronics
mounted on the detector head would strongly decrease the detection
sensitivity. A second reason not to evaluate OF is that the ground surface
is often very complex. Demining procedures are done over grass or leaves
with variable ground distance.. Signal height profile
A metal detector’s output signal profiles measured at different distances
between the detector search head and the object tested show significant
characteristics about a detected object (Bruschini et al. 2002). Profiles
measured lead to an estimation of object material type and object size.. Position marks
The final approach evaluated for the aiding system for IMU inertial
sensors is the use of absolute position marks. Usage of the metal detector
itself to detect the position mark is therefore one of the aims of this
dissertation.
After the aforementioned initial analysis of the local navigation problem
for metal detectors, which was supported by numerous experiments, I have
chosen an approach based on the usage of inertial sensors packed in IMU
and position markers. Position markers aid IMU sensors inaccuracies and are
possible to correct errors accumulated in the estimation of position.
The second part of this thesis addresses the implementation of complex






The following sections contain logically ordered authors’ publications in
impacted journals related to the topic of this doctoral thesis.
The publications commented on are divided into two parts.
5.1 Metal detection
The first part of the publications addresses metal detection, focused on mine
detection. As previously mentioned, ATMID is used for testing purposes.
This detector was equipped with additional sensors and electronics suitable for
testing purposes with no influence on the eddy-current sensor. Publications
follow each other chronologically with each new publication using results from
the previous publication. Metal spheres, with a different size, are used in our
experiments and are standard objects for the testing and calibration of metal
detectors.
5.1.1 Mine Detector with Discrimination Ability
The first publication (Novacek, Ripka, Pribula & Fischer 2010) describes
equipment attached to an ATMID detector together with the testing platform.
The equipment involved consists of ultrasonic distance sensors measuring
the height of the detector’s sensing head movements above the ground and
a measuring platform allows precise height adjustment for testing purposes.
The results of ATMID signal output dependent on height, size and material
of the object detected, were investigated and presented.
Initially, the height profiles measured from the signal output dependency
of the metal detector on localized object is shown. The target three spheres




Figure 5.1 shows the INOX metal sphere height profile. The INOX AISI
420 is used in measurement and represents ferromagnetic material with small
permeability.
Figure 5.1: Signal height profile of INOX AISI 420 sphere (10mm diameter).
Figure 5.2 illustrates height signal dependency for an aluminium sphere of
10mm diameter. Aluminium represents the non-magnetic type of material.
As it can be seen from figure, the measurement consists of both real and
imaginary parts of the signal.
Figure 5.2: Real and imaginary parts of the metal detector signal dependency
on height over an aluminium sphere (10mm).
Figure 5.3 shows a bronze sphere, which has a similar signal output in case
of voltage polarity as aluminium, but lower amplitude in the real signal part
and higher in the imaginary part.
Figures 5.1 to 5.3 show an obvious signal output dependency on the
target measured. The difference between the ferromagnetic and nonmagnetic
material is the key output of the profiles measurement. Most remarkable is the
comparison of the real part signal measured between aluminium (nonmagnetic
material) and chrome steel (ferromagnetic material). These results could be
used to differentiate between the types of object detected or the material
from which the object is made from.
14
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Figure 5.3: The signal height dependency of the metal detector for the bronze
sphere (diameter 10mm).
The second part of the paper describes the position dependence of the
ATMID signal output during pinpoint movements above the detected object.
This dependence is used in further work and will be discussed later. During
the measurements, INOX AISIS 420 metal balls with diameters of 9.4 and
15mm were used as the objects detected. The testing system developed is able
to monitor the metal detector position independently by camera. This system
can be used for the calibration of the developed 3-D imager and provides
a valuable tool for the training the operators. Operator training is time
consuming and an expensive part of the demining mission. Basic training
takes two weeks and requires experienced instructors. For field training, one
instructor is required for each trained person. This part can be partly replaced
by assisting the tracking system, which helps to teach the operator to perform
correct scanning with constant ground distance and constant speed of motion
even in complex terrain.
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Metal detectors are widely used to detect Explosive Remnants of War such as landmines and Unexploded Ordnance. Almost all 
professional detectors are based on the eddy current principle. Currently count of false alarms rises up to 99.9% of total alarms 
count. Discrimination ability added to professional mine detector is therefore highly required by demining community. We show 
two complementary methods: using vertical signal profile and horizontal spatial maps. This is achieved by adding vertical distance 
sensor and inertial positioning unit to the search head. Image processing methods can be used to differentiate between metal ballast 
and dangerous objects. In this paper we show first steps in the development of the fully autonomous 3-D positioning unit for eddy 
current imaging. 
 








Detection and clearance of Explosive Remnants of 
War (ERW) such as landmines and Unexploded Ordnance 
from former military areas and after war conflicts is still 
made by human operators using eddy current metal detec-
tors. All methods of remote sensing turned to be unpracti-
cal and the only real alternatives are two: 1. using trained 
animals such as dogs of rats to sniff explosives 2. hand-
held ground penetrating radar (GPR). GPR is able to de-
tect plastic mines, but fails in wet soil.  Currently it is be-
coming very hard to differentiate between the ERW with 
low metal content and ordinary scrap metal such as cans 
or metal foils. 
Increasing the sensitivity of metal detectors to detect 
low metal content mines also increases false alarms count 
[1]. Therefore the main objective of this paper is to intro-
duce method to differentiate ordinary ballast and expected 
objects during demining procedures by adding discrimina-
tion ability to professional mine detector. 
Several methods how to discriminate mine types were 
recently described in [2]. However the ultrasound tracking 
system used in that paper requires a minimum of three 
ultrasound receivers with precisely known locations being 
installed in the close vicinity. This is a configuration 
which can be used in the laboratory conditions but which 
is unsuitable for the field work such as routine demining 
of large areas.  
Kellermann proposed method which registers the de-
tector signal for several heights of the sensing head [3]. 
This technique helps to distinguish between shallow and 
deeply buried objects of different size. Measured signal 
intensity for small objects ideally decreases with 1/d3, 
where d is the distance.  
In this paper we describe an effort to combine Keller-
man’s approach with x-y mapping.  The proposed   
method of discrimination uses signal from the metal de-
tector together with information of height above the 
ground and relative x-y position. Based on this informa-
tion height profiles of metal detector signal can be con-
structed and estimation of detected object can be made by 
comparison with known signal profiles for different ob-
jects.  
The signal profile depends on the size, shape, material 
and depth of the measured object, making the inverse 
problem very complex. A priori information about the 
possible buried objects should therefore be used. While 
the complete mine catalogue is very extensive, for practi-
cal applications the number of types of landmines in a 
given area is limited. Even an ability to discriminate be-
tween the deeply buried anti-tank mine and shallow anti-












All Terrain Mine Detector (ATMID) [4,5] manufac-
tured by Schiebel Austria was used in this study. This 
metal detector is based on eddy current principle and 
works with continuous wave. The ATMID was equipped 
with optical triangulation distance sensor [6] which en-
ables measurement of the height above the ground and 
relative angle between the ground and the search head. 
The used setup is shown in Fig. 1. The distance sensor is 
installed above the search head to minimize the influence 
of its metal parts and also to avoid threshold limit for 
short distances.  
 
Fig. 1. Mine detector with optical ground distance sensor.
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The non-metallic height adjustment stand, shown in 
Fig. 2, was developed for the testing. The stand allows 
fast change of the testing distance while keeping the 
search head parallel to the testing plane.  
We have made experiments with the processing of the 
audio output of the metal detector. This is the only avail-
able standard output of professional metal detectors [6]. 
Unfortunately the signal processing used to generate the 
audible output limits the detector signal and thus highly 
reduces its information content. This effect is shown in 
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Fig. 3. Dependence of the acoustic signal frequency on ho-
rizontal position of the search head, for 3 sizes of metal 
balls [6,7]. 
 
We therefore decided to use the internal signal of the 
detector, namely the output of the logarithmic amplifier 
after the phase-sensitive detector.  
For the field measurement of the relative position of 
the search head in the x-y plane we currently develop the 
aided inertial navigation system with 1 cm position accu-
racy. Large drifts of the used accelerometers and angular 
rate sensors are corrected by periodical nulling of the 
speed (using optical flow video sensor mounted on the 
detector head) and position (using magnetic, reflective 
optical or conductive markers). First steps in this effort 
have been reported in [7]. Here we report of using metal 
markers on both sides of the scanned area. This is in con-
formity with the commonly adopted procedures for the 
mine clearance: during the fast scan the location of the 
suspicious object is marked by two flags in a 1 distance 
with the “hot spot” between them. If the poles of the flags 
are made of the conductive material, the position of the 
detection head above these markers is sensed by the metal 
detector itself. The simplest situation is for the pendulum-
like line pinpointing. In this case the marker position is 
reached every one or two seconds, which allows very fre-
quent nulling of the navigation drift. Area scanning (typi-
cally in 1x1 m square) brings more demanding situation – 
the marker is reached only every 10 to 30 s. The inte-
grated drift in position caused by the offset of inertial 
grade accelerometers is only in the order of 1 mm for the 
first second. Ideally the well-trained operator should keep 
the detector head always in the horizontal position. How-
ever in the real field scanning the tilt of the detector head 
is slightly changing. This changes the projection of g into 
the sensing axes of the accelerometers and brings much 
larger error. Our present effort is to use angular rate sen-
sors to compensate for this effect. Standard adaptive fil-
ters used for inertial navigation should be modified to ac-
commodate specific repetitive pattern of this motion.  
For the calibration and testing purposes we use a digi-
tal laboratory USB camera with complementary metal 
oxide semiconductor (CMOS) image sensor of resolution 
752 x 480 pixel and pixel size of 6µm. Camera was 
mounted 3 m above the testing area. The search head was 
equipped with an active marker (Light Emitting Diode) 
and center of image gravity algorithm [8] was used for 
marker position detection. Position of the search head was 
measured with resolution of 0.5 cm.  
It should be noted that the described camera tracking 
system is not intended for the field work – in the final 
stage it will only be used for the calibration and testing of 













Signal intensities were measured in the laboratory 
conditions in heights range from 50 to 300 mm for the 
simple testing objects of various size made of different 
metals. One example of the results is vertical signal inten-
sity profile for the INOX AISI 420 steel balls shown in 
Fig. 4. The measurement was made using metal balls with 
diameters of 9.4 mm and 15 mm, shown in Fig. 5  
Measured intensity function shows clear dependency 
on the object size. However the information content of 
such profile is not rich enough for practical applications. 
In the following section we demonstrate the stability of 
the present laboratory tracking system: the detector head 
was marked by LED diode and its x-y position was 
tracked by video camera. Figure 6 shows time evolution 
of the repetitive pendulum-like scan over the clean area 
equipped with two large metallic markers. Figure 7 shows 
the signal of a metal ball positioned between the same 
markers. 
The signal variations caused by interference can be av-
eraged off the periodic signal record. 
Search head
Test object place 
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Smaller metal ball 9.4 mm 
Larger metal ball 15 mm 
 
 




































Fig. 6. Time evolution of the repetitive line scan. No de-





MD signal (-) 














Fig. 7. Repetitive line-scan of metal ball (with two 
markers still present). Rough signal before averag-
ing shows interference. object, only signal of two 














The described results present gradual achievements 
towards the fully portable 3-D imager for eddy-current 
metal detector. Metal detector with position tracker allows 
constructing eddy-current signal map, which is character-
istic for specific objects. Mine signatures can be auto-
matically recognized from these maps. Position sensing 
also allows detecting very weak signals buried in the envi-
ronmental noise by repetitive scanning of the suspicious 
area. The developed system is also useful for the training 
of deminers.  
Independent approach for increasing of the discrimina-
tion ability of metal detectors is using multiple excitation 
frequencies and processing both amplitude and phase in-
formation. This path is fully compatible with the path de-
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5.1.2 sin(x)/x Signal Utilization in Metal Detection and
Discrimination
This second paper (Svatos, Novacek & Vedral 2012) presents the use of a multi-
tone sinusoidal signal during the detection of metal objects. An unconventional
signal, sin(x)/x so-called sinc signal, was used for the testing. The use of
a non-traditional signal increases the possibilities for the discrimination of
the detected object and differentiation from conductive scrap. Furthermore,
multi-tone usage would decrease the count of false alarms and would help
with area clearance speed. For testing, the search head of an ATMID metal
detector was used and a programmable waveform generator AFG 3102 was
the source of the excitation signal. For the measurement, the 14-bit mode
of the MSO 4034 oscilloscope was chosen. In this case, my role in the team
was to generate an excitation sinc signal using the MATrix LABoratory
(MATLAB) software tool together with spectral analyses during the gathering
of results. As with testing object metal spheres, various diameters and
materials were used. Results presented in the paper show the potential
to increase the possibilities of distinguishing between UXO and conductive
garbage by additional information from the phase spectra to ordinarily used
amplitude spectra.
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This paper presents usage of an unusual signal (sinc signal) for metal detection and discrimination. Even in present days, differen-
tiate between Anti-Personnel (AP) mine or unexploded ordnance (UXO) and metal garbage is a matter of high interest for scie n-
tists. In some areas, especially with contaminated or magnetic soil , 999 form 1000 alarms are false. Decrease of these false alarms 
is enticing and necessary in humanitarian demining. For the experiment Schiebel All -Terrain Mine Detector with testing spheres 
from different materials and different sizes were used. Signal from the detector was processed in frequency domain, especially 
phase spectra are shown and compared. 
 




1  INTRODUCTION 
 
 
From the beginning of 20th century scientists make an 
effort to devise a device which can pinpoint metal. In 
these days metal detectors are still used in many sectors. 
Detectors help amateur treasure hunters or archaeologists 
to detect artefacts and coins. At the airports or in the im-
portant buildings walk-through security metal detectors 
serve to improve security. Metal detectors are also used in 
the military, pharmacy, food and chemical industries. The 
last but not least is the humanitarian demining [1], where 
the detectors play key role during land clearance from 
Explosives Remnants of Wars (ERW). 
There are many methods how to detect mine but eddy 
current metal detectors are still popular detectors in hu-
manitarian demining. The major problem of eddy current 
detectors is number of their false alarms. False alarms 
account 999 from 1000 total alarms [2]. The decrease of 
these false alarms is therefore desirable. 
There are two ways how to minimalize false alarms. 
Leave the idea of eddy current metal detectors or improve 
detectors by way of improved excitation signals of the detec-
tor and more sophisticated signal processing. For this the 
polyharmonic signals can be applied, which is not common 
approach for metal detection. In this paper signal - sin(x)/x, 
so called sinc signal [3], is presented. Thanks to multi-
harmonic composition sinc signal seems to be perspective for 
better detection and discrimination i.e. reduction of false 
alarms. 
This signal gives complex information about detected ob-
jects. Two others experiments with multi-harmonic signals 
are presented in [4], where linear frequency sweep sine sig-
nal and [5] step sweep sine signal were used and results were 
presented by polar graphs. 
This paper complement presented results in [6] with new 
results. In [6] amplitude spectra are presented and this paper 
presents phase spectra dependency on detected object. Re-
sults were obtained on the same non–magnetic platform us-
ing excitation sinc signal with the frequencies range from 






2  THEORY 
 
 
Eddy current metal detectors are the most used detec-
tors in humanitarian mine detection [7]. There are two 
main groups of eddy current metal detectors. Pulse Induc-
tion detectors which monitor a time delay of a pulse to 
indicate a presence of the mine. Second are very low fre-
quencies detectors which operate with single or multi tone 
signals and use changes of the phase and the amplitude to 
detect and distinguish object. Briefly, these detectors have 
usually separated transmitting and receiving coil in one of 
many configurations [5]. The majority of metal have 
“double D" configuration. Transmitting coil transmit 
excitation signal and voltage sensing in receiving coil is 
inducted according to the Faraday Laws. For more details 
about these metal detectors please see [8]. 
Different excitation signal together with advance sig-
nal processing of the detector and output signal processing 
is a way how to improve detection and discrimination 
ability of the very low frequencies detector. One possible 
signal is sine cardinal or commonly referred sinc function 
shown in Fig. 1. Thanks to its multi-harmonic composi-
tion and spectrum sinc signal cover defined frequency 
range (which can be easily adjusted) i.e. frequency char-
acteristic of the detected object. Combination of ampli-
tude and phase spectra could lead to decreasing of false 
alarms. 
3  EXPERIMENT 
 
 
For the experiment the metal detector ATMID was 
used, same detector as in [6]. The ATMID detector search 
head had “double D” configuration and receiving coil 
have diameter of 267 mm. For more details about the de-
tector see [9] and [10]. 
5. Published Results...................................
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Coil was excited by signal composed of two same sinc 
signals but half period inverted as shown in Fig. 2. One pe-
riod of the signal is described by (1). 
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where H is Heaviside function, which inverts the sinc func-
tion in time range -T1/2, T1/2) [11]. The anti-symmetric sig-











Sinc signal is driven through the coil and is derivate. First 
derivative of sinc signal, as shown in Fig. 3, is transmitted by 
primary coil and received by secondary coil. Received signal 
carries information about detected object. 
As targets homogenous spheres of different materials and 
various sizes were used. Spheres were placed in open air to 
avoid ground effect [12] in a distance of 100 mm from the 




Fig. 3. Time plot of differentiate sinc signal [6]. 
 
 
The excitation signal was driven through the transmitting 
coil of ATMID metal detector. Following parameters de-
scribes the used signal: frequency f1 = 1/T1 = 0.5 kHz and 
f2 = 1/T2 = 10 kHz; 10 significant carrier frequencies; and 
amplitude of 10 V. Signal was generated by an AFG 3102 
generator. The signals from the receiving and transmitting 
coils were measured by oscilloscope MSO 4034 in hi-res 
mode (14 bit) with sampling frequency 1 MHz. 
In the future measuring instruments (generator oscillo-
scope and PC) will be replaced by intelligent modular 
system. The modular system will be based on three parts. 
Generator module for excitation signal based on Direct 
Digital Synthesizer (DDS), Amplifying module and Ana-
log-to-Digital Converter (ADC). All this modules will be 










4  DISCUSSION 
 
 
Experimental measurements were done for four different 
materials and all measured data were processed in MAT-
LAB. As testing materials were used bronze, stainless steel 
(INOX ANSI 320), brass, and chrome steel (UNI100Cr6) 
represented by spheres with diameter of 10, 20 and 25 mm. 
Phase spectra were calculated from complex variable defini-
tion. Obtained results are presented in Fig. 5 to 8. 
Fig. 5 presents phase spectrum of spheres from different 
materials with diameter of 10 mm, 20 mm respectively in 
Fig. 6. In Fig. 7 influence of sphere diameter is shown for 
chrome steel Spheres diameters were 10, 20 and 25 mm in 
this case. And finally Fig. 8 shows same influence for brass 
(diameters 10 mm and 20 mm). 
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Fig. 7. Phase spectrum of signal UNI100Cr6 with different diameters 
10 mm 





























































Four different materials are presented in Figs. 5 and 6. 
There are differences in phase shift of the frequency char-
acteristic. Thanks to multiple carriers we have possibili-
ties to monitor differences in more frequencies. On Fig. 7 
phase of the signal from UNI100Cr6 with diameter 20 mm 










The non-traditional excitation signal, sinc signal, for 
metal detector was presented in this paper. Main goal was 
to decrease false alarms in humanitarian demining. Re-
sults presented in [6] together with this paper brings unite 
view into unusual metal detection and discrimination. 
Phase spectra supplement amplitude spectra with addi-
tional information about detected objects. Furthermore 
this additional information increases the chance of dis-
crimination between unexploded ordnance and conductive 
garbage. Based on this experiments it is chance for better 
differentiation of the object in terms of geometric and 
electromagnetic properties. 
Further work brings up the possible implementation on 
modern metal detector whose capabilities can be described 
by standards [13]. Modular subsystem will be part of the 
intelligent detector with the possibility of connection of 
navigation system. Thanks to navigation system position 
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5. Published Results...................................
5.1.3 Complex Markers for a Mine Detector
The publication (Novacek, Rohac & Ripka 2012) further involves the earlier
paper (Novacek et al. 2010) by testing position marks based on a result
obtained during metal detector movement above different materials. The
position marks consist of metal nails from different materials (steel and
aluminium) and by a different arrangement of nails together with a different
metal combination - unique detected patterns were measured. Therefore,
position marks can be used as reference position pointers during the estimation
of the position of the metal detector search head. Together with Complex
Magnetic Markers (CMMs), a local minimum or maximum algorithm was
implemented to detect the exact centre position of the position mark.
Figure 5.4: Modular metal detector modules setup, using Complex Magnetic
Marks.
The real application setup of CMMs is shown in figure 5.4. The Metal
detector is equipped with IMU and distance sensors installed on the search
head. The distance between position marks is variable and depends on the
exact application.
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Complex Markers for a Mine Detector
Petr Novácˇek, Jan Rohácˇ, and Pavel Ripka
Czech Technical University in Prague, Faculty of Electrical Engineering, 166 27 Prague, Czech Republic
This paper describes a novel type of metal markers for eddy current metal detection systems using precise positioning information.
The new design for metal markers which are compounded by an ordered array of metal plates with different magnetic parameters has
three fundamental advantages: 1. the markers are sensed directly by the metal detector, and no additional hardware is required; 2. the
signatures are sharp; 3. not only the position but also the speed of the detector head can be evaluated. In the case of a stand-alone iner-
tial navigation system for evaluating the position of the detector, the precision would be low due to the sensor noise and its integration.
However, knowledge of the relative positions and potentially of the detector head speed over the markers can be used as auxiliary in-
formation, and so the eddy-current mapping system will be capable of determining the size of the magnetic imprint of a detected metal
object and its position relative to the markers. This increases the reliability of the object discrimination during humanitarian demining,
and decreases the numbers of false alarms, which nowadays constitute 99.9% of all alarms emitted by an ordinary mine detector.
Index Terms—Eddy currents, inertial navigation, magnetic field measurement, signal processing.
I. INTRODUCTION
H UMANITARIAN demining is a very important activity,in which efforts are directed at clearing land contami-
nated with unexploded ordnance (UXO) after military conflicts
all round the world. It is nowadays becoming more and more
difficult to differentiate between UXO and clutter during demi-
ning procedures. Moreover, the detection ability of metal detec-
tors is further decreased when searching in magnetic soils [1].
The numbers of false alarms can rise to 99.9% [2]. This high per-
centage of garbage that is detected instead of UXO enormously
increases the cost of demining.
In recent years, several research groups have been developing
innovative intelligent metal detectors with a high impact on de-
creasing the risk of injuries. Remotely controlled vehicles have
been developed for demining, e.g. hovering detectors [3], un-
manned vehicles [4], and robots [5], [6]. The improved ability
of standard metal detectors to discriminate is mostly due to ad-
vanced signal processing [7], [8]. The magnetic signature of the
suspected conducting object, in the form of a 2-D intensity map,
is often compared with known patterns created by mines, and
with ammunition used in the relevant region. In order to create
this kind of map, it is necessary to scan the area using a metal
detector and to have precise information about the position of
the detector search head available.
The use of specialized vehicles or robots is mostly limited to
flat terrain. Hand-held metal detectors, such as the All Terrain
Mine Detector (ATMID) [9], equipped with additional systems,
will offer a possible solution in areas that are difficult to access
(forests, sloping terrain, etc.)
A precise positioning system for a hand-held metal detector
is a challenging task, as the required resolution is 1 cm, and the
required precision is 2 cm. We believe that only a simple, light-
weight and inexpensive fully autonomous system has a chance
of being adopted by the demining community. We therefore use
an inertial positioning system based on acceleration and angular
rates sensed by accelerometers and rate gyros. Metal detectors
are generally equipped with low-cost Micro-Electro-Mechan-
ical System (MEMS) sensors, which have significant drift and
Manuscript received August 15, 2011; revised October 07, 2011; accepted
October 11, 2011. Date of current version March 23, 2012. Corresponding au-
thor: P. Novácˇek (e-mail: petr.novacek@fel.cvut.cz).
Digital Object Identifier 10.1109/TMAG.2011.2172933
Fig. 1. Possible complex magnetic marker structure.
noise. Considering the integration from speed to position (and
double integration from acceleration) these sensor errors very
quickly lead to gross errors in evaluated position. In this paper,
we use knowledge about metal marker relative positions to aid
the positioning system. On the other hand, optical flow sensors
provide information only about velocity, which alone is also not
sufficient. The complex markers that we propose here provide
information on both position and velocity, and this potentially
allows all offsets in the system to be periodically nullified. The
markers are sensed by the eddy-current detector itself. Unlike
in the case of optical aiding methods, this requires no additional
hardware.
The novel contribution of this work is the utilization of com-
plex markers as an auxiliary source of information for a precise
positioning and navigation algorithm.
II. METHODOLOGY
Complex magnetic markers (CMMs) consist of a specially
ordered array of tiny metal plates with known magnetic charac-
teristics, see Fig. 1, where represents plate distances and is
the diameter.
The proposed CMMs are designed to have precise center lo-
calization characteristics and to affect as small area as possible
by their presence. The second characteristic enables the user
to detect a UXO in a major part of the space between CMMs,
which are commonly located in about 1 m distance, and does not
decrease the sensitivity of the detector. The whole system is able
to detect a UXO up to tens of centimeters in depth, depending
on the environment, and to localize it due to the positioning ca-
pabilities of the detector head.
0018-9464/$31.00 © 2012 IEEE
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Fig. 2. “Pinpointing” character of the demining procedure (CMM—Complex
Magnetic Marker).
Fig. 3. Inertial measurement unit configuration.
We show that complex magnetic markers can be used not only
to indicate the presence of the detector head above the markers,
but also to measure the head velocity. In the case of complex
markers with a known signal profile, the output voltage is highly
dependent on the detector head velocity during the passage of
the markers.
The standard demining process consists of two phases. In the
first phase, the operator scans the strip of land using the conven-
tional method. Once he detects a metal object, he stops moving
forward and starts to pinpoint the exact location of the object.
He signals the most probable location by two markers located
on both sides of the object at a distance of 50 cm. The signal
from the metal detector is collected during a pinpointing be-
tween these markers, see Fig. 2.
It must always be ensured that the detector head goes over the
magnetic markers to identify the end of area being searched.
This feature can be used to aid the positioning system, which
continuously evaluates the position on the basis of the sensed
acceleration and angular rates. This measurement is performed
by the Inertial Measurement Unit (IMU), which generally con-
sists of accelerometers and rate gyros, sometimes supplemented
by magnetometers. According to the measured data, the position
and attitude of the detector head can be estimated and then used
to map the magnetic imprint of the detected object. This forms
a system capable of observing the imprint more closely and de-
termining its size and position. When low-cost sensors are used,
it is necessary to have an auxiliary system to provide position
corrections to reduce the effect of noise integration within the
navigation data algorithm.
A. Inertial Sensors
Inertial sensors, i.e. a tri-axial accelerometer and a tri-axial
rate gyro, form the Inertial Measurement Unit (IMU), see Fig. 3.
Fig. 4. Principle block scheme of the navigation algorithm.
Accelerometers measure the transitional acceleration, and
rate gyros measure the angular rate. This data is used consecu-
tively to evaluate the attitude (roll, pitch, and heading angle),
based on which the sensed acceleration is transformed into the
local navigation frame and then integrated to obtain the velocity
and the position. A block scheme of this procedure is shown
in Fig. 4, where , denote the sensed angular rates and
accelerations, represents the transformation matrix from
the body to the local navigation frame, , correspond to
the velocity and the position in the local frame, and are
Euler angles related to the attitude.
The navigation algorithm further includes corrections for
gravitational force and Coriolis force, denoted in Fig. 4 as
and .
As mentioned above, both accelerometers and rate gyros
suffer from noise which, after integration, causes unbounded
error in the system output. This factor has to be minimized by
an auxiliary system which is formed, in our case, by knowledge
of the precise positions of the metal reference markers. In each
sweeping cycle, the position estimated via the inertial sensors
and the navigation algorithm is corrected, and this approach
reduces the system error. In our experiments, we used IMU
ADIS 16405, with a sampling frequency of 25 Hz. The usage,
design and performance of the Kalman filter are not described
in detail here, because they are beyond the scope of this paper.
B. Position Reference Markers
As presented by Bruschini [10], the signal phase measured by
an eddy current metal detector depends on the material param-
eters, with the dependency defined as
(1)
where represents the output signal of the metal detector,
and denote the imaginary and real part of the
output signal , and is the evaluated signal phase.
In this paper, we propose a new design for metal markers
which are compounded by a specially ordered array of metal
plates with different magnetic parameters (permeability and
conductivity). The array forms a magnetic marker with a de-
fined impact on the detector output. This performance can be
used to indicate the precise position of the detector head when
the head is right above the marker.
The array of plates can be composed of different conduc-
tivity materials with a known relative permeability and con-
ductivity . In our case, the marker consists of Aluminum (Al:
, ) and Chrome Steel (St:
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Fig. 5. Imprint of CMM consisting of two plates—Steel and Aluminum; dis-
tance between the plates: 50 mm.
The possibility to differentiate CMMs just by choosing dif-
ferent plate array structures (the sequence of steel and aluminum
plates) is another advantage of the proposed CMM. The use of a
multiple CMM system with different structures (codes) enables
more complex navigation tasks to be defined with absolute posi-
tion accuracy, which is in contrast with the technology currently
available on market.
III. MEASUREMENT SETUP
The measurement setup included a modified ATMID metal
detector equipped with a subsystem capable of measuring the
real and imaginary part of the detector output signal and of
communicating with a PC. Moreover, the IMU ADIS16405 was
mounted on the detector head. An optical measurement system
utilizing an industrial camera [11] was used as a position ref-
erence. All experiments were performed under laboratory con-
ditions. The measured data was synchronized with a sampling
frequency of 25 Hz.
IV. EXPERIMENTAL RESULTS
The aim of this paper is to prove the suitability of CMM char-
acteristics for providing adequate position determination accu-
racy. Precise navigation algorithms are beyond the scope this
paper, and only CMM characteristics are therefore further ana-
lyzed and discussed here.
First of all, we analyzed the influence of the distance between
the St and Al plates on the performance of the detector. Fig. 5
shows one imprint of a real and imaginary part of the detector
output voltage. In this case, the distance between the plates was
5 cm. This was evaluated as the smallest distance in which the
real and imaginary part was still distinguishable. When the dis-
tance was smaller, the difference decreased, as shown in Fig. 6,
and the difference was hardly detectable. In contrast, when the
distance was increased, no improvement was observed, and the
CMM extended the size of its imprint, which was undesirable.
Knowledge of the precise position within the range of the im-
print is defined by the local maximum or minimum (depending
on the number of plates and on the structure). The sharper the
local minimum or maximum is, the better the CMM localiza-
tion accuracy will be. Therefore, due to the different design of
CMM with more than two plates, a sharper local minimum or
maximum can be achieved. A complex CMM imprint with four
plates (Fe-Al-Fe-Al) is shown in Fig. 7. In this case, the local
maximum is 2 times sharper than the local minimum in Fig. 5.
The imprints shown in Figs. 5–7 were evaluated from exper-
iments in which the CMM was moved under the detector head.
Fig. 6. Imprint of CMM consisting of two plates—Steel and Aluminum; dis-
tance between the plates: 40 mm; the signal phase shift is unobservable.
Fig. 7. Imprint of CMM consisting of four plates—Steel, Aluminum, Steel and
Aluminum; distance between plates is 50 mm.
Fig. 8. CMM signal stamp for left and right CMM influenced by noise.
This ensured steady environmental conditions from the conduc-
tivity point of view. When the situation was opposite, i.e. when
the detector head moved and the two CMMs were steady with a
known relative position, the influence of the unsteady conduc-
tive conditions affected the mean values of the real and imagi-
nary part, as shown in Fig. 8. The phase shift is small; however,
it disables the use of CMM with a smaller distance than 5 cm
the between plates. This situation corresponds to real demining
conditions, and small phase shifts therefore have to be consid-
ered as undesirable.
We implemented an algorithm using a convolution function
to localize the local minimum or maximum within the range of
the imprint. This also took into account the differences between
the minima and maxima in order to restrict false localization.
In addition, the algorithm can compare the evaluated imprint
................................... 5.1. Metal detection
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Fig. 9. CMM signal stamp for left and right CMM influenced by noise.
Fig. 10. Localization of imprint minima—unsteady conductive conditions.
with the imprint stored in the memory. This functionality fur-
ther limits potential false imprint identification and localization.
The algorithm is also able to estimate the metal detector search
head transit time above the reference mark, and this enables it to
be used in velocity estimation. The results of the algorithm are
shown in Figs. 9 and 10. In the first case, the measurement was
made under steady conductive conditions (CMM was moved
under the detector head). By contrast, Fig. 10 depicts the mea-
surement in which the detector head moved (“swept”) between
two CMMs, and thus the influence of an unsteady conductive
environment can be seen in the imprint.
V. CONCLUSION
Continuous positioning of the metal detector is crucial in
demining procedures. Since low-cost inertial sensors are used,
additional (aiding) information about the position is needed. In
this paper, we have proposed a new design for magnetic markers
(CMM) composed of a specially ordered array of metal plates
with different magnetic parameters. In the case of a complex
marker (see Fig. 7), this design provides precise positioning ca-
pability due to the sharp identification of minima or maxima.
The accuracy is better than 45 mm under all conditions. This
accuracy makes the knowledge of proposed CMM relative po-
sitions, which are precise due to CMM parameters, suitable to
aid an inertial sensor based position estimation process.
In addition, the character of CMM and its imprint minimize
false localization of the marker. This is one of the main advan-
tages of the design.
During preliminary experiments, we used markers in the
form of nails made from two metal materials, non-magnetic
aluminum and chrome steel, which are available in developing
countries, where most demining operations are carried out.
Some preliminary experiments have been performed under
laboratory conditions; however, other tests are now planned
under real conditions in the Joint Research Centre (ISPRA,
Italy) testing area, where the whole metal detector system with
magnetic markers will be tested.
ACKNOWLEDGMENT
This work was supported by the Grant Agency of
the Czech Technical University in Prague under Project
SGS10/288/OHK3/3T/13, by the Czech Science Founda-
tion under Project 102/09/H082, and by Research Program
MSM6840770015 Research on Methods and Systems for Mea-
surement of Physical Quantities and Measured Data Processing
of the CTU in Prague, sponsored by the Ministry of Education,
Youth and Sport of the Czech Republic.
REFERENCES
[1] P. Ripka, J. Vcelak, P. Kaspar, and A. M. Lewis, “Bomb detection in
magnetic soils: AC versus DC methods,” in Proc. 5th IEEE Conf. Sens.,
2006, pp. 1389–1391.
[2] D. Guelle, Metal Detector Handbook for Humanitarian Demining.
Luxembourg, Norwich: Office for Official Publications of the European
Communities; Stationery Office distributor, 2003.
[3] M. Hussain, “RF controlled GPS based hovering mine detector,” in
Proc. 9th Int. IEEE INMIC, 2005, pp. 1–4.
[4] M. Yagimli and H. Varol, “Mine detecting GPS-based unmanned
ground vehicle,” in Proc. 4th Int. Conf. RAST, 2009, pp. 303–306.
[5] E. Heußlein, B. W. Patullo, and D. L. Macmillan, “Robot navigation:
Implications from search strategies in exploring crayfish,” Robotica,
vol. 28, no. 3, p. 465, May 2009.
[6] J. Estremera, J. A. Cobano, and P. Gonzalez de Santos, “Continuous
free-crab gaits for hexapod robots on a natural terrain with forbidden
zones: An application to humanitarian demining,” Robot. Autonomous
Sys., vol. 58, no. 5, pp. 700–711, May 2010.
[7] P. Ripka, M. Janosek, and P. Novacek, “Depth estimation of metal ob-
jects,” Procedia Eng., vol. 5, pp. 280–283, 2010.
[8] J. Svatos, J. Vedral, and P. Fexa, “Metal detector excited by frequency-
swept signal,” Metrology Meas. Syst., pp. 57–68, 2011.
[9] Schiebel, Maintenance Manual MT5001/16/010E 2003.
[10] C. Bruschini, “A Multidisciplinary Analysis of Frequency Domain
Metal Detectors for Humanitarian Demining,” PhD thesis, Vrije
Universiteit Brussel, , Brussels, 2002.
[11] P. Novacek, P. Ripka, O. Pribula, and J. Fischer, “Mine detector with




................................... 5.1. Metal detection
5.1.4 Metal Detector Signal Imprints of Detected Objects
This last publication (Novacek, Rohac, Simanek & Ripka 2013) addressing
ATMID detectors, presents further work on CMMs (Novacek et al. 2012) and
introduces position marks signal imprint. Furthermore, the signal intensity
map of the INOX metal sphere detected is discussed.
As the journal publication had limited length, it was not possible to include
all data measured, namely the comparison of signal intensity maps obtained
for a different testing object. Here, the comparison of chrome steel and INOX
sphere is presented.
Figure 5.5 illustrates the detection of the chrome steel sphere, again with a
diameter of 10mm.
Figure 5.5: Chrome steel sphere (10mm) signal intensity map.




Figure 5.6: INOX AISI 420 sphere (10mm) signal intensity map.
The signal intensity map was constructed in post processing by the pinpoint
movement of the ATMID and the use of a position reference system installed
in the laboratory. The metal detector was moved by hand and missing points
of signal intensity were approximated as the weighted average of surrounding
known points. The figure seems to be non-symmetrical – which is caused by
changing the sensing height by an unexperienced operator.
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Metal Detector Signal Imprints of Detected Objects
Petr Nováček, Jan Roháč, Jakub Šimánek, and Pavel Ripka
Department of Measurement, Faculty of Electrical Engineering, Czech Technical University in Prague, Prague 166 27, Czech
Republic
Humanitarian deminingmissions are activities in which an operator safety and time consumption are key issues. To increase a discrim-
ination ability of ATMID metal detector, which we have been using, we extended the capability of the detector with mounting inertial
measurement unit (IMU) supplemented by two optical distance sensors on the detector head. That enabled us to perform dead reckoning
based on accelerations and angular rates measured by IMU in all three axes. Optical distance sensors have been used for compensation
purposes and an initial distance measurement. Our main aim was to interconnect magnetic imprint sensed by the detector with precise
localization of its head, which led to imprint size estimation as well as its position. Due to low-cost micro-electro-mechanical system
(MEMS) based IMU implementation we have had to deal with unstable dead reckoning outcomes. For this reason we used our designed
complex magnetic markers (CMMs) which demarked a searched area plus provided us with precise positioning at its both edges. The
main contribution of this paper is in the study and identification of CMMmagnetic imprints characteristics and their differences related
to various aspects of CMM usage during demining procedure and its conditions. The characteristics of CMMs have been studied and
analyzed according to several laboratory experiments and results are presented.
Index Terms—Eddy currents, inertial navigation, magnetic field measurement, signal processing.
I. INTRODUCTION
T HIS paper deals with local navigation of a metal detectorfor detecting and discriminating mines. Precise localiza-
tion and attitude estimation of the detector in space enables the
user to create signal maps, which can be used to increase the dis-
crimination ability of the metal detector [1]. The motivation is
to reduce risks for detector operators during humanitarian dem-
ining missions [2]. Traditional systems of this type use multi-
sensor arrays and feature extraction image processing methods
[3].
Humanitarian demining is still actual problem. Especially in
areas of recent military conflict, there is a need to return con-
taminated land to civilians. This land is needed for agricultural
purposes and for other civilian activities, so it must be abso-
lutely free of unexploded ordnance. Absolute land clearance sets
high requirements on demining procedures. The problems are
greater in areas that are difficult to access. In these areas, hand-
held mine and metal detectors are the only equipment that can
be used [4]. As demining progresses, contaminated areas that
are easy to access and demined are the first to be cleared. Other
areas that need to be cleared are often handicapped by the pres-
ence of buried conductive or metal objects or by characteristics
of the soils themselves [5]. Metal contamination and magnetic
soils reduce the sensitivity of metal detectors; soil contamina-
tion also increases the numbers of false alarms which, in some
areas, account for as much as 99.9% of all alarms [6]. False
alarms additionally lower the operator’s concentration, and the
danger of injuries and casualties arises in combination with re-
duced detector sensitivity and the operator attention.
A simple system for increasing the discrimination ability of
metal detectors needs to be developed in order to reduce hu-
manitarian demining risks. Instead of multisensor arrays such
Manuscript received July 11, 2012; revised September 05, 2012; accepted
September 20, 2012. Date of current versionDecember 19, 2012. Corresponding
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a system should be based on a single metal detector which is
manually scanning a small area while its position is monitored
with cm precision. The first attempt towards such a system was
reported in [7]. The position of a metal detector was evaluated
from inertial navigation system. The integrated errors accumu-
lated over time were unacceptable: up to 1 m after 90 s of op-
eration. This was improved by aiding of zero-velocity sensor,
but only for motion constrained to a plane. In this paper we sug-
gested to use magnetic markers for position aiding. The advan-
tage of the magnetic markers is that they are sensed directly by
the metal detector itself unlike the optical markers which re-
quire additional camera [8]. A discrimination ability of metal
detectors mainly depends on the level of output signal ampli-
tude and its phase shift which are affected by the conductivity
and permeability of a detected object. Thus, these parameters
are considered as crucial factors. Furthermore, a lateral and ver-
tical profiles also have to be taken into account [9].
The main contribution of our approach to increase discrimi-
nation ability of a metal detector relies on the development of
complex magnetic markers (CMMs), for more details see [10].
When they are placed at both edges of searched area and are
passed by a detector searching head they provide precise posi-
tioning capability as well as their identification, all provided by
unique magnetic imprints with a known intensity map. In the
case when a database of these intensity maps is built it provides
a powerful tool increasing the precision of position evaluation
during the demining procedure no matter the conditions. There-
fore, wemade several CMMswith a different structure and eval-
uated related reference intensity maps when the searching head
wasmovedwith a constant speed and distance above the CMMs.
One example of CMM structure is shown in Fig. 1.
The CMMswere formed by the array of plates made from dif-
ferent conductivity materials with a known relative permeability
and conductivity . In our case, the CMM consisted of the
combination of aluminum
and chrome steel cir-
cular headed nails with the same diameter .
The bottom part under the nails was wooden with the possi-
bility to change nails’ structure and distance among them. The
0018-9464/$31.00 © 2012 IEEE
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Fig. 1. Sample of the CMM structure with four nails (steel, aluminum, steel,
and aluminum) with gaps of 2 cm.
Fig. 2. Imprint of CMM consisting of two nails—steel and aluminum; distance
between the nails: 50 mm. [10].
CMM imprints have different character than unexploded ord-
nance so the CMM and objects being searched can be clearly
distinguished. The impact of different materials used in CMMs
on the detector output voltage consisted of a real and imaginary
part is shown in Fig. 2. When reference imprints are known it
is possible to compare them with measured ones, which are in-
fluenced by the lateral and vertical distances between the CMM
and the searching head and, of course, by the speed, and attitude
of the head. All these aspects have been studied and character-
ized by performed experiments and results are presented.
II. MEASUREMENT SETUP
All data and results presented were obtained under labora-
tory conditions. Our experiment setup consisted of ATMID [11]
metal detector supplemented by additional information sources
such as inertial measurement unit (IMU) for accelerations and
angular rates sensing, plus two infrared distance sensors, and
complex magnetic markers (CMMs). Usage of ground distance
sensors is a second major improvement of the system described
in [8].
For data validation purposes we placed a camera below the
laboratory ceiling which provided us with the position and ve-
locity reference to relate dead-reckoning outcomes to. The ref-
erence position estimation has had a sub pixel resolution and
approximately 1 mm standard deviation, which guaranteed re-
quired precision for the CMM characteristics study.
All data measured by the detector itself, IMU, and distance
sensors were synchronized by an acquisition unit and sent to
Fig. 3. Principle scheme of the measurement setup. A/D converter (ADC),
digital signal processor (DSP), direct digital synthesizer (DDS), inertial mea-
surement unit (IMU), micro-controller unit (MCU), complex magnetic marker
(CMM).
Fig. 4. Measurement setup and procedure.
a PC via communication interface. The sampling frequency of
these data was 50 Hz. A principal schema is shown in Fig. 3.
For the CMM characteristics study the experiments observed
only the detector output signals representing CMM imprints
and the detector position obtained from the reference position
camera system [12]. The reference position system was not
synchronized with the other data; it is future possibility for the
system capability extension; however, its update rate corre-
sponded also to 50 frames per second.
III. EXPERIMENTAL RESULTS
The experiments studying different aspects of CMM mag-
netic imprints characteristics were performed with more com-
positions of CMMs. The first one was formed by only aluminum
nails and the other one consisted of a combination of aluminum
and chrome steel nails. Nevertheless, results presented in this
paper were related just to CMM formed by three aluminum
plates (as shown in Fig. 4), because the dependencies were very
similar.
A. Observation of the Detector Sensitivity
Evaluation of a metal detector output signal, when a small
sphere with 10 mm diameter was observed, led to intensity map
shown in Fig. 5. The intensity map was constructed by digi-
tizing real and imaginary parts of detector output signal and then
5. Published Results...................................
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Fig. 5. Imprint intensity map measured by ATMID metal detector with INOX
AISI 420 sphere of diameter 10 mm as the detected target.
Fig. 6. Imprint dependency on a vertical distance between CMM and the de-
tector head.
converted into voltage magnitude and corresponding phase. In
Fig. 5 there is shown the evaluated magnitude with respect to
the position and distance of the sphere from the detector head.
A color representation corresponds to the value of the magni-
tude.
B. CMM Imprint Dependency on Lateral and Vertical Profile
Due to the fact that a detector operator does not need to pass
the CMM precisely and the application still requires precise
CMM identification we performed several experiments to study
the imprint intensitymap dependency on CMMvertical distance
from the detector head as well as its dependency on CMM lat-
eral distance from a detector main axis of sensitivity. Imprint
parameters dependency on a vertical distance between CMM
and the detector head is shown in Fig. 6. The detector head was
moved above the CMMwith different vertical distances (65, 90,
114, 140, and 165 mm). The values were chosen with respect to
the ATMID detector sensitivity.
A similar character of the imprint parameters was also ob-
served in the case of a lateral distance dependency. This dis-




Comparison of signal amplitudes related to specific vertical and lateral
distances of CMM axis from the detector head main axis.
tance was measured between the detector main axis and the
axis of the CMM. The character is shown in Fig. 7. The de-
tector head was moved above the CMM at the vertical distance
90 mm and lateral distances varied ( 100, 50, 0, 50, and 100
mm). The distances were chosen with respect to the detector
head diameter and its middle axis, which was kept constant, and
the CMM position varied. The diameter of the ATMID detector
head is 280 mm.
The results from experiments studying the imprint parame-
ters dependency on CMM vertical and lateral distances from
the detector head are summarized in Table I, in which maximal
amplitudes of the detector output signal are provided.
C. CMM Imprint Dependency on the Detector Head Attitude
Because there is not possible generally to ensure null attitude
of the detector head with respect to CMM origins, we also ana-
lyzed the impact of different attitude on the CMM imprint char-
acteristics. We observed the amplitude of the imprint and the
behavior did not show significant changes in the attitude range
of 20 . The resulting imprints for different attitude are shown
in Fig. 8.
IV. CONCLUSION
This paper deals with CMMs and their magnetic imprints.
The main contribution of this paper is in analyzing imprint char-
................................... 5.1. Metal detection
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Fig. 8. CMM imprint dependency on a detector head attitude—tilt angle set in
the range from 0 up to 20 with the step of 5 .
acteristics dependency on various conditions of a metal detector
handling. Precise knowledge of CMMs position plays a cru-
cial role in dead reckoning process in which the actual posi-
tion of the detector head is estimated. CMMs position is used to
compensate position errors mainly caused by uncompensated
biased data measured by MEMS accelerometers and angular
rate sensors. To localize CMMs it is required to identify CMMs
correctly. The identification relies on correct matching of the
measured CMM imprint with the reference one saved in the
system memory. For the matching it is needed to know how the
imprint can be affected by an operator handling the detector.
During a demining procedure vertical and lateral distances be-
tween CMM and the detector head, and the detector head atti-
tude can vary when CMM is passed by the detector head. There-
fore, in this paper we analyzed all these aspects on two different
CMMs. Even if all experiments were performed under labora-
tory conditions, we can clearly specify changes of CMM im-
prints according tomentioned handling conditions. Experiments
proved the imprint amplitude was changing with lateral and ver-
tical distances defined between CMM and the detector head. In
ranges calculation we considered the environmental impact on
the imprint on which it caused maximal amplitude perturbation
of 0.1 V. Thus, to ensure correct identification we increased the
minimal amplitude level for the CMM identification to be 0.2 V.
In this case the correct identification as well as position determi-
nation can be done in ranges up to 105 mm in vertical distance
and up to 90 mm in lateral distance. Both values were calculated
based on Table I and progress approximations. Based on other
experiments analyzing attitude changes impact on CMM iden-
tification it was proved that this aspect had no significant im-
portance for its observation, because according to two different
CMMs application we did not recognize any influence of dif-
ferent attitude in range of 20 deg on their magnetic imprints.
When CMM imprints are identified and their position pre-
cisely evaluated dead reckoning process can be strongly im-
proved in the position estimation in the whole range of the metal
detector application. It further increases discrimination ability
of metal detectors during humanitarian demining missions as
well as it decreases injury risks of detector operators because
of better ability in differentiation among metal scraps and dan-
gerous objects such as explosive remnants of wars.
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5.2 Inertial sensors analyses and calibration
The second part of the publications describes the enhancement of low cost
inertial sensors utilizable for a wider range of navigation purposes. In these
publications, I was only the co-author and my contribution consists mainly
of the setup of the testing platform, data measurement and post processing
preparation. However, the results achieved were fundamental to my work, as
they allowed the realization of a practical autonomous tracking system that I
could use in my main experiments.
5.2.1 Analyses of Triaxial Accelerometer Calibration
Algorithms
This publication (Sipos, Paces, Rohac & Novacek 2011) addresses parameter
improvements of a low-cost IMU. The paper describes three different cali-
bration algorithms. Three different IMUs are used as a tested system. The
results show the possibility of using only low cost equipment for the precise
calibration of sensors using Levenberg–Marquardt and Thin-Shell calibration
algorithms. The comparison of the two algorithms previously mentioned with
MATLAB function fminunc is also presented. Conclusions of the publication
show a significant improvement in attitude angles in addition to in-position
determination.
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Analyses of Triaxial Accelerometer
Calibration Algorithms
Martin ˇSiposˇ, Pavel Pacˇes, Member, IEEE, Jan Rohácˇ, and Petr Novácˇek
Abstract—This paper proposes a calibration procedure in order
to minimize the process time and cost. It relies on the suggestion
of optimal positions, in which the calibration procedure takes
place, and on position number optimization. Furthermore, this
paper describes and compares three useful calibration algorithms
applicable on triaxial accelerometer to determine its mathemat-
ical error model without a need to use an expensive and precise
calibration means, which is commonly required. The sensor
error model (SEM) of triaxial accelerometer consists of three
scale-factor errors, three nonorthogonality angles, and three off-
sets. For purposes of calibration, two algorithms were tested—the
Levenberg–Marquardt and the Thin-Shell algorithm. Both were
then related to algorithm based on Matlab fminunc function to
analyze their efficiency and results. The proposed calibration
procedure and applied algorithms were experimentally verified
on accelerometers available on market. We performed various
analyses of proposed procedure and proved its capability to esti-
mate the parameters of SEM without a need of precise calibration
means, with minimum number of iteration, both saving time,
workload, and costs.
Index Terms—Accelerometers, calibration, error analysis, iner-
tial navigation.
I. INTRODUCTION
O VER the last decades technological progress in the pre-cision and reliability of Micro-Electro-Mechanical-Sys-
tems (MEMS) has enabled the usage of inertial sensors based
on MEMS in a wide range of military and commercial applica-
tions, e.g., in Unmanned Aircraft Systems (UASs), indoor and
personal navigation, human motion tracking, and attitude-con-
trol systems [1]–[5].
The Inertial Measurement Unit (IMU), which forms a basic
part of Inertial Navigation System (INS), primarily contains
only inertial sensors-accelerometers and angular rate sen-
sors or gyroscopes to provide inertial data, and additionally
magnetometers. The major errors of electronically-gimbaled
navigation systems with accelerometers and magnetometers
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are caused by sensor triplet deviations (mutual misalignment)
[6], and therefore, a calibration has to take a place for their
proper function. The calibration is necessary to be performed to
estimate sensor errors like nonorthogonalities (misalignment)
and scale factor errors for their compensation. Factory based
sensor calibration is an expensive and time-consuming process,
which is typically done for specific high-grade IMUs. For
low-cost inertial sensors, such as MEMS based ones, manufac-
turers perform only basic calibration [7] which is very often
insufficient, because even small uncompensated imperfections
can cause position deviation growth and also inaccuracy in tilt
angle evaluation [8], [9].
There are already known different sensor error models
(SEMs) [10] and calibration methods based on different princi-
ples, but they have limitations such as the necessity of precise
position system or a platform providing precise alignment. This
requirement increases manufacturing costs, and therefore, there
is a need for investigating alternatives.
One example of a commonly used calibration procedure de-
scribed by Titterton and Weston in ([11] p. 238) and by Won in
[8] uses six static positions, in which the sensors’ axes are con-
secutively aligned up and down along the vertical axis of the
local level frame. The calibration is capable to determine only
offsets and scale factor errors, not nonorthogonalities. The cal-
ibration accuracy strongly depends on the alignment precision
[7]. To increase the precision of alignment an accurate reference
system is usually used, as presented in [10], [11]. In the first
case a 3-D optical tracking system and nonlinear least squares
algorithm were applied, the other case used an fminunc Matlab
function as a minimizing algorithm and a robotic arm. In both
cases the calibration is capable to estimate sensor’ axes mis-
alignments, offsets, and electrical gains/scale factors, which de-
fine nine-parameter-error model. The same model for a triaxial
accelerometer can be estimated by an iterative calibration pro-
cedure described by Petrucha et al. in [12] using an automated
nonmagnetic system, or the one described by Syed et al. in [7],
in which offset and scale factor initial values are required for a
modified multiposition method. Other method for an accelerom-
eter calibration, presented by Skog and Händel in [13], is based
on the cost function formulation and its minimization with re-
spect to unknown model parameters using Newton’s method.
The cost function can reach several local optima, and there-
fore, the initial starting values have to be determined. Auto-
matic adaptive method of a 3-D field sensor based on a lin-
earized version of an ellipsoid fitting problem has been pub-
lished in [14]. It relies on a procedure that fits an ellipsoid to data
using linear regression. Based on estimated ellipsoid parameters
the unknown model parameters can be evaluated. An alternative
to this method using modified ellipsoidal-fitting procedure has
1530-437X/$26.00 © 2011 IEEE
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Fig. 1. Orthogonalization of sensor frame; a—nonorthogonal sensor frame;
p—orthogonal sensor frame.
been described by Bonnet et al. in [15]. He proved that an el-
lipsoid fitting using either linear optimization (Merayo’s algo-
rithm) or nonlinear optimization (Quasi-Newton factorization
algorithm) is robust with data sets from static positions obtained
within free rotations along a vertical axis in case of accelerom-
eters and free rotations along East-West axis in case of magne-
tometers.
In Section II, the SEM of triaxial accelerometer is described.
We present three algorithms for its calibration in Section III;
the Levenberg–Marquardt algorithm, the Thin-Shell algorithm,
and an algorithm based on Matlab fminunc function. First two
algorithms were related to third one, which was used as a ref-
erence, in order to have a means for the comparison of algo-
rithms efficiency. In Section IV, we shortly present the most
important parameters of calibrated sensors and used measure-
ment setup. To compare a calibration effect on measured and
evaluated data based on applied algorithms and SEMs we used
a Rotational-Tilt Platform with precise positioning capability to
provide precise tilt angles. The experiments, analyses, and re-
sult accuracy are provided in Section V.
II. SENSOR ERROR MODEL
For triaxial accelerometer calibration we considered the
sensor error model (SEM), which consisted of nine unknown
parameters—three scale factor corrections, three angles of
nonorthogonality, and three offsets. The SEM can be defined as
(1). Offset forms a stochastic part of biases and can be modeled
as a random constant. The time variant part of the bias is
drift, which changes based on environmental and other sensor
conditions. The calibration process is supposed to be performed
during short-time period; therefore, drift can be considered as
zero
(1)
where is the compensated vector of
a measured acceleration defined in the orthogonal system
(platform frame); denotes matrix providing transformation
from nonorthogonal frame to orthogonal one with nondiagonal
terms that correspond to the axes misalignment
(nonorthogonality angles) (Fig. 1); represents a scale
factor matrix; is the vector of sensor off-
Fig. 2. Positions for calibration; rotation around   axis.
sets; denotes the vector of measured
accelerations. The SEM and its derivation are described in
more detail in [13] and [16].
III. CALIBRATION ALGORITHMS
This section briefly describes the algorithms for triaxial
accelerometer calibration—Levenberg–Marquardt (LM) al-
gorithm, Thin-Shell (TS) algorithm, and algorithm based on
Matlab fminunc function. The fundamental principle of the
proposed calibration procedure is based on the fact that the
magnitude of measured acceleration should be equal to the
gravity magnitude, which is ensured by static conditions (2).
It corresponds to “scalar field calibration” used in [17]. The
proposed procedure uses only general knowledge about the
applied quantity, which is in contrast to the case when precise
positioning system is available, and thus, the knowledge about
precise tilt angle is also provided in all steps of iteration
(2)
where denotes sensed acceleration in direction of axis and
is the magnitude of gravity vector, ideally equal to .
To obtain the most accurate estimation without the need
of having a precise positioning system, the sensor should be
consecutively placed to positions in manner to cover the whole
globe surface and the sensor should be influenced only by
gravity. In practice, it is not possible to do so, because the
number of measurements would be infinite. Therefore, in the
proposed procedure, the number of positions is optimized
and suggested their orientation, in which a high influence of
all errors is expected. Only 36 positions are used, 3 times 12
positions along axis. The positions along axis are
shown in Fig. 2. Precise knowledge of their orientations is not
required, only 3 positions per quadrant are recommended.
A. Principle of Levenberg–Marquardt Algorithm
The Levenberg–Marquardt (LM) algorithm is one of the most
efficient and popular algorithms. It has better convergence than
the other ones for nonlinear minimization. The LM algorithm
is widely utilized in software applications, neural networks,
and curve-fitting problems [18]–[21]. The LM algorithm
combines two algorithms: the Gradient Descent (GD) and the
Gauss–Newton (GN) algorithm [22]. The LM algorithm can be
described by (3)
(3)
where denotes the sum of residuals is the
number of measurements; are measured data; are the ref-
erence values, and is a vector of parameters being estimated
......................... 5.2. Inertial sensors analyses and calibration
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and forming the SEM defined in (1). The LM algorithm is iter-
ative algorithm reducing with respect to the parameters
in vector .
1) Gradient Descent Algorithm: The Gradient Descent (GD)
algorithm is a minimization algorithm updating the estimated
parameters in the direction opposite to the gradient of the cost
function. The GD algorithm is highly convergent and can be
used for problems with thousands of parameters forming the
cost function. The modifies the GD algorithm step to re-
duce in the direction of steepest descent and is defined by
(4) [22]
(4)
where is a parameter corresponding to the length of step in
the steepest descent direction; is the Jacobian related to the
vector is the weighting diagonal matrix [22].
2) Gauss–Newton Algorithm: A main advantage of
Gauss–Newton (GN) algorithm is its rapid convergence;
however, it depends on the initial conditions. The GN algorithm
does not require the calculation of second-order derivatives
[21]. The equation for GN algorithm reducing is given by
(5)
(5)
where denotes the GN algorithm update of estimated pa-
rameter leading to a minimization of .
3) Levenberg–Marquardt Algorithm: As was mentioned, the
Levenberg–Marquardt (LM) algorithm combines both the GD
and GN algorithm. In the LM algorithm, the parameter is
adaptively weighted with respect to and to reach op-
timal progress in minimization, and thus, the LM algo-
rithm equation is given by (6)
(6)
where is a damping parameter and is the LM algorithm
update. The parameter has several characteristics [23]:
— for all , the coefficient matrix
is positive definite, and this fact en-
sures that is descent directional;
— for large values of the iteration step (parameter modifi-
cation) is in the steepest descent direction, which is good
when the current stage is far from required solution;
— for small values of , the and it is good for
final phases of iteration, when estimated parameters are
close to required solution.
In other words, if the iteration step decreases the error, it im-
plies that quadratic assumption is working and can be
reduced (usually by a factor of 10) to decrease the influence of
GD. On the other hand, if increases, is increased by the
same factor increasing GD influence and the iteration step is re-
peated.
B. Thin-Shell Algorithm
The Thin-Shell (TS) algorithm is based on an estimation of
Linear Minimum Mean Square Error, which is applied on SEM
Fig. 3. Criterions for halving the interval, for which the estimated parameters
are searched.
(1) of calibrated sensor. According to (1) nine parameters have
to be estimated. The iteration is based on successive halving of
intervals, in which the estimated parameter is searched for. The
intervals are halved based on a standard deviation defined by (7)
and if-conditions related to Fig. 3
(7)
where is the standard deviation; is the number of positions;
are estimations of compensated measured gravity
vector components and is the magnitude of gravity vector
corresponding to the reference value.
At the beginning of the algorithm, the minimal and maximal
values of each parameter must be set (it defines the interval, in
which the unknown parameter is searched for); the mean value
is computed as an average of them. Each iteration cycle can be
divided into three steps:
1) Min, max, and mean values of the parameter being
searched for ( , and ) are used for the
estimation of compensated accelerations in all positions.
2) Three corresponding standard deviations ( ,
and ) are then obtained based on (7). Other parame-
ters are set to their mean values.
3) Based on , and the interval, in which es-
timated parameter should be, is halved according to Fig. 3
and following conditions:
— if and , the interval is
reduced to a half around the mean value .
— if and the true value
of the parameter should be in the interval ;
for the following iteration cycle and
is computed as a mean value of and new
.
— if and the true value
of the parameter should be in the interval ;
for the following iteration cycle and
is computed as a mean value of new and
.
The steps described above are repeated until the computed
standard deviation is less than the required value or required
number of iteration cycles is reached. Consequently the rest of
the parameters are estimated in the same manner. The final value
of standard deviation defines the calibration algorithm accuracy.
This algorithm is described in more detail in [24].
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Fig. 4. Measurement setup for triaxial accelerometer calibration;
ACC1—CXL02LF3; ACC2—AHRS M3; ACC3—ADIS16405.
Fig. 5. (a) Calibrated systems (from left): ADIS16405; AHRS M3;
CXL02LF3; (b) Rotational-tilt platform.
C. Algorithm Based on Fminunc Matlab Function
To evaluate the efficiency of Levenberg–Marquardt (LM) and
Thin-Shell (TS) algorithms with respect to minimum required
number of iterations and reached accuracy Matlab functions
fminunc, lsqnonlin, and fminsearch were tested. Based on their
performances the function fminunc was chosen as a reference
and a means for LM and TS algorithm evaluation. Function fmi-
nunc is based on quasi-Newton minimization with numerical
gradients [25]. Its description is not the subject of this paper
and can be found [26].
IV. CALIBRATED SENSORS AND MEASUREMENT SETUP
In this section, we briefly present the systems used for the
calibration and measurement setup (Fig. 4) which uses a simple
platform enabling to measure accelerometer data in the static
positions defined approximately as shown in Fig. 2. Further-
more, we used a Rotational-Tilt Platform (RoTiP), see Fig. 5(b),
as a reference for analyses needed to verify the results of the
proposed calibration procedure according to applied algorithms.
The RoTiP parameters are shown in Table I. Although we eval-
uated five sensors in sum, such as AHRS M3’s accelerometer
(Innalabs [27]), ADIS16405’s accelerometer (Analog Devices
[28]), CXL02LF3 accelerometer (Crossbow [29]), 3DM-GX2’s
accelerometer (MicroStrain [30]), and STEVAL-MKI062V2’s
accelerometer (STMicroelectronics [31]), we present the results
of analyses only from first three accelerometers of calibrated
systems [see Fig. 5(a)]. The analyses of last two sensors were
very similar.
TABLE I
PARAMETERS OF ROTATIONAL-TILT PLATFORM
V. CALIBRATION ANALYSES
Three aforementioned algorithms were used to estimate
SEMs of three triaxial accelerometers described in Section IV
according to measured data in suggested positions. It helped
to decrease the influence of manufacturing imperfection on the
sensor precision. As said in [32] other problematic errors can
show up with incorrect determination of sensor error param-
eters; therefore, for results, a comparison Root Mean Square
Error (RMSE) defined by (8) was used
(8)
where is -dimensional vector; —number
of evaluated positions; is an ideal magnitude of the gravity
vector equal to are components of the estimated
gravity vector.
For the calibration purposes and consecutive analyses we
measured the raw data from sensors and evaluated data in 364
positions. The number was chosen with respect to the number
of suggested positions in Section III multiplied by 10 and
modified to have uniformly spaced data along all axes. The
analyses included the observation of estimated parameters of
SEM with respect to algorithms applied, the RMSE dependence
on the number of taken positions and the number of iterations,
and the observation of a long-period permutation of estimated
SEMs. Furthermore, the calibration effect on the precision of
evaluated tilt angles and the calibration effect from the sensors’
drift point of view were performed.
A. Sensor Error Models
We estimated Sensor Errors Models (SEMs) of three ac-
celerometers. Results are listed for LM and TS algorithms
in Table II. Although we estimated the SEMs using three
algorithms, only LM and TS algorithms’ results are listed due
to the fact that the results estimated by LM algorithm were
identical to the ones from algorithm based on fminunc function.
From Table II, it can be seen that SEMs estimated by LM
and TS algorithms are comparable for all tested units, which
also proves the values of RMSE. The effect of SEM applying
on measured data is shown in Fig. 6, where magnitude of
compensated acceleration vector has approximately 100 times
smaller deviation from than the one before calibration.
B. Dependence of RMSE on Evaluated Data Positions
To prove that only 36 static positions are sufficient for the cal-
ibration purposes, we measured 364 positions uniformly spaced,
and analyzed the variation of RMSE for the different number of
......................... 5.2. Inertial sensors analyses and calibration
39
ˇSIPOˇS et al.: ANALYSES OF TRIAXIAL ACCELEROMETER CALIBRATION ALGORITHMS 1161
Fig. 6. Dependence of deviations of measured accelerations before (left vertical axis) and after (right vertical axis) calibration using LM algorithm applied on
AHRS M3’s accelerometer data in evaluated different positions.
TABLE II
SENSOR ERROR MODELS OBTAINED USING LEVENBERG–MARQUARDT (LM)
AND THIN-SHELL (TS) ALGORITHM FOR ACCELEROMETERS OF AHRS M3’S
(AHRS) AND ADIS16405’S (ADIS) AND CXL02LF3 (CXL) ACCELEROMETER
positions (NoP) in intervals from 12 to 364. NoP can be seen in
Table III, where N represents the relationship between Figs. 7–9
horizontal axes and the NoP used for calculation. In each static
position, an average of 100 measured data samples was calcu-
lated to reduce noise. The dependence between RMSE defined
in (8) and NoP is shown in Fig. 7 for AHRS M3, in Fig. 8
for ADIS16405, and in Fig. 9 for CXL02LF3. The RMSE was
evaluated between an ideal magnitude of gravity vector and the
magnitude of compensated measured gravity. The compensated
measured gravity obtained from the measured data multiplica-
tion with SEM is further notified as a compensated result. The
left vertical axes of Figs. 7–9 correspond to RMSE before cal-
ibration and right vertical axes correspond to RMSE after cali-
bration. As a criterion for the evaluation of RMSE dependence
on the number of evaluated positions we considered a maximum
deviation of RMSE from RMSE in position to be equal or
less than 1 mg, which corresponds to sensor resolutions. From
Figs. 7–9 it can be seen, that 21 positions and more satisfy de-
sired limitation no matter which algorithm was used. This means
that the variation of the compensated results in the case of usage
TABLE III
RELATIONSHIP BETWEEN THE NUMBER OF EVALUATED POSITIONS (NOP) AND
NOTATION OF FIGS. 7–9 HORIZONTAL AXES (N)
21 positions or more (up to 364) differs under the required value;
therefore, further differences are considered as negligible. Be-
cause having 7 positions in 360 deg and also in 4 quadrants does
not have a uniform distribution with a constant number of po-
sitions per quadrant, it is suitable to increase the number to 12.
This leads to having 36 positions covering all axes, which was
the number we used in Section III-A. The result optimizes the
number of positions needed for the calibration with respect to a
workload and precision.
C. Dependence of RMSE on Number of Iterations
Based on the data measured in 36 positions as described in
Section III and proven in Section V-B, we analyzed the depen-
dency of RMSE calculated between compensated results and an
ideal gravity vector on the number of iterations for LM and TS
algorithms. The iteration denotes a calibration cycle, in which
all measured data (in our case in 36 positions) are used for an
unknown SEM parameter estimation. This analysis relied on the
progress of RMSE with respect to the number of iteration. When
the deviation from the steady-state value was less than 1 mg we
considered the accuracy of calibration to be sufficient. Fig. 10
shows the RMSE dependency on number of iterations for TS al-
gorithm applied on AHRS M3 accelerometer. The comparison
between LM and TS algorithms from the number of iterations
point of view is presented in Table IV.
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Fig. 7. Dependence of RMSE before (left axis) and after (right axis) calibration on the number of positions using AHRS M3’s accelerometer.
Fig. 8. Dependence of RMSE before (left axis) and after (right axis) calibration on the number of positions using ADIS16405’s accelerometer.
D. Comparison of SEM During Time Period
We analyzed the variation of SEMs obtained by LM and TS
algorithms during a longer time period corresponding to one and
half years (the first measurement was taken in April 2009 and
the second one was taken in November 2010). We measured 122
positions in both cases with different distributions as shown in
Fig. 11. We analyzed the SEMs permutation and their accuracy.
The SEMs evaluated based on two data sets using LM and TS
calibration algorithms are presented in Table V. In each posi-
tion the average of 100 data samples was used as in previous
analyses.
From Table V it can be seen that parameters are slightly dif-
ferent, which we think was caused by reaching the resolution
of the method applied. The influence of different distribution
of evaluated positions shown in Fig. 11 is considered as neg-
ligible, because the number of evaluated positions was always
higher than 21.
E. Comparison of Tilt Angles Before and After Calibration
To see the effect of calibration, we performed another analysis
in which the tilt angles estimated based on calibration results
were compared to the reference ones measured by Rotational-
Tilt Platform (RoTiP).
We mounted the accelerometers on RoTiP and tilted them
along two axes. A tilt corresponded to pitch and roll
angles. Specification of RoTiP is listed in Section IV. The pitch




where is the pitch angle; is the roll angle; are
measured accelerations. For computation of arctg function, the
Matlab function atan2, which returns the four-quadrant invert
tangent (arctangent) of real parts and . [2], was used.
......................... 5.2. Inertial sensors analyses and calibration
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Fig. 9. Dependence of RMSE before (left axis) and after (right axis) calibration on the number of positions using CXL02LF3 accelerometer.
Fig. 10. Dependence of RMSE on the number of iterations for AHRS M3’s
accelerometer using TS calibration algorithm.
TABLE IV
NUMBER OF ITERATIONS FOR LM AND TS CALIBRATION ALGORITHMS
Fig. 11. Evaluated positions in April 2009 (left) and in November 2010 (right).
We analyzed the variation of results when LM and TS al-
gorithms had been applied. The last column of Tables VI–VIII
(AHRS M3, ADIS16405, CXL02LF3) describes an Error Per-
centage Improvement (EPI) which corresponds to the differ-
ence between particular deviations (relative errors) related to the
maximum angle, i.e., 20 deg. From these tables it can be seen
that due to the calibration the tilt angles are more accurate than
TABLE V
SENSOR ERROR MODELS OBTAINED USING LM ALGORITHM (LM) AND TS
ALGORITHM (TS) DURING TIME INTERVAL OF ONE AND HALF YEARS FOR
ACCELEROMETER CONTAINED IN AHRS M3
TABLE VI
COMPARISON OF TILT ANGLES BEFORE AND AFTER CALIBRATION USING LM
AND TS ALGORITHMS FOR AHRS M3;  —PITCH, —ROLL
in case without calibration for all tested sensors and tilt angles.
F. Position Determination With and Without Calibration
Furthermore, we analyzed the drift influence on the accu-
racy of position determination when a compensated model was
used. The accelerations were measured for 200 s in a static po-
sition with different tilt angles and then two times integrated
to get the position. The effect of compensation applied on an
5. Published Results...................................
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TABLE VII
COMPARISON OF TILT ANGLES BEFORE AND AFTER CALIBRATION USING LM
AND TS ALGORITHMS FOR ADIS16405;  —PITCH, —ROLL
TABLE VIII
COMPARISON OF TILT ANGLES BEFORE AND AFTER CALIBRATION USING LM
AND TS ALGORITHMS FOR CXL02LF3;  —PITCH, —ROLL
TABLE IX
POSITION DETERMINATION IN PLATFORM FRAME BEFORE AND AFTER
CALIBRATION USING SEMS GOT FROM LM AND TS ALGORITHMS FOR AHRS
M3’S ACCELEROMETER;      —DEVIATIONS IN X, Y, Z AXES
TABLE X
POSITION DETERMINATION IN PLATFORM FRAME BEFORE AND AFTER
CALIBRATION USING SEMS GOT FROM LM AND TS ALGORITHMS FOR
ADIS16405’S ACCELEROMETER;      —DEVIATIONS IN X, Y, Z AXES
AHRS M3’s accelerometer, ADIS16405’s accelerometer, and
CXL02LF3 can be seen in Tables IX–XI.
Results from Tables IX–XI show that, in most cases, the de-
viations in position decreased due to the calibration. The devia-
TABLE XI
POSITION DETERMINATION IN PLATFORM FRAME BEFORE AND AFTER
CALIBRATION USING SEMS GOT FROM LM AND TS ALGORITHMS FOR
CXL02LF3 ACCELEROMETER;      —DEVIATIONS IN X, Y, Z AXES
tions in position can be partially caused by imprecise alignment
of the compensated sensor frame with respect to the platform
frame which lies along main axes of the moving object. Due to
imprecise sensor-platform, the alignment measured acceleration
deviates from the true one and causes a deviation in position as
well. This can be reduced by a successive alignment procedure
which was not the subject of this analysis.
VI. CONCLUSION
The main aim of this paper was to prove the effectiveness of
the calibration approach, which does not need to use precise po-
sitioning devices and thus is not expensive and time-consuming.
These characteristics are the main benefits of the proposed ap-
proach. Based on Levenberg–Marquardt (LM) and Thin-Shell
(TS) algorithms we evaluated sensor error models (SEMs) for
accelerometers of AHRS M3, ADIS16405, CXL02LF3 units
and compared them with ones obtained from a Matlab fminunc
function, which was used as a reference. We provided various
analyses to show different aspects of the calibration such as
reached values of SEM when LM or TS algorithm was applied,
how many taken positions had to be used and how many itera-
tions had to be performed to reach the required precision, or how
greatly SEMs changed when they were compared with long-pe-
riod perspectives. In all cases, the calibration had significant ef-
fect on results, e.g., according to Fig. 6 they were approx. 100
times improved. All results proved the suitability of the pro-
posed calibration approach.
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5.2.2 Improvement of Electronic Compass Accuracy Based
on Magnetometer and Accelerometer Calibration
An additional sensor, which can be used for search head navigation is a mag-
netometer. The published paper (Sipos, Rohac & Novacek 2012a) addresses
sensor calibration and its use for low cost Electronic Compass output precision
improvement. The calibration presented in the paper is also suitable for inex-
pensive IMU. Such an IMU is also used for the estimation of the search head
position of the metal detector. Two parts of the work presented is generally
usable: Sensor error model and calibration procedure. The error model is
similarly based (Sipos et al. 2011) as a Thin-Shell calibration procedure; as
the result of calibration, low cost sensors precision is improved fivefold.
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This paper describes the process used for an electronic compass compensation according to accelerometer
based tilt evaluation. Tilt angles have to be estimated rst for sensed magnetic vector components to be aligned
and horizontal components evaluated. Therefore the precision of accelerometer based tilt angles plays a key role in
this whole process as well as the magnetometer characteristics. Hence accelerometers plus magnetometers have to
be calibrated to improve the accuracy of a tilt and an azimuth angle evaluation. The calibration uses Thin-Shell
method to determine sensor error models. Both the eect of calibration and precision of estimated error models
have been observed and are presented. The electronic compass consisted of tri-axial magnetometer and tri-axial
accelerometer contained in the Inertial Measurement Unit ADIS16405 from Analog Devices manufacturer.
PACS: 85.75.Ss, 91.10.v, 06.20.fb, 91.25.r, 07.07.Df
1. Introduction
Since 1500 years ago, the mechanical compasses have
been used for an azimuth determination and a guidance
using Earth magnetic eld. Due to the technology devel-
opment and improvement, current electronic compasses
(ECs) have much better parameters which are, of course,
inuenced by sensor type applied. The most simple low
accuracy compasses use Hall sensors. In contrast, more
accurate ones use Anisotropic Magneto Resistors (AMR)
and the most accurate compasses use the uxgate sensors
[1]. The nal accuracy of EC depends not only on used
magnetic sensors, but also on tilt sensors, which have
to be utilized to mathematically align magnetic sensors
(compasses with tilt compensation) into the local naviga-
tion frame. Characteristics of tilt sensors also aect the
EC accuracy, and therefore they have to be calibrated,
which eliminates the sensors imperfections [2]. For low-
cost sensors like MEMS (Micro-Electro-Mechanical Sys-
tem) based ones, manufacturers mostly perform only ba-
sic calibration and the rest is left on customers. Thus, for
better accuracy the system needs to be recalibrated [3].
There exists a wide range of calibration procedures and
techniques, e.g. the calibration using redundant heading
information computed from rate gyroscopes [4] or the
calibration procedure based on ellipsoid tting problem
which does not need heading reference information ob-
tained from redundant sensors [5].
Nowadays, the ECs have become useful in a wide range
of consumer applications such as mobile phones, PDAs,
robot navigation, human head and hands tracking, atti-
tude determination of inertial navigation systems used in
aerospace engineering, etc. [1, 2, 68].
In this paper, the EC system and the tilt compensation
is briey described in section 2, the sensor error model
(SEM) is further discussed in chapter 3 and Thin-Shell
∗ corresponding author; e-mail: siposmar@fel.cvut.cz
calibration method is mentioned in section 4. A measure-
ment setup and a measured unit are briey introduced in
section 5. The most important results are summarized
in section 6.
2. Electronic compass
The simplest electronic compass (EC) can be con-
structed using only a dual-axis magnetometer. This type
of EC can measure accurate only azimuth (yaw angle) in
horizontal plane. The resulting azimuth ψ can be com-







where fx, fy are horizontal magnetic eld components
measured in sensor (body) frame, and D is a magnetic
declination [2].
Although this type of compasses is very simple and
easy to manufacture, a main disadvantage of this EC
construction is in the obligation to place the sensor ac-
curately into horizontal plane. If it cannot be ensured,
the errors are not negligible as was proved by Vcelak in
[2]. Generally, it is not possible to ensure this condition
providing horizontal mounting of magnetic sensor, so the
electronic compass has to be equipped with tilt compen-
sation functionality. The compass with tilt compensation
(Fig. 1) usually consists of tri-axial magnetometer and
tilt sensor, which can be formed by tri-axial accelerom-
eter [9] or an electronic inclinometer commonly used in
Honeywell compasses.
The EC uses magnetometer platform mathematically
aligned to the horizontal plane using pitch and roll an-
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Fig. 1. The block scheme of an EC with a tilt com-
pensation and the compensation of sensor imperfections
formed in the sensor error model (5).
ψ = (4)
arctan
fy cosφ+ fz sinφ
fx cosφ+ fy sinφ sin θ − fz cosφ sin θ −D,
where: θ, φ denote the pitch and roll angle; abx, aby,
abz are measured accelerations in the sensor body frame;
fx, fy, fz represent magnetic eld vector components
measured in sensor frame [10].
3. Sensor error model
In the chapter 1 it was mentioned that the calibration
is necessary to be performed for the elimination of the
sensor imperfections. Generally, sensors have many error
sources; nevertheless, our sensor error model (SEM) de-
ned by (5) includes the main ones [11]. They correspond
to scale factor deections, axes misalignment described
in our case by three non-orthogonality angles [11], and
osets for all three axes. The oset forms a stochastic
time-invariant part of the bias; in contrast, a drift char-
acterizes a time-variant part of the bias. Because the
calibration process is commonly performed during short-



















where yp represents the compensated vector of either
measured acceleration in the case of accelerometers or
magnetic eld vector in case of magnetometers and
is dened in the orthogonal platform frame; T pa de-
notes the matrix providing the transformation from the
non-orthogonal frame to the orthogonal one with non-
diagonal terms αyx, αzx, αzy that correspond to the
axes misalignment; SFa represents a scale factor ma-
trix; ba = [bax, bay, baz]
T is the vector of osets; ym =
[ymx, ymy, ymz]
T denotes the vector of measured acceler-
ation/magnetic eld vector. The SEM and its derivation
are described in more detail in [12].
4. Calibration procedure
There already exist several calibration procedures for
tri-axial sensors using dierent principles, e.g. the
method using an ellipsoidal-tting procedure [5, 13], a
calibration procedure which uses a robotic arm [14] or
a procedure with the usage of 3D optical tracking sys-
tem that measures the position coordinates of markers
attached to a measurement unit [15].
In our case, we used the thin-shell (TS) calibra-
tion method. A fundamental principle of the proposed
method is based on the fact that the magnitude of mea-
sured quantity |y| (gravity acceleration, magnetic eld
vector) should be always equal to the constant value when
static conditions are ensured and also equal to the square





z = |y|2 , (6)
where yi denotes sensed quantity in direction of i axis and
|y| is the magnitude of measured quantity. In the case of
the gravity vector, it is ideally equal to lg and in the case
of the magnetic eld vector |F | it is equal to 0.48125G for
the location (area) where the measurements were taken.
The value of Earth magnetic eld vector was calculated
using International Geomagnetic Reference Field model
(IGRF 11) which depends on the date of measurement,
GPS position, and the altitude [16].
For the calibration purposes, according to [11], 36 po-
sitions are recommended to measure, 3 times 12 posi-
tions along x, y, z axis. The advantage of the method
is that the precise knowledge of position orientations is
not required. It is only recommended to provide at least
3 positions per each quadrant and each axis. After the
measurements are taken, the Thin-Shell algorithm can
be applied on the measured data. The TS algorithm is
based on a lineaer minimum mean square error princi-
ple minimizing the standard deviation σ dened by (7),
which is calculated from compensated vector component
estimates and the known number of measurements.
σ =
√√√√∑mi=1 (⌢y2xi + ⌢y2yi + ⌢y2zi − |y|2)2







yzi are estimations of compensated accel-
eration/magnetic eld vector components and |y| is the
magnitude of the reference value corresponding to mea-
sured quantity. The more detailed description of this
calibration method is presented in [11, 17].
In each iteration step the interval denes the mini-
mum, maximum, and mean value of the parameter being
searched for and these values are then used to update the
SEM. Thus, 3 SEMs are obtained coresponding to min.,
max., and mean values of the given parameter. Based on
the updated SEMs new estimates of compensated vector
are determined for each position and used for σ calcula-
tions. With respect to obtained 3 values of σ the interval
is halved to nd the local minimum of a standard devia-
tion according to Fig. 2. When σmean reaches the smallest
value, the interval is halved around kmean, where k rep-
......................... 5.2. Inertial sensors analyses and calibration
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resents the parameter being searched for. Unlikely, when
other σ reaches the smallest value and σmean is the sec-
ond, the new interval is dened between k, whose σ was
the smallest and kmean. For instance, when kmin has the
smallest σ, the kmean becomes kmax for another iteration
step and the new kmean is calculated as the average of
the new kmax and previous kmin. The same principle can
be applied for the other case [11].
Fig. 2. Criterions for halving the interval, in which the
estimated parameters are searched for [11].
5. Measurement setup
In our case the measurement setup was built up by
the inertial measurement unit (IMU) ADIS16405 [18]
(Analog Devices) and the non-magnetic theodolite T1c
(Meopta Prague, Czech Republic). The IMU was used
to evaluate the EC algorithm with tilt compensation and
to prove the improvement of applied calibration proce-
dure. The IMU (Fig. 3) contains the tri-axial magne-
tometer (MAG), tri-axial accelerometer (ACC), and tri-
axial angular rate sensor (ARS). The measurements were
performed in the area with minimal magnetic eld distur-
bances in the local time from 18:00 to 19:00 CET when
the variations of magnetic eld are minimal. For the
evaluation of EC accuracy, the IMU was mounted on the
non-magnetic theodolite, see Fig. 3, which was used as a
reference with an average error 4.17× 10−3 deg.
In all performed experiments we used for calibration
purposes and a nal EC evaluation the average of 100
ACC and MAG samples taken in each position under
static conditions as a value we consequently calculated
with. A main reason for the usage of average values was
the elimination of a noise inuence.
6. Results
6.1. Calibration of Magnetometer and Accelerometer of
IMU ADIS16405
From the output data provided by IMU ADIS16405
we used only information from the magnetometer (MAG)
and the accelerometer (ACC). After the data had been
preprocessed, the calibration was performed using the
Thin-Shell algorithm to estimate three misalignment an-
gles (non-orthogonality angles), three scale factor cor-
rections, and three biases, all formed in SEM (5). The
Fig. 3. The Inertial measurement unit ADIS16405 (on
the left); theodolite T1c (in the middle); the whole mea-
surement setup (on the right).
parameters of MAG and ACC SEMs are listed in Ta-
ble I. The deviation between the measured and the ideal
vector of applied quantity (corresponds to the magnetic
eld vector for MAG and to the gravity vector for ACC)
is shown in Fig. 4 and Fig. 5. In contrast with the chapter
4, in which 36 positions are recommended for a correct
calibration, we used only 21 positions in the case of MAG.
The measurement took shorter time and thus we mini-
mized the risk of potential magnetic eld variations. In
[11] it was proven that 21 positions is a sucient number
without a nal accuracy decrease. For ACC calibration,
the 36 positions were measured as was recommended.
TABLE I
Sensor error models obtained using Thin-Shell algorithm
for magnetometer (MAG) and accelerometer (ACC) of
IMU ADIS16405 (Superscript 1 denotes RMSE before
calibration and 2 after calibration)
Parameter MAG ACC
αxy [deg] 0.1355 0.0230
αzx [deg] 0.6628 0.0351
αzy [deg] 0.0818 0.1639
SFx [] 1.0049 0.9996
SFy [] 1.0050 1.0019
SFz [] 1.0004 0.9983
bx 0.71 mG 13.54 mg
by 0.83 mG 6.71 mg
bz 0.23 mG 4.02 mg
RMSE1 1.9 mG 9.5 mg
RMSE2 0.4 mG 2.5 mg
6.2. Inuence of MAG and ACC Calibration to
Electronic Compass Accuracy
Finally, we analyzed in previous chapter performed
calibration from the nal accuracy of realized electronic
compass (EC) point of view. We performed four mea-
surements at all. In each measurement the EC was dif-
ferently tilted in two directions to set values of 0 deg and
20 deg in various combinations. Then, the azimuth was
5. Published Results...................................
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Fig. 4. The dependence of deviations of measured
magnetic eld vector before and after calibration 
MAG of ADIS16405  21 evaluated positions.
Fig. 5. The dependence of deviations of measured ac-
celerations before and after calibration  ACC of
ADIS16405  36 evaluated positions.
changing with the step of 22.5 deg and a tilt compen-
sation observed as well as the eect of MAG and ACC
calibration on the azimuth accuracy. As a criterion for
the azimuth accuracy evaluation the RMSEs were com-
puted and the nal values with and without calibration
(applied SEM) summarized, see Table II. The table pro-
vides the nal RMSEs depending on set tilts in two di-
rection (pitch and roll angles). In all four data sets, the
application of evaluated SEMs led to the improvement of
the nal EC accuracy.
TABLE II
Final accuracy of yaw angle estimation
with and without applied ACC and MAG
SEM; θ - pitch, φ - roll, ψ - yaw
θ [deg] φ [deg] without with
calibration ∆ψRMSE [deg]
0 0 1.663 0.534
0 20 1.270 0.462
20 0 2.012 0.567
20 20 1.303 0.563
7. Conclusion
This paper deals with an electronic compass (EC) algo-
rithm and procedures needed for its correct functionality.
The EC performance generally depends on used tri-axial
magnetometer (MAG) and its parameters as well as on
parameters of an aligning system. In our case we used
tri-axial accelerometer (ACC) for this purpose. To im-
prove EC performance we applied a calibration procedure
Thin-Shell to estimate sensor error models of MAG and
ACC. The methods were shortly introduced; neverthe-
less, a main focus was pointed to present experimental
results. We performed the calibration of MAG, which
approximately ve-times improved its accuracy and in
the case of ACC the accuracy was four-times improved.
Although the calibration procedure recommended 36 po-
sitions to use, we measured data only 21 in the case of
MAG which was in accordance to [11]. In contrast, for
the ACC calibration we kept 36 positions as was recom-
mended. We analyzed the inuence of MAG and ACC
calibration on the nal EC accuracy by analyzing the
dierences between the evaluated azimuth and the ref-
erence angle obtained from our reference system formed
by theodolite T1c. The evaluated azimuth reected esti-
mated SEMs' parameters, which were: three scale-factors
corrections, three non-orthogonality angles, and three o-
sets. In all tested experiments the application of MAG
and ACC SEMs led to improvement of nal EC accuracy
as was presented.
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5.2.3 Analyses of Electronic Inclinometer Data for Tri-axial
Accelerometer’s Initial Alignment
The paper (Sipos, Rohac & Novacek 2012b) follows a previously published
paper (Sipos et al. 2012a). The publication describes an analysis of an elec-
tronic inclinometer EZ-TILT-2000-008 and its usage for the IMU ADIS16405
accelerometers start-up setup. The IMU used is based on MEMS and it
is necessary to setup its parameters correctly after each cold start. The
electronic inclinometer is used to improve the initial orientation estimation of
the IMU.
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Analyses of Electronic Inclinometer Data for Tri-axial 
Accelerometer’s Initial Alignment  
 
 
Abstract. This paper deals with the usage of a dual-axis electronic inclinometer EZ-TILT-2000-008 to improve an initial alignment of a tri-axial 
accelerometer, which forms a part of the inertial measurement unit ADIS16405. There were performed several measurements under various initial 
conditions with the usage of a precise Rotational-Tilt Platform as a reference. Based on measured data the alignment procedure accuracy, null 
repeatability, stability of initial null angle, hysteresis, and cross-axis dependence were analyzed and the results of these analyses are presented. 
 
Streszczenie. Zaprezentowano wykorzystanie dwuosiowego inklinometru EZ-TILT-2000-008 do poprawy ustawiania trzyosiowego 
przyśpieszeniomierza. Przeprowadzono badania dokładności, powtarzalności zera, histerezy i wpływu osi w opracowanym przyśpieszeniomierzu. 
(Zastosowanie elektronicznego inklinometru do ustawiania trzyosiowego miernika przyśpieszeń). 
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Recently, a technological improvements in the precision 
and reliability of Micro-Electro-Mechanical-Systems 
(MEMS) have enabled the usage of low-cost MEMS inertial 
sensors in wide range of civil and military applications, such 
as a car navigation, personal navigation, indoor navigation, 
navigation of unmanned aerial vehicles, underwater 
navigation, human motion tracking, etc. [1, 2, 3, 4, 5, 6]. 
A basic part of common navigation systems, which is an 
Inertial Measurement Unit (IMU), primarily contains 
accelerometers (ACCs) and angular rate sensors (ARSs) 
for providing inertial data, and additionally magnetometers 
(MAGs). These sensors’ data are used for various 
navigation computations such as attitude, velocity and 
position estimation, initial alignment, etc. In navigation 
systems, first of all, it is necessary to determine the initial 
attitude of the navigation system including the determination 
of initial Euler angles (the roll, pitch, and yaw). They 
describe the relationship between the sensor frame (SF) 
and the local navigation frame (LNF) in which the navigation 
is performed. 
For IMUs with low-cost ARSs the initial attitude cannot 
be determined by a self-alignment procedure using only 
ARSs them-selves [7, 8], because aforementioned sensors 
are not able to sense the Earth rotation, which is usually 
below the noise level [9]. Therefore, the initial attitude has 
to be determined using the ACCs and MAGs. The 
procedure of initial attitude determination is called the 
coarse alignment and its accuracy depends on the level of 
imperfections of ACCs and MAGs (scale factor corrections, 
angles of non-orthogonality, biases, etc.). These can be 
partially compensated using a sensor error model [3, 10]. 
After the coarse alignment has been done, the Euler angles 
are initialized and regular Euler angles estimation process, 
for details see [11], can take place. 
This paper extends the analyses presented in [1] and 
deals with the usage of an electronic inclinometer (EI)  
EZ-TILT-2000-008 (Advanced Orientation Systems Inc. 
[12]). The EI is used to improve the initial levelling done 
based on tri-axial accelerometer, in our case, contained in 
the IMU ADIS16405 (Analog Devices [13]). The levelling 
procedure forms the part of initial attitude determination, in 
which the pitch and roll angles are estimated. The accuracy 
of initial attitude determination depends on biases of ACCs 
which cause non-negligible errors in pitch and roll estimates 
and vary with each system turning-on. This mentioned 
imperfection of accelerometers was a motivation for using 
other system with a different principle of angles estimation. 
In our case, the EI was used, which enabled the estimation 
of accelerometer biases. There were performed several 
measurements under various initial conditions with the 
usage of the Rotational-Tilt Platform (RoTiP) as the 
reference. Based on the measured data the accuracy 
analyses were performed. 
 
Initial Attitude Determination 
 The initial attitude determination is a procedure, in which 
Euler angles are estimated. There exist various algorithms 
for initial attitude determination, e.g. a coarse/fine 
alignment, static/in-motion alignment, analytic alignment 
and so on [9]. In this paper, the initial attitude is evaluated 
using the coarse alignment procedure only. This procedure 
can be divided into two steps. First one includes the 
levelling procedure to determine the pitch and roll angles. 
The following one is named a course alignment and 
determines the yaw angle [8]. For IMUs consisted of tri-axial 
MAG as well as ACC and ARS, the yaw angle can be 
determined easily. In the following part only the levelling 
procedure is described. 
 
Levelling procedure 
A main aim of the levelling is determine the pitch (1) and 
roll (2) angles according to the gravity vector measured by 
tri-axial ACC under static conditions [7, 8]. 
 
 (1)       22 bzbxby fffarctg  
 (2)  bzbx ffarctg   
 
where:  is the pitch angle,  denotes the roll angle, f bx, f by, 
f bz are measured accelerations in the sensor frame. 
  
 The procedures of the levelling and course alignment 
were described in detail by Soták in [7, 8]. Based on the 
real tests performed by Soták it can be seen that the 
estimated values of pitch and roll angles are not identical 
with the reference ones due to the influence of 
accelerometer biases. Based on the specifications of 
ADIS16405 the initial bias error is up to ±50 mg (for 1 
corresponding 68% probability) and thus can cause the 
error of ±2.9 degree in zero tilt. This error negatively 
influences the final accuracy of estimated initial attitude as 
well as the following position evaluation. This imperfection 
of the process was the motivation for a usage of a different 
system to measure and correct the pitch and roll angles 
determined from the accelerometer during the coarse 
alignment procedure [1]. 
5. Published Results...................................
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Applied Systems and Measurement Setup 
 This section describes basic specifications of applied 
measurement systems. The performance of the 
ADIS16405’s tri-axial ACC (Analog Devices [13]) is 
provided in Table 1. In the case of the electronic 
inclinometer (EI) EZ-TILT-2000-008 (Advanced Orientation 
Systems Inc. [12]) it is in Table 2.  
 
Table 1. The parameters of the ADIS16405’s accelerometer [13]  
Accelerometer’s parameter Typical value 
Dynamic range ±18 g 
Initial sensitivity 3.33 mg/LSB 
Initial bias error (± 1) ±50 mg 
In-run bias error (± 1) 0.2 mg 
Velocity random walk (± 1) 0.2 m/s/hr 
Output noise (no filtering, rms) 9 mg 
Noise density (no filtering) 0.5 mg/Hz 
 
Table 2. The parameters of the EZ-TILT-2000-008 [12]  
EI’s parameter Typical value 
Range ±8 deg 
Analog output 1 to 4 VDC 
Power supply 6 to 12 VDC 
Resolution of A/D convertor 12 bit 
Response (10% - 90%) 40 ms 
Repeatability <0.02 deg 
Temperature range -40 to +60 degC 
 
 The EI (Fig. 1a) is an advanced programmable dual-axis 
linear analog/digital module with CMOS microprocessor 
which includes a dual-axis polymer based electrolytic tilt 
sensor (ETS) DX-008. The EI module provides analog, 
PWM, and RS-232 tilt information in two axes. Full 
description is specified in [12]. In our case, the viscosity of 

















Fig.2. A block scheme of measurement setup; U1 – electronic 
inclinometer EZ-TILT-2000-008, U2 – IMU ADIS16405 
 
As a reference system for the results comparison and 
analyses we used the Rotational-Tilt Platform (RoTiP), see 
Fig. 1b. The RoTiP is capable to set positions with required 
attitude and speed along three axes. The specification of 
RoTiP is provided in Table 3.  
 
Table 3. The parameters of Rotational-Tilt Platform 
Parameter Range Speed of motion Resolution 
Pitch ± 45 deg ± 42 deg/s 0.00033 deg 
Roll ± 25 deg ± 60 deg/s 0.00065 deg 
Heading 0 to 360 deg ± 310 deg/s 0.00074 deg 
 
 A block scheme of measurement setup is shown in  
Fig. 2. It includes the RoTiP with its power supply, two 
measurement systems (EI, IMU) powered by other DC 
power supply and USB, and a PC control station. The PC 
software controls the RoTiP position via RS232 bus and 
collects the data from the measurement systems. 
 
Tests and Results 
 This chapter provides the results of EI and ACCs tests 
which helped to analyse the measurements system 
performances from their accuracy point of view. The tests 
covered the effect of EI correction on the final accuracy,  
the correction of ACC’s transfer characteristics, a null 
repeatability, the stability of the initial null angle, 
the hysteresis, and cross-axis dependence. 
During all experiments and analyses the data from 
ADIS16405 were sampled and recorded with the frequency 
100 Hz and the data from EZ-TILT-2000-008 with 14 Hz.  
To eliminate the influence of a noise contained in the data 
we made a mean value of 100 samples for each channel 
and each position under steady-state conditions and a 
resultant averaged value was used as a representative for 
that particular position and channel. 
 For a result comparison Root Mean Square Error 








i ii   1 2,2,121 ),(  
 
where: x1,i is the vector of reference values, x2,i denotes the 
vector of measured/estimated values, and n represents the 
number of measurements. 
 
Transfer Characteristics 
The transfer characteristics of both measurement 
systems were measured using RoTiP platform in the range 
approximately ±8 deg with the step of 1 deg. The systems 
were consequently tilted among steady-state positions with 
angular velocity 2 deg/s. Measured transfer characteristics 
of EI related to the reference values were then 
approximated using 2nd order polynomials to get corrections 
for both pitch (4) and roll (5) angles.  
 
 (4) 6138.0031.1001761.0 2  ncnccor   
 (5) 2546.0033.1001761.0 2  ncnccor   
 
where:  is the pitch angle,  denotes the roll angle, 
subscript cor represents the angles after the polynomial 
correction, subscript nc corresponds to the measured  
non-corrected angles. 
 
The deviations of EI transfer characteristics from the 
reference values before and after the correction are shown 
in Fig. 3. The effect of EI transfer characteristics correction 
on the precision of ACC biases estimation and consecutive 
ACC based angles estimation can be seen in Fig. 4.  
The experiment in each position considered that based on 
corrected value of EI ACCs were newly initialized, which 
means that the biases of ACCs were newly estimated and 
corrected. The RMSE and variance values from Fig. 3 and 
Fig.4 are listed in Table 4. 
 
  
   a)                b)
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Fig.3. Deviations () of pitch and roll angles from the reference 
values before and after corrections using 2nd order polynomials – 
electronic inclinometer EZ-TILT-2000-008 
 


























Fig.4. Deviations () of pitch and roll angles from the reference 
values before and after bias corrections using corrected data of 
electronic inclinometer – ACC of IMU ADIS16405 
 
Table 4. The RMSE and variance values before and after 
correction for EI and ACC (according to Figs. 3-4) 
 EI (deg) ACC (deg) 
Pitch  Roll Pitch Roll 
RMSE before correction 0.57 0.27 0.69 0.70 
RMSE after correction 0.04 0.05 0.07 0.10 
Variance before corr. 0.0057 0.0077 0.0213 0.0053 
Variance after corr. 0.0005 0.0005 0.0114 0.0034 
 
Null Repeatability 
 The repeatability is defined as an angular error 
calculated from angle deviations when the measurement 
system is repeatedly placed in the same position and 
consequently replaced from it.  A special angle of 
importance is the null angle, which is characterized by the 
null repeatability characteristics [14]. As in the previous 
case, the RoTiP was used to set the positions and to refer 
the angles. The ACC and EI were tilted within the range of  
±8 deg along combined directions (positive pitch and 
negative roll and conversely). The angular rate between 
subsequent positions was kept at the value of 2 deg/s in all 
cases. For each channel of EI and ACC and steady-state 
conditions the average of 100 samples was calculated. Fifty 
times the null angle position was subsequently set up.  
The performances of EI and ACC are shown in Fig. 5. 
 Based on obtained data from the null repeatability 
experiment the RMSE of EI performance was 0.12 deg for 
the pitch and 0.09 deg for the roll angle. In the case of ACC 
the RMSE was higher in both cases, i.e. 0.81 deg for the 
pitch and 0.40 deg for the roll angle. From Fig. 5 it is clear 
that the null repeatability of ACC is influenced by the initial 
bias error, which can be compensated using the bias 
correction obtained from EI. 
 

























Fig.5. The Null repeatability of pitch and roll angles for the EI and 
the ACC, where “” means a deviation between measured angle 
and the reference angle equal in this case to 0 deg 
 
Stability of Initial Null Angle 
 The stability of an initial null angle, which corresponds to 
an initial bias error defined by Analog Devices [13], was 
also observed. For both systems there were performed 20 
measurements during 4 days. Each measurement was 
performed after the power was 60 seconds switched-on to 
stabilize the system operating conditions. As well as in 
previous cases in each position and steady-state conditions 
100 data samples were averaged to obtain the value we 
then worked with.  
 The RMSE for the pitch and roll angles of EI was 0.05 
deg in both axes. The RMSE for the pitch and roll of ACC 
was 0.87 deg and 0.25 deg, respectively. The stability of 
initial null angle characteristics for both EI and ACC is 
shown in Fig. 6. From the ACC characteristics it can be 
seen that the pitch and roll angles were again influenced by 
an initial bias error, unlike the EI. According to Fig. 6, the 
initial bias error has smaller influence on EI than on ACC.  
It proves the EI to be suitable for initial ACC corrections 
from the null angle stability point of view.  
 




























Fig.6. The Stability of an initial null angle for EI and ACC, where “” 
represents a deviation between a measured angle and a reference 
angle equal to 0 deg 
 
Hysteresis 
 The hysteresis characteristics were measured in the 
range of ±8 deg forward and backward for both angles of 
tilt. As in previous measurements, the average of 100 
samples was taken as a representative value of particular 
steady-state position. The hysteresis was observed on the 
sensor data already compensated for the nonlinearity and 
initial offset.  According to tilt angles evaluated based on 
measured data when the RoTiP was tilted from -8 deg up to 
+8 deg and back, we evaluated differences between 
obtained angles of both directions and a particular 
reference angle of RoTiP. The progresses of those 
5. Published Results...................................
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differences for both sensors are presented in Fig. 7. The 
hysteresis H can be then calculated according to (6). 
 












where yup, denotes an evaluated value from a forward 
measurement (tilt being increased), ydown corresponds to a 
backward measurement (tilt being decreased), and  ymin, ymax 
are the minimal and maximal values of the measurement. 
  
 With respect to (6) and measured data the EI hysteresis 
was 0.51 % for the pitch and 0.43 % for the roll angle. The 
hysteresis for ACC was 0.71 % for the pitch and 1.19 % for 
the roll angle. 
 


























Fig.7. The progress of differences “” defined between tilt angles 
evaluated from measurements in which the RoTiP was tilted from  
-8 deg up to +8 deg and in backward direction. The differences 
correspond to the same reference angle of RoTiP set within a 
forward and backward direction of the measurement 
 
Cross-axis Dependence 
 The cross-axis dependence was measured for both 
systems using the same procedure and the same number 
of samples to be averaged for representing values as in 
previous cases. In the cases of the pitch angles being 
changed, the roll angle deviations were measured.  In the 
other case, the roll angles were changed and pitch angle 
deviations were measured. The measured data for both 
systems were analysed. The cross-axis dependencies for 
ACC are shown in Fig. 8. The RMSE was 0.08 deg for the 
pitch and 0.06 deg for the roll angle.  
 



















Fig.8. Cross-axis dependence of ACC where “” represents cross-
axis deviation 
 
 According to measured characteristics of ACC it can be 
seen that the cross-axis error is negligible with respect to 
other error sources. Unfortunately, performed analyses of 
EI showed the strong cross-axis dependence and the 
additional measurements had to be performed. The cross-
axis dependencies for the pitch and roll angles of EI are 
shown in Fig. 9 and Fig. 10, respectively. 
 The measured characteristics were analysed and 
approximated by two-variable polynomials. We analysed 
different order of polynomials from the computational cost 
and the accuracy points of view. The RMSEs which were 
computed from deviations between measured and 
reference angles before and after cross-axis correction 


























Fig.9. Cross-axis dependence of EI – pitch angle tilted, roll angle 
deviations observed 
 






















Fig.10. Cross-axis dependence of EI – roll angle tilted, pitch angle 
deviations observed 
 
 Furthermore, we performed the correction using other 
mathematical algorithm – LOcally WEighted Scatterplot 
Smoothing (LOWESS), but the application of this algorithm 
did not lead to well-marked improvement of the accuracy. 
Finally, we chose 3rd order polynomials described by (7) 























where: ,  are the pitch and roll corrections, ,  are 
estimated pitch and roll angles. 
 
Table 5. The RMSEs of applied polynomials for EI cross-axis 
correction 
Applied polynomial RMSE (deg) Pitch Roll 
No correction 0.67 0.77 
Correction using 1st order polynomial 0.44 0.39 
Correction using 2nd order polynomial 0.43 0.38 
Correction using 3rd order polynomial 0.13 0.14 
Correction using 4th order polynomial 0.12 0.12 
Correction using 5th order polynomial 0.09 0.10 
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Conclusion 
 This paper concerns a levelling procedure of navigation 
systems using  tri-axial accelerometer (ACC) and electronic 
inclinometer (EI). The levelling forms the part of coarse 
alignment process which is needed to be performed within 
the initialization of inertial navigation systems. The levelling 
is generally done by ACCs; however, ACC biases 
negatively affect its precision. Due to this reason other 
system is required and thus we analysed how the precision 
can be improved by EI utilization and what weak points the 
system has.  
 In our case we used ACCs of IMU ADIS16405 and 
electrolytic tilt sensor of EZ-TILT-2000-008 EI system. Both 
systems belong to the low-cost category. The main aim was 
to analyse different effects of their characteristics on the 
levelling precision. For both systems we analysed the 
transfer characteristics, null repeatability, stability of initial 
null angle, hysteresis, and cross-axis dependence. All these 
characteristics were measured in the range of ±8 deg using 
a Rotational-Tilt Platform (RoTiP) which provided us with 
reference values of tilt. These values were related with ACC 
and EI data and used for analyses.  
 The RMSEs of performed analyses are summarized in 
Table 6. From this table, it can been seen that the main 
error affecting accuracy of the EI was caused by a cross-
axis dependence with the RMSE equal to 0.13 deg for the 
pitch angle and 0.14 deg for the roll angle. These errors can 
be further reduced by using higher order polynomials or 
using other correction algorithms, such as aforementioned 
LOWESS. Nevertheless, with more and more complicated 
functions applied the computation cost will increase and the 
accuracy improvement will not change so much. 
 The measured characteristics of EI were slightly 
different from values specified by manufacturer. It was 
probably caused by using an electrolyte with higher 
viscosity than the one generally used in standard EI 
systems. However, according to measured data and 
performed analyses we proved that the corrections based 
on EI data led to the improvement of the levelling accuracy, 
which was our main purpose. 
 
Table 6. The results of performed analyses for EI EZ-TILT-2000-
008 and ACC ADIS16405’s  
Performed analyses EI ACC Pitch Roll Pitch Roll
No correction: RMSE (deg) 0.57 0.27 0.69 0.70
After correction: RMSE (deg) 0.04 0.05 0.07 0.10
Null repeatability: RMSE (deg) 0.12 0.09 0.81 0.40
  Init. null angle stability: RMSE (deg) 0.05 0.05 0.87 0.25
Hysteresis (%) 0.51 0.43 0.71 1.19
 Cross-axis dependence: RMSE (deg) 0.13 0.14 0.08 0.06
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This thesis shows modern approaches in metal detection, especially in the
case of eddy-current metal detector usage. The main objective of the work
was position estimation implementation on a standard metal detector. A
collection of publications shows one possible solution that deals with low cost
inertial sensor implementation on the detector sensing head. My original
scientific contribution is the utilization of the Complex Magnetic Markers
directly detected by the metal detector itself. The position markers can be
utilized for the correction of the velocity and position information.
The usage of a multi-tone excitation signal was presented as the second
part of the dissertation. The usage of such a signal shows the improvement
of discrimination abilities for metal detection. This cooperative work, com-
pleted with Dr. Svatoš, promises perspective applicability. However, further
development is needed.
Finally yet importantly, problematic sensor calibration was addressed. In
practise, this analysis improves the accuracy of the low-cost inertial sensors
used several times in a Microelectromechanical Systems. Therefore, this task
is essential for the first part of this thesis and helps with position estimation
precision.
Complex Magnetic Markers are partly evolved, but future development
tasks are also awaited. In particular, additional differentiable types need to
be found. Later on, the implementation of more than two markers in one
measurement will be provided to improve the aiding of inertial sensors.
6.1 Future work
The work presented shows prospective results, but it will need future develop-
ment. In particular, the final assembly of combined navigation and multi-tone
excitation is needed. The concept of a modular metal detector has been
57
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presented which combines Complex Magnetic Markers, and is expected to
implement the use of a complex excitation signal.
The results presented regarding a sinc signal were obtained only in lab-
oratory conditions with laboratory instruments; which is not suitable for
field-testing. The development of an excitation and processing unit would
therefore be one of the future evolution steps. It will be essential to obtain
synchronous channels digitalization with high resolution and a sample rate.
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