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Abstract—A key challenge for autonomous driving is safe tra-
jectory planning in cluttered, urban environments with dynamic
obstacles, such as pedestrians, bicyclists, and other vehicles.
A reliable prediction of the future environment, including the
behavior of dynamic agents, would allow planning algorithms
to proactively generate a trajectory in response to a rapidly
changing environment. We present a novel framework that
predicts the future occupancy state of the local environment
surrounding an autonomous agent by learning a motion model
from occupancy grid data using a neural network. We take
advantage of the temporal structure of the grid data by utilizing
a convolutional long-short term memory network in the form
of the PredNet architecture. This method is validated on the
KITTI dataset and demonstrates higher accuracy and better
predictive power than baseline methods.
I. INTRODUCTION
One of the key challenges in autonomous driving is
maneuvering in cluttered environments in the presence of
other road users, such as moving vehicles, pedestrians, and
bicyclists. Conventionally, planning and control algorithms,
such as model predictive control, plan a trajectory over some
time horizon using the current environment state [1]. In-
formation regarding the future environment, specifically the
behavior of other dynamic agents, would facilitate planning a
trajectory proactively to a rapidly changing environment [2].
For instance, in the context of autonomous vehicles, accurate
environment prediction would provide for a smoother user
experience, with fewer sharp maneuvers, while ensuring pas-
senger safety from possible moving hazards on the road [3].
To make intelligent predictions, the autonomous vehicle
must generate a representation of the state of the envi-
ronment from sensor data, commonly in the form of a
map. Mapping techniques can be categorized into discrete
and continuous representations. Continuous representations
generally take the form of an object or landmark list within
the environment [4]. Behavior models can then be used to
predict the future state of detected dynamic objects (e.g.,
using the intelligent driver model for autonomous vehicle
applications [5]). This approach implies extensive knowledge
of the environment and of the agents’ likely behaviors.
Furthermore, these behavior models are limited in their gen-
eralization capabilities by considering only certain contexts
and scenarios [4], [6], [7].
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The alternative representation is a discretized occupancy
grid, which is a common method for mobile robotics ap-
plications [8]. Occupancy grids discretize the world into
independent cells. Each cell contains the belief that the dis-
crete space is occupied. In contrast to continuous approaches,
occupancy grids can generate a probabilistic map without
having knowledge of the entire environment or making as-
sumptions regarding the agent behavior by directly incorpo-
rating raw sensor measurements [9]. Furthermore, occupancy
grids facilitate the use of common perception techniques
such as object detection [10] and tracking [11]. Bayesian
methods are often used to incorporate sensor measurements
into occupancy grids [8]. Alternatively, Dempster-Shafer
Theory (DST) can be used to provide evidential updates
that combine elements of evidence in support of or against
a set of hypotheses. DST is a decision-making strategy
that differentiates lack of information from conflicting or
uncertain information [12]. For example, a Bayesian grid
may output a 0.5 occupancy probability for a cell that did
not receive a sensor measurement (i.e., an occluded region)
and for a cell that was occupied but is now free (i.e., a
moving object). DST effectively separates these two cases to
distinguish moving obstacles from occluded space, making
the approach well suited for dynamic settings [13]. DST’s
modularity makes it particularly adept at combining multiple
sensor measurements in sensor-fusion tasks [14]–[17].
Even though these mapping paradigms provide a spatial
representation for the environment, they do not directly ad-
dress the dynamics of the agents within it. We aim to design
a predictive model to facilitate downstream planning for an
autonomous vehicle in a cluttered, urban setting. We use the
evidential occupancy grid representation in conjunction with
state-of-the-art computer vision techniques to formulate an
estimate of the state of the environment at a future time.
The perception community has developed several ap-
proaches for predicting dynamic environments. For instance,
a dynamic occupancy grid map (DOGMa) stores the dynamic
state of each cell (e.g., velocity) in addition to the occupancy
belief [7], [21]. The dynamic state can facilitate environment
prediction given some transition model, which can propagate
the occupancy to estimate the future environment state [23].
There are several approaches for generating DST-based
DOGMas. Kurdej et al. present an algorithm to discern
moving and static obstacles on the road by combining
LiDAR sensor information with semantic, street-level GPS
data [13], [24]. Nuss et al. present a DST approximation
for Bayesian Monte Carlo particle filtering that generates
velocity-level information for each grid cell [20], [21].
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Fig. 1: Pipeline for the proposed framework.
Recently, computer vision has been revolutionized by deep
learning [25]. For example, deep learning architectures have
been developed to address the problems of semantic segmen-
tation and video frame prediction. Semantic segmentation
involves fully convolutional neural network architectures that
are used to make pixel-wise classifications of images [26],
[27]. Convolutional long short-term memory (ConvLSTM)
networks are now a standard for temporal or sequential data,
such as in video frame prediction [22], [28]–[30].
One advantage of a DOGMa representation is that it holds
many parallels with RGB images. The dynamic state infor-
mation is held in different channels akin to the RGB channels
in images. The spatial representation of cells in an occupancy
grid is akin to the association of neighboring pixels into
objects in images. Given these similarities, there are several
works that learn an occupancy grid data representation via
image-based deep learning techniques. Piewak et al. employ
a fully convolutional neural network with DOGMa input to
classify static and moving cells [31]. Hoermann et al. use
DOGMas to predict and classify static and moving cells
via the DeconvNet architecture, equating the problem of
environment prediction to image segmentation [7].
Building upon this literature, we aim to predict future
occupancy grids in cluttered, urban environments by using
concepts from image-based deep-learning. We pose the envi-
ronment state prediction problem as a video frame prediction
task. We use a ConvLSTM architecture to take advantage
of the temporal nature of occupancy grid data and learn
both the temporal and spatial patterns in the grids to predict
future environment state. By effectively merging dynamic
map representations with deep learning architectures, we
demonstrate how to learn a predictive environment model
in cluttered settings. The proposed pipeline is applied to
an autonomous, urban driving scenario and demonstrates
improved environment prediction over baseline methods.
Several recent papers consider an LSTM network on
occupancy grid data. Kim et al. use a custom LSTM approach
with probabilistic dynamic occupancy grids to predict high-
way vehicle trajectories with promising results [32]. LiDAR-
FlowNet is another approach that estimates flow in the
occupancy grid space to predict future maps, demonstrated
on an indoor mobile robot [33]. We consider a more complex
environment with multiple behavior modalities (e.g., vehi-
cles, bicyclists, pedestrians) and structural components (e.g.,
buildings, intersections) than these scenarios.
Prior research has focused on object tracking from grid
representations with the use of ConvLSTMs. Engel et al.
exploit a ConvLSTM architecture for object tracking using
DOGMas [11]. Luo et al. present a convolutional network
architecture that jointly reasons about detection, tracking, and
motion forecasting of dynamic agents [34]. While they effec-
tively detect and predict the motion of these agents, the work
is not concerned with the evolution of the full environment as
considered here. Dequaire et al. and Ondruska et al. address
occlusion inference on a moving vehicle platform [35], [36].
In contrast, we focus on the task of ego-centric environment
prediction using a ConvLSTM network and show the po-
tential to streamline the pipeline by performing end-to-end
learning on ordinary occupancy grids.
There are two concurrent works that address environ-
ment prediction from occupancy grids with ConvLSTMs.
Schreiber et al. present a two-channel neural network archi-
tecture, separating the static and dynamic cells in DOGMas,
and test on a stationary vehicle platform [37]. Mohajerin
and Rohani present a difference-learning architecture with
computer vision-based motion features on a driving vehicle
platform [38]. Despite a moving platform, the latter work
makes a static ego vehicle assumption for the purposes of
prediction. Both works consider an encoder-decoder archi-
tecture where the LSTM learns on the encoded features.
In contrast, we propose a model-free approach to envi-
ronment prediction using the PredNet architecture, which
builds an internal environment representation with time
and outperforms standard encoder-decoder models [22]. We
model the relative interactions between the ego vehicle and
the environment; thus, we consider a local environment
representation centered at a moving ego vehicle.
Our contributions in this work are three-fold:
1) By framing the problem of environment prediction in
an urban, cluttered setting as a video frame prediction
Fig. 2: Processed point cloud from the KITTI dataset after filtering
out the ground points using MRF and RANCSAC algorithms.
Ground points missed by RANSAC but filtered out by MRF are
highlighted in green.
task, we validate the capacity of the network to predict
the environment multiple time steps into the future.
2) We show that the ConvLSTM learns an internal dy-
namic representation of the environment allowing for
prediction from occupancy grid data without additional
dynamic state information.
3) We compare the benefits of a Dempster-Shafer envi-
ronment representation to a probabilistic alternative.
The paper is organized as follows. Section II outlines
the details of our proposed approach. Section III describes
the experimental procedure to validate our methodology.
Section IV discusses experimental results. Section V draws
conclusions and suggests directions for future research.
II. APPROACH
We use a ConvLSTM architecture intended for video
frame prediction to instead predict the local environment
surrounding an autonomous agent across future time steps.
For this purpose, we adapt the PredNet architecture de-
signed for video frame prediction in autonomous driving
scenes [22]. The ConvLSTM is expected to learn an internal
representation of the dynamics within the local environment
from occupancy grid data. The grid input are generated from
LiDAR measurement recordings in the KITTI dataset taken
across a variety of urban scenes [18]. We investigate whether
the learned representation is sufficient for prediction without
additional cell-wise velocity estimation. For this purpose, we
train PredNet on two different input types: static occupancy
grids and DOGMas. We also investigate the effect of DST-
based versus probabilistic grids as input into the neural
network architecture.
The following sections describe the proposed pipeline and
detail the input data pre-processing as well as the PredNet
architecture. The process is outlined in Fig. 1.
A. Ground Segmentation
Prior to generating an occupancy grid, the ground must
be segmented and removed from the LiDAR point cloud.
Traditional ground segmentation methods, such as RANSAC,
estimate the ground as a plane across a LiDAR scan. Postica
et al. present a Markov Random Field (MRF) algorithm that
exploits local spatial relationships, avoiding the assumption
of a planar ground [19]. Empirically, the MRF approach ex-
hibits significantly improved ground segmentation compared
to RANSAC. An example segmentation on a LiDAR point
cloud is visualized in Fig. 2. The MRF successfully filters
the radial ground points missed by RANSAC.
B. Dynamic Occupancy Grid Maps (DOGMas)
A DOGMa is an evidential grid containing both occupancy
and dynamic state information (e.g., velocity). We generate
DOGMas via the procedure outlined by Nuss et al. [20], [21].
There are two parallel processes that occur: occupancy grid
updates and cell-wise velocity estimates. We briefly describe
these algorithms in the following sections.
1) Occupancy Grids: We consider DST-based occupancy
grids computed from LiDAR measurements as detailed by
Nuss et al. [20]. DST deals with a set of exhaustive hypothe-
ses formed from a frame of discernment and the associated
belief masses. In the case of an occupancy grid, our frame
of discernment is: Ω = {F,O}, where F is free space
and O is occupied space. Thus, the set of hypotheses is:
{∅, {F} , {O} , {F,O}}. The null set ∅ is impossible in
this context as a cell physically cannot be neither occupied
nor unoccupied. Thus, our exhaustive set of hypotheses is:
{{F} , {O} , {F,O}}. The sum of the belief masses over the
possible hypotheses for each individual cell must equal one
by definition, akin to probabilities.
Prior to receiving any measurements, we have complete
uncertainty in our grid occupancy. This uncertainty is cap-
tured by setting the mass of set {F,O} to one. Assuming
a known mass value for each LiDAR measurement, we can
then use Dempster-Shafer’s update rule as defined in Eq. (1)
to fuse the current belief with the new measurements as they
are received. We update the mass in cell c at time step k by
combining the current mass in the cell from previous sensor
measurements, mck−1, with the measurement from this time
step, mck,z , as follows:
mck (A) = m
c
k−1 ⊕mck,z (A) (1)
:=
∑
X∩Y=Am
c
k−1 (X)m
c
k,z (Y )
1−∑X∩Y=∅mck−1 (X)mck,z (Y )
∀A,X, Y ∈ {{F} , {O} , {F,O}} .
To account for information aging, we employ a discount
factor, α, to the prior mass in the cell:
mck,α ({O}) = min (α ·mck ({O}) , 1) (2)
mck,α ({F}) = min (α ·mck ({F}) , 1) (3)
mck,α ({F,O}) = 1−mck,α ({O})−mck,α ({F}) . (4)
The new masses can then be converted to traditional proba-
bilities using the concept of pignistic probability as follows:
betP (B) =
∑
A∈2Ω
m (A) · |B ∩A||A| (5)
where B is a singleton hypothesis and |A| is the cardinality
of set A (a possible hypothesis) [21].
Fig. 3: Example scene from the KITTI dataset (left) and corre-
sponding sensor measurement grid (right) showing free (yellow),
occupied (light blue), and unknown (dark blue) space [18].
2) Velocity Estimation: To incorporate dynamics, we esti-
mate the velocity for each cell. The velocity estimates use a
DST approximation for a probability hypothesis density filter
with multi-instance Bernoulli (PHD/MIB) [21]. DST allows
for the particle filter to run more efficiently by initializing
particles only in cells with occupied masses above a specified
threshold, avoiding occluded regions without measurements.
Holistically, the PHD/MIB filter initializes particles in the
grid by randomly selecting grid cell locations for position and
sampling from a zero-mean normal distribution for velocity.
Dempster-Shafer’s rule then updates the occupancy grid
given the propagated particles and the sensor measurement
at that time step. An occupancy mass in a cell is equal to
the sum of the weights of the particles in the cell. The
occupancy update is followed by the normalization of the
particle weights. A fixed number of new particles is then
initialized or “born” to ensure exploration of the grid space.
The mean velocities and occupancies in the grid cells are then
stacked into a DOGMa tensor. The particles are resampled
from the set of persistent and newly initialized particles
for the next particle filter run, maintaining a constant total
number of particles across iterations.
C. Neural Network Architecture
As previously discussed, we pose the environment pre-
diction problem as a video frame prediction task. We re-
purpose the PredNet architecture to learn the spatial and
temporal representation of the environment by training it
on occupancy grids instead of images. The convolutional
layers exploit contextual information to correlate the occu-
pied cells, removing the cell independence assumption [7].
The self-supervised nature of sequential data prediction is
advantageous as human-labeled LiDAR data is expensive to
obtain [7]. In this framework, the labels are simply the input
environment representation (grids) at a later time instance.
Although the original PredNet model was designed for video
data, we demonstrate that the architecture can be re-used
in the LiDAR setting. The PredNet architecture consists of
representation, prediction, target, and absolute error modules.
The recurrent representation layer receives absolute error
information between the target and the prediction as well
as the representation layer output from the next layer. Thus,
it updates both laterally and vertically to learn the spatial and
temporal internal representation of the data. PredNet employs
a regression l1-loss for training.
III. EXPERIMENTS
This section describes our dataset generation, implemen-
tation, experimental protocol, and baselines used to validate
our approach on the KITTI dataset [18].1
A. Dataset Generation
As shown in Fig. 1, the raw sensor data must be trans-
formed into occupancy grids, which are the inputs to our
neural network. The following subsections provide details
about the data and occupancy grid generation.
1) LiDAR Measurement Grids: The KITTI HDL-64E
Velodyne LiDAR dataset was augmented for use in occu-
pancy grid prediction [18]. The dataset contains a variety of
urban road scenes in Karlsruhe, Germany. We use 35, 417
frames (138 driving sequences) for training, 496 frames
(3 driving sequences) for validation, and 2, 024 frames (7
driving sequences) for testing. Velodyne LiDAR point cloud
measurements are obtained at 10 Hz.
Each LiDAR point cloud is filtered to remove the points
corresponding to the ground as described in Section II. Then,
a simple form of ray-tracing is performed to determine the
free space between a LiDAR measurement and the ego
vehicle. Each resulting local grid is centered at the ego
vehicle GPS coordinate position. An example of a local
grid is shown in Fig. 3, where a scene from the dataset is
represented as a camera image (left) and as a local occupancy
grid (right). The generated grids have a side length of 42.7 m
with 0.33 m resolution, forming 128×128 grids. The shorter
grid range is acceptable for slower speeds in urban settings,
as is the case in the KITTI dataset [18].
2) Dynamic Occupancy Grid Maps: The DOGMa’s oc-
cupancy and velocity information is computed from the
LiDAR data as outlined in Section II. The velocities are
then filtered to remove static measurements according to
the cell-wise Mahalanobis distance: τ = vTPv, where v
is the velocity vector and P is the cell’s covariance matrix
as computed from the particles [21]. Cells with occupancy
masses below a threshold are also removed. The velocities
are then normalized to the range [−1, 1] and stacked with
either (1) the pignistic probability (Eq. (5)) or (2) the DST
mass (Eq. (2) and Eq. (3)) occupancy grids, forming the input
to the network.
Example DOGMa velocity data are shown in Fig. 4, with
LiDAR static measurement grids as in Fig. 3 overlaid with
velocity information. The ego vehicle is centered in each
grid. The colored cells in the grids denote the local velocity
direction of those cells. For instance, in Fig. 4a, the ego
vehicle has come to a stop. There is a vehicle traveling in
the northeast direction (denoted in purple) behind the ego
vehicle, and another two vehicles traveling southwest in the
opposing lane (denoted in green). In Fig. 4b, the ego vehicle
is traveling in the southwest direction within the grid. The
vehicles denoted in pink are in heavy traffic making them
slower than the ego vehicle, and thus appearing to travel in
1The code implementation of our approach can be found here:
https://github.com/mitkina/EnvironmentPrediction
(a) (b)
Fig. 4: Examples of DOGMa output on KITTI LiDAR data. Grid
cell color represents a local velocity direction corresponding to the
color’s location on the color wheel.
the northeast direction relative to the ego vehicle’s frame
of reference. The green vehicle is traveling faster than the
ego vehicle in the same direction, therefore it has a relative
speed in the southwest direction. We note that due to limited
computing power, which constrained the number of particles
to 2 × 105, the velocities computed by the particle filter
are noisy and do not fully capture the dynamic environment
surrounding the ego vehicle.
We posit that local as opposed to global velocities in the
grids are expected to be sufficient for training of the network
since camera data provides local perception information, as
well. In this manner, all the training, validation, and test
data was processed into DOGMas of channel depth three
or four respectively (occupancy probability or occupied and
free masses and horizontal and vertical velocities in the local
grid frame) that serve as input into the PredNet architecture.
Since the network is being used to predict into the future, no
labels are required other than the existing grids at appropriate
future time steps resulting in a self-supervised approach.
B. PredNet Experiments
PredNet was trained and tested on an NVIDIA GeForce
GTX 1070 GPU. At test time, one sequence (15 predictions
totaling 1.5 s ahead) took on average 0.1 s to run.
We train PredNet separately on just the static occupancy
grid information versus the full DOGMa data to determine
the added benefit (if any) of the supplemental velocity infor-
mation to the prediction. We also consider the comparison
of pignistic probability and DST-based grids. For each set
of input data, we tune the network’s hyperparameters. The
training protocol considers sequences of 20 grids at a time
(at 10 Hz) and 200 epochs total with 500 samples per epoch.
As suggested by Lotter et al., we train the predictive network
in two stages [22]. We first train in the t+ 1 mode, and then
fine-tune in the t+ 5 mode. In the t+ 1 mode, the network
predicts the occupancy grid at the next time frame (0.1 s
ahead). In the t+5 mode, the network stops receiving target
occupancy grids at time step 5 (0.5 s) in the sequence. At this
point, it uses its built-up internal representation to recursively
predict forward in time (1.5 s ahead).
C. Baseline Approaches
We baseline our results against three other approaches: a
static environment assumption, a fully convolutional neural
network approach, and particle filter propagation.
As proposed by Lotter et al., we use the last-seen frame
baseline, which assumes a static environment. The baseline
uses the last target label grid seen by the network as the
prediction for future time steps [22]. This baseline follows
the naive assumption that the 1.5 s prediction horizon is short
enough that the majority of the environment remains static.
Second, we compare our approach to a fully convolutional
network that learns spatial features, but does not account for
the temporality of the data within its architecture [37]. This
approach is similar to that taken by Hoermann et al. [7].
They perform a prediction that also classifies cells as static or
moving, while we are simply interested in the cell occupancy.
We employ the FCN model [26], which has shown promising
results with DOGMa data [31]. We train the predictive model
on batches of 50 probabilistic DOGMas with 1975 iterations.
To ensure a fair comparison with PredNet, we employ an l1-
loss, converting the FCN from a classification to a regression
model. To guarantee valid probabilities, we truncate the
output weights to between [0, 1].
Lastly, we compare our results to the propagated particle
filter prediction. The prediction is formed by propagating the
particles in cells above the Mahalanobis distance threshold
using a linear dynamics model, and computing the resulting
occupancy grid as described in Section III-A.2. This baseline
was also used by Hoermann et al. [7]. The assumptions
made by this approach are: grid cell independence, linear,
noisy particle dynamics, and absence of free space estimation
(particles only capture occupied space) [7], [37]. Due to the
last assumption, we use the predicted occupied mass values
as a proxy for the occupied probabilities.
IV. RESULTS
This section summarizes the findings and insights gained
from experiments on the KITTI dataset.
A. Quantitative Performance
Mean-squared error (MSE) between the predicted and
target occupancy grids is used to measure the degree of
success for the proposed algorithm. Fig. 5 shows the MSE
for predictions of up to 1.5 s ahead. The plot demon-
strates the PredNet method with DST-based DOGMa inputs,
alongside particle filter, static environment assumption, and
FCN baselines. For all methods, as the prediction time
increases and uncertainty accumulates, the MSE increases.
For PredNet, the longer time prediction causes the model
to extrapolate the learned environment representation further
into the future. Nevertheless, the PredNet model outperforms
all other baselines for the 1.5 s time horizon in learning an
effective environment motion representation. As shown in
Fig. 5, the PredNet model outperforms the static environment
assumption baseline by more than 2 times at 1.5 s predic-
tions, confirming that PredNet successfully learned at least a
portion of the dynamics of the environment surrounding the
ego vehicle.
We also compare PredNet results to that of an FCN trained
on probabilistic DOGMa data, as shown in Fig. 5, to investi-
gate the added benefit of an architecture that incorporates
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Fig. 5: Mean-squared error comparison for all tested approaches
in predicting 1.5 s into the future.
data temporality. PredNet outperforms the FCN; but we
note that the FCN surpasses the static environment baseline,
showing some ability to learn the environment dynamics.
Lastly, we investigate the performance of the particle
filter alone in estimating the future environment state, which
results in the poorest model performance. The particle filter
is hindered by noisy updates to a relatively low number of
particles due to computing resource limitations. As can be
seen in Fig. 4, the particle filter is able to distinguish only
parts of the environment as moving, causing difficulties in
predicting the complete environment propagation in time.
Additionally, we examined the added benefit of DST-based
over probability-based occupancy grids as well as DOGMa
over static occupancy grid input to the PredNet model.
Table I provides the MSE metric across the test dataset for
PredNet trained on the four variants of the data.
As might be expected, PredNet trained on DOGMas
slightly outperforms that trained on only occupancy infor-
mation, especially at longer prediction times. We note that
although the network trained on DOGMas is incrementally
better than that trained on static grids, both models are
within standard error of each other. The DST-based DOGMa
outperforms in most prediction time horizons, indicating
incremental improvement due to both the DST representation
and the velocity information. The subtlety of the added
degree of freedom in differentiating lack of information
from conflicting information in DST-based grids appears
to marginally improve the network prediction capability.
However, there seems to be minimal change in performance
among all four of the data representations. This result sug-
gests that PredNet is able to learn an effective environment
motion representation that performs comparably without the
added computational effort of estimating cell velocities,
albeit noisy ones.
B. Qualitative Performance
Fig. 6 shows an example of the test set output predictions
by the PredNet model. The columns denote the prediction
time step. The first row shows the camera image depicting
the scene ahead of the ego vehicle. The second row shows the
corresponding target occupancy grids with the ego vehicle
in the center traveling upwards in the grid and a bicyclist
ahead of the ego vehicle making a right turn (ego vehicle
and bicyclist are denoted by white circles). Rows 3–6 show
the predictions made by PredNet when trained on the four
variants of the data input. All four input data variants were
successfully able to predict the relative motion of the static
environment with respect to the ego vehicle (in the downward
direction of the grid).
Visually, the probabilistic grids (particularly the static
occupancy ones) show lower quality predictions at 1.5 s,
resulting in blurring and disappearance of objects from the
environment. The DST-based grids were able to maintain
more of the structure of the environment at longer prediction
horizons. However, the difference between the static and
DOGMa data is less distinct. It visually appears that the DST-
based static grid outperforms the DST-based DOGMa. The
static grid PredNet mainted a slightly sharper result, and was
able to predict the turning motion of the bicyclist to a higher
degree of success than the DOGMa PredNet. Nevertheless,
both DST outputs resulted in comparable predictions. We
note that PredNet appears to blur the predictions further away
from the ego vehicle (center of grid), which is in agreement
with the LiDAR measurement uncertainty increasing further
away from the sensor.
C. Discussion
We present these results with the caveat that the particle
filter methodology is only able to provide noisy estimates
of the cell velocities, and particle filter performance is lim-
ited by available computational power. Concurrent work by
Schreiber et al. shows some improvement with the addition
of velocity information, but the work does not provide error
bounds or statistical analysis on the significance of the
findings [37]. Although PredNet successfully predicted the
motion of the static environment relative to the ego vehicle,
the model was only able to make accurate predictions of the
obstacles in the environment over a shorter time horizon. In
this work, we aimed to push the limits of a model-free video
frame prediction style approach. For more robust predictions,
it may be useful to use object detection algorithms to enrich
the input data. The separation of static and dynamic data
TABLE I: MSE prediction results at T time steps in the future on
the PredNet model trained on static occupancy grids and DOGMas
with both probabilistic and DST-based occupancy representations.
Bold numbers denote the top performing variant.
DST DST Prob. Prob.
Static DOGMa Static DOGMa
T ×10−3 ×10−3 ×10−3 ×10−3
0.1 s 13.5± 0.7 13.4± 0.7 13.4± 0.8 13.5± 0.7
0.5 s 26.4± 1.3 25.9± 1.2 26.7± 1.3 26.4± 1.3
1.0 s 40.7± 2.0 40.3± 1.9 40.5± 1.9 40.2± 1.9
1.5 s 52.6± 2.7 52.2± 2.7 52.8± 2.7 52.5± 2.7
Fig. 6: Overview of occupancy grid predictions in the test set up to 1.5 s. Top row shows camera images of the scene ahead of the ego
vehicle. Second row shows the ground truth occupancy grid view of the scene (free: blue, occupied: red, and unknown: green space).
The ego vehicle is moving up in the grid (static environment is moving down in the local frame), and a bicyclist ahead of the vehicle is
making a right turn (ego vehicle and bicyclist are denoted by white circles). Rows 3–6 show the PredNet predictions on four variants of
the input data. The PredNet model was successfully able to capture the dynamic motion of the environment relative to the ego vehicle.
At shorter term predictions, the model also captures the turning behavior of the bicyclist.
within the neural network architecture [37] may also decrease
the detrimental blurring and disappearance of obstacles
at higher prediction horizons. Furthermore, a deterministic
model such as PredNet is inherently limited in its prediction
capability due to the underlying multimodal distribution over
the potential futures. Recent advances in generative modeling
for prediction provide a means to address the multimodality
without averaging the potential predictions, suggesting a
promising avenue for future work [39].
V. CONCLUSIONS
We present an occupancy grid prediction framework for
cluttered, urban environments with dynamic obstacles. We
show that by framing environment prediction as a video
frame prediction task, we may neglect estimating the en-
vironment dynamics within the perception pipeline, without
significant loss of accuracy. Experimental results suggest that
the Dempster-Shafer evidential grid representation provides
slightly more robust training data to the neural network than
probabilistic occupancy grids. The ConvLSTM successfully
learns an effective internal representation of the environment
dynamics, outperforming fully convolutional approaches.
The proposed perception system goes beyond standard sensor
measurements by predicting the temporal evolution of the
environment, which can then be used by a path planner to
generate smoother, more robust trajectories.
While the results of this framework are promising, we
hope to expand this work to longer prediction time horizons.
In future work, we aim to better capture uncertainty and
confidence in the prediction using conditional variational
autoencoders as proposed by others [40], [41] and to test
the resulting perception module in an autonomous vehicle
pipeline to quantify the impact on path planning.
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