A coupled normal-mode approach for the prediction of pulse propagation in a complex coastal environment is presented. In this broadband approach, the received time-domain sound-pressure signal is generated by Fourier synthesis using the product of the source signal spectrum and the source-to-receiver ocean transfer function. For a given frequency, the basic formulation involves decomposing the acoustic pressure into slowly varying complex envelopes that modulate ͑mode by mode͒ analytic, rapidly varying, adiabatic-mode solutions. A coupled set of differential equations governing these complex modal envelopes is derived and the numerical solution techniques used are discussed. This coupled-mode approach has been used to model the modal arrival structure in the 1992 Barents Sea Coastal Acoustic Tomography Test. Model results and comparison to the data measured by a vertical hydrophone array are discussed.
INTRODUCTION
A major obstacle preventing detailed characterization, modeling, and, ultimately, prediction of sound speed or temperature variability in coastal regions has been the lack of synoptic measurements. It is difficult to sample the coastal ocean structure on adequate temporal and spatial scales using conventional instruments. These scales are relatively fast and relatively short in shallow water and can have great impact on the regional oceanography and affect sonar system performance. The coastal tomography inverse scheme developed recently by the authors of this paper 1,2 offers a potential capability to overcome these sampling difficulties. The scheme is an adaptation of the original Munk and Wunsch method 3 from deep to shallow water.
The coastal ocean acoustic tomography ͑COAT͒ scheme involves the use of real-time telemetered vertical line hydrophone arrays, 4 space-time signal processing techniques, 2 and a hybrid ray/mode inverse method. 1 In shallow water, the low modes/small-angle rays often arrive at the receiver from a distant tomography sound source first. These early arrivals are often loud but closely spaced in time. On the other hand, the higher modes/higher angle rays, which arrive later, are more separated in time but show much weaker signals. Vertical line arrays and space-time beamforming, capable of separating the early overlapping arrivals and enhancing the signal of the later arrivals, are therefore required to resolve and identify individual rays and modes. In COAT, the inversion of the travel time perturbations of the beamformed individual arrivals is accomplished using a stochastic method that minimizes the mean-square errors of the sound-speed maps. By augmenting multiple rays and modes, the tomographic maps can attain a high spatial resolution. High temporal resolution is achievable through frequent signal transmissions.
The feasibility of the COAT scheme was experimentally tested in a frontal region in the Barents Sea in August 1992. A tomography sound source and a telemetered vertical hydrophone array were moored in a cross-front geometry. The test site, which has a water depth increasing southward from approximately 100 to 300 m, was located 100 km east of Bear Island. The Barents Sea Polar Front is the most prominent mesoscale oceanographic feature in the Barents Sea. It is formed by the confluence of Arctic and Atlantic water masses north of Norway and can be perennially located along the slope extending from Bear Island eastward along the Bear Island Trough. The major currents in the region and the test site as well as their relations to the Polar Front are depicted in Fig. 1 . Although the front is topographically trapped at the shelf break ͑approximately along the 200-m isobath͒, it exhibits large variability with strong temperature interleaving at the frontal interface and significant oscillations associated with both the external and internal tides. 5 Accurate forward propagation modeling of ray and modal arrival structures in a complex shallow-water environment with spatially varying sound speeds, bottom bathymetry, and sediment properties is central to the COAT scheme. The forward model calculations with a ''background'' ocean field provide the key acoustic quantities, such as raypath geometries, mode functions, mode coupling coefficients, travel times, etc., for the subsequent signal processing and inversion of the data for the ''perturbed'' ocean. The hybrid ray/ mode inverse method, the beamforming techniques, and the ray arrival structure modeling approach for COAT have been presented previously by Chiu et al., 1 Miller et al., 2 and Mykyta, 6 respectively. The thrust of this paper is to discuss the approach used for the modeling of the modal arrival structure. Specifically, a fully coupled normal-mode approach for the prediction of pulse propagation in a complex coastal environment is presented in Sec. I. In this broadband approach, the received time-domain sound-pressure signal is generated by Fourier synthesis using the product of the source signal spectrum and the source-to-receiver ocean transfer function. For a given frequency, the basic formulation involves decomposing the acoustic pressure into slowly varying complex envelopes that modulate ͑mode by mode͒ analytic, rapidly varying, adiabatic-mode solutions. A coupled set of differential equations governing these complex modal envelopes is derived.
Based on our formulation, a computer model has been written in MATLAB. The model has been used to predict the modal arrival structure in the 1992 Barents Sea Coastal Acoustic Tomography Test. The model results, as well as a comparison to the data measured by the vertical hydrophone array, are presented in Sec. II. In addition, the adequacy of the adiabatic-mode approximation and the sensitivity of the arrival structure to uncertainties in sediment parameters are discussed. Concluding remarks are given in Sec. III. The predicted arrival structure was used for beamforming, identification, and tracking of normal modes. The modal travel time series has been inverted in conjunction with the beamformed ray travel time data to produce high-resolution sound-speed maps of the Barents Sea Polar Front at 5-min intervals over a tidal period. The inversion results will be presented in a separate paper.
I. A COUPLED-MODE MODELING APPROACH

A. Theoretical formulation
In this section, we present the two-dimensional ͑2-D͒ formulation of our coupled-mode approach. This 2-D treatment assumes that horizontal refraction and azimuthal scattering of sound are negligible. Due to our acoustic path being purely downslope and perpendicular to the front, this should be a good assumption. For the fully three-dimensional ͑3-D͒ treatment, the readers are referred to a previous paper by Chiu et al. 7 A sketch of the environmental complexity that can be properly handled by our coupled normal-mode approach is displayed in Fig. 2 . The medium is treated as a waveguide bounded by a flat, pressure-release surface and a flat, rigid basement. Within the waveguide, sound speed c, density , and attenuation rate ␣ are allowed to be arbitrary functions of range and depth including discontinuities. These discontinuities define the locations of the generally variable watersediment and sediment-sediment interfaces.
The time series of sound pressure at a position can be simulated by an inverse Fourier transform of the product of the source signal spectrum S( f ) at a unit distance r 0 from the source and the source-to-receiver ocean transfer function P(r,z; f ):
where r is range and z is depth. The key to this Fourier synthesis of the time-domain pressure signal is thus the determination of the ocean transfer function at various acoustic frequencies f . For a point source located at a depth of z 0 in a medium with spatially varying sound speed c(r,z) and density (r,z), the source-to-receiver ocean transfer function satisfies
where kϭ2 f /c is the acoustic wave number. The coupled-mode theory 8 involves casting the solution for P as a linear combination of local normal modes Z n (z;r, f ) such that
where the normal modes satisfy
In ͑4͒, k n is the horizontal wave number ͑or eigenvalue͒ of the nth mode, h is total thickness of the waveguide that contains a total number I of internal interfaces, h i is the depth of the ith interface ͑with iϭ1 denoting the seafloor and iϾ1 denoting the sediment-sediment interfaces below͒, the superscripts ϩ and Ϫ denote depths just below and above h i , respectively, and h i is generally a function of range.
The coupled-mode equations governing the horizontal structure of the modes, i.e., the modal amplitudes, are obtained by multiplying the wave equation ͑2͒ by Z m /, replacing P by the proposed modal-expansion solution ͑3͒, and then integrating the resulting equation over depth. Using the conditions in ͑4͒ for the normal modes and requiring that the modal solution as a whole ͑i.e., the entire sum͒ to satisfy the exact boundary condition of continuity of normal particle velocity across each interface, i.e.,
with P given in ͑3͒, the depth integration subsequently gives, in the far field where krӷ1,
where
are the coupling coefficients. The size of the first term in both the coupling coefficients, ␥ mn and C mn , is controlled largely by how variable the sound speeds are within each of the layers of the waveguide in the range direction and the second term is due mainly to a range-varying density field, which vanishes in the case of isodensity layers. The last term in both ␥ mn and C mn is explicitly due to the slopes of the interfaces. These interface terms were first obtained by Fawcett 9 by considering a two-layer waveguide with variable bathymetry. The neglect of the interface terms corresponds to a ''small-slope'' assumption in which the particle velocity normal to an interface at the interface is approximated by the vertical velocity. Under such an assumption and in the case of sloping interfaces, the modal solution would only satisfy an inexact boundary condition for particle velocity, that is, ͑5͒ with the range-derivative terms deleted. The neglect of the coupling terms altogether on the right-hand side of the coupled-mode equation ͑6͒ constitutes the so-called adiabatic-mode approximation. The approximation is only valid if energy exchange between modes is negligible as they propagate through the environment.
To solve the coupled-mode equations, we use a twoscale decomposition technique 10, 11 in which the modal amplitudes are expressed as slowly varying complex envelopes U n modulating analytic, rapidly varying, adiabatic-mode solutions, i.e.,
The decomposition is based on the following physical argument: In the absence of horizontal environmental variations, the coupling coefficients have zero values and the modes propagate independently of each other. In such a case and with the neglect of attenuation, each modal amplitude P n is a constant-amplitude sinusoidal function oscillating rapidly at an acoustic wave number of k n along the radial direction. In the presence of horizontal environmental variations, modemode interaction occurs and the envelope of P n is no longer constant but varies gradually with the environmental variation length scales and the mode-mode interference distances. Obviously, it is computationally advantageous to calculate the slowly varying envelopes instead of the rapidly varying modal amplitudes themselves. By substituting ͑6͒ in ͑5͒, the governing equations for the slowly varying envelopes are obtained:
Modal attenuation caused by seawater and sediment absorption and boundary and volume scattering can be parameterized in these equations by adding positive imaginary parts to the horizontal wave numbers. These imaginary parts are referred to as the modal attenuation coefficients. For seawater and sediment absorption only, an integral formula is available for the determination of these coefficients given attenuation profiles and the normal modes.
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B. Numerical implementation
To construct the coupled-mode solution for the sourceto-receiver ocean transfer function, the first step is to solve the equations governing the normal modes ͑4͒ at each of the frequency increments within the band of the source signal and at the horizontal locations where the depth profiles of density and sound speed are specified. In our numerical approach, ͑4͒ is solved by approximating the first and second derivative terms with fourth-order finite differences. The fourth-order finite-difference approximations are appealing in that accurate eigenvalue and hence accurate phase and travel time calculations out to a long range can be obtained without introducing a intractable number of grid points. The finite-difference approximations cast the eigenvalueeigenfunction problem ͑4͒ into a linear algebra problem which can be easily solved using the QR algorithm and the method of backward substitutions. Once the normal modes are determined, the coupling coefficients are calculated using finite-difference approximations to obtain the normal-mode derivatives and quadrature methods for the evaluation of the integrals. Linear interpolation is then used to make the coupling coefficients continuous in the horizontal coordinates.
The next step is to solve the system of coupled equations governing the modal envelopes, ͑8͒. The equations are integrated using a fourth-and fifth-order Runge-Kutta algorithm with automatic step size adjustments enabling larger range steps at regions where horizontal environmental variations are mild. With the neglect of backscattering, the integration at each frequency increment is started with the following initial conditions:
͑10͒
Finally, the ocean transfer function is built by combining the modal envelopes and the normal modes according to ͑3͒ and then the fast Fourier transform ͑FFT͒ is used to construct the time-domain sound pressure.
II. FORWARD MODELING RESULTS AND COMPARISON WITH MEASUREMENTS
A MATLAB computer code has been generated based on the modeling approach outlined in the last section. An analysis of modal energy conversion caused by a sloping bottom 13 is an example of a former application of this code. In the current application, we used the code to model the propagation of normal modes through the Barents Sea Polar Front in the 1992 Barents Sea Test. Figure 3 shows the complexity of the sound-speed structure mapped by hydrographic stations in the experiment. It also shows where the tomography sound source and the vertical hydrophone array were deployed relative to the location of the front and the bottom bathymetry. The vertical array, 35 km away from the tomography source, consisted of 16 evenly spaced hydrophones ͑numbered 0-15͒. The top phone ͑hydrophone 0͒ was located at a depth of 124 m and the spacing was 10 m. The bathymetry was charted by a ship-mounted acoustic Doppler current profiler. Based on geoacoustic information from the US Naval Oceanographic Office ͑NAVOCEANO͒, the seabed in the experimental area consists of a very thin sediment layer overlying a rigid basement which has a sound speed of about 3200 m/s and density of about 2600 kg/m 3 . This geoacoustic information was confirmed using ship-deployed SUS charges in the experiment. In addition, the SUS charges provided estimates of the compressional speed and thickness of the thin sediment.
Explosive shots were dropped from the research vessel USNS BARTLETT at a distance of about 1200 m from the vertical hydrophone array and at a depth of 90 m. Figure 4 shows a waterfall plot of the arrival of the ground waves from one of the shots measured by the 16 hydrophones. The origin of the time axis corresponds to the onset of the much larger waterborne arrival ͑which is not shown͒. Two distinct types of ground waves are present. The first distinct arrival had traveled in the rigid basement ͑labeled A in the figure͒.
The linear decrease in the arrival time with respect to depth is directly related to the critical angle, which in turn is directly related to the basement compressional speed. Thus, based on the observed critical angle, an estimate of the basement compressional speed of greater than 3000 m/s was obtained. This estimate agrees well with the value provided by NAVOCEANO. The second distinct arrival ͑labeled B in Fig.  4͒ , which had gone through the thin sediment, preceded the waterborne arrival only in the bottom five hydrophones because of the geometry of the experiment. Similarly, the critical angle associated with this distinct second arrival can be used to determine the sediment compressional speed. A value of 1660 m/s was obtained. It is noted that the frequency content of the two arrivals is significantly different. The basement arrival A is mostly made up of energy below 20 Hz. The thin sediment arrival is predominately at 286 Hz. Because the thickness of the sediment controls the cutoff frequency of the energy traveling in it, it is estimated that the sediment thickness was approximately 5 m. 14 Using the hydrographically mapped water-column sound speeds, acoustically charted bathymetry, bottom geoacoustic information from NAVOCEANO and the sediment compressional speed and thickness estimated from the explosive sources, an environmental model was built to provide input to the acoustic model. In constructing the 5 m thin sediment layer, the assumptions of uniform thickness and homogeneity were made. Furthermore, the attenuation rates for the sediment and the basement were empirically estimated based on the received omnidirectional sound-pressure time series of the tomography signal. By comparing the energy of the modeled pressure and its time dependence at various trial attenu- ation rates to the measured time series, a good fit was observed with a rate of 5ϫ10 Ϫ4 dB/m/Hz for the sediment and 1.8ϫ10 Ϫ3 dB/m/Hz for the basement. Since the transmission was almost directly cross front and downslope, little horizontal refraction and transverse mode coupling could occur, especially for the low modes.
The tomography sound source was located at a depth of 122 m transmitting, every 5 min, 28 complete sequences of phase-encoded signal with a carrier frequency of 224 Hz and a bandwidth of approximately 16 Hz. The autocorrelation of the transmitted signal corresponds to a 62.5-ms pulse. Since our interest here is to compare the forward modeling results to the matched filter output, it is appropriate to model the source signal as a 62.5-ms Blackman window modulating a 224-Hz sinusoid. Blackman windows are Gaussian-like, bellshaped functions that fall to zero at the end points. The frequency spectrum of a Blackman window has very small sidelobes which are 57 dB lower than the mainlobe.
A total of 30 modes was used in the propagation model. This number corresponds to the maximum number of modes trapped by the water column at the source location. For the synthesis of the time-domain sound pressure, the range integrals of the horizontal wave numbers and the complex modal envelopes were initially computed from 204 to 244 Hz at a coarse increment of 2.5 Hz. The 2.5-Hz step size was more than sufficient to ensuring gradual changes in those modal quantities over each of the 20 frequency steps. Linear interpolations were then used to resample those modal quantities at a much finer increment of 0.25 Hz yielding a time period of 4 s after the inverse Fourier transform operation. Controlled by the horizontal gradients of the input environment and a selected error tolerance of 0.01%, the modal envelopes were computed at each frequency point using range steps that varied from 80 to 350 m. With an average step size of 200 m ͑i.e., 30 times the acoustic wavelength͒, approximately 175 range steps were required to march to the receiver ͑i.e., to 35 km͒.
The range dependence of the normal modes for modes 1, 3, and 10 at the center frequency is displayed in Fig. 5 . The abruptness of the horizontal variations in the mode functions is an indication of the significance of mode coupling. It is seen that sharp changes prevail in the low-order mode functions, particularly in the vicinity of the front where strong horizontal sound-speed gradients exist. The abruptness of the mode function change decreases, however, as mode number increases. For high enough modes ͑e.g., mode 10͒, the mode function change is quite gradual and controlled largely by the thickness of the water column rather than by the ocean variability. By examining the mode functions, it is also clear that the different modes are affected by the Barents Sea Polar Front differently. Mode 1, for instance, sees an extremely narrow front at a range of 29 km from the source, whereas mode 3 sees a more diffuse feature beginning at closer range ͑see Fig. 5͒ . This dependence of the ''effective acoustic frontal width'' on mode number is the result of the tilted nature of the sound-speed front. Such dependence is quite desirable to understand and relate to the ''information distribution'' and resolution in the inverse problem.
To convincingly demonstrate the significance of mode coupling, the calculated magnitudes of the first five modes versus range at the center frequency are shown in Fig. 6 . Energy transfer between modes is evident. For example, modes 2 and 3 are seen to be tightly coupled. As the energy in one mode increases, the energy in the other mode decreases. At the initial ranges, far away from the frontal zone, the coupling of these low modes was mild and was caused mainly by the bathymetric variations. However, the coupling of these low modes became extremely significant in the frontal zone where the horizontal sound-speed gradients were large. In contrast, the higher modes were affected more by the bathymetry and less by the oceanic front. The increase of the effective acoustic frontal width with mode number is again evident in the modal magnitudes shown in Fig. 6 . Higher modes are affected by the front sooner in range. It is worth mentioning that in a parallel modeling study in which various degrees of frontal sharpness were synthesized, Jin et al. 15 found the mode coupling to be quite sensitive to the physical width of the front, in agreement with our present results.
Since the travel times of the individual modes are the basic data for coastal acoustic tomography, an examination of the accuracy of the adiabatic-mode approximation for the calculation of travel time was desired. By neglecting the coupling coefficients in the model, travel time errors on the order of 50-100 ms were found. This error is significant in view of the size of the oceanographic signal. By synthetically moving and tilting the front back and forth up to 5 km in the coupled-mode model, the same order of magnitude of travel time changes as the adiabatic-mode errors was obtained. Five kilometers is the expected length scale of the frontal movement in the experimental area due to advection by tides. The 50-to 100-ms travel time variability is also consistent to the measured variability. The travel time variability of the modes induced by internal waves was investigated by Lynch et al. 16 Peak travel time changes on the order of 20-40 ms for ''resonant modes,'' whose cycle distances match the horizontal internal wavelength, were found; time perturbations for most modes and rays were order 5 ms or less, however. The time scales of the internal-wave induced variability are also generally different from those due to the frontal oscillations, except for internal tide and soliton frequencies.
In addition to the invalidity of the adiabatic-mode approximation, another major concern was the sensitivity of the model results to uncertainties in the sediment geoacoustic parameters, as this sensitivity can affect the inversion for the oceanography. To address this issue, the thin sediment layer was removed in one of the model runs. The finding was encouraging in that the modal arrival structure was only slightly affected as illustrated in Fig. 7 where the curves of arrival time versus mode number for the two cases, one with a thin sediment and the other with no sediment, are compared. Little differences can be found for the first 20 modes. Beyond mode 20, the two curves started to deviate significantly from each other, suggesting that those high modes cannot be used for the inversion. However, these sedimentsensitive high modes are highly attenuative and thus are likely not detectable. In Fig. 8 , we display both the modeled and measured omnidirectional arrival structures at the top two phones ͑i.e., hydrophones 0 and 1͒ for a particular transmission. Good agreement between the model and the data were shown, considering that a spatially undersampled and temporally aliased background sound-speed field was used. Both the modeled and measured arrival structures shown are the absolute values of the complex envelopes of the signals. Furthermore, the measured structure shown was the coherent average of 28 consecutive decoded sequences. For this particular transmission as well as many of the other transmissions, similar quality of agreement between model and measurements is found for all 16 hydrophones. However, we must caution that the quality of the agreement for the omnidirectional structure does vary from time to time. As the true environment did fluctuate in time, so did the arrival structure. No matter how slight the temporal variations in the individual modal arrivals might be, a different mode would be affected differently both in terms of its magnitude and phase ͑or travel time͒. The collective variations as observed by a single phone would, therefore, be more significant.
Both the model results and measurements consistently show that the received signal at a single phone was dominated by a large-amplitude initial arrival followed by smaller arrivals. We can see from the ambiguity diagram of travel time versus mode number ͑Fig. 7͒ that the dominant initial arrival was constructed by the low modes arriving closely in time whereas the smaller amplitude arrivals were more separated individual modal arrivals. The duration of the pulse response is seen to be less than 1.5 s, revealing that modes 21 and above, which have longer arrival times, were very much attenuated. Figure 9 is a pseudocolor color plot of the modeled and two measured omnidirectional arrival structures at each of the 16 hydrophones. The two receptions were separated by about 8 h. For each hydrophone in the display, 28 consecutive sequences of the pulse responses of the sound channel are stacked together. It is interesting to point out that both the predicted and measured vertical distributions of energy clearly show the existence of three peaks and two nulls. This indicates that the vertical structure of the acoustic wave field near the receiver was dominated by modes 1 and 3. This dominance is also apparent in the predicted range variations/ coupling of the modal magnitudes ͑Fig. 6͒. Figure 9 again shows the qualitative agreement between model and data, but it is important to stress that differences in the details existed from one time to another time, as expected.
Both the predicted and measured modal beamformed arrival structures are displayed in Fig. 10 . The display is in terms of peak values and the corresponding times of arrival of the individual modes. Briefly, the mode filtering was achieved using a least-squares method that minimizes the misfit between the decoded, coherently averaged omnidirectional signals and the modal expansion solution ͑3͒ at each frequency increment. The solution of least-squares modal fitting would be identical to that of modal projection if the vertical array spanned the entire column with a dense phone spacing; but with a limited aperture and coarse spacing, modal projection can lead to significant cross talk among the modes, i.e., the modal equivalent of sidelobes, due to the nonorthogonality of the undersampled mode functions. Fitting the entire mode sum to the data, as opposed to projecting the data onto each of the modes separately, reduces the cross talk. 17 The peak values and the corresponding times were picked following an inverse Fourier transform ͑IFFT͒ of the estimated modal coefficients. Similar to what we showed earlier, two beamformed arrival structures separated by the same 8 h are displayed. Both the model and measured data show that the first ten modes arrive between 23.6 and 23.8 s, and then are followed by the higher modes which were more separated in time. Clearly, the first ten modes could not be resolved using a single phone, indicating the importance of spatial processing. Good agreement between the modeled and measured modal arrival structures is shown, with an indication of travel time variations in the order of 50-100 ms. These observed travel time variations are consistent with the expected variations due to frontal movements.
III. CONCLUDING REMARKS
In this paper, the formulation of a broadband, coupled normal-mode propagation modeling approach is presented.
This versatile approach is capable of modeling pulse signal propagation in a complex, spatially varying, ocean environment. Furthermore, at low frequencies and in shallow water, the method is extremely effective because a small number of modes is required.
Based on our formulation, a computer model has been written in MATLAB. This computer model is thus machine independent and easy to implement. The model has been used to predict the modal arrival structure in the 1992 Barents Sea Coastal Acoustic Tomography Test. Model predictions were compared to the data measured by a vertical hydrophone array, showing very good agreement. The model results also show significant interactions between modes, particularly as they traverse the rather abrupt Polar Front. The implication is that the adiabatic-mode approximation is inadequate for this application. We also found that the modal arrival structure is robust to the thin sediment layer that exists in the area, implying that the measured travel time perturbations are attributed mostly to the ocean variability and not the uncertainties in the sediment parameters. However, for a different region having thicker sediments, we might expect that better knowledge of the geoacoustic parameters is required for accurate forward modeling of the arrival structure. 
