has a (unique) maximal normal subgroup, it then follows that T has maximal normal subgroups, one for each prime.
Maximal normal subgroups 44 1
The remainder of the paper is devoted to proving this. In Section 1 we state the two lemmas we need for the proof (Lemmas 1.1, 1.2), prove one of them (Lemma 1.1), and deduce Theorem 0.3. The proof of Lemma 1.2 is relegated to Section 2. This lemma states that any basis of A can, P after minor modification, be lifted to a free basis of A ; the finite dimensional analogue of this is well-known.
1. Lemmas and proof of Theorem 0.3
We shall say that an automorphism < j > of A is finitary if there is a direct decomposition of A , A = H © K say, such that H has P P P P P finite dimension, H < j > = H and ( j > restricted to K is the identity map. (i = 1, 2, ...) .
COROLLARY 1.3. Let A =H @K be any direct decomposition of A . Then there is a direct decomposition of A , A = H © K say, such that HT\ = H , Kn = K 3 where r\ : A -*• A is the natural map.
Proof of Lemma 1.1. Let < j > be a f i n i t a r y automorphism of A and l e t A = H © K , where H , K are as in the definition given above of a f i n i t a r y automorphism (so t h a t , in p a r t i c u l a r , H has f i n i t e dimension). 
We shall show that < f > is induced by an element of F .
To this end we write \b. .1 for the infinite matrix over Z Since det(c£. -) m X m = a = 1 , we have again that there is a matrix Finally it is easily verified from their construction that <(><)>" = < ) > .
Hence < j > is induced by the element 'K'f'p °f T • This completes the proof.
Proof of Theorem 0.3. Let y be a locally algebraic element of Continuing in this way we obtain for every i -1 a finite dimensional
, invariant under y . If we take care to do this in such a way as to ensure that every element of A is in some Since, by Lemma 1.1, < j > is induced by an element of T , and since TI~ is clearly induced (by the automorphism in F which permutes X appropriately), it follows that IT" <f>v = p is induced by an element of F , as required.
Proof of Lemma 1.2
We have to show that, given any basis {y , y , . Define X, \i for nonzero sequences in A similarly.
We isolate part of the proof as a lemma. This lemma says that, given m > 1 sequences from A such that:
(1) their images under r) are linearly independent;
(2) they can be ordered so that their lengths are strictly [Thus for these i , although u(<3.) ^0 mo< i p j we may not have that From (6) and (7) it follows that the vectors b r\, b r\, ... , are also "in echelon"; that is, that A(^n) < A(^. +l n) (£ = 1, 2, ...) . This and 
