Abstract. In this paper we find and develop a stochastic integral representation for the class of strictly stable distributions. We establish an explicit relationship between stochastic integral and shot-noise series representations of strictly stable distributions, which shows that the class of distributions representable by stochastic integral is larger than the class representable by a shot-noise series. This inclusion is proper when the stability index α is greater than 1. We also give an explicit description of distributions possessing both representations.
Introduction
Throughout the paper, I(R d ) denotes the class of all infinitely divisible distributions on R d , L(X) stands for the distribution of a random variable X, and the point-mass distribution at a ∈ R d is denoted by δ a . Given µ ∈ I(R d ), {X
t } will denote a Lévy process such that L(X 1 ) = µ. For a fixed nonrandom function f , consider the stochastic integral mapping Φ f : D(Φ f ) → I(R d ) given by
where the domain D(Φ f ) consists of all µ ∈ I(R d ) for which the stochastic integral in (1.1) is definable (see [20] ).
Stochastic integral mappings give probabilistic representations for many useful classes of distributions contained in I(R d ). Namely, such classes can be represented as ranges of the mappings Φ f for some specific functions f . Examples of classes of distributions having stochastic integral representations include the class of selfdecomposable distributions [9, 25, 26] , the Jurek class [8] , the Goldie-Steutel-Bondesson class and the Thorin class [5] , the class of type G distributions [2] , and many other classes [1, 3, 11, 21] . Characterizations of the domains and ranges of the corresponding stochastic integral mappings allow to determine the extent of such representations.
They are also necessary for the study of iterations of stochastic integral mappings and their limits [10, 11, 12, 13, 14, 21, 22, 23, 24] , compositions of several mappings [5, 19, 12, 21] , and related considerations [4, 7] .
Surprisingly for the present authors, the form of a stochastic integral representation of the class of stable distributions has been unknown. On the other hand, a shot noise-type series representation of such distributions has been known and used by many authors for a long time (see, e.g., [17] ). In this paper, we give a stochastic integral representation of strictly stable distributions on R d , characterize the domain and range of the corresponding stochastic integral mapping, and establish an explicit relationship between stochastic integral and series representations. Our main results are Theorems 3.3, 3.4, and 3.7.
The stochastic integral representation of strictly stable distributions is given by the mapping Ξ α (µ) := L
. In Theorem 3.3 we show that the range of Ξ α coincides with the class of strictly α-stable distributions when α = 1. The case α = 1 is more delicate since the range of Ξ 1 is smaller than the class of strictly 1-stable distributions. We describe precisely distributions representable by Ξ 1 , from which it follows that every strictly 1-stable distribution belongs to the range of Ξ 1 after certain deterministic translation. The relationship between stochastic integral and series representations of strictly stable distributions is captured when one studies the restriction of Ξ α to the subdomain consisting of compound Poisson distributions. For such distributions µ, 
The right-hand side is a well-known series representation of stable distributions; see, e.g., Corollary 4.10 of Rosinski [15] [18] . See also the end of the section 2.)
Preliminaries
The characteristic function µ(z), z ∈ R d , of µ ∈ I(R d ) is given by the Lévy-Khintchine triplet (A, ν, γ) as follows
where A is a d × d symmetric nonnegative-definite matrix, ν is a measure (called the Lévy measure of µ) on R d satisfying ν({0}) = 0 and
We will write µ = µ (A,ν,γ) to denote an infinitely divisible distribution with the Lévy-Khintchine triplet (A, ν, γ).
there exists the mean
In this case, we will write µ = µ (A,ν,γ 1 )
We will write µ = µ (A,ν,γ 0 ) 0 in this case.
We also use the following polar decomposition of a Lévy measure ν. If ν = 0, then there exist a measure λ on S = {x ∈ R d : |x| = 1} with 0 < λ(S) < ∞ and a
Measure λ is called the spherical component of ν and ν ξ its radial component. If ν(R d ) < ∞, then we may and do assume that ν ξ are probability measures. Indeed, consider a random vector x → (
, |x|) under probability measure ν/ν(R d ) and let ν ξ be the conditional distribution of |x| given that
with λ(B) = ν({x = 0 :
and when α = 1,
where λ 1 is a finite measure on S, called the spectral measure of µ, and
(See, e.g., Theorem 14.10 in Sato [18] .)
The results
Recall that {X
Consider an improper stochastic integral defined by
provided the limit in probability exists. In this case we will say that the improper stochastic integral is definable, see Sato [20] . Consider a mapping between infinitely
Let D(Ξ α ) denote the domain of this mapping. The following characterization of D(Ξ α ) follows from Proposition 5.3 and Example 4.5 of Sato [20] .
x log(|x| ∨ ε) ν(dx) and lim
Remark 3.2. Condition specifying when µ ∈ D(Ξ 1 ) looks complicated, but there is a simple sufficient condition. Namely, if
The next three theorems are main results of this paper. The first one shows that every strictly stable law can be represented as the law of a stochastic integral in (3.1), except for the case α = 1, when the representation is up to a well specified shift parameter. The second one connects the integral and series representations of stable distributions. The third one gives a subdomain of D(Ξ α ) on which Ξ α is one-to-one.
(ii) When α = 1, we have
where, respectively, λ 1 and τ are the spectral measure and the shift of µ given by (2.3).
Here supp(λ 1 ) denotes the support of λ 1 . If λ 1 = 0, then we put span supp(λ 1 ) = {0}
by convention. 
in the sense that the integral is definable if and only if the series converges a.s. and then the equality holds a.s. Consequently, the series in (3.3) converges a.s. if and
consisting of distributions representable by either side of (3.3). We have,
and when 1 < α < 2,
In the above, respectively, λ 1 and τ are the spectral measure and the shift of µ given
The following example sheds some light on the nature of (3.6).
have the spectral measure λ 1 supported by three vertices ξ 1 , ξ 2 , ξ 3 ∈ S of a proper triangle ∆. Then µ is representable by either side of (3.
⇔ ∆ is an acute triangle.
Indeed, ∆ is an acute triangle if and only if 0 belongs to the interior of ∆, that is, 
Let µ 1 and µ 2 have the Lévy-Khintchine triplets (0, ν 1 , 0) and (0, ν 2 , 0), where ν 1 and ν 2 have polar decompositions ( λ, δ 1 ) and ( λ, 2 −1 δ 2 ), respectively. Then µ 1 , µ 2 ∈ D(Ξ 1 ), µ 1 = µ 2 and Ξ 1 (µ 1 ) = Ξ 1 (µ 2 ) = µ. See also Remark 6.4 of Barndorff-Nielsen et al. [6] . However, as shown in what follows, the restrictions Ξ α | CP 0 (S) with 0 < α < 1,
and Ξ α | CP 1 (S) with 1 < α < 2 are injective.
and the restriction Ξ α | CP 0 (S) is injective. Especially, in the case d = 1,
where {N 1 (t)} and {N 2 (t)} are independent Poisson processes with unit rate.
and the restriction Ξ 1 | CP 0 (S)∩CP 1 (S) is injective. Especially, in the case d = 1,
(iii) When 1 < α < 2, we have
and the restriction Ξ α | CP 1 (S) the injective. Especially, in the case d = 1, 
Proofs
Proof of Theorem 3.1. Statements (i) and (iii) follow from Proposition 5.3 and Example 4.5 of Sato [20] , as does (ii), because
x log(|x| ∨ ε) ν(dx).
and
The condition |x| ν(dx) < ∞ justifies the interchange of the order of integration in these integrals.
The following lemma is needed for the proof of the next theorem.
Lemma 4.1. Let λ be a non-zero finite measure on S. Then, for any a ∈ R d , a ∈ span supp(λ) if and only if a = S ξf (ξ) λ(dξ) for some f ∈ L ∞ (S, λ).
Proof. Consider a linear subspace H of R d given by
and let H ⊥ be its orthogonal complement. Let K = span supp(λ) and K ⊥ be the
The converse inclusion, K ⊥ ⊂ H ⊥ is obvious from the displayed equality, so that
is enough to prove the strict stability of Y :=
with an independent copy
This shows the strict stability of Y . We will also need the following relations.
, where
It follows that the spectral measure λ 1 of µ is given by λ 1 = |Γ(−α) cos (i) (α = 1). We only need to show that S
and, using (4.1)-(4.3), it is easy to check that Ξ α (µ) = µ.
and, similarly as above, we verify that Ξ α (µ) = µ.
(ii) (α = 1). This case is more delicate and its proof is more involved. Let
3) with S ξ λ 1 (dξ) = 0 and τ ∈ span supp(λ 1 ). Put
. Then ε 0 < g(ξ) < T 0 λ-a.e. ξ ∈ S for some 0 < ε 0 < 1 < T 0 and
Define a measure ν on R d by
Notice that ν is a finite measure concentrated on the annulus {ε 0 < |x| < T 0 } Therefore, it clearly satisfies the first, third and forth conditions on ν of Theorem 3.1(ii).
The second condition is also immediate as
Note that the shift parameter in (2.3) of Ξ 1 (µ) is γ +c S ξλ(dξ), where c is a constant; see the proof of Theorem 14.10 in Sato [18] . Since S ξλ(dξ) = 0, the shift parameter
This proves that Ξ 1 (µ) = µ 1 .
λ, where
and a shift
Consider a polar decomposition (2.1) of a finite measure ρ, given by ρ(dx) = |x|ν(dx), into the spherical component λ, given above, and the radial component ρ ξ . ρ ξ are probability measures. We have for 0 < ε < 1 < T , Proof of Theorem 3.4. Let Γ j = θτ j . Then {Γ j } is a sequence of arrival times in a Poisson process of rate one and we can write (3.3) as (4.5)
Applying Theorem 4.1 of Rosiński [16] we get that the series converges a.s. if and
Let 0 < α < 1. Notice that for every ε ∈ (0, 1) lim sup
Letting ε → 0 we show that lim sup
We conclude that the series in (4.5) converges a.s. if and only if E|V | α < ∞, that is, µ ∈ D(Ξ α ) when 0 < α < 1.
If 1 < α < 2 and µ ∈ D(Ξ α ), then E|V | α < ∞. Since also EV = 0 we get
Thus, the series in (4.5) converges a.s. Conversely, if the series in (4.5) converges a.s.
then E|V | α < ∞ and the limit in (4.7) exists. Hence 0 = lim
which implies that EV = 0. Thus µ ∈ D(Ξ α ). We conclude that, when α = 1, the series in (4.5) converges a.s. if and only if µ ∈ D(Ξ α ). Now consider α = 1. Suppose that the series in (4.5) converges a.s. Then R d |x| ν(dx) = θE|V | < ∞ and the limit (4.6)
exists. Therefore, 0 = lim
This shows that R d x ν(dx) = θEV = 0. The condition |x|≤1 |x| | log |x|| ν(x) < ∞ obviously holds because ν is a finite measure. Then for T > 1 we have
x log |x| ν(dx)
x log |x| ν(dx).
Since the limit in (4.8) exists, lim T →∞ |x|>1 x log(|x| ∧ T ) ν(dx) exists as well. Thus
, then EV = 0 and the above computation shows that the limit in (4.8) exists. This completes the case α = 1.
We have proved that one side in (3.3) exists if and only if the other one does. Now we will show that they are equal. Let N t = max{j : τ j ≤ t}. For any fixed T > 0 we have
The integral is definable if and only if the series converges a.s., so passing T → ∞ yields the almost sure equality in (3.3).
Relation (3.4) is immediate from the proof of Theorem 3.3(i), where we con-
Similarly, the proof Theorem 3.3(ii) gives for any
This shows (3.4). Now we will prove (3.6),
, where the radial components ρ ξ are probability measures and the spherical component λ is given by (4.2). Define
and by Jensen's inequality,
As noted in the comment following (4.2), the spectral measure λ 1 of µ is proportional to λ. Therefore, q satisfies the conditions of (3.6).
To prove the converse inclusion, let µ 1 be a strictly α-stable distribution with the spectral measure λ 1 such that for some function q the conditions of (3.6) hold. The rest of the proof of this case is similar to the case (i).
(iii) This case is similar to the case (i).
Final remarks
The following proposition and remark are concerned with the limits of ranges of iterations of the mappings Ξ α , 0 < α < 2. The composition Ξ
