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Abstract
The structured pseudospectra of a matrix A are sets of complex num-
bers that are eigenvalues of matrices X which are near to A and have the
same entries as A at a fixed set of places. The sum of multiplicities of
the eigenvalues of X inside each connected component of the structured
pseudospectra of A does not depend on X. This fact is known, but not
so much as it should be. For this reason, we give here an elementary and
detailed proof of the result.
AMS classification: 15A18; 15A60; 65F35.
1 Introduction
In this paper we will use the Euclidean norm for vectors and the spectral norm
for matrices. Let M ∈ Cn×n and we denote its spectrum by Λ(M); for any
µ ∈ Λ(M), we denote by m(µ,M) the algebraic multiplicity of µ as an eigenvalue
of M . The nullity of a matrix M ∈ Cm×n is defined as ν(M) := n − rankM .
For all complex number z0 and any positive real r, we denote by B(z0, r) the
open ball centered at z0 and radius r.
Let A ∈ Cn×n and Λ(A) = {λ1, . . . , λp}; let η be a real number such that
0 < η < min
i 6=j
|λi − λj |
2
.
By the continuity of the eigenvalues there exists a number δ > 0 such that for
all A′ ∈ Cn×n that satisfies ‖A′ − A‖ < δ we have: (1) Λ(A′) ⊂ ∪pi=1B(λi, η);
(2) for every i = 1, . . . , p, ∑
α∈Λ(A′)∩B(λi,η)
m(α,A′) = m(λi, A). (1)
Let ε > 0, we define the ε-pseudospectrum of A as the set Λε(A) := {z ∈ C :
z ∈ Λ(X), X ∈ Cn×n, ‖X − A‖ ≤ ε}. If we change ≤ by < in this definition
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we define the strict ε-pseudospectrum of A, denoted by Λ′ε(A). We will call ε-
pseudoeigenvalue of A to any complex number λ of the ε-pseudospectrum of A.
When we need to precise some matrix X, ‖X −A‖ ≤ ε, such that λ ∈ Λ(X), we
will say that λ is an ε-pseudoeigenvalue of A associated with X.
The number of elements of a finite set Z will be denoted by #Z. Let S
be a subset of n×n where n:={1, 2, . . . , n}. Let s := #S and we denote by
(i1, j1), (i2, j2), . . . , (is, js) the elements of S ordered according the lexicogra-
phical order of N × N, with N := {1, 2, . . .} the set of natural numbers. Let us
define the matrix function
MS : Cs → Cn×n
that to each s-tuple z = (z1, . . . , zs) ∈ Cs associates the matrix MS(z), given
by {
MS(z)(ik, jk) = zk for k = 1, . . . , s,
MS(z)(i, j) = 0 for (i, j) /∈ S.
For every ε > 0 we will call structured ε-pseudospectrum of (structure S) of the
matrix A to the set
ΛS,ε(A) :=
⋃
z∈Cs
‖z‖≤ε
Λ(A+MS(z));
The strict structured ε-pseudospectrum of (structure S) of the matrix A will
be the set
Λ′S,ε(A) :=
⋃
z∈Cs
‖z‖<ε
Λ(A+MS(z)).
We will call structured ε-pseudoeigenvalue of (structure S) of A to any complex
number λ of ΛS,ε(A). Analogously, when we need to precise some z, ‖z‖ ≤ ε,
such that λ ∈ Λ(A+MS(z)), we say that λ is an structured ε-pseudoeigenvalue
of A associated with z.
Embree and Trefethen [4] have extended a large number of the properties of
the spectrum to the pseudospectrum. The main objective of this paper is to give
a generalization of equality (1). In fact, Mosier showed [12, Theorem 2, p. 269]
that for sufficiently small ε, if ‖A′−A‖ < ε, then both A and A′ have the same
number of eigenvalues in each connected component of Λ′ε(A) (counted with
multiplicity), and also that there is at least one eigenvalue of A in each connected
component. In his brilliant thesis about structured pseudospectra [8], Karow
gave a rigorous proof of this result; see his Proposition 2.2.3. A sketchy proof,
for matrix polynomials, was given by Lancaster and Psarrakos [10, Theorem
2.3].
This paper is organized as follows: Section 1 is this Introduction. Section 2
reviews known properties about the compactness and closure of pseudospectra.
Section 3 gives other proof of the fact that every connected component of ΛS,ε(A)
contains an eigenvalue of A. In Section 4 we present formulas that give the
number of k-multiple roots of a polynomial in terms of its coefficients. Several
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results on the parameterization of the spectrum of a continuous matrix function
of a real variable, are reformulated in Section 5. The main result about the
constancy of the sum of multiplicities of the eigenvalues of A+MS(z), ‖z‖ < ε,
inside a connected component of the structured ε-pseudospectrum, is given in
Section 6. A lower bound of the distance from a matrix A to the set of matrices
X that have eigenvalues with greater multiplicity, is given in Section 7, jointly
with other corollaries.
2 Compactness and closure
Proposition 1. Let ε > 0, then,
1. ΛS,ε(A) is a compact set.
2. The set of isolated points of ΛS,ε(A) is contained in Λ(A).
3. Λ′S,ε(A) \ Λ(A) is a nonempty open set.
We denote by X the closure of the subset X of C.
Corollary 2.
Λ′S,ε(A) = ΛS,ε(A).
See [8, p. 17–18, Propositions 2.2.3, 2.2.4 and 2.2.5] and [3].
3 Connected components
Theorem 3. Let ε > 0, for each z ∈ Cs such that ‖z‖ ≤ ε, every connected
component T of ΛS,ε(A) contains at least an eigenvalue of A+MS(z).
Proof. Let w0 be any point of T ; so, there is a vector z0 ∈ Cs such that ‖z0‖ ≤
ε and w0 is an eigenvalue of A+MS(z0). Let u(t) := z0 + t(z − z0), t ∈ [0, 1].
As any ball in a normed space is convex [11, p. 356, Exercise 2], for all t ∈ [0, 1],
u(t) ∈ B(0, ε); therefore, for all t ∈ [0, 1],
Λ(A+MS(u(t))) ⊂ ΛS,ε(A).
By [2, p. 155, Corollary VI.1.6],[9, p. 126, Theorem 5.2] there exist continuous
functions λ1, . . . , λn : [0, 1]→ C such that for every t ∈ [0, 1],
Λ(A+MS(u(t))) = {λ1(t), . . . , λn(t)} (it may have repetitions).
Then,
Λ(A+MS(z0)) = {λ1(0), . . . , λn(0)};
hence, there is an index i ∈ {1, . . . , n} such that w0 = λi(0). As
Λ(A+MS(z)) = {λ1(1), . . . , λn(1)},
λi(1) ∈ Λ(A+MS(z)), and given that there exists a continuous path λi(t) that
connects w0 = λi(0) with λi(1) inside ΛS,ε(A), we have λi(1) ∈ T . Hence, T
contains an eigenvalue of A+MS(z). 2
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Remark 4. In particular, the theorem that we have just demonstrated implies
that every connected component of the pseudospectrum, ΛS,ε(A), contains at
least an eigenvalue of A, because MS(0) = 0. Other authors prove first this
assertion from the maximum modulus principle for analytic functions, [3], [4].
4 Number of roots
All information concerning a polynomial is enclosed in its coefficients; so it must
be possible to answer many questions about the polynomial from conditions
satisfied by its coefficients. In this section we will give thus the number of
distinct roots that has a polynomial, or the number of distinct roots that have
a prescribed multiplicity. This will be done by computing the rank of matrices
constructed with the coefficients of the polynomial.
Consider the complex polynomial
a(λ) = λn + a1λn−1 + · · ·+ an−1λ+ an
and h complex polynomials b1(λ), . . . , bh(λ). Let
Π := {a(λ), b1(λ), . . . , bh(λ)}.
Let us suppose that the greatest degree of the polynomials
b1(λ), . . . , bh(λ)
is p ≤ n.
Then we write
b1(λ) = b1,n−pλp + b1,n−(p−1)λp−1 + · · ·+ b1,n−1λ+ b1n
...
...
bi(λ) = bi,n−pλp + bi,n−(p−1)λp−1 + · · ·+ bi,n−1λ+ bin
...
...
bh(λ) = bh,n−pλp + bh,n−(p−1)λp−1 + · · ·+ bh,n−1λ+ bhn
where bi,n−p 6= 0 for at least an i ∈ {1, . . . , h}. Let us define the matrix p×(n+p)
associated with a(λ):
S0 :=

1 a1 a2 · · · an 0 · · · 0
0 1 a1 · · · an−1 an · · · 0
...
. . . . . . . . . . . .
...
0 0 · · · 1 a1 · · · an−1 an

and a matrix n× (n+ p) associated with each bi(λ)
Si :=

bi,n−p bi,n−(p−1) · · · bin 0 · · · 0
0 bi,n−p · · · bi,n−1 bin · · · 0
...
. . . . . . . . .
0 0 · · · bi,n−p · · · bi,n−1 bin

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for i = 1, . . . , h. The generalized Sylvester’s resultant of the polynomials
a(λ), b1(λ), . . . , bh(λ)
is defined in this way
R := R(Π) := R
(
a, b1, . . . , bh) :=

S0
S1
...
Sh
 ∈ C(nh+p)×(n+p). (2)
stacking the matrices S0, S1, . . . , Sh. With these notations we have the next
theorem, proved in [1].
Theorem 5. The number of common roots of the polynomials
a(λ), b1(λ), . . . , bh(λ),
counting multiplicities in their greatest common divisor, is equal to the nullity
of the matrix R.
Given the complex polynomial
f(λ) = λn + a1λn−1 + · · ·+ an−1λ+ an,
for each integer k, 1 ≤ k ≤ n, let us denote by Nk (resp. ρk) the number of
distinct roots of f(λ) of multiplicity ≥ k (resp. = k).
Theorem 6. Let R(f, f ′, . . . , f (k)) be the generalized Sylvester’s resultant ma-
trix of the polynomials f(λ), f ′(λ), . . . , f (k)(λ), for each k = 1, 2, . . . , n, n + 1.
Then,
Nk = ν
(
R(f, f ′, . . . , f (k−1))
)− ν(R(f, f ′, . . . , f (k)))
ρk = ν
(
R(f, f ′, . . . , f (k−1))
)− 2ν(R(f, f ′, . . . , f (k)))+
ν
(
R(f, f ′, . . . , f (k+1))
)
for 1 ≤ k ≤ n, where if k = 1, ν(R(f, f ′, . . . , f (k−1))) := ν(R(f)) and
R(f) :=

1 a1 a2 · · · an 0 · · · 0
0 1 a1 · · · an−1 an · · · 0
...
. . . . . . . . .
...
0 0 · · · 1 a1 · · · an−1 an
 .
Proof. The matrix R(f) has dimensions (n−1)× (2n−1);hence, rankR(f) =
n− 1. Which implies
ν
(
R(f)
)
= n. (3)
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We will prove the formula for Nk by induction on k. Let us suppose that
k = 1. Then the number of distinct roots, r, of f(λ) coincides with N1. Let
λ1, λ2, . . . , λr ∈ C be the distinct roots of f(λ) with respective multiplicities
m1,m2, . . . ,mr. Then we deduce that the number of common roots to f(λ) and
f ′(λ) counting their multiplicities in the gcd(f(λ), f ′(λ)), is
(m1 − 1) + (m2 − 1) + · · ·+ (mr − 1), (4)
because the mi-multiple root λi of f(λ) is an (mi − 1)-multiple root of f ′(λ),
and, so, is a root of multiplicity mi−1 of gcd(f(λ), f ′(λ)), for each i = 1, . . . , r.
Therefore,
(m1 − 1) + (m2 − 1) + · · ·+ (mr − 1) = ν
(
R(f, f ′)
)
.
Hence,
m1 +m2 + · · ·+mr − r = ν
(
R(f, f ′)
)
,
but m1 +m2 + · · ·+mr = n; which implies n− r = ν
(
R(f, f ′)
)
; that is to say,
r = n− ν(R(f, f ′)). Therefore,
r = ν
(
R(f)
)− ν(R(f, f ′));
which is equivalent to
N1 = ν
(
R(f)
)− ν(R(f, f ′)), (5)
because ν
(
R(f)
)
= n. This proves the formula for Nk for k = 1.
Next, let us suppose that the formula for Nk is true for 1, 2, . . . , k. Let
α1, α2, . . . , αNk+1 be the roots of f(λ) with multiplicities ≥ k + 1; let us de-
note their respective multiplicities by m1,m2, . . . ,mNk+1 . Then for each i =
1, . . . , Nk+1, the number αi is an (m1− (k+ 1))-multiple root of the polynomial
gcd
(
f(λ), f ′(λ), . . . , f (k+1)(λ)
)
;
this implies
(m1 − (k + 1)) + · · ·+ (mNk+1 − (k + 1)) = ν
(
R(f, f ′, . . . , f (k+1))
)
.
Therefore,
m1 + · · ·+mNk+1 − (k + 1)Nk+1 = ν
(
R(f, f ′, . . . , f (k+1))
)
. (6)
But, by the definition of the numbers Nj , j = 1, . . . , n, the polynomial f(λ)
has Nk − Nk+1 k-multiple distinct roots, Nk−1 − Nk (k − 1)-multiple distinct
roots, . . . , N2 − N3 double distinct roots and N1 − N2 simple distinct roots.
Hence,
n = (m1 + · · ·+mNk+1) + k(Nk −Nk+1) + (k − 1)(Nk−1 −Nk)
+ · · ·+ 2(N2 −N3) + (N1 −N2);
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hence,
m1 + · · ·+mNk+1 = n− kNk + kNk+1 − (k − 1)Nk−1 (7)
+ (k − 1)Nk − (k − 2)Nk−2 + (k − 2)Nk−1
· · · − 2N2 + 2N3 −N1 +N2
= n+ kNk+1 −Nk −Nk−1 − · · · −N3 −N2 −N1;
Now, (6) and (7) imply
n+ kNk+1 −Nk −Nk−1 − · · · −N2 −N1 − (k + 1)Nk+1
= ν
(
R(f, f ′, . . . , f (k+1))
)
;
therefore,
n−
k∑
i=1
Ni −Nk+1 = ν
(
R(f, f ′, . . . , f (k+1))
)
;
or,
n−
k∑
i=1
Ni − ν
(
R(f, f ′, . . . , f (k+1))
)
= Nk+1. (8)
But, by induction hypothesis,
N1 = ν
(
R(f)
)− ν(R(f, f ′)),
N2 = ν
(
R(f, f ′)
)− ν(R(f, f ′, f ′′)),
...
Nk−1 = ν
(
R(f, f ′, . . . , f (k−2))
)− ν(R(f, f ′, . . . , f (k−1))),
Nk = ν
(
R(f, f ′, . . . , f (k−1))
)− ν(R(f, f ′, . . . , f (k)));
that implies
k∑
i=1
Ni = ν
(
R(f)
)− ν(R(f, f ′, . . . , f (k))).
From here, by (8) and (3),
ν
(
R(f, f ′, . . . , f (k))
)− ν(R(f, f ′, . . . , f (k+1))) = Nk+1.
In consequence, the formula for Nk is true for all k = 1, . . . , n.
When 1 ≤ k < n, as ρk := Nk −Nk+1,
ρk = ν
(
R(f, f ′, . . . , f (k−1))
)− ν(R(f, f ′, . . . , f (k)))
− ν(R(f, f ′, . . . , f (k)))+ ν(R(f, f ′, . . . , f (k+1))).
If k = n, then ν
(
R(f, f ′, . . . , f (n))
)
= 0, and Nn+1 = 0. Whence,
ρn = Nn −Nn+1 = Nn = ν
(
R(f, f ′, . . . , f (n−1))
)− ν(R(f, f ′, . . . , f (n)));
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or
ρn = ν
(
R(f, f ′, . . . , f (n−1))
)− 2 · 0 + 0.
Therefore, the formula for ρk is true for all k = 1, . . . , n. 2
Corollary 7. The number of distinct roots of f(λ) is
u = n− ν(R(f, f ′)). (9)
The formula (9) appeared in the page 609 of [7], just before (19.2.1).
5 Spectrum of matrix functions of a real vari-
able
First, let us cite a lemma about locally constant functions on connected spaces.
Lemma 8. Let Ω be a connected topological space, let S be any set, and let
f : Ω→ S be a function such that for every ω0, there is a neighborhood V of ω0
such that the restriction of f to V is constant. Then f is constant on Ω.
For a proof see Lemma 2.1, p. 152 of [5]. Second, we write a lemma about
the continuity of the spectrum of a continuous matrix function.
Lemma 9. Let E be a topological space and A : E → Cn×n a continuous matrix
function. Let t0 ∈ E,α1, . . . , αp be the distinct eigenvalues of A(t0), and let η
be a real number such that
0 < η < min
i 6=j
|αi − αj |
2
.
Then there is a neighborhood V(t0) of t0 such that, for all t ∈ V(t0),
Λ(A(t)) ⊂ B(α1, η) ∪ · · · ∪B(αp, η),
and for each k ∈ {1, . . . , p},∑
µ∈Λ(A(t))∩B(αk,η)
m(µ,A(t)) = m(αk,A(t0)).
Definition 10. Let A : E → Cn×n a continuous matrix function defined on a
topological space E. Let
N(t) := #{µ ∈ C : det(µI −A(t)) = 0}
for all t ∈ E. We will say that t0 ∈ E is a bifurcation point of the spectrum of
A if the function N is not constant on every neighborhood of t0.
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Condition for a set of continuous functions not to have bi-
furcation points
Lemma 11. Let Ω be a connected topological space. Let S be a set of continuous
complex functions defined on Ω such that the number of elements of the subset
S(t) := {f(t)|f ∈ S} of C is finite and does not depend on t ∈ Ω. Let t0 ∈ Ω
and f, g ∈ S be such that f(t0) = g(t0). Then f = g.
See a proof in [6, Lemma 4.1, p. 375]. As a consequence of Lemma 11 we
have the following lemma.
Lemma 12. Let A : I → Cn×n be a continuous matrix function defined on an
interval I of the real line. Let us denote
r := max
t∈I
# Λ(A(t)).
Then there are r continuous functions λj : I → C, j = 1, . . . , r, such that for
each t ∈ I,
{λ1(t), . . . , λr(t)} = Λ(A(t)).
Let A : (a, b) → Cn×n be a continuous matrix function defined on an open
interval (a, b) of the real line. First, we are going to prove the claim: An
accumulation point of bifurcation points is also a bifurcation point.
Let τ0 ∈ (a, b) be an accumulation point of bifurcation points of the spectrum
of A : (a, b) → Cn×n. Then τ0 is a bifurcation point of the spectrum of A.
In fact, in every (open) neighborhood N of τ0 there exist bifurcation points
t0. Hence, the function N is not constant on N. As this happens for every
neighborhood of τ0, we deduce that τ0 is a bifurcation point.
Therefore, if we suppose that the bifurcation points of the spectrum of A
are isolated, it will follow that the set of these points cannot have accumulation
points that belong to (a, b). But a or b may be accumulation points of such set.
Lemma 13. Let A : (a, b) → Cn×n be a continuous matrix function such that
the bifurcation points of its spectrum, if any, are isolated. Let us denote
r := max
t∈(a,b)
# Λ(A(t)).
Then there are continuous functions λ1, . . . , λr : (a, b) → C such that for all
t ∈ (a, b),
Λ(A(t)) = {λ1(t), . . . , λr(t)}. (10)
If t′0 < t0 < t
′′
0 , with t
′
0, t0, t
′′
0 ∈ (a, b), are three consecutive bifurcation points,
then # Λ(A(t)) is constant in each of the intervals (t′0, t0) and (t0, t
′′
0), let us say
that
# Λ(A(t)) =
{
u if t ∈ (t′0, t0),
v if t ∈ (t0, t′′0).
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Moreover, there exist two subsets {j1, . . . , ju} and {k1, . . . , kv} of r such that
for all t ∈ (t′0, t0) the numbers λj1(t), . . . , λju(t) are the u distinct eigenvalues
of A(t), and for all t ∈ (t0, t′′0) the numbers λk1(t), . . . , λkv (t) are the v distinct
eigenvalues of A(t).
Proof. By Lemma 12, there are r continuous functions λ1, . . . , λr : (a, b)→ C
such that for all t ∈ (a, b),
Λ(A(t)) = {λ1(t), . . . , λr(t)}.
Given that t′0 are t0 two consecutive bifurcation points of the spectrum of A, we
deduce that Λ(A(t)) has a constant number of elements when t runs over (t′0, t0);
this is consequence of Lemma 8; let us say that # Λ(A(t)) = u for t ∈ (t′0, t0).
By Lemma 11 if two of the functions λ1, . . . , λr, let us say λi and λj , coincide
at a point τ0 of (t′0, t0)
λi(τ0) = λj(τ0),
then λi(t) = λj(t) for all t ∈ (t′0, t0). This let us select the subset {λj1 , . . . , λju}
of {λ1, . . . , λr} constituted by the u functions such that for all t ∈ (t′0, t0),
Λ(A(t)) = {λj1(t), . . . , λju(t)}.
The rest of the proof is analogous. 2
The behavior of the spectrum at a point that is not a bifurcation point, is
more simple, as the following lemma shows. See a proof in Lemma 4.2, p. 163,
of [5].
Lemma 14. Let A : (a, b)→ Cn×n be a continuous matrix function. Let
r := max
t∈(a,b)
# Λ(A(t)).
If t0 ∈ (a, b) is not a bifurcation point of the spectrum of A, then there are a
number ε > 0 and q continuous functions ϕ1, . . . , ϕq : (a, b) → C, q ≤ r, such
that for t ∈ (t0 − ε, t0 + ε)
Λ
(
A(t)
)
= {ϕ1(t), . . . , ϕq(t)}
and the numbers ϕ1(t), . . . , ϕq(t) are distinct.
Constant multiplicities
The following lemma, proved in [6, Lemma 2.1, p. 365] with the help of Lem-
mas 8 and 11, says that if a monic polynomial has continuous coefficients ci(t),
and a constant number of distinct roots when t varies in an interval of the real
line, then the multiplicities of its roots are constant also.
Lemma 15. Let I be an interval of R. Let n, r be positive integers with r ≤ n.
Let
c1, . . . , cn : I → C
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be continuous functions. Suppose that the number of distinct roots, r, of the
polynomial
pt(λ) = λn + c1(t)λn−1 + · · ·+ cn−1(t)λ+ cn(t), λ ∈ C.
is constant. Then there are r continuous functions α1, . . . , αr : I → C such that
for all t ∈ I, the values α1(t), . . . , αr(t) are the roots of pt(λ) = 0. Moreover,
the multiplicities of these roots are constant.
6 Multiplicities of structured pseudoeigenvalues
By Theorem 3 each connected component of the ε-pseudospectrum of structure
S of A contains an eigenvalue of A; which implies that the number of connected
components is ≤ n. The main theorem in this paper is the following result,
which asserts that the sum of algebraic multiplicities of the ε-pseudoeigenvalues
of structure S of A associated with z, ‖z‖ < ε, that are inside the same connected
component, remains constant.
Theorem 16. Let T be a connected component of Λ′S,ε(A). Then for all z ∈ Cs
such that ‖z‖ < ε, ∑
ζ∈Λ(A+MS(z))∩T
m(ζ,A+MS(z)) =
∑
α∈Λ(A)∩T
m(α,A). (11)
Proof. For all t ∈ R let us define Z(t) := A+MS(tz). For all t ∈ [0, 1],
‖tz‖ = |t| ‖z‖ < ε;
which implies Λ(Z(t)) ⊂ Λ′S,ε(A). Even more, given that the ball B(0, ε) ⊂ Cs
is an open set, there exists a δ > 0 such that ∀t ∈ (−δ, 1 + δ),
Λ(Z(t)) ⊂ Λ′S,ε(A).
It is obvious that Z(0) = A y Z(1) = A + MS(z). The eigenvalues of Z(t)
describe continuous trajectories
λ1(t), . . . , λn(t)
that go from λ1(0), . . . , λn(0) to λ1(1), . . . , λn(1) inside Λ′S,ε(A), because [0, 1]
is connected and the continuous image of a connected set is connected. We are
going to see that in this trip of the eigenvalues, the sum of multiplicities of the
ones lying inside each connected component of Λ′S,ε(A) is preserved.
For each real t, let
pZ(t)(λ) := det(λI − Z(t))
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be the characteristic polynomial of Z(t); obviously,
pZ(t)(λ) = λn + a1(t)λn−1 + · · ·+ an−1(t)λ+ an(t),
where each of the functions a1(t), . . . , an(t) is a polynomial in t. Let
u := max
t∈R
#Λ(Z(t)).
It is evident that u may be less that n. In general, we have the next assertion.
Assertion 1.- There exists a finite subset (or empty) F of R such that
#Λ(Z(t))
{
= u if t ∈ R \ F,
< u if t ∈ F.
Proof. Let
R(t) := R
(
pZ(t), p
′
Z(t)
)
be the Sylvester resultant matrix of the polynomials pZ(t) and its derivative
p′Z(t). The matrix R(t), given by
1 a1(t) · · · an(t) 0 · · · 0
0 1 a1(t) · · · an(t) · · · 0
...
. . . . . . . . .
...
0 0 · · · 1 a1(t) · · · an(t)
n (n− 1)a1(t) · · · an−1(t) 0 · · · 0
0 n (n− 1)a1(t) · · · an−1(t) · · · 0
...
. . . . . . . . .
...
0 0 · · · n (n− 1)a1(t) · · · an−1(t)

,
is square of size 2n− 1.
Let k, (n ≤ k ≤ 2n− 1), be the rank of R(t) as polynomial matrix in t; that
is to say, k is the greatest order of minors of R(t) that are not identically null.
Let us denote by D1(t), . . . , D`(t) the minors of order k that are not identically
null. Hence, if τ is a real value such that some of the numbers D1(τ), . . . , D`(τ)
is different from 0, it follows rankR(τ) = k. Let F be the set of the common
real roots of the polynomials
D1(t), . . . , D`(t).
Then, if t0 ∈ F , we have rankR(t0) < k. Therefore, if t ∈ R\F , then ν
(
R(t)
)
=
2n− 1− k. By Corollary 7,
u = n− ν(R(t)) = n− (2n− 1− k) = k + 1− n.
If t0 ∈ F , then ν
(
R(t)
)
> 2n− 1− k; whence
n− ν(R(t)) < n− (2n− 1− k) = u. 2
By Definition 10, F is the set of bifurcation points of the spectrum of the
matrix function Z : R → Cn×n. There are only two significative cases in the
relation of F with the interval [0, 1]:
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• Case 1.- either, F ∩ [0, 1] 6= ø,
• Case 2.- or, F ∩ [0, 1] = ø.
Case 1.- Let t1 := minF ∩ [0, 1]. Let t2 be the next element of F that
follows to t1 (it can happen that t2 ∈ [0, 1], or 1 < t2, or F ∩ [0, 1] = {t1}).
Suppose that 0 ≤ t1 < t2 ≤ 1. In virtue of Lemma 11, because (t1, t2) is
connected and
{λ1(t), . . . , λn(t)}
has exactly u elements for t ∈ (t1, t2), there is a subset of functions {λj1 , . . . , λju}
of {λ1, . . . , λn} such that for t ∈ (t1, t2),
{λj1(t), . . . , λju(t)} = Λ(Z(t)).
As the functions λ1, . . . , λn are continuous,
Λ(Z(t1)) = {λj1(t1), . . . , λju(t1)};
but, taking into account that Λ(Z(t1)) has less than u elements, there are rep-
etitions in the list λj1(t1), . . . , λju(t1).
Let T be a connected component of Λ′S,ε(A). Suppose that
Λ(Z(t1)) ∩ T = {α1, . . . , αg};
then there is a subset {λ˜1, . . . , λ˜p} of {λj1 , . . . , λju} such that:
1.
α1 = λ˜1(t1) = · · · = λ˜γ1(t1),
α2 = λ˜γ1+1(t1) = · · · = λ˜γ1+γ2(t1),
...
αg = λ˜γ1+···+γg−1+1(t1) =
· · · = λ˜γ1+···+γg−1+γg (t1),
with γ1 + · · ·+ γg = p (⇒ g ≤ p);
2.
{α1, . . . , αg} ∩ {λ′1(t1), . . . , λ′u−p(t1)} = ø,
where
{λ′1, . . . , λ′u−p} := {λj1 , . . . , λju} \ {λ˜1, . . . , λ˜p}.
If δ > 0 is sufficiently small, by Lemma 9, for all t ∈ (t1, t1 + δ),
m(α1, Z(t1)) =
γ1∑
i=1
m(λ˜i(t), Z(t)),
...
m(αg, Z(t1)) =
γg∑
i=1
m(λ˜γ1+···+γg−1+i(t), Z(t));
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hence, agreeing that
∑0
i=1 γi := 0,
g∑
j=1
m(αj , Z(t1)) =
g∑
j=1
γj∑
k=1
m(λ˜Pj−1
i=1 γi+k
(t), Z(t))
=
p∑
`=1
m(λ˜`(t), Z(t)). (12)
By Lemma 15 and due to (t1, t2) is connected, the multiplicities
m(λj1(t), Z(t)), . . . ,m(λju(t), Z(t)) (13)
are constant on (t1, t2).
Let
{β1, . . . , βh} := Λ(Z(t2)) ∩ T ;
then by continuity we have
{β1, . . . , βh} = {λ˜1(t2), . . . , λ˜p(t2)};
in the set of the right hand side of this equality can have repetitions; so, let
{˜˜λ1, . . . , ˜˜λp} be a reordering of {λ˜1, . . . , λ˜p} such that
β1 =
˜˜
λ1(t2) = · · · = ˜˜λη1(t2),
β2 =
˜˜
λη1+1(t2) = · · · = ˜˜λη1+η2(t2),
...
βh =
˜˜
λPh−1
i=1 ηi+1
(t2) = · · ·
= ˜˜λPh
i=1 ηi
(t2),
with η1 + · · · + ηh = p (⇒ h ≤ p). By (13) and invoking again Lemma 9, for
t ∈ (t1, t2),
h∑
j=1
m(βj , Z(t2)) =
p∑
`=1
m(˜˜λ`(t), Z(t)). (14)
From (12) and (14),
g∑
j=1
m(αj , Z(t1)) =
h∑
j=1
m(βj , Z(t2));
which is equivalent to∑
α∈Λ(Z(t1))∩T
m(α,Z(t1)) =
∑
β∈Λ(Z(t2))∩T
m(β, Z(t2)). (15)
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Now let tq be the last element of F that is ≤ 1; then, iterating q − 1 times
the preceding reasoning, we arrive to∑
α∈Λ(Z(t1))∩T
m(α,Z(t1)) =
∑
β∈Λ(Z(tq))∩T
m(β, Z(tq)). (16)
If it were true that t1 = 0 and tq = 1, we would have finished the proof because
Z(0) = A and Z(1) = A+MS(z). If it were true that 0 < t1, let t0 < 0 be the
element of F immediately less than t1 (if t0 does not exist, we take t0 = −∞);
then the number of distinct eigenvalues of Z(t) when t runs over (t0, t1) would
be constant and equal to u; in fact, they should be the elements of the set
{λi1(t), . . . , λiu(t)}
for certain subset {λi1 , . . . , λiu} of {λ1, . . . , λn}.
Let
{λˆ1, . . . , λˆf} ⊂ {λi1 , . . . , λiu}
be such that
Λ(A) ∩ T = {λˆ1(0), . . . , λˆf (0)} (it cannot have repetitions)
with
Λ(A) ∩ T ∩ {λ′′1(0), . . . , λ′′u−f (0)} = ø
and
{λ′′1 , . . . , λ′′u−f} := {λi1 , . . . , λiu} \ {λˆ1, . . . , λˆf}.
Taking into account that the u algebraic multiplicities
m(λia(t), Z(t)), a = 1, . . . , u
are constant on (t0, t1), for t in this interval,
m(λˆ1(t), Z(t)) + · · ·+ m(λˆf (t), Z(t)) =
f∑
i=1
m(λˆi(0), Z(0)) =∑
α∈Λ(A)∩T
m(α,A);
which implies for t ∈ (t0, t1),
∑
α∈Λ(A)∩T
m(α,A) =
f∑
i=1
m(λˆi(t), Z(t)) =
g∑
j=1
m(αj , Z(t1));
this, and (16), imply∑
α∈Λ(A)∩T
m(α,A) =
∑
β∈Λ(Z(tq))∩T
m(β, Z(tq)). (17)
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If it were true that tq = 1, we would have finished the proof. If it were true
that tq < 1, let tq+1 be the element of F that follows to tq (if it does not exist,
we take tq+1 =∞). Then, there is a subset {λk1 , . . . , λku} of {λ1, . . . , λn} that
parameterizes the u eigenvalues of Z(t) on the interval (tq, tq+1).
Let
{ˆˆλ1, . . . , ˆˆλs} ⊂ {λk1 , . . . , λku}
be such that
Λ(X) ∩ T = {ˆˆλ1(1), . . . , ˆˆλs(1)} (it cannot have repetitions)
with
Λ(X) ∩ T ∩ {λ′′′1 (1), . . . , λ′′′u−s(1)} = ø
and
{λ′′′1 , . . . , λ′′′u−s} := {λk1 , . . . , λku} \ {ˆˆλ1, . . . , ˆˆλs}.
Then, as the values
m(ˆˆλi(t), Z(t)) i = 1, . . . , s
are constant on (tq, tq+1),∑
β∈Λ(Z(tq))∩T
m(β, Z(tq)) =
∑
ξ∈Λ(X))∩T
m(ξ,X). (18)
Due to (17) and (18), we have proved that∑
α∈Λ(A))∩T
m(α,A) =
∑
ξ∈Λ(X))∩T
m(ξ,X). (19)
Case 2.- If F ∩ [0, 1] = ø, the equality (19) follows easily. If {λj1 , . . . , λju} is
the subset of {λ1, . . . , λn} that parameterizes the eigenvalues of Z(t) from t = 0
to t = 1, we deduce that each of the multiplicities m(λji(t), Z(t)), i = 1, . . . , u,
is constant, and in consequence for i = 1, . . . , u,
m(λji(0), Z(0)) = m(λji(1), Z(1));
this proofs (19) in this case. 2
7 Consequences
Remark 17. If t0 ∈ F , then
D1(t0) = 0, . . . , D`(t0) = 0.
Therefore, the maximum multiplicity of the roots of pZ(t0)(λ) is greater than or
equal to the maximum multiplicity of the roots of pZ(t)(λ) for t /∈ F ;
max
α∈Λ(Z(t))
m(α,Z(t)) ≤ max
µ∈Λ(Z(t0))
m(µ,Z(t0)).
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But the number
max
µ∈Λ(Z(t0))
m(µ,Z(t0))
can change really when t0 varies in F ; this occurs if all the minors not identically
null of R(t) of orders k − 1, k − 2, . . . , vanish at t0.
Remark 18. Let dj(t) be the jth determinantal divisor of the polynomial
matrix R(t); that is, dj(t) is the greatest common divisor of all minors of order
j of R(t), j = 1, . . . , k; in particular,
dk(t) = gcd{D1(t), . . . , D`(t)}
If f1(t)| · · · |fk(t) are the nonzero invariant factors of R(t), we have for each
j = 1, . . . , k,
fj(t) =
dj(t)
dj−1(t)
, with d0(t) := 1.
Hence
f1(t) · · · fj(t) = dj(t);
in particular f1(t) · · · fk(t) = dk(t). Whence, we conclude that F is the set of
real roots of dk(t) = 0,
F = {t0 ∈ R | dk(t0) = 0}.
Remark 19. Briefly, let us denote pt(λ) := pZ(t)(λ) and by
Rq(t) := R(pt, p′t, . . . , p
(q)
t )
the generalized Sylvester resultant matrix of the polynomials in λ: pt, p′t, . . . , p
(q)
t ,
q = 1, . . . , n. Let kq = rankRq(t) be as matrix of polynomials in t. With this
notation, the preceding resultant matrix R(t) is R1(t) and k1 = k. Let d
(q)
kq
(t)
be the kqth determinantal divisor of Rq(t). Denote by Fq the set of real roots
of d(q)kq (t) = 0. What relations exist among the sets Fq and F?
With more detail, let %q(t) be the number of roots of multiplicity q of the
characteristic polynomial pZ(t)(λ), for q = 1, . . . , n. With the notations of the
proof of Theorem 16, for t ∈ R \ F ,
u = %1(t) + · · ·+ %n(t)
We will say that t0 ∈ R is a bifurcation point of multiplicities of this poly-
nomial, if the function
t 7→ (%1(t), . . . , %n(t))
is not constant on every neighborhood of t0. Let us denote by G the set of these
points. In the proof of Theorem 16 we have demonstrated that the points t of
R \ F are not bifurcation points of multiplicities. Hence, G ⊂ F . May not be
empty the set G?
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Corollary 20. Let A ∈ Cn×n. If ε > 0 is such that Λ′S,ε(A) has n connected
components, then for all vector z that satisfies ‖z‖ < ε, the matrix A + MS(z)
has simple eigenvalues.
For all matrix X ∈ Cn×n, let us denote by
pX(λ)
its characteristic polynomial. Denote by R(pX , p′X , . . . , p
(k)
X ) the generalized
Sylvester resultant matrix of pX and its successive derivatives p′X , . . . , p
(k)
X . The
polynomial admits a root of multiplicity at least k + 1 if and only if the nullity
of the resultant matrix is greater than 0
ν
(
R(pX , p′X , . . . , p
(k)
X )
)
> 0.
Corollary 21. Let A ∈ Cn×n. If ε > 0 is such that Λ′ε(A) has ρ(ε) connected
components S1, . . . , Sρ(ε). Let
µ(ε,A) := max
1≤i≤ρ(ε)
∑
α∈Λ(A)∩Si
m(α,A).
Then every matrix X such that ‖X −A‖ < ε has its eigenvalues of multiplicity
≤ µ(ε,A).
7.1 A lower bound
Corollary 22. Let ε > 0 and let S1, . . . , Sρ(ε) be the connected components of
Λ′ε(A). Let us define
µ(ε,A) := max
1≤i≤ρ(ε)
∑
α∈Λ(A)∩Si
m(α,A),
m(X) := max
ξ∈Λ(X)
m(ξ,X), where X ∈ Cn×n.
Let k be an integer such that m(A) ≤ k ≤ n. Then
sup {ε > 0: µ(ε,A) ≤ k} ≤ min
m(X)≥k+1
‖X −A‖.
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