We introduce the Poisson Log-Normal Graphical Model for count data, and present a normality transformation for data arising from this distribution.
or Markov Random Field framework. This setting is specified by a graph G = (V, E) for a node set V = {1, . . . , p} and an edge set E ⊂ V ×V . As formalized in Section 2, our count data will be a random observation with a latent normal distribution. The zeros of the inverse covariance of the normal distribution are known to encode an undirected graph (Lauritzen, 1996) . By the pairwise Markov Property, we are able to interpret conditional dependencies in our count data conditional on the underlying normal network. In this paper we define the Poisson Log-Normal Graphical Model, to include the accompanying graph that follows the Markov Random Field setting, and discuss the application of this graph in practice. Inouye et al. (2017) provide an excellent review of the rich area of statistical study of multivariate methods for count data derived from the Poisson distribution.
Within the graphical modeling framework, a simple method for determining dependencies is to apply a normality transformation to the data and then apply a Gaussian Graphical Model fitting procedure (e.g. Friedman et al. (2008) ; Meinshausen and Bühlmann (2006) ). However, we are not aware of any proof of correctness for this approach.
An approach similar to the Meinshausen and Bühlmann (2006) (MB) for miRNA sequencing data is the Local Poisson Graphical Model (Allen and Liu, 2013) . The model provides a useful fitting procedure for extending the Poisson Graphical Model to positive dependencies, although because there is no joint distribution under the model specification, the fitted edge dependencies have not been proven to correspond to a true learned graph structure. The method Gallopin et al. (2013) for miRNA sequencing data also uses a similar idea to MB with an underlying random effects model, and thus in order to determine network dependencies marginal regularized random effects models are maximized.
Within the Poisson Log-Normal framework Wu et al. (2016) develop an EM method, which can be used to estimate the underlying network structure. The method can be shown to increase the penalized log-likelihood via a proof analogous to the proof given in Appendix A. However, the method depends on a continuous latent random variable, which means a Metropolis-Hastings algorithm must be used in order to sample from the p-dimensional latent distribution for each observation at each EM step. With a data set as large as miRNA sequencing data, this method is computationally infeasible.
The approach we present in this paper corresponds to a one-step EM algorithm, however due to the selection of the initial value for the covariance matrix, the computational burden is greatly reduced making it feasible for large-scale problems.
Because a usual normality transformation is applied to each node independently, we set our initial covariance estimate to be diagonal. Appendix A proves that we will increase our penalized log likelihood of the covariance matrix by running the onestep procedure, and in Section 3.1 we show that a Metropolis-Hastings algorithm is not necessary. In particular, the one-step covariance can be obtained by transforming each observation to the posterior mean of the normal distribution conditional on each observed count and applying the gLASSO.
Our method relies on an estimate of the marginal mean-variance relationship of the count data. Our model is thus robust to overdispersion, as the overdispersion is captured by the underlying normal variance as given in Equations (13, 14) . In miRNA sequencing data, there is a known mean-variance relationship across nodes (Love et al., 2014) , which we directly utilize in order to further increase the performance of our method.
In Section 2 of this paper the Poisson Log-Normal Graphical Model is defined, and the fitting procedure is outlined. In Section 3 simulations are presented for hub, scale-free and random networks. The method is compared to transformations to normality, and the full EM approach. The method is then applied to infer an miRNA network from miRNA sequencing data from breast cancer patients. In Section 4 the paper is concluded with results and discussion on the methodology.
Proofs of theoretical results are provided in the appendix.
Poisson Log-Normal Graphical Model
In this section we define the Poisson Log-Normal Graphical Model. The Poisson Log-Normal Model is specified as in Aitchison and Ho (1989) , although we extend this definition to include a graphical structure. In particular, consider the random vectors Y, Z ∈ R p defined hierarchically as
for i = 1, . . . p, and β = (β 1 , . . . , β p ) T . In this model, Y is observed, and Z is a latent variable.
In order to extend this model to a graphical model, define indices i o and i l such that i o corresponds to the observed Y i and i l corresponds the latent to Z i . We can then define the corresponding graph as G=(V,E) with vertex (or node) set given by both observed and latent elements
and edge set given by the union of the graphical structure of Z, and links between these latent quantities and their corresponding observations:
The support of Σ −1 encodes a graphical model for the multivariate normal case (Lauritzen, 1996) , and then conditional on Z i , Y i is independent of (Z \i , Y \i ). Therefore, (Y, Z) with corresponding graph G satisfies the Markov Properties (Kindermann et al., 1980) , and we have defined the Poisson Log-Normal Graphical Model.
Sparse Estimation Procedure for
T be n iid observations from the Poisson Log-Normal Graphical
Model, and let Z = (Z 1 · · · Z n ) T be the corresponding latent variables.
Let Ω = Σ −1 . Given some diagonal starting estimate Ω (0) , and initial estimate for the latent means β (0) , Appendix A shows that the following procedure will provably increase the penalized likelihood for our estimate. Using a diagonal starting point is analogous to the common preprocessing step of doing a transformation to each variable without considering the multivariate nature of the dataset. A diagonal starting point for Ω also greatly reduces the computational burden of the method, as can be compared to the Monte Carlo-based estimate of the likelihood used in the full EM algorithm defined in Wu et al. (2016) .
The procedure is outlined as follows:
2. Transform Data to Posterior Mean of Z j |Y j to obtainZ j , j = 1, . . . , n.
3. Run the gLASSO procedure on observationsZ j .
We next justify this method as a one-step expectation maximization method.
Theoretical Justification
Consider the problem of maximizing the penalized log-likelihood
There is no closed-form for P (Y|β (0) , Ω), and therefore maximizing this penalized log-likelihood is difficult. However, if we set E X to be the expectation operator over the measure defined by X with parameters β (0) and Ω (0) , then Appendix A shows via an EM argument that the penalized log-likelihood can be increased in Equation (5) by maximizing
be the empirical covariance matrix of Z, the expected penalized log-likelihood can be written as
Then we have that
Where Equation (11) arises due to the diagonal structure of Ω (0) and the Random Marov Field structure of the count variables.
Therefore, for the data transformation defined byZ
, if we letS be the empirical covariance of the transformed dataZ, then Equation (8) can be written as
which corresponds to the gLASSO maximization objective function. Therefore transforming the data to the posterior mean of the normal distribution after observing counts provides an appropriate normality transformation for applying the gLASSO method.
In the next subsections we focus on the steps of obtaining the initial estimates
for Ω (0) and β (0) , and obtaining the posterior mean estimates.
Initial Estimate for
We describe two ways to obtain an initial estimate for our procedure. The moment estimate directly uses known results regarding the first two moments of the Poisson Log-Normal model. The miRNA specific initial estimate uses a known meanvariance relationship in miRNA sequencing data in order to reduce the variance of our initial estimate.
Moment Estimate
As discussed in Inouye et al. (2017) , the Poisson Log-Normal model has the useful result that the first two moments of the observed Y i has an analytical form. In particular, we have
From here we can use a Method of Moments estimate for β i and Σ ii by setting Equation ( 
Our starting estimates are thus
We will use these starting estimates for our simulations, however it is good to note that any estimate of β and any diagonal estimate of Ω is applicable. An alternative statistically justified method for estimates of β i and Σ ii would be a maximum likelihood estimate based off the marginal distributions, however the likelihood function does not have a closed form in this setting, and therefore maximizing is not straightforward.
miRNA Initial Estimate
Let m = (m 1 , . . . , m p ), v = (v 1 , . . . , v p ) be the observed mean and variance of miRNA molecules 1, . . . , p, respectively. As seen in Figure 3 plotting the log mean and log variance across the miRNA molecules shows the strong mean-variance relationship present in miRNA sequencing data.
In order to reduce variance of our initial estimate, we shrink towards the observed linear trend. The linear trend is estimated by considering the data set X = (log(m), log(v)), then the first principal component of the centered data captures the linear trend. Let P C = (pc 1 , pc 2 ) be this principal component vector.
Let lm = log(m), lv = log(v). Then for miRNA i, the projection of the log of (m i , v i ) onto the fitted linear trend is be given by P i = (log(m i ), log(v i )) − (lm, lv), P C P C + (lm, lv). For some shrinkage parameter γ ∈ (0, 1) we can set our mean and variance estimates to be
We can use Equations (15, 16) to get initial estimates withȳ 1 =Ê(
One way to obtain an estimate for γ is potentially an empirical Bayes approach as described in DESeq2 (Love et al., 2014) , as this method also looks at shrinking the overdispersion estimate in RNA sequencing data. In our setting, let d i be the perpendicular signed distance from (m i , v i ) to the vector space P C where the sign is taken from the half-space that (m i , v i ) belongs to and letd i be this true distance.
, and apriori asssumed i ∼ N (0, σ a bootstrap method can be used to estimate σ d i
, and the quantile-based method as described in Love et al. (2014) can be used to estimate σ 2 r .
Since this Bayesian setting is conjugate, we can calculate the posterior mean
). Therefore, from this approach, we obtain a tuning parameter estimate for each molecule i to be γ i = (σ
Data Transformation
Given the β (0) and Ω (0) initial estimates, the data transformation to obtainZ corresponds to transforming each observation to the posterior meanZ
, as shown in Section 3.1.
For observation j at variable i the posterior density is obtained via Bayes Rule to be
for φ(·; µ, σ 2 ) corresponding to the normal density function with mean µ and variance σ 2 , and
The mean of the posterior is between log(Y j i ) and β
i , and in this setting the variance of the posterior will always decrease. Therefore by Chebyshev's inequality, 99% of observations will be captured in the interval (min(log(
i ) + 10(Ω
ii ) −1/2 ). The R function integrate can then be used with these given bounds to obtain estimates for C, and subsequentlỹ
The Chebyshev's inequality used is certainly conservative, and therefore the interval that is being integrated over can be reduced to safely reduce on computational time.
Simulations
Our simulations cover three graphical structures. The hub graph corresponds to a graph where each node is connected to one of three hub nodes. The scale-free graph has the property that nodes follow a power law corresponding to the Barabási-Albert model (Albert and Barabási, 2002) . Lastly the random graph is a graph corresponding to the Erdős-Rényi model for generating random graphs (Erdös and Rényi, 1959) . These graphical settings were chosen in order to analyze the effect of structure in the inverse covariance on the performance of the method.
The method is compared to other common data transformations as well as the full-EM method defined from Wu et al. (2016) . In particular, gLASSO is applied to: the original data (ORIG), a log transformation of the data (LOG), a Box-Cox transformation of the data (BOX) (Box and Cox, 1964) , and our transformation applied to the data (1STEP). The full-EM (EM) method is only run a single time, although the starting point is set to be the true precision matrix in order to approximate the precision matrix that the method would converge to. The parameter for the Box-Cox transformation is selected as the parameter that maximizes the profile log-likelihood of the parameter assuming the data is from the Box-Cox family of distributions (Venables and Ripley, 2013 ).
In our simulations we set n = 150 observations with p = 50 nodes. The hub graph and scale-free graphs each have 50 edges, while the random graph had 204 edges, which corresponds to 1 in every 6 possible edges is a connection between nodes.
The larger number of edges in the random graph corresponds to a higher signal to allow for easier distinction in the performance of the methods. To compensate, the diagonal of the precision matrix was set to 1 in the hub graph and scale-free graph settings, whereas it was set to 3 in the random graph setting.
For each setting the simulations were run 100 times. Figure 1 shows the ROC curves obtained from these simulations. The EM-based methods consistently outperform all other methods. Interestingly, in the hub graph case the Box-Cox transformation does not perform well. This is because the hub nodes have higher overdispersion, which decrease the Box-Cox transformation parameter that is selected, and thus reduce the signal form the hub nodes. Indeed, in this setting, the Box-Cox parameter had a correlation of -0.456 with the variance of the node. In the random graph setting the variance of the node does not correlate with the amount of information it contains, and in this case the Box-Cox trasnformation performs well.
From Figure 1 we have that the 1STEP transformation defined in this paper appears to outperform other potential transformations, while the full EM method outperforms the 1STEP method. One potential way to overcome the increase in performance as seen by the full EM method is use known mean-variance relationships in the domain of RNA-sequencing data as descibred in Section 3.2.2. In Figure 2 we use the true diagonal covariance values as opposed to the moment estimators. In this case, we can see that the 1STEP transformation can approach the performance of the much more cumbersome full EM method.
Breast Cancer microRNA Networks
High throughput miRNA sequencing data for Level III breast cancer data was obtained from the Cancer Genome Atlas (TCGA) data portal (Network et al., 2012) , and loaded into R using the xmrf package (Wan et al., 2016) . The full dataset currently has 849 patients and 1046 genes. The data was first processed following the procedure outlined in (Allen and Liu, 2013) , which included removal of low variance nodes, and adjusting for sequencing depth. Steps corresponding to a transformation to normality were ignored as we would later apply the normality transformation defined in this paper. After the application of this processing procedure 261 genes remained in the data set to be used for analysis.
In Figure ( 3) we see the importance for accounting for overdispersion in this data, which is a well known issue for using the Poisson model in sequencing data, via the methods described in Section 3.2.2. Further, the trend observed in the overdispersion allows for a more robust variance estimate as discussed in Section 4.
In order to reduce the potential for overfitting, we use a shrinkage parameter of 0.5.
When large counts were considered, it is possible to experience underflow error when calculating the probabilities described in Equation (18). Instead, the mode of the posterior distribution was considered as log probabilities could still be obtained. (Foygel and Drton, 2010) .
With the eBIC parameter selected to be the default of 0.5, 4355 connections were selected. Considering the top 10 most highly connected genes from this fit, we find that 9 of the genes have been found to be related to breast cancer in the literature as cited in in Table 1 . The molecule mir-201 was highly connected and represents a candidate for future study.
Discussion
The transformation we present in this paper gives a computationally fast method for determining conditional dependencies in count data. The method is able to provide a Markov Random Field interpretation of the analysis, while still allowing for the flexibility of positive and negative dependences across nodes, in contrast to the Poisson Graphical Model.
At this point, we are not aware of any other statistical justification for a normality transformation followed by a Gaussian graphical model fit. In simulations we show that the performance of our method is close to that of the full EM method, and with extra knowledge of the underlying overdispersion process we can almost reach the performance of the full EM method. It is always advantageous to do the full EM method, when computationally feasible. However, for large scale applications such as our motivating study, the 1-step method represents a viable alternative.
We show the validity of our method in a miRNA setting, where multiple breast cancer related genes were found in a relatively straight-forward procedure. The method also naturally accounts for overdispersion, while other methods have to include preprcoessing to offset overdispersion before analyzing dependencies. We also note that the specific overdispersion relationship observed in the miRNA data setting can be leveraged in order to increase the performance of the method.
A possible extension of this method is to allow for β i for node i to depend on k predictors. The Method of Moment estimates would not be straight forward in the presence on continuous predictors. From a theoretical perspective, further work would be needed to determine the settings in which the estimated precision matrix is within any given bound from the optimal estimate. This would correspond to usual one-step analyses, however beginning from a biased starting point for the covariance matrix does not allow for us to utilize these results.
In this appendix we show that the penalized log-likelihood, (Ω) given in Equation (5) can be increased when compared to the starting point Ω (0) by maximizing 1 (Ω)
as given in Equation (6).
In this proof we use the following notation for densities and probability mass functions: let f X (·; Ω) be the density/pmf for a random variable X with parameter Ω. Note we suppress the dependence on β (0) as the parameter specification does not change throughout the proof.
Our proof follows the EM proof for an increasing likelihood after each step as given in Little and Rubin (2002) 
where Int 1 (Ω) and Int 2 (Ω) are the first and second integrals in Equation (21) respectively.
First we focus on Int 1 (Ω) − λ Ω 1 .
Int 1 (Ω) − λ Ω 1 = f Z|Y (z; Ω (0) )(log(f Y|z (Y)) + log(f Z (z; Ω)))dz − λ Ω 1 (23)
= D + E Z|Y (log(f Z (z; Ω))) − λ Ω 1
where D is a constant. Therefore maximizing 1 (Ω) is equivalent to maximizing Int 1 (Ω) − λ Ω 1 , and by Gibb's inequality, Int 2 (Ω) will always increase. Therefore maximizing 1 (Ω) will increase the penalized log-likelihood given in Equation (5).
