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a b s t r a c t
The notion of hypergraph cyclicity is crucial in numerous fields of application of
hypergraph theory (e.g. in computer science, in relational database theory and constraint
programming). Surprisingly, while this notion has been well studied during last thirty
years, no relevant definition of cycles in hypergraphs has been proposed by the community.
In this paper, we propose a definition of cycles in hypergraphs, α-cycle based on the same
principle in graph theory, meaning that a hypergraph is acyclic iff it does not contain an α-
cycle. This result completes the theory of the mostly used notion of hypergraph acyclicity,
the α-acyclicity.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The concept of graph acyclicity is defined in a natural way thanks to the notion of cycles in graph theory. Yet, it possesses
numerous generalizations in hypergraph theory. We can find a first definition of cycles in the works of Berge [2]. The
notion of cyclicity has been particularly studied in relational database theory where several acyclicity definitions have been
proposed, such as α-acyclicity [1], β-acyclicity and γ -acyclicity [5]. The most studied one is the α-acyclicity, which has
numerous applications in relational databases for query optimization [1], as well as in artificial intelligence and constraint
programming [4].
Definition 1. A hypergraph H is a pair H = (X, E) where X is a set of vertices and E a family of subsets of X , called hyper-
edges.
A hypergraph whose hyperedge arity is 2 (each hyperedge contains only two vertices) is a graph.
Definition 2. Let V be a subset of X . The set of partial hyperedges induced by V in H is E ′ = {e′|e′ = e ∩ V , e ∈ E} − {∅}.
E ′ is called a vertex-generated set. From this point forward, wewill only consider reduced hypergraphs (i.e. no hyperedge
is included in another).
Definition 3. Let us consider V ⊂ X . The sub-hypergraph of H induced by V is the hypergraph H[V ] = (V , E ′) with E ′, the
set of partial hyperedges induced by V in H .
Definition 4. A path between two hyperedges ei and ej of H is a sequence of hyperedges (eu1 , eu2 , . . . , euK ) of H such that:
• eu1 = ei and euK = ej• ∀v, 1 ≤ v ≤ K − 1, euv ∩ euv+1 6= ∅.
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Fig. 1. A connected hypergraph.
Fig. 2. An α-acyclic hypergraph.
Definition 5. A hypergraph H is connected iff there is a path between each pair of hyperedges.
Fig. 1 depicts a connected, reduced hypergraph.
Definition 6. CC ⊂ E is a connected component of H iff H[V ], with V =⋃e∈CC e, is a connected hypergraph and there is no
set CC ′ such that CC CC ′ and H[V ′], with V ′ =⋃e∈CC ′ e, is a connected hypergraph.
From this point forward, we will consider only connected hypergraphs.
Definition 7. Let E be a connected, reduced set of partial hyperedges, e1 and e2 two elements of E and q = e1 ∩ e2. q is an
articulation of E if its removal from all hyperedges of E disconnects this set.
In Fig. 1, q = e4 ∩ e6 = {x12, x13} is an articulation of E.
Definition 8 ([1]). A hypergraphH = (X, E) isα-acyclic if every set of partial hyperedges being connected, reduced, induced
by a subset of vertices, and admitting no articulation, is trivial (contains only one element).
The hypergraphH presented in Fig. 1 is notα-acyclic because the set of partial hyperedges {{x1, x2, x3, x4}, {x1, x2, x5, x6},
{x4, x6, x8}} is connected, reduced, not trivial, and does not admit an articulation. On the contrary, the hypergraph of Fig. 2
is α-acyclic. This definition admits several equivalent formulations presented in [1]. We restate here two of them that are
important for our purpose.
Definition 9. A join tree of a hypergraph H = (X, E) is a tree T whose nodes are the hyperedges of H and such that if a
vertex x ∈ X belongs to two hyperedges ei and ej, it is contained in all nodes of the unique path of T connecting ei to ej.
So, the set of nodes containing x induces a connected sub-tree of T . Fig. 3 presents a join tree of the hypergraph given in
Fig. 2.
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Fig. 3. A join tree of the α-acyclic hypergraph in Fig. 2.
Definition 10. H satisfies the running intersection property if there exists an ordering σ on hyperedges such that for all
2 ≤ σ(i) ≤ |E|, there exists σ(i0) < σ(i) such that eσ(i) ∩ (⋃σ(j)<σ(i) eσ(j)) ⊂ eσ(i0).
The intersection of a hyperedge with the ones preceding it in the ordering is contained in one of these hyperedges.
The hypergraph in Fig. 2 satisfies the running intersection property. With the ordering σ = (e2, e3, e1, e5, e4, e6), the
intersection of a hyperedge with the ones preceding it in the ordering is contained in one of them.
Theorem 1 ([1]). H is α-acyclic iff:
• H admits a join tree
• H satisfies the running intersection property
Note that we call a hypertree a connected hypergraph that is α-acyclic.
Surprisingly, the definition of α-acyclicity in hypergraphs in terms of cycles has not been really studied. Most of the
equivalent definitions are based on articulations in hypergraphs or cycles in a graph representation of hypergraphs related
to connections of hyperedges. We have found only one definition proposed in the literature, in [8]. This definition of cycles
in hypergraphs gives an equivalence between α-acyclicity and the absence of cycles.
Definition 11 ([8]). Let H = (X, E) be a hypergraph. A cycle of H is a sequence of hyperedges (ei1 , ei2 , . . . , eiK ) satisfying
the following conditions:
• eiK = ei1• ∀2 ≤ j ≤ K − 2 and ∀e ∈ E, (Sj−1 ∪ Sj ∪ Sj+1) \ e 6= ∅, with Sj = eij ∩ eij+1 , ∀1 ≤ j ≤ K − 1.
This definition, which is really simple, includes sequences of hyperedges called pseudo-cycles, because they do not
require α-acyclicity of hypergraphs. Indeed, pseudo-cycles do not satisfy the running intersection property of hypergraphs,
which is equivalent to the α-acyclicity one (Theorem 1). Nevertheless, it is possible to show that the existence of a pseudo-
cycle implies the existence of an ‘‘essential cycle’’ for the property of α-acyclicity.
2. Cyclicity on graphical minimal representation of hypergraphs
We propose, here, a definition of a cycle for hypergraphs, called an α-cycle, which allows us to define α-cyclicity. To
introduce them, we must recall the definition of minimal intergraphs and some important properties we need to prove our
central theorem.
Definition 12 ([2]). R = (E, B), with B = {{ei, ej}|ei, ej ∈ E, ei 6= ej and ei ∩ ej 6= ∅}, is called the line graph of H .
The vertices of the line graph ofH are hyperedges ofH , and there is an edge between two vertices of R if their intersection
is not empty. R represents the intersections in H .
Definition 13 ([3]). Let R = (E, B) be the line graph of H . A graph G = (E, A) is an intergraph of H , if A ⊂ B and ∀ei, ej ∈ E
such that ei ∩ ej 6= ∅, there is a path (ei = eu1 , eu2 , . . . euP = ej) such that ∀1 ≤ k < P, ei ∩ ej ⊂ euk ∩ euk+1 .
The set of intergraphs of H will be denoted I(H).
Definition 14. An intergraph G = (E, A) of H is minimal if ∀A′ A, G = (E, A′) is not an intergraph of H . Im(H) denotes the
set of minimal intergraphs of H .
The condition onminimal intergraphs is similar to the one on join trees. Theminimal intergraphs of a hypergraph satisfy
a property related to their number of edges.
Theorem 2 ([7]). If G = (E, A) ∈ Im(H) and G′ = (E, A′) ∈ Im(H), then |A| = |A′|.
The number of edges in theminimal intergraphs is an invariant for hypergraphs. As a consequence, we can remark that an
intergraphwhose number of edges is equal to the number of edges of aminimal intergraph is necessarilyminimal.Moreover,
there is equivalence between the α-acyclicity of hypergraphs and the acyclicity of their minimal intergraphs.
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Fig. 4. The line graph of the hypergraph of Fig. 2.
Fig. 5. A minimal intergraph of the hypergraph of Fig. 2.
Theorem 3 ([1]). H is α-acyclic iff all its minimal intergraphs are acyclic.
If aminimal intergraph ofH is acyclic, then all the otherminimal intergraphs are also acyclic. Fig. 2 presents a hypergraph
whose line graph is depicted in Fig. 4. The graph of Fig. 5 is a minimal intergraph of this hypergraph. Since it is acyclic, the
hypergraph is α-acyclic.
3. A new definition of cycles in hypergraphs
Now, we define the α-neighboring hyperedge and the α-path notions in a hypergraph H = (X, E). These definitions are
based on minimal intergraphs.
Definition 15. Let eu and ev be hyperedges such that eu ∩ ev 6= ∅. We call a sequence of neighborhood between eu and ev ,
a sequence (eu = ei1 , ei2 , . . . , eiP = ev) such that P > 2 and eu ∩ ev eij ∩ eij+1 , for j = 1, . . . , P − 1. We call an elementary
sequence of neighborhood between eu and ev , a sequence of neighborhood between eu and ev , (ei1 , ei2 , . . . , eiQ ) such that
@eia , eib , with 1 ≤ ia < iQ , 1 ≤ ib < iQ and eia 6= eib , such that eia ∩ eia+1 ⊂ eib ∩ eib+1 .
Two hyperedges are α-neighboring if there is no other path (a sequence of neighborhood) allowing to go from one to the
other apart from the trivial (eu, ev) one. For the case where there is a sequence of neighborhood between two hyperedges
eu and ev , there is no minimal intergraph of H that contains an edge between eu and ev .
Definition 16. Let eu and ev be two hyperedges of H such that eu ∩ ev 6= ∅. eu and ev are α-neighboring if there is no
sequence of neighborhood between them.
Thus, eu and ev are α-neighboring if there is a minimal intergraph of H that contains an edge between eu and ev . For
example, the hypergraph given in Fig. 2 contains two hyperedges e1 and e2 with a non-empty intersection that are not α-
neighboring because (e1, e3, e2) is a sequence of neighborhood connecting e1 and e2. The minimal intergraph given in Fig. 5
of the hypergraph of Fig. 2 does not contain the edge {e1, e2}.
Theorem 4. Every sequence of neighborhood between two hyperedges eu and ev of H (eu ∩ ev 6= ∅) contains an elementary
sequence of neighborhood between eu and ev .
Proof. Let S1 = (ei1 , ei2 , . . . , eiP ) be a sequence of neighborhood between eu and ev . If S1 is not elementary, then there exist
two hyperedges eia , eib such that ia, ib < iP , eia 6= eib and eia ∩ eia+1 ⊂ eib ∩ eib+1 . Consider q = eia ∩ eia+1 . q ⊂ eia and
q ⊂ eib+1 , so q ⊂ eia ∩ eib+1 and eu ∩ ev eia ∩ eib+1 . Suppose that ia < ib+1. We can define a new sequence S2 based on S1.
S2 = (ei1 , . . . , eia , eib+1 , . . . , eiP ) is equal to S1 from ei1 to eia . This latter is followed by eib+1 , and the remaining S2 is equal to
S1 from eib+1 to eiP . If ib+1 < ia, then eib+1 is before eia in S2. If S2 is elementary, the result holds.
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Otherwise, there exist two hyperedges eic , eid such that ic, id < iP , eic 6= eid and eic ∩ eic+1 ⊂ eid ∩ eid+1 . In this case, we
can repeat the same work as the one realized for S1. Since a hyperedge is withdrawn, at each step, from Si to build Si+1, the
last element of this sequence is an elementary sequence of neighborhood between eu and ev . 
Corollary 1. Let eu and ev be two hyperedges of H, such that eu ∩ ev 6= ∅. If eu and ev are not α-neighboring then there exists
an elementary sequence of neighborhood between them.
Proof. eu and ev being not α-neighboring, there exists a sequence of neighborhood between eu and ev . This sequence
contains an elementary sequence of neighborhood between eu and ev (from preceding theorem). 
Definition 17. An α-path in H is a sequence of hyperedges (ei1 , . . . , eiP ) such that ∀j, 1 ≤ j < P, eij and eij+1 are α-
neighboring.
This notion of α-path preserves the property of connection related to the usual definition of path.
Definition 18. H is α-connected if there exists an α-path connecting every pair of hyperedges in H .
Theorem 5. Let eu and ev be two hyperedges of H that are not α-neighboring. If H is connected, then there exists an α-path
between eu and ev whose intersections between consecutive hyperedges strictly contain eu ∩ ev .
Proof. We have two possibilities: eu ∩ ev 6= ∅ and eu ∩ ev = ∅.
Let us consider the first one. H being connected while eu and ev are not α-neighboring, there exists an elementary
sequence of neighborhood S1 such that the intersections between two consecutive hyperedges strictly contain eu ∩ ev
(Corollary 1). We build an α-path between eu and ev from this sequence of neighborhood. There are two cases.
First case: the consecutive elements of S1 are two by two α-neighboring, so S1 is an α-path between eu and ev . Moreover,
the intersections between consecutive hyperedges strictly contain eu ∩ ev .
Second case: there exists in S1 at least one pair of consecutive hyperedges that are not α-neighboring. We are going
to construct from S1 a new elementary sequence of neighborhood such that these hyperedges are no longer consecu-
tive. Let (ea1 , eb1) be the first pair (w.r.t. the ordering of hyperedges) of these hyperedges. There exists an elementary se-
quence of neighborhood Sa1,b1 whose intersections between consecutive hyperedges strictly contain q1 = ea1 ∩ eb1 . Since
q0 = eu ∩ ev ( ea1 ∩ eb1 , the intersections of consecutive hyperedges in Sa1,b1 strictly contain q0. So, we modify S1 by
putting the sequence Sa1,b1 between ea1 and eb1 . However, in an elementary sequence of neighborhood, we cannot have an
intersection between consecutive hyperedges contained in another. To ensure this property, we need to modify S1 again.
Since S1 was an elementary sequence of neighborhood such as Sa1,b1 , an intersection ec1 ∩ed1 of two consecutive hyperedges
of our current sequence contains another ec′1 ∩ ed′1 only if ec1 and ed1 are in S1 and ec′1 and ed′1 are in Sa1,b1 . Suppose that
ec′1 ∩ ed′1 ⊂ ec1 ∩ ed1 . Since ea1 ∩ eb1 ec′1 ∩ ed′1 , ea1 ∩ eb1 ec1 ∩ ed1 . Yet, S1 is an elementary sequence of neighborhood, there-
fore, this is not possible. Thus, ec1 ∩ ed1 ec′1 ∩ ed′1 . We transform S1 by coming directly from ec′1 to ed1 (if c ′1 < c1 and from ec1
to ed′1 otherwise) since ec1∩ed1 ⊂ ec′1∩ed1 . We obtain, by so doing, a new elementary sequence of neighborhood joining eu to
ev . Then, we proceed in the samewaywith the following consecutive hyperedges of S1 that were not α-neighboring. Finally,
we obtain an elementary sequence S2 connecting eu and ev . If consecutive elements of S2 are two by two α-neighboring,
then S2 is an α-path between eu and ev whose consecutive hyperedge intersections strictly contain eu ∩ ev . Otherwise, there
exists at least one pair of consecutive hyperedges ea2 and eb2 that are not α-neighboring. We proceed like previously to
build a new sequence S3, and so on. Furthermore, it is important to note that ea2 and eb2 are in S2 and were not in S1 since
all not α-neighboring consecutive hyperedges of S1 were already treated. Thus, there are two no α-neighboring consecutive
hyperedges of S1 (let us suppose ea1 and eb1 without lack of generality) such that (ea2 and eb2 ) are consecutive hyperedges of
its elementary sequence of neighborhood. As a consequence, (ea1 ∩ eb1) ( (ea2 ∩ eb2) (q1 ( q2). We claim that this sequence
of Sk is finite. Suppose it is not. In each Sk, there exists at least one pair of consecutive hyperedges (eak , ebk) that are not
α-neighboring. (eak , ebk) is located in Sk \ Sk−1 and qk−1 qk. Thus sequence of qk is also infinite. But, this sequence is strictly
growing and the number of vertices belonging toH is finite, thus this sequence cannot be infinite. Therefore, its last element
is an α-path between eu and ev whose intersections between consecutive hyperedges strictly contain eu ∩ ev .
Now, we consider the case eu ∩ ev = ∅.
Since H is connected, there is a sequence of hyperedges (eu = ei1 , ei2 , . . . , eiK = ev) of non-empty intersections that
connects eu and ev . For all 1 ≤ l < K , if eil and eil+1 are α-neighboring then (eil , eil+1) is an α-path between eil and eil+1 .
Otherwise, there is an α-path between eil and eil+1 strictly containing eil ∩ eil+1 thanks to the first part of this proof. Thus,
the sequence of hyperedges containing the α-path between eu = ei1 and ei2 , followed by the one between ei2 and ei3 , and
so on, until the one between eiK−1 and eiK = ev , is an α-path between eu and ev , which strictly contains eu ∩ ev = ∅. 
Corollary 2. H is connected iff it is α-connected.
Proof. Suppose that H is α-connected. Let eu and ev be two hyperedges of H . There exists an α-path connecting eu and ev .
Now, the consecutive hyperedges of an α-path have a non-empty intersection. Thus, thisα-path is a sequence of hyperedges
of non-empty intersections that connects eu and ev . H is connected.
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Fig. 6. A cycle in a minimal intergraph.
Fig. 7. Construction of a smaller cycle in a minimal intergraph (1/4).
Now, suppose that H is connected. Let eu and ev be two hyperedges of H . If they are α-neighboring, (eu, ev) is an α-
path connecting them. Else, Theorem 5 allows us to conclude that there exists an α-path connecting eu and ev . H is then
α-connected. 
Definition 19. An α-cycle in H is an α-path (ei1 , ei2 , . . . , eiP ) such that P > 3, ei1 = eiP , @1 ≤ a < b < P , eia ∩ eia+1 ⊂
eib ∩ eib+1 .
Now, we will prove that a hypergraph is α-acyclic iff it does not contain an α-cycle. To do that, we have to prove first
that if a hypergraph contains an α-cycle then it is not α-acyclic since this α-cycle induces a cycle in a minimal intergraph.
Then, we will show that if a hypergraph is α-cyclic then it contains an α-cycle. This second part is slightly more difficult
even though it is based on a simple idea. So, we try to explain it on an example.
Let us consider an α-cyclic hypergraph H . There is a cycle in a minimal intergraph of H depicted in Fig. 6. We claim that
this cycle induces an α-cycle or another cycle in another minimal intergraph, with fewer nodes. If there are no a and b,
1 ≤ a < b ≤ K such that eua ∩ eua+1 ⊂ eub ∩ eub+1 , then (eu1 , eu2 , . . . , euK , eu1) is an α-cycle of H . Otherwise, we have
eua ∩ eua+1 ⊂ eub ∩ eub+1 . (eu1 , eu2 , . . . , euK , eu1) is not an α-cycle of H , but we can build a smaller cycle in another minimal
intergraph.
In the example depicted in Fig. 7, we suppose a, a+ 1, b and b+ 1 are all different (otherwise, the method is simpler and
is given farther). There exists necessarily a path connecting eua and eub+1 and containing their intersection. We suppose this
path contains the edge {eua , eua+1} (dotted lines). Replacing the edge {eua , eua+1} by {eua , eub+1} preserves properties related
to connection because eua and eua+1 are connected by the path (eua , eub+1 , . . . , eua+1), which contains eua ∩ eua+1 . So we
always have an intergraph with the same number of edges thus it is minimal. Moreover, (eua , eua−1 , . . . , eub+1 , eua) is a cycle
of this minimal intergraph with fewer elements than the first one.
If the path does not contain the edge {eua , eua+1} (as depicted in Fig. 8), replacing the edge {eua , eua+1} by {eua+1 ,
eub+1} preserves properties related to connection and the number of edges. The intergraph is minimal and contains (eua+1 ,
eua+2 , . . . , eub , eub+1 , eua+1), which is a cycle with fewer elements.
Now, if eua+1 = eub (Fig. 9), we compute a minimal intergraph by replacing the edge {eua , eua+1} by {eub+1 , eua}. This
intergraph contains the cycle (eua , eua−1 , . . . , eub+1 , eua), which has fewer nodes.
If eua+1 = eub (Fig. 10), we compute aminimal intergraph by replacing the edge {eua , eua+1} by {eua+1 , eub}. This intergraph
contains the cycle (eua+1 , eua+2 , . . . , eub , eua+1), which has fewer nodes.
In all these previous cases, either the new cycle induces an α-cycle or it can be reduced. The number of elements in the
first cycle being finite, this procedure could be repeated only a finite number of times. The last step gives an α-cycle in H .
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Fig. 8. Construction of a smaller cycle in a minimal intergraph (2/4).
Fig. 9. Construction of a smaller cycle in a minimal intergraph (3/4).
Fig. 10. Construction of a smaller cycle in a minimal intergraph (4/4).
The following theorem establishes more formally this equivalence between α-acyclicity of a hypergraph and existence
of α-cycle.
Theorem 6. H is α-acyclic iff it does not contain an α-cycle.
Proof. 1. We start by showing that if H is α-acyclic then it does not contain an α-cycle.
Suppose that H is α-acyclic.
We suppose that H contains an α-cycle: (ei1 , ei2 , . . . , eiP ). We will prove that there exists a minimal intergraph of H
containing the cycle (ei1 , ei2 , . . . eiP ). ∀a, 1 ≤ a < P , we consider hyperedges eia and eia+1 . For all G = (E, A) ∈ Im(H),
there is a path (eia = eu1 , eu2 , . . . , euL = eia+1) containing the intersection eia ∩ eia+1 . Since eia and eia+1 are consecutive
elements of the α-cycle, they are α-neighboring. Thus, there exists b, 1 ≤ b < L such that eia ∩ eia+1 = eub ∩ eub+1
(else this path would be a sequence of neighborhood between eia and eia+1 ). Moreover, eub and eub+1 are not consecutive
elements of the α-cycle (ei1 , ei2 , . . . , eiP ) because by definition no intersection between two consecutive elements of an
α-cycle is included in another.
Consider the graph G′ such that G′ = (E, A′)with A′ = (A \ {{eub , eub+1}}) ∪ {{eia , eia+1}}.
In G′, properties related to connection are preserved because eub and eub+1 are connected by the path
(eub , eub−1 , . . . , eu2 , eia , eia+1 , euL−1 , . . . , eub+1). Thus G
′ ∈ I(H). Moreover, G′ has the same number of edges as G, thus
G′ ∈ Im(H). We have built a minimal intergraph G′ of H in which eia and eia+1 are neighboring for each 1 ≤ a < P .
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(ei1 , ei2 , . . . eiP ) is then a cycle of G
′. Now H being α-acyclic, it cannot admit a cyclic minimal intergraph (Theorem 3).
Thus H does not contain an α-cycle.
2. Now, we will prove that if H does not contain an α-cycle, then H is α-acyclic. For that, we will show that if H is α-cyclic,
then it contains an α-cycle.
Suppose that H is α-cyclic. We know that a minimal intergraph G = (E, A) of H is cyclic.
Let (eu1 , eu2 , . . . , euK , euK+1 = eu1) be a cycle of G. Thus we have K ≥ 3. Moreover, ∀b, 1 ≤ b ≤ K , eub ∩ eub+1 6= ∅. In
addition, since G is minimal, ∀b, 1 ≤ b ≤ K , there does not exist a path (eub = ev1 , ev2 , . . . , evL = eub+1) in G such that∀c, 1 ≤ c ≤ L, eub ∩ eub+1 ( evc ∩ evc+1 . In that case, the graph G′ = (E, A′), with A′ = A \ {{eub , eub+1}}, would be an
intergraph of H . This would contradict the assumption that G is minimal. Then, we can say that there does not exist a
sequence of neighborhood between eub and eub+1 . Thus they are α-neighboring.
We show now that the cycle (eu1 , eu2 , . . . , euK , eu1) induces existence of an α-cycle in H . We have two cases.
(a) There are no a and b, 1 ≤ a < b ≤ K such that eua ∩eua+1 ⊂ eub ∩eub+1 . Thus (eu1 , eu2 , . . . , euK , eu1) is an α-cycle ofH .
(b) There exist a and b, 1 ≤ a < b ≤ K , such that eua ∩ eua+1 ⊂ eub ∩ eub+1 . In this case, K ≥ 3. Indeed, if K = 3, the
cycle contains uniquely (eu1 , eu2 , eu3 , eu1). Since an intersection eua ∩ eua+1 is contained in another, then the third
intersection also contains eua ∩ eua+1 . The edge {eua , eua+1} is thus redundant since there exists a path connecting eua
and eua+1 that contains their intersection. This contradicts the hypothesis that G is minimal. Thus, necessarily K ≥ 4.
Moreover, we cannot have ua+1 = ub and ub+1 = ua: it would be the same intersection. Now, we try to build an
α-cycle for the case where there exists an intersection between elements of the cycle (eu1 , eu2 , . . . , euK , eu1) that is
included in another. So, if ua+1 = ub then ub+1 6= ua. In the same way, if ub+1 = ua then ua+1 6= ub.
i. In a first time, suppose that ub+1 = ua, thus ua+1 6= ub.
The edge {eua+1 , eub} is not in G because, in the opposite case, (eua , eua+1 , eub , eua)would be a cycle in Gwith K = 3.
This is impossible since we proved that K ≥ 4. Consider the graph G′ = (E, A′), with A′ = (A \ {{eua , eua+1}}) ∪{{eua+1 , eub}}. eua and eua+1 are connected by the path (eua+1 , eub , eub+1 = eua), which contains their intersection.
We preserve the properties related to connection, thus G′ is an intergraph. Furthermore, since G′ contains the
same number of edges as G, a minimal intergraph, it is minimal. In the graph G′, (eua+1 , eua+2 , . . . , eub , eua+1) is
a cycle. Indeed, it contains all the elements of (eu1 , eu2 , . . . , euK , eu1), except eub+1 = eua . Since K ≥ 4, (eua+1 ,
eua+2 , . . . , eub , eua+1) contains at least three different elements. We have defined a cycle of a minimal intergraph
G′ that possesses fewer elements than our first cycle in G.
ii. Suppose now that ub+1 6= ua.
Two cases are possible: ua+1 = ub or ua+1 6= ub.
If ua+1 = ub, this case is symmetric with the one where ub+1 = ua and ua+1 6= ub, and it can be solved in the same
way.
Suppose that ua+1 6= ub.
The two paths (eua , eua+1 , . . . , eub , eub+1) and (eua , eua−1 , . . . , eub+1) on the elements of the cycle (eu1 , eu2 , . . . ,
euK , eu1) connect eua and eub+1 .
We consider two cases:
A. first case, eua ∩ eua+1 is included along one of these two paths. We suppose that this path is (eua ,
eua+1 , . . . , eub , eub+1). Consider the graph G
′ = (E, A′), with A′ = (A \ {{eua , eua+1}}) ∪ {{eua , eub+1}}. eua and
eua+1 are connected by the path (eua+1 , . . . , eub , eub+1 , eua), which contains eua ∩ eua+1 . We preserve properties
related to connection, thus G′ is an intergraph. Furthermore, the edge {eua , eub+1} is not in G. Otherwise, the
edge {eua , eua+1} would be redundant because of the existence of the path (eua+1 , . . . , eub , eub+1 , eua), which
contains eua ∩ eua+1 . This would contradict the hypothesis that G is minimal. Thus G′ has the same number
of edges as G, which is a minimal intergraph. So, we deduce that G′ is minimal. In this minimal intergraph,
(eua , eua−1 , . . . , eub+1 , eua) is a cycle that contains fewer elements than the cycle (eu1 , eu2 , . . . , euK , euK+1 =
eu1) of G. Indeed, it contains at least three different elements: eua , eub+1 and the elements of the path
(eua , eua−1 , . . . , eub+1) that has at least one element different from eua and eub+1 because these hyperedges are
not neighboring in G. Moreover, eua+1 does not belong to this new cycle.
If (eua , eua−1 , . . . , eub+1) is the path containing eua ∩ eua+1 , we build in the same way a cycle in a minimal inter-
graph G′ such that this cycle contains fewer elements than (eu1 , eu2 , . . . , euK , eu1).
B. second case, eua ∩ eua+1 is not included along one of the two paths (eua , eua+1 , . . . , eub , eub+1) and
(eua , eua−1 , . . . , eub+1). However, there exists necessarily a path (eua = ev1 , ev2 , . . . , evL = eub+1) that connects
eua and eub+1 and contains their intersection. There are now two cases to consider.• First case, this path contains the edge {eua , eua+1}. Consider the graph G′ = (E, A′), with A′ = (A \ {{eua ,
eua+1}}) ∪ {{eua , eub+1}}. We preserve properties related to connection because eua and eua+1 are connected
by the path (eua+1 = eva′ , eva′+1 , . . . , evL = eub+1 , eua), which contains eua ∩ eua+1 . G′ is thus an intergraph.
Moreover, having the same number of edges as G, G′ is minimal. As previously, (eua , eua−1 , . . . , eub+1 , eua)
is a cycle of G′ that contains fewer elements than the cycle (eu1 , eu2 , . . . , euK , euK+1 = eu1) of G. Indeed,
(eua , eua−1 , . . . , eub+1 , eua) contains eua , eub+1 and at least another element. Because, in the opposite case,
eua ∩ eua+1 would be included along the path joining eua and eub+1 : this would contradict the hypothesis
that eua ∩ eua+1 is not included along this path.
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• Second case, the path (eua = ev1 , ev2 , . . . , evL = eub+1) does not contain the edge {eua , eua+1}. Consider
the graph G′ = (E, A′), with A′ = (A \ {{eua , eua+1}}) ∪ {{eua+1 , eub+1}}. We preserve properties related to
connection because eua and eua+1 are connected by the path (eua = ev1 , ev2 , . . . , evL = eub+1 , eua+1), which
contains eua ∩ eua+1 . Therefore, G′ is an intergraph that has the same number of edges as G. Thus it is mini-
mal. Moreover, (eua+1 , eua+2 , . . . , eub , eub+1 , eua+1) is a cycle of G
′ that contains fewer elements than the cycle
(eu1 , eu2 , . . . , euK , euK+1 = eu1) of G (eua does not appear in this cycle).
We have shown that for all cases, either the cycle (eu1 , eu2 , . . . , euK , eu1) induces the existence of an α-cycle in H or the
existence of a cyclewhose length is strictly smaller in anotherminimal intergraph. For the casewhere it induces a smaller
cycle, we can repeat the operation on the latter. The number of elements in the first cycle being finite, this procedure
could be repeated only a finite number of times. The last step allows us to deduce the existence of an α-cycle in H . 
Furthermore, in the case of graphs, an α-cycle is a cycle.
Our goal here was to define explicitly the concept of cycles in hypergraphs. Indeed, while the concept of cyclicity
is important in this field, only acyclicity has been studied by the community, independently from the notion of cycle.
This is because acyclicity of hypergraphs is very important in many domains of computer science as relational database
theory, constraint programming and probabilistic reasoning (topology of Bayesian networks). More precisely, this work
was motivated by the need for a formal tool defining explicitly the concept of cycle to facilitate the management of acyclic
constraint networks (acyclic hypergraphs) for solving constraint satisfaction problems [6]. In this framework, it is important
to identify the α-neighborhood of a hyperedge in order to compute incrementally join trees of an acyclic hypergraph. This
was not possible with the previous definitions of acyclicity or the one given in [8].
References
[1] C. Beeri, R. Fagin, D. Maier, M. Yannakakis, On the desirability of acyclic database schemes, Journal of the ACM 30 (1983) 479–513.
[2] C. Berge, Graphes et Hypergraphes, Dunod, France, 1970.
[3] P. Bernstein, N. Goodman, The power of natural semijoins, SIAM Journal on Computation 10-4 (1981) 751–771.
[4] R. Dechter, Constraint Processing, Morgan Kaufmann Publishers, 2003.
[5] R. Fagin, Degrees of acyclicity for hypergraphs and relational database schemes, Association for Computing Machinery (Journal of the ACM) 30 (1983)
514–550.
[6] P. Jégou, S. Ndiaye, C. Terrioux, Dynamic Management of Heuristics for Solving Structured CSPs, in: Proceedings of the 13th International Conference
on Principles and Practice of Constraint Programming (CP), 2007, pp. 364–378.
[7] P. Jégou, M. Vilarem, On some partial line graphs of a hypergraph and the associated matroid, Discrete Mathematics 111 (1993) 333–344.
[8] J. Wang, On axioms constituting the foundation of hypergraph theory, Acta Mathematicae Applicatae Sinica, English Series 21 (3) (2005) 495–498.
