The evaluation of a link prediction algorithm requires to estimate the possibility of the existence of all unobserved links in a network. However, the number of unobserved links grows exponentially with the increase of the number of nodes, which limits link prediction in large networks. In this paper, we propose a new evaluation scheme for link prediction algorithms, i.e., link prediction with random sampling. We use this method to evaluate the performance of twelve link predictors on ten realworld networks of different contexts and scales. The results show that the performance ranking of these algorithms is not affected by randomly sampling a very small part from unobserved links for experiments, whether using AUC or the precision metric. Moreover, this sampling method can reduce the computational complexity for the evaluation of link prediction algorithms from ( 2 ) to ( ) in large networks. Our findings show that the proposed scheme is a fast and effective evaluation method.
INTRODUCTION
INK prediction is one of the most fundamental problems in network science, with many applications on distinct fields, such as restaurant recommendation [1] , drug combinations prediction [2] , protein interactions prediction [3] , traffic flow prediction [4] , polypharmacy side effects discovery [5] , relation completion in knowledge graph [6] . In the last decade, many research interests have been devoted to studying this problem. Various methods, including similarity-based algorithms, maximum likelihood methods, and probabilistic models, have been proposed to infer missing links [7, 8] or spurious links [9] in an observed network, or predict the links that may appear in the future network [10, 11, 12, 13, 14, 15, 16] .
In the evolution of link prediction literature, to evaluate the performance of link prediction algorithms (link predictors), the possibilities of the existence of all unobserved links in a network need to be calculated, but it is not feasible for large networks. Because a network with nodes and observed links contains ( − 1)/2 − unobserved links, and the number of unobserved links grows in a square number with the increase of the num-ber of nodes in networks. This means that the computational complexity for the evaluation of link prediction algorithms in a sparse network is ( 2 ). However, many real-world networks are very large and also sparse, it is a big challenge for link prediction in those networks.
To better understand this dilemma, Table 1 shows how the running time scales with increasing network size on a computer with an Intel Xeon 48-Core 2.5GHz CPU and 256 GB RAM. Running time refers to the time required to predict the scores of all unobserved links in a network at one time with the Preferential Attachment (PA) predictor (the simplest one among link prediction algorithms, i.e., the most time-saving one). It can be seen that when the network is small (i.e., with 100 or 1000 nodes), the timeconsuming is insignificant. However, in a network with 40,000 nodes, the number of unobserved links closes to 800 million, and the running time exceeds 3000 seconds. The running time may exceed 20,000 seconds (>5 hours) if the number of nodes in a network is 100,000. Unfortunately, there is no memory to store so many unobserved links as the network continues to grow. Therefore, it is not feasible to evaluate link prediction algorithms by calculating the probability of all unobserved links in larger networks. A recent study has also pointed out this problem and given very optimistic lower bounds on the required time to evaluate the possibilities of the existence of all unobserved links in large networks [17] , whereas the figures in Table 1 are obtained from our empirical study.
To address this problem, many methods have been presented. Firstly, for large networks, it is a natural idea to use big data platforms, such as MapReduce, Spark, and Flink, to handle large-scale storage and computing tasks. These platforms generally provide a framework to deal with graph data, such as PEGASUS in MapReduce, GraphX in Spark, Gelly in Flink. For example, Cui et al. [18] proposed a fast algorithm based on MapReduce to obtain the common neighbor (CN) numbers of all node pairs. Yang et al. [19] proposed an algorithm based on the local neighbor link (LNL) for large-scale networks and implemented it in both MapReduce and Spark. The results show that implementation by Spark has higher efficiency than using MapReduce. Katragadda et al. [20] studied the distributed link prediction problem in dynamic graph streams. They propose a neighborhoodcentric graph processing approach to handle this problem that exploits the locality, parallelism, and incremental computation of a distributed framework, i.e. the Flink. However, the cost of building or renting a distributed computing platform is extremely expensive, which is unaffordable for many research groups. Besides, these platforms generally adopt distributed computing to achieve parallel link prediction, bringing a problem that it is difficult to rank testing links globally, which means that the precision metric cannot be used to evaluate link prediction algorithms (see in Section 4.3.2). More importantly, the application of big data platforms will not change the nature of the high complexity of this problem. When the scale of the network is extremely huge, it is still unavoidable. Therefore, many researchers proposed some sampling methods to deal with this problem. The basic idea of sampling methods is to reduce the number of links to be predicted so that the running time can be cut down. Existing sampling methods can be further classified into three categories.
The first class aims at sampling the observed links to obtain a representative subnetwork of the original network with fewer nodes. The random walk is the commonly used sampling method [21, 22] . In [23] Lü et al used random walk sampling to obtain three subnetworks (4000 nodes) to represent the original Arxiv network (22908 nodes), Facebook network (56952 nodes), and Enron network (87273 nodes) respectively. Ahmed et al. [24] firstly constructed a sub-graph centered at each node in the weighted graph by a random walk from the node and then calculated the similarity score within such small subgraphs. However, it is found in [25, 26] that the topological properties in sampled networks might be estimated quite differently for different sampling methods.
The second class focuses on some links related to nodes of interest or some disconnected node pairs at one certain distance. Liben-Nowell and Kleinberg [27] investigated the prediction of new collaborations at distance 2 or 3 in five co-authorship networks. Similar to [27] , these works [28, 29] focus on the prediction of pairs of nodes that are 2-hop or 3-hop away in the network, i.e., the shortest path length between two nodes is 2 or 3. Chen et al. [30] proposed a fast similarity-based method to predict links related to nodes of interest; i.e., they just considered those links that users are interested in rather than all node pairs. Duan et al. [17] proposed an ensemble-enabled approach for top-k link prediction, which scales up link prediction on very large social networks. However, this class of method only predicts some specific links, which may not reflect the overall performance of an algorithm.
The last class involves many recent works [4, 5, 31, 32, 33, 34] that utilize supervised learning for link prediction. In these works, the link prediction problem is modeled as a binary classification task, where observed links are considered as positive samples and a small set of links sampled from unobserved links as negative samples. The number of negative samples should be as many as that of positive samples in order to keep sample balance which is important in supervised learning. For example, if 10% observed links are removed randomly from the network as positive testing links, the same number of unobserved links will be sampled randomly as negative testing links; then, the remaining 90% observed links as well as the same number of additionally sampling unobserved links to construct the training links. However, the effect of this random sampling method on the performance of link prediction algorithms is unknown.
To what extent will random sampling of unobserved links affect the evaluation of link prediction algorithms? To what extent will random sampling of unobserved links reduce the running time required to evaluate link prediction algorithms? This study addresses these two questions by using unobserved links with different random sampling numbers for link prediction in ten real-world networks of different contexts and scales. We investigate ten local link prediction algorithms and two quasi-local link prediction algorithms and evaluate their accuracy by AUC and Precision metrics. We report that competitive prediction accuracy is achievable when using a part of unobserved links rather than all of them for link prediction. We found that each of the twelve predictors performs steadily under different sampling ratios. More surprisingly, we can obtain these results by using an extremely small part of unobserved links, which significantly shortens the running time required to evaluate link prediction. Our findings show that the sampling method can be used to evaluate the performance of link prediction algorithms in larger networks.
The rest of the paper is organized as follows. In Section 2, we describe the link prediction problem and two evaluation metrics. In Section 3, we introduce twelve link prediction algorithms that will be evaluated. In particular, we proposed a new scheme where we randomly sample a few unobserved links from a network for the evaluation of link prediction. We apply the sampling method on ten real-world networks and report the results in Section 4. Finally, this research is discussed and concluded in Section 5.
PROBLEM DEFINITION AND PERFORMANCE METRICS

Problem Definition
In this study, each dataset could be denoted as an undirected graph (network) ( , ), where is the set of objects (nodes or vertices) and is the set of relationships (edges or links) among these objects. Note that multiple links and self-loop are not allowed. For one node , the number of edges connected to it is defined as its degree ; the averaged degree of the is = 2| |/| |, where | | is the number of links and is the number of nodes. is the average shortest distance between node pairs in . is the cluster coefficient of the [35] . The set of common neighbors of nodes and is denoted by , = ( ) ∩ ( ), where ( ) denotes the set of neighbors of node .
Consider the universal set, denote by , containing all | |( − 1)/2 possible links between pair of vertices in . Here, is the set of observed links and = − is the set of unobserved links. Note that Lü et al. named these links in as non-existent links [36] . However, an important issue of link prediction is to predict which new links will appear in the future network as most networks are dynamic. This means that these currently seemingly "non-existent" links are likely to exist in the future network, so we call them unobserved links. According to the paradigm of link prediction [36] , observed links are randomly divided into two parts: the training set, , and the probe set, . It is clear that ∪ = and ∩ = ∅. Then, and together constitute the testing set, . Any link ( , ) ∈ , where , are a pair of disconnected nodes, is assigned a score , to quantify its existence likelihood by a prediction algorithm. The likelihood of connecting nodes , is increasing as the increase of the score, and vice versa. The goal of link prediction is to make the score of a probe link in higher than that of an unobserved link in as far as possible. Table 2 summarizes the concepts and their corresponding mathematical symbols in this paper.
Performance Metrics
To quantify the accuracy of link prediction algorithms, two standard metrics, AUC and the precision, are used in this paper.
Given the score of all testing links, the AUC can be viewed as the probability that a randomly chosen probe link (i.e., a link in ) is given a higher score than a randomly chosen unobserved link (i.e., a link in ). Considering the computational complexity of large networks, we usually implement sampling experiments to estimate the AUC value. If among times independent experiments, there are times that the probe link has a higher score than the unobserved link and times that they have the same score, the AUC is given by
If all the scores are generated from an independent and identical distribution, the AUC value should be close to 0.5. Therefore, the degree to which the value exceeds 0.5 indicates how much better the algorithm performs than pure chance.
The precision metric is defined as follows. All testing links ( and ) are ranked based on their similarity scores determined by one predictor. Top-links from the testing links are considered. If links from are within those top-links, we have Precision = .
Higher precision indicates higher prediction accuracy.
LINK PREDICTION WITH RANDOM SAMPLING
In this work, we evaluate two groups of link prediction algorithms: ten similarity indices based on local structure information (local predictors) and two similarity indices based on local path information (quasi-local predictors). These predictors will estimate the similarity of two disconnected nodes and then use this as the possibility of linking the two nodes. In this study, we propose a novel evaluation scheme for link prediction algorithms, where we randomly sample some unobserved links in a network to reduce the number of testing links required to be estimated. We compare the proposed evaluation scheme with the traditional one.
Link predictors
Many link prediction algorithms have been proposed.
Here, we study twelve link predictors, including ten local predictors and two quasi-local predictors [36] .
1. CN predictor. It is assumed that two nodes with 
3. Jaccard (Jac) predictor. The score of each node pair could also be obtained from Jaccard's definition as
4. Sørensen (Sor) predictor. This predictor is used mainly for ecological community data and is defined as
5. Hub Promoted Index (HPI) predictor. This one is proposed for quantifying the topological overlap of pairs of substrates in metabolic networks and is defined as
, .
6. Hub Depressed Index (HDI) predictor. Analogously to the above predictor, this one considers the opposite effect on hubs, defined as
7. Leicht-Holme-Newman Index (LHN) predictor. This index assigns high similarity to node pairs that have many common neighbors compared not to the possible maximum, but the expected number of such neighbors. It is defined as
8. Adamic-Adar (AA) predictor. This index refines the simple counting of common neighbors by assigning the less-connected neighbors more weights and is defined as
9. Resource Allocation (RA) predictor. This index is motivated by the resource allocation dynamics on complex networks. The similarity between and can be defined as the amount of resource received from , which is
10. Preferential Attachment (PA) predictor. The mechanism of preferential attachment can be used to generate evolving scale-free networks, where the probability that a new link is connected to the node is proportional to . It is defined as , = × . Note that the above nine predictors (except for PA) are based on common neighbors. Besides, we consider two more complex quasi-local predictors, which do not require global topological information but make use of more information than local predictors. In other words, they provide a good tradeoff of accuracy and computational complexity.
11. The local path (LP) predictor that takes consideration of 2-order paths and 3-order paths is defined as
where is a free parameter.
( 2 ) is equal to the CN predictor and ( 3 ) denotes the number of paths of length 3 connecting and . Here, the parameter is set as 0.01 according to [36] , instead of finding out its optimum that may cost much time. 12. The local random walk (LRW) predictor focuses on the probability of a random walker from node to node in steps, and is defined as 
Sampling method
As mentioned in the introduction, to avoid estimating the possibilities of all unobserved links in large networks, many sampling methods have been developed to get a representative view of the original network. For instance, Lü et al. used random walk sampling to obtain a subnetwork to apply their proposed SPM to networks with more than 1000 nodes [23] . However, the number of nodes in a subnetwork is typically less than 20% of that in the original network, which will lead to serious loss of topological information. Thus, we argue that sampled subnetwork cannot replace the original network at all. The ideal solution is to make full use of all the structural information of the original network while reducing the computational pressure brought by the growth of unobserved links. With this motivation, we consider randomly sampling some links from the set of unobserved links for experiments. The set of sampled unobserved links denotes as . It is noteworthy that Zhao et al. [37] had investigated the effect of sampling methods on the performance of local information-based link prediction algorithms, but it focuses on how to sample links from observed links, , to obtain the training set . Unlike this study, our focus is on whether sampling from unobserved links, , will affect the evaluation of link prediction algorithms. Fig. 1 shows the difference between the traditional link prediction evaluation scheme and our proposed scheme. In the traditional scheme, testing links consist of the links in the probe set ( ) and all unobserved links ( ), but in our scheme, testing links contain the links in and sampled unobserved links ( ). We can control the size of testing links by the setting sampling ratio . When is small (i.e., 1% or 0.1%), the number of testing links in our scheme is significantly less than that in traditional scheme, which enables it to reduce the running time required to evaluate the performance of link prediction algorithms.
Because the number of unobserved links varies greatly in networks of different sizes (see Table 1 ), the sampling ratio is set different for each network in our experiments. In small networks, the values of range from 0.5% to 50% (e.g., Karate), while in larger networks, from 1E-08 to 10% (e.g., Artist).
EXPERIMENTS AND RESULTS
Data description
Here, ten real-world networks used in this study are depicted in detail. Note that for all networks, according to the setting in [36] , we conduct only experiments on their giant connected components, and all of them are treated as undirected and unweighted networks.
These networks come from disparate fields. Karate is a social network of friendships from a karate club in Zachary [35] . Dolphin is a network of frequent associations between dolphins [38] . Word is a network of word adjacencies of common adjectives and nouns in the novel "David Copperfield" by Charles Dickens [39] . Metabolic is a network of chemical reactions in C.elegans, where nodes represent the chemicals and edges are reactions among them [40] . Email is a network representing the exchange of emails among members of a university in Spain in 2003 [41] . TV Shows, Government, Company, New Sites, and Artist are Facebook page networks of different categories [42] , where nodes represent the pages and edges are mutual likes among them. The detailed information about these networks is described in Table 3 . It is noteworthy that of these networks, four have more than 4,000 nodes, which are regarded as large networks in this paper, and the other six as small networks.
Evaluation in small networks
In our experiments, we set : = 9: 1, = 100000 in AUC, and = in the precision metric for all networks. In six small networks, each AUC value, precision, and running time are computed by averaging over 100 independent experiments; in four large networks, they are computed by averaging over 20 independent experiments. All experiments (except for the Artist network when = 1) are implemented with Python3 on a computer with an Intel Xeon 48-Core 2.5GHz CPU, 256 GB RAM, and Ubuntu 18.04.2 system.
AUC
Local predictors. First, we investigate link prediction with random sampling in six small networks using ten local predictors. The sampling ratio varies with the number of nodes in networks. The AUC results are summarized in Table 4 . Similar phenomena, summarized below, are consistently present in the six networks: i) Stability. From the vertical perspective, with the decrease of , the AUC of a local predictor does not change significantly, on the contrary, it remains stable. And with the increase of network size, the fluctuation range of the AUC value becomes smaller. Nevertheless, when the is low to a certain extent, i.e., the number of sampled unobserved links is less than 10, the AUC is not as stable as before (which can be seen in some smaller networks, i.e., Karate, Dolphin, Word, and Metabolic).
ii) Consistency. From the horizontal perspective, at different , the performance rankings of ten predictors are consistent in the same network. In other words, the predictors with good performance are always good, while those with poor performance are poor all the time. For instance, in Word network, PA is always the best predictor and LHN the worst; in Metabolic network, RA is always the best predictor but LHN still the worst.
Quasi-local predictors. Second, we evaluate the performance of the two quasi-local predictors (i.e., LP and LRW) by this random sampling method in the six networks. For efficiency, we only consider the 2-order paths and the 3order paths between two disconnected nodes when using the two predictors. Since LP and LRW have similar performance on the six networks, here we only show their AUC results on Email network and TV Shows network. As shown in Fig. 2 , with the variation of the sampling ratio , both LP and LRW perform quite stable and LP always outperforms LRW, which is in line with the above conclusion.
Precision
We further evaluate the accuracy of these predictors by the precision metric under different sampling ratios in these small networks. As nine local predictors based on common neighbors have similar performance, we only plot the results of two of them, i.e., CN and RA, in Fig. 3 , where we also draw the results of PA, LP, and LRW.
TABLE 4 AUC OF TEN LOCAL PREDICTORS ON SIX SMALL NETWORKS
For all six networks, the precision of these predictors is very low (below 0.4) without sampling (i.e., when = 1). With the exponential decline of the sampling ratio, the precision of all predictors is increasing. When < 0.0001, the precision of all predictors is greater than 0.8, and finally converges to 1. Overall, CN and RA outperform the other three predictors, and PA and LRW are the worst predictors, which can be seen in almost every network. Fig. 3 reveals that random sampling can change the prediction accuracy of each predictor, but does not change the performance ranking of these predictors. Therefore, the precision metric can also be used to evaluate link prediction algorithms when using random sampling scheme.
Running time
It can be expected that random sampling will reduce the time spent on link prediction. To confirm this hypothesis, we draw the running time of five predictors in Fig. 4 . Here, each value is the average time spent on 100 experiments per predictor. As Karate and Dolphin networks are quite small, the running time of all predictors is between 0.1s and 0.4s and has no significant change with the sampling ratio varying. Therefore, the results of Karate and Dolphin networks are not plotted in Fig. 4 . Fig. 4 shows that with the decline of the sampling ratio, the running time of all predictors is significantly shortened in four networks. Especially when decreases from 1 to 0.1 in Word and Metabolic networks and decreases from 1 to 0.01 in Email and TV Shows networks, the trend is very obvious; then, the reduction becomes slightly; and finally, the running time of a predictor approaches a constant in a network, but in different network, the steady-state constants of different predictors are different. These results indicate that sampling a few unobserved links from randomly can shorten the running time evidently, but it will not work if the sampling ratio is too small. Besides, the running time of quasi-local predictors is always longer than that of local predictors, and it is more obvious in larger networks, which demonstrates quasi-local predictors are more complex than local predictors. Our results also indicate that PA is the most timesaving predictor (as mentioned in the introduction).
Hence we examine the number of sampled unobserved links in different networks under an appropriate sampling ratio. In Word network when = 0.1, the number of sampled unobserved links (i.e., | |) is 579, which is about 1.4 times that of observed links (425), and about 5.2 times that of nodes (112). In Metabolic network when = 0.01, | | (870) is about 1.5 times (577) and 2.1 times (419). In Email network when = 0.01, | | (6358) is about 1.2 times (5451) and 5.6 times (1133). In TV Shows network when = 0.001, | | (7555) is about 0.44 times (17262) and 1.9 times (3892). In fact, with regards to the results of the precision, we can also sample fewer unobserved links for evaluation experiments in these networks. These results indicate that our sampling method can reduce the computational complexity for the evaluation of link prediction algorithms from ( 2 ) to ( ) or ( ).
Evaluation in larger networks
In this part, we further study link prediction with random sampling in four large networks, considering AUC, precision and running time as before. The phenomenon that link prediction with and without random sampling can be compared is also observed in larger networks.
AUC
As can be seen in Fig 4, the running time of LP and LRW increases exponentially with the growth of network size. It is unacceptable to run LP and LRW in larger networks, hence we only run three local predictors (i.e., CN, RA, and PA) in the four networks (the same below). Table 5 records the AUC results of the three predictors under different sampling ratios. Note that the node numbers of Government and Company networks are less than that of New Sites and Artist networks, so there is no edge for sampling when = 1 − 08. As the node number of the Artist network is greater than 50,000, it is impossible to calculate the AUC of the Artist network on a standalone computer when = 1 (as stated in Introduction). Hence, we run these three predictors on a cluster of three computers using the Flink, a distributed processing engine, to obtain their AUC values (marked with underlines) in the Artist network without sampling.
We can summarize some similar conclusions from Table 5, i.e., the Stability and Consistency presented in Table  4 . Except for PA, the AUC of CN and RA is almost invariable in a network regardless of the sampling ratio. In Government network, the AUC of RA is always larger than that of CN and PA; in Company and New Sites networks, the AUC of RA is almost the same as that of CN, and they are always greater than that of PA; in Artist network, the AUC of these three predictors is always very close. However, when the sampling ratio is below 1 − 06, the AUC of PA varies greatly in these four networks, which means that PA is more susceptible to random sampling than CN and RA. 
Precision
We further compare the precision of the three local predictors under different sampling ratios in these large net-works. Fig. 5 shows the results. Note that for the Artist network, we use the Flink framework to calculate the CN, RA, and PA of all testing links when = 1. The Flink is a distributed processing engine, not supporting the sorting operation so far, hence it is impossible to calculate the precision of these predictors. So, precision when = 1 is not plotted in Fig. 5d .
The results in Fig. 5 are very similar to that in Fig. 3 . For the four networks, with the exponential decline of the sampling ratio, the precision of all predictors is improved, and finally (when ≥ 1 − 06) they converge to 1. When ≤ 1 − 05 , the performance differences among the three predictors can be seen, i.e., the performance of CN and RA is almost the same, and both better than PA.
Running Time
Lastly, we report the running time of link prediction with random sampling in four large networks. Fig. 6 shows the results which are similar to that in Fig. 4 . With the exponential decline of the sampling ratio, the running time of three predictors is significantly reduced in four networks. For instance, when = 0.01, the running times of CN and RA are shortened to about 1 60 of that when = 1 in Government network, about 1 90 in Company network, and about 1 80 in New Sites network. When = 0.001, the running times of CN and RA are reduced to about 1 180 of that when = 1 in Government network, about 1 410 in Company network, and about 1 300 in New Sites network. Comparatively, the running time of PA decreases at a lower rate than that of CN and RA, but overall PA is still the most time-saving. Note that when = 1, this part of the experiment in Artist network (on a Flink cluster) is not carried on the same platform with others (on a computer), thus the running time is not plotted in Fig. 5d .
We also examine the number of sampled unobserved links in these networks under an appropriate sampling ratio. In Government network when = 1 − 04, the number of sampled unobserved links (i.e., | |) is 2481, which is about 0.03 times that of observed links (89455), and about 0.35 times that of nodes (7057). In Company network when = 1 − 04 , | | (9953) is about 0.19 times (52310) and 0.71 times (14113). In the New Sites network when = 1 − 04, | | (38946) is about 0.19 times (206259) and 1.39 times (27917). In the Artist network when = 1 − 04, | | (127504) is about 0.16 times (819306) and 2.52 times (50515). We can find that when = 1 − 04, the numbers of sampled unobserved links and nodes in these networks are basically in an order of magnitude. With regards to the results of the precision, we can sample fewer unobserved links for evaluation experiments, e.g., = 1 − 05 . Thus, this sampling method can reduce the computational complexity for the evaluation of link prediction algorithms from
( 2 ) to ( ).
CONCLUSION
How to fast and effectively evaluate the performance of link prediction algorithms is a difficult problem. Some methods have been proposed, e.g., ones based on big data platforms and traditional sampling methods, to address this problem. However, these methods based on big data platforms still face this challenge that the number of un-observed links is of the size ( 2 ) which are untenable for large-scale networks. Traditional sampling methods improves the computational efficiency at the cost of losing part of the structural information of a network. Inspired by supervised link prediction, we proposed a new evaluation method for link prediction algorithms. This method not only makes full use of the structural information of a network but also reduce the running time significantly by random sampling a few unobserved links in a network for evaluation experiments. Our empirical study shows that this method, link prediction with random sampling, can fast and effectively evaluate the performance of link prediction algorithms. The main contributions are summarized as follows. 1. It is no longer necessary to sample a subnetwork to replace the original large network. Our results indicate that in a network, with the decline of the sampling ratio, the AUC of a link predictor remains stable and the AUC rankings of link predictors will not change significantly; the precision of a link predictor goes up continuously and finally converges to 1, but the precision rankings of link predictors will not change significantly too. Our findings demonstrate that AUC and the precision metric can effectively evaluate the performance of link prediction algorithms even if a very small part of unobserved links are randomly sampled in a large network. Now, it can be sufficient to directly evaluate various link prediction algorithms in the target network even if the number of nodes in it is large enough. 2. Random sampling can be extremely significant to shorten the running time of the evaluation of link prediction. Our results indicate that this sampling method can reduce the computational complexity for the evaluation of link prediction algorithms from ( 2 ) to ( ) in large networks. Our findings make it possible to evaluate link prediction algorithms in large-scale networks. 3. Our study provides the answers to two important questions about sampling unobserved links in supervised link prediction (as mentioned in the introduction). Now, it is clear that random sampling of unobserved links has no significant impact on the evaluation of link prediction algorithms; and with the decline of the sampling ratio, the running time of a link predictor is significantly shortened.
Our research results provide empirical support for the effectiveness of supervised link prediction methods.
The present study has also certain limitations. First, this sampling method is only suitable to evaluate various link prediction algorithms, but not to predict missing or spurious links in a network using a particular predictor. In that case, all unobserved links need to be estimated. Second, due to the limitation of computing resources, we have not been able to experiment on larger scale networks as many real networks have hundreds of thousands or even millions of nodes. Finally, future studies could con-sider evaluating the performance of global link prediction algorithms, such as SimRank [43] and Leicht-Holme-Newman Index (LHN2) [44] . Besides, it should be noted that it will not make much sense if the sampling ratio is too small. Because when the sampling ratio is extremely small, the precision of all link predictors is close to 1, and the running time of all link predictors will not change at all.
Overall, our findings provide a novel perspective on the evaluation of link prediction algorithms and have broad implications for link prediction. We hope that our new experimental evidence about link prediction with random sampling will shed light on potential future studies for the network science community.
