Abstract: This paper presents a method for obtaining a neural model used in industrial robots control. The method refers to the forming of a small number of examples used in the training of a neural network that lead to the creation of a suitable model. This paper constitutes a development of the work [2] in order to increase the opportunities for its application in various fields. The description of the method is generally done, without relying on a specific application in the domain of industrial robots. The testing and the validation of the shown method were completed using the example of a system in which the relationship between inputs and outputs is described by means of mathematical functions. The set of learning examples, generated through the proposed method, served to the ANN training by a cross-validation technique, in case of these functions. The evaluation of the proposed method has been done by analysing the results obtained by applying it compared to those obtained with a known method, namely the uniform generation of training examples. The use of the method in the field of industrial robots' control was illustrated by a concrete application in the case of a robot with 6 degrees of freedom.
Introduction
The control proper is achieved by the robot's control equipment by generating a control value for each joint, so that the joint achieve coordinate q i resulted from the inverse kinematics, and the effector move through points of coordinates that belong to the trajectory. Therefore determining the coordinates of the joints is of capital importance [7] .
Neural networks can perform complex learning and adaptation tasks by imitating the function of biological neural systems, and thus can be used as models for nonlinear, multi-variable systems, trained by using input-output data observed on the system [3] .
The application of neural networks to robots control is well known [1, 4, 6] and an alternative to the adaptive control is represented by the neural controllers [8] .
The models based on neural networks show an advantage in terms of model simplification and, first and foremost, of the operations performed, as they consist solely of multiplications and additions. A model based on neural networks that would answer parallel robot control involves appropriate modelling and very good network training. The large number of the training data necessary for a high-quality neural model, which can reach thousands of examples [5] , can often be problematic. That is why the problem that this paper solves consists in the completion of a method for obtaining a high-quality neural network with a small number of training examples, one that grants both the desired precision in the entire robot's workspace and a reduction of the training time. Let us consider a robot with six degrees of freedom having three translation axes that give the positioning movement X, Y, Z, and other three rotation axes that give the orientation movement ψ, θ, φ. 644 E. Ciupan , F. Lungu, C. Ciupan Based on the robot's kinematic scheme [4] , there has been determined the mathematical model for the direct kinematics (1)-(2), as well as the model for inverse kinematic analysis (3)-(4):
(1) 
Description of the method used for the generation of training examples and its validation
The majority of robots have six degrees of freedom and, consequently, six joints. The current paper aims at finding a method of reducing the number of training examples of a neural network for the control of a robot with six degrees of freedom. In order to describe the method, a random system with 6 input signals, and 6 output ones, is being considered. In the process of building the neural network that is to shape the system, there is used a set of training examples in which the input is represented by vectors of values (q 1 , q 2 , q 3 , q 4 , q 5 , q 6 ), where q i ∈ [q min , q max ], ∀i = 1, 6. The output values of the system are described by the values of the vectorial function
According to the method proposed, the set of training examples results from the imposition of a successive move of the signals q i , i=1,...,6, by the successive move of each signal by a step p, followed by mixed moves of several axes, for each set j of input data q i,j , i=1,...,6 and j=1,...,m, where m is the total number of sets of this type, resulting in a set of output data F (q 1j , q 2j , q 3j , q 4j , q 5j , q 6j ) that is used for the network training. The training and testing data is determined according to the mathematical model for the function F by modifying the input signals according to Table 1 .
In the mathematical model for function F, sets of the input signals (q 1 , q 2 , q 3 , q 4 , q 5 , q 6 ) are gradually being introduced, and the output values are calculated. The data obtained after the completion of Table 1 represents the set of training examples. The novelty of this method consists in the way used to determine the neural network training data in order to achieve a high-quality neural network by means of a small number of training examples. A high-quality neural network is defined here as a neural model that offers acceptable errors in the entire domain of function F. In order to train the network effectively with a relatively reduced number of training examples, we suggest the use of an algorithm of generating the set of training examples which implies the completion of 30 phases expressed concisely in Table 1 . A phase, denoted here by h, corresponds to a set of pairs of six (q i , i=1,...,6), one for each factor z of multiplication of the step p, as it is shown explicitly in phase 1 in the 
where z=0,...,j for all the 30 phases, except phases 2-6, where z=1,...,j and p represents the increase step given by the relation:
and j is the number of steps. For the validation of the method, there has been considered the example in which the input signals q i ∈ [0, 90], ∀i = 1, 6, the step p=5, and the components of the vectorial function F are defined by the following equations:
According to the rule described concisely in Table 1 , there has been generated a set of training data of the neural network formed by pairs of examples Table 2 illustrates the two sets, trainProp and trainKnown. In the case of both sets, there has been applied the technique 4-fold cross-validation for the random division of each initial set of training examples into four subsets sSetP rop l , and sSetKnown l , l = 1, 4 , respectively. The subsets of each set have been used, in a combination of three, to the training of the network, while the fourth subset has been used for the validation of the model throughout the training process. We mark the neural models obtained as a result of the instruction as netP rop k and netKnown k ,k = 1, 4, respectively. The errors obtained in the training process are close in the case of the two methods used, and they are of order 10 −7 . In order to test the netProp k and netKnown k models, k=1, 4, there has been constituted the set of input-output data rendered in Table 3 .
The data in Table 4 show better results in the cases in which, for the training stage, there has been used the set obtained by means of the method proposed, as compared to the set achieved by means of the method known. More detailed data concerning the individual errors of the output signals are comprised in the tables 5 and 6, both in the case of the method proposed, and in that of the method known. The variations of the absolute errors of the output signals f 1 , f 2 and f 3 are shown in the graphs that belong to Table 5 , while those of the signals f 4 , f 5 and f 6 , are captured in the graphs corresponding to Table 6 .
It can be noticed the lesser size order of the individual errors in the case of the network training by means of data obtained through the method proposed, as compared to the one known. 
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Application for a robot with 6 degrees of freedom
Let us consider the robots workspace as a cube with the side of 300 mm. Based on the algorithm shown in Table 1 , there will be generated three sets of training examples for the method proposed here, taking into account in the model for direct kinematic analysis (1)- (2) the following constants:
The above value of −60 o for the angular variables was chosen so that the coordinates of the joints differs from 0 in the system reference point.
In order to validate the method suggested here, an alternative is considered to be the method of formation the training examples by the evenly distributed choice of the coordinates of the effector in the robot's workspace. For the method known, of evenly distributed choice of the coordinates, there will be generated three sets of data. The training data is obtained from the model for inverse kinematic analysis (3)- (4) with initial values from relation (13)-(14). In order to generate each set of training data (Set 1, Set 2, Set 3) corresponding to the two methods, there has been used the data in Table 7 . Table 7 : Training data sets The number of a set's training examples was denoted by n and it acquired different values in the case of each set. Using the data in Tables 1 and 7 there has been generated for each method a set of training data. In order to make a comparison between the results of the two methods, there have been used sets of data having the cardinality of the set of training examples (n) close (Set 1, Set 2) or identical (Set 3). Table 8 shows in parallel the set of training data for the proposed method, and Set 1 for the known method. There has been modelled a three-layer neural network (6-20-6 ) and the training with the three sets of data resulted in three neural models for each method. For each set of data and for each method, there have been obtained close errors of training (e < 10 −5 ). In order to compare the two methods, the neural networks have been tested for each set and method. For the comparison of the results, there has been taken into account the move of the effector in the robot's workspace on a diagonal between the coordinate points P 1 (210, 210, 670) and P 2 (490, 490, 790). For the orientation of the effector, there has been considered a rotation φ = 90 o . The values of the input signals are shown in columns 1-6 in Table 9 . The positioning error in Table  9 represents the resultant of the positioning coordinates error (X, Y, Z). Similarly, the angular error represents the resultant of the angular errors (ψ, θ, φ). 
Conclusions
The analysis of the results in Tables 9 and 10 in terms of positioning, angular and cumulated errors demonstrates the following:
-When simulating the move in a straight line, all the three neural models obtained based on the proposed method PrM offer much better results than the models obtained based on the KnM.
-The neural model Set 2-PrM offers positioning precision corresponding to some handling applications (e < 1 mm) although the set of training examples is relatively small (n=108). By contrast, even if for the neural model Set 2-KnM there has been used a relatively more significant number of training examples (n=256), this gives greater positioning errors (e < 39 mm) which cannot be accepted.
-The neural model Set 3-PrM (n=448) offers a positioning precision corresponding to the majority of the handling applications (e < 0.25 mm). The neural model Set 3-KnM (n=448)
