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AUTONOMOUS OPERATIONS OF LARGE-SCALE SATELLITE 
CONSTELLATIONS AND GROUND STATION NETWORKS 
Giovanni Minelli,* Mark Karpenko,t I. Michael Ross* and James Newman§ 
A dynamic optimization problem is employed to aid operators of large-scale sat-
ellite constellations with automated mission planning and data collection. Tradi-
tional techniques focus on graph-theoretic ideas that use heuristics to simplify 
the problem. The solution presented in this paper is formulated as a dynamic op-
timization problem that scales linearly as the number of satellites and ground 
stations increases. The problem formulation is implemented with the DIDO© 
pseudospectral optimal control solver to produce deconflicted ground antenna 
slew trajectories as a function of parameters and constraints used commonly by 
satellite operators. In this paper, one such factor, space-to-ground link margin. is 
used for the proof of concept. Other parameters can include mission priority, as-
set availability, and onboard spacecraft health. The specific problem solved here 
is to optimally slew ground-based antennas between multiple satellites that are 
simultaneously in view of one or more earth stations. The approach is tested us-
ing orbiting CubeSats and the Mobile CubeSat Command and Control (MC3) 
network. 
INTRODUCTION 
Small spacecraft have recently emerged as an attractive and highly capable platform enabling 
missions of ever-increasing complexity. The popularity of these spacecraft can be attributed, in 
part, to the decreasing cost of development, miniaturization of complex electronics, rapid devel-
opment life cycles, and increasingly routine access to space as rideshare/secondary payloads (1]. 
The total cost for flying a small satellite mission is often orders of magnitude lower than a tradi-
tional large and more capable counterpart, allowing a growing number of worldwide participants 
from academia, government, and commercial sectors. Given rapidly falling costs, the small satel-
lite industry is poised to field constellations of considerable size [2]. 
Access to capacity-constrained ground stations, staffing of mission operators, limited onboard 
power, and increased data products all represent potential bottlenecks for effective command and 
control (C2) oflarge constellations of small satellites. Consequently, large constellations of small 
satellites face significant resource constraints which may altogether eliminate their advantages. 
Traditional approaches to conduct C2 do not scale to large constellations, even if cost is not a 
primary constraint. This is primarily due to the reliance of human-in-the-loop decision making 
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when operational schedules must be developed for a diverse group of users and stakeholders. The 
~uantity and ~ive~sity of smal~ satellites launched will require substantial operational automation 
m order to mamtam the attractive cost benefits that the platform provides. 
~e goal of this paper is to describe an approach for automating and optimizing the mission 
operations component for small satellite constellations that number in the hundreds or thousands 
i:e. the sol~tion must be. scalable. Specifically, this solution focuses on using dynamic optimiza~ 
tion techniques (rather than graph-theoretic ideas) to automate the ground segment operational 
strategy for allocating constrained resources to communicate with many candidate satellites. The 
ne~ problem f~rmul~t~on has been developed, simulated, prototyped, and tested experimentally. 
~tlal field-testmg ut1hzed the Mobile CubeSat Command and Control (MC3) [3]-[7] ground sta-
tion network developed at the Naval Postgraduate School (NPS) and two PROPCUBE CubeSats 
~urrently in orbit. We ?elieve these algorithms can be generalized and applied to any ground sta-
tion ne~ork that requrres cost-effective automated operations for a disaggregated and growing 
p~pulatlon of small satellites [8]. This includes high-cost, high-reliability networks such as the 
Arr Force Satellite Control Network (AFSCN) [9] and NASA Space Communications and Navi-
~ation (SCaN) Program's Near Earth Network (NEN) and Space Network (SN) [IO]. The opera-
tions cost to use these networks has been prohibitive for many low-cost small satellite missions 
w?ose primary purpose has been for technology demonstrations and research and development 
Given the nature of these demonstration missions, their tasking priority is often much lower than 
those of operational national security or high value scientific missions. By adding an inexpensive 
capability that enables automation of large and diverse small satellite fleets, it will be possible to 
leverage existing infrastructtrre without disrupting the operations of high value missions and 
maintain an attractive price point for incoming cost-constrained missions. 
The following sections describe the problems that the paper is seeking to address, followed 
by the problem formulation. Lastly, a simple scenario is presented which walks the reader 
tlrrough a typical multi-satellite solution. 
PROBLEM DESCRIPTION 
The problem of deconflicting space-ground communications has been well-studied in recent 
years as the population of spacecraft and their user base has increased [11]-[13]. Satellites are 
extremely expensive resources and maximizing their use is a driver for mission operators and 
~anagers .. Usage optimization typically involves event deconfliction and task scheduling, tech-
mques which address an oversubscription scheduling problem. Though some processes can be 
automated, they are largely overseen by human schedulers who arbitrate complex requests across 
various organizations to ensure that all conflicts are resolved with enough time for the users to 
prepare for their schedule slot (i.e. 24-48 hours). Thus, in current solutions human operators are 
integral to all functions, an aspect that does not scale well to large networks. One feature of the 
solution proposed in this paper is that it has the ability to elevate operators to perform higher-
level decision making "pn the loop" rather than "in the loop". Operators have to consider many 
quantitative factors including the spacecraft orbital mechanics, link requirements, and efficiency 
of the communication for both spacecraft and ground station. In addition, there exists a qualita-
tive arbitration process that is generally difficult to quantify and model as it involves potential 
sensitivities such as customer rank, mission and security classification, experinient timeliness, 
funding, and many others. 
In general, automated tasking of ground resources can be framed as a constrained hybrid dy-
namic optimization problem where the variables are discrete, continuous, dynamic, and con-
strained [14]. Typical solution strategies involve forming and solving a graph problem. Thus, 
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even a simplified version of this problem cannot be solved in nondeterministic polynomial time, 
i.e. the problem is NP-hard. In other words, it falls into a class of problems that are too complex 
to be solved in a realistic amount of time. This leads to simplification and conservatism in the 
solutions which are contrary to the requirements oflarge-scale systems. 
The approach presented here utilizes a fundamentally different concept for solving the sched-
uling and planning problem [14], [15]. The key insight is to avoid solving a graph by formulating 
the allocation problem in terms of a dynamic optimization problem. In doing so, many of the heu-
ristics, simplification steps, and iterative loops typically required are subsequently eliminated. 
This enables the modeling of complex problems while still converging on feasible solutions with 
finite computation times. By the nature of its construction, the approach scales linearly with the 
problem space, N, whereas solutions based on graph-theoretic ideas scale on the order of N2• 
To attain feasible solutions, the non-smooth problem is represented as smooth and time-
continuous. The resulting formulation has the advantage of static and dynamic constraint satis-
faction at its very first solution. To our knowledge no one in the industry (or academia) is ap-
proaching the ground station scheduling problem in this fashion. 
Dynamic optimization seeks to not only induce decision variables to make a dynamic system 
reach its intended objective, but to do so optimally. The definition of optimality varies with the 
application though each case seeks to minimize or maximize a particular metric or characteristic. 
For example, a process may require minimum time, minimum energy, minimum penalty, maxi-
mum profit, maximum data, or maximum benefit and control inputs are therefore selected to meet 
these objectives. Dynamic optimization problems require characterization of the physical system 
to be controlled, a mathematically accurate description of the objective function, and any con-
straints in the system. Formulating the right problem becomes the most important facet of dy-
namic optimization. Once a problem has been developed, several approaches can be used to 
solve it. In this work, the DIDO© optimal control toolbox [16] is used to solve the dynamic op-
timization problem. 
PROBLEM FORMULATION 
Typical earth station antennas used for satellite communications are directional and must be 
actively positioned to enable sufficient electromagnetic energy levels for two-way message 
transmission. This paper presents solutions that control the ground antenna rotors to maximize an 
objective function (also called cost function) mapped to the quantity of valuable data requested 
from a satellite constellation. The rotors are opportunistically driven such that the attached an-
tennas are directly pointed at satellites as they fly over the earth stations. The specific satellites 
and contact duration are chosen autonomously as a function of quantitative parameters such as the 
orbital mechanics of the spacecraft and calculated link margin and qualitative parameters such as 
mission priority, asset availability, and the mission value of onboard data. In a scenario where a 
ground network is servicing hundreds of satellites, the earth stations' antennas would be continu-
ously slewing and acquiring the most advantageous targets until such time that acquiring the next 
target is more beneficial. With an increased presence of rapidly-reconfigurable low-cost soft-
ware-defmed radios at the ground stations and permanent internet connectivity, this model ena-
bles a bent-pipe communications approach for a diverse population of satellites that leverage 
common infrastructure to reduce cost. Additionally, as the overall cost of each ground station is 
reduced, it will be possible to provide substantial improvements in network capacity by fielding 
many autonomously controlled terminals to service the many satellites orbiting the planet. 
The objective function must express many diverse parameters in terms of a scalar functional 
that a numerical optimization tool can maximize.. One such parameter is the spacecraft position 
2365 
with respe~t to the earth station with which it communicates. To represent this relationship, a 
polar plot ts used to_define the C:artesian position of the satellite using azimuth and elevation an-
gles of a_ gro~d-station, located m the center of the plot (Figure 1 ). This method is routinely used 
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Elevation angles with respect to the horizon (left) and represented in Carte-
sian space. 
The expression for converting azimuth (13) and elevation (el) angles into a normalized Carte-
sian grid is as follows: 
[
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An expon~tial (Gaussian) function is used whose center is defined by (xn, Yn), whose spread 
alo?g each axis c~ be tuned with the parameters ax and tly, and whose scaling is determined by 
vanable V. Equation (2) shows the general form of the function which is referred to as a Benefit 
Value Function (BVF) [17]. The Gaussian representation produces a continuous differentiable 
curve to describe a target: ' 
(2) 
The height of the Gaussian is based on the scaling value V. The scaling value can be mapped 
to various quantitative and qualitative factors that influence the overall value of the BVF. To 
provide a simple demonstration of the algorithm in this paper, Vis used to represent the satellite's 
downlink signal strength as a function of its range to the station. To derive an analytic link budg-
et, we begin with the equivalent isotropic radiated power (EIRP) of an antenna which is a func-
tion of transmit power, PTIC, antenna gain, Gnc, and cable/connector losses, LoUT. EIRP and 
transmitter power is typically quantified in units of dBW. 
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(3) 
The free space path loss (FSPL) is the loss in signal strength of an electromagnetic wave as a 
function of distance and frequency. · · 
FSP L = 20 log10 ( 
4
;) +20 log10 (frequency) +20 log10 (range) (4) 
When using frequency units in MHz, range units in km, and speed of light constant c c= 2.99 x 
105 fill1/'sec the FSPL equation can be written as: 
FSPL = 32.45 +20log10 (frequency)+20log10 (range) (5) 
Carrier signal strength is a function of EIRP, receive antenna gain GRX, FSPL, attnospheric 
losses LATM, receiver input losses LIN, pointing losses LroINTING, and polarization losses 
LroLARIZATION• 
C = EIRP + GRX - FSPL- L ATM - LIN - LPOJNTING - LPOLA.RJZATJON (6) 
The_ carrier-to-noise received power ratio can be subsequently computed as a function of sys-
tem noise temperature Ts and the Boltzmann constant k = 1.38064852 x 10-23 m2 kg s-2 K-1 
(7) 
As a digital signal is modulated, its carrier energy is spread in the frequency domain in propor-
tion to the data rate in bits per second (bps) as governed by the Shannon-Hartley theorem. A 
c~~on metric for assessing this behavior is the energy per bit of the system Eb, The energy per 
bit 1s then compared to system noise to produce a signal-to-noise ratio: 
(8) 
The difference between actual and required signal to noise ratio (SNR) is the system's link 
margin Mand is often the governing parameter in the performance of a communications link [18]. 




_ required (9) 
The link margin for any communications system depends on the modulation, encoding 
scheme, data rate, receiver sensitivity, and many other factors and is therefore system-specific. 
Likewise, depending on the fidelity of the analysis and complex real-world interactions, the min-
imum value of M often carries substantial margin; a factor of two (3 dB) or more. If the link 
margin is significantly above the minimum required value, engineers will often increase the data 
rate to take advantage of extra capacity in the system. Likewise, a poor link margin necessitates a 
decrease in data rates to increase the energy-per-bit in the system. We use the link margin here as 
a direct indicator of available data rate and signal strength for each satellite. Particular emphasis 
is placed on the downlink quality as we are primarily concerned with small satellites which have 
significant power and antenna aperture constraints that limit data throughput to the ground. Up-
link constraints are not initially considered due to the assumption of ample available transmit 
power and gain at the ground station. 
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In this paper, a simplified link margin Mis assumed whose gains, losses, and attributes (such 
as data rate, frequency, pointing losses, etc.) are constant with the exception of slant range to the 
ground station. This means that the FSPL term varies as a function of time as does M, though 
with significant predictability to ease algorithm validation. The link margin Mis mapped directly 
to the BVF scaling factor V described above as simply 
V=M (10) 
Figure 2 is an illustration of the benefit value of the PROPCUBE Flora CubeSat modeled us-
ing the Gaussian technique described above. The simplified model is for a contact scenario using 
the MC3 network's Space Dynamics Laboratory (SOL) station in Logan, UT. As the satellite 
passes over the station the link margin varies and is greatest at the point of closest approach. This 
corresponds to a Gaussian with varying height ( denoted as brightness in Figure 2b ). The taller 
the peak, the more benefit is attained at that particular point in time. This simplified link budget 
does not consider changes in spacecraft orientation, varying data rates, environmental noise, etc. 
though a more complex model can easily include such factors. 
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Figure 2 Cartesian azimuth/elevation polar plot for three time-points (b,c). Simplified 
link margin for passing CubeSat (a) 
With multiple satellite targets passing the stations, the overall benefit can be maximized in 
time by selecting an antenna motion profile that acquires those targets with the largest peaks over 
the longest times. The solution scales to an arbitrary number of satellites and ground stations 
since the BVF of Equation (2) can be evaluated as an N-satellite sum. 
Antenna rotor geometries may be inserted to represent the kinematics of the real system in-
cluding position and angular velocity limits. Different orientations can be modeled for systems of 
varying size and complexity as shown in Figure 3. The Air Force Institute of Technology (AFIT) 
hosts a 3-meter dish for the MC3 network which uses a modem X/Y positioner. In contrast, the 
Alaska Satellite Facility (ASF) in Fairbanks, AK operates a node on the NASA NEN using the 
I 0-meter AS2 antenna which uses an azimuth/elevation positioning system with an additional 
tilting capability for keyhole mitigation. A 3-meter dish at NPS uses a traditional azi-
muth/elevation rotor control system. All three systems (as well as many others) can be modeled 
and inserted into the concepts described in this paper. 
Regardless of the physical means of pointing the aperture, the satellite communications prob-
lem requires pointing to a local azimuth and elevation. In this paper, it is assumed that a tradi-
2368 
tional azimuth and elevation positioner system is used involving two large geared motors mount-
ed orthogonally and whose azimuth axis of rotation is aligned with zenith. 
(a) (b) (c) 
Figure 3 Three different satellite communications apertures. A 3-meter parabolic 
dish at NPS employs an azimuth/elevation rotor system (a). A 3-meter dish at 
AFIT uses a modern X/Y rotator architecture to minimize keyhole effects (b). A 
IO-meter dish at UAF uses an azimuth/elevation positioning system with an addi-
tion tilting capability for keyhole mitigation (c). 
A good approximation for a geared motor moving an antenna is the double integrator plant. 
The basis for the double integrator is that the motor provides a torque r into the system causing 
an angular acceleration about the axis of rotation. The acceleration can be integrated as a func-
tion of time twice to produce velocity and position values. The initial model does not include 
friction, thus leading to small torque values than would be required to operate a practical system. 
This does not affect the proof of concept as we assume ample available power at the ground sta-
tion though future models will carry a damping term to better reflect real accelerations. Mathe-
matically, the double integrator model for the azimuth and elevation positioners is as follows: 
T -J jj 
AZsm: - AZsm: AZsm: 
T -J jj 
ELsrrE - Elsm: Elsm: 
(11) 
and rearranged as: 




where J is the rotational moment of inertia of the system and 0 is the angular position of the sys-
tem. The AZ,;,, subscript denotes the degree of freedom responsible for the antenna azimuth ro-
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tor, while ELs;te corresponds to the elevation rotor. We consider the motor torques as our control 
variables. 
U(f) = [-rAZsm: T ]T ELS/TE (13) 
The system states are as follows: 
X =[OAZsm; (14) 
This enables the state-space formation to be written as: 
(}AZ =@AZ sm: sm: 
(15) 
where OJ is the angular velocity of each degree of freedom. The angles map directly to the tradi-
tional topocentric reference frame commonly used in satellite observation applications [19]. 
The general benefit value function V applied to this example consists of a sum of Gaussians 
each scaled by factor v and enumerated for each satellite when in view of each ground station in 
the planning horizon [15]. Equation (16) describes the full function: 
( 






BVF t;0Azsm:,0ELsm:•mAZsm:•mELsm:'M,AZSAT'ELSAT )= ~ f;:ti viie 2.,., 2.,.Y (16) 
The above BVF is added into the full problem formulation objective function. Included in 
the formulation are system kinematics, satellite positions represented in Cartesian space, rest-to-
rest constraints, and computed link margin M The full problem formulation is as follows: 
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subject to 0 =(i) AZsrrE AZSlTE 






vii = MSAT;->SITE1 
(Yx' Uy = ~T' ~T 
OAZmin 5,, OAZ 5,, 0 AZrmx SlTE SlTE SlTE 
0ELminSlTE 5,, OELsm; 5,, 0ELrmxsm; 
lV AZminSllE 5,, (i) AZsm; 5,, (i) AZrmxsm; 
(i)ELminSllE 5,, (i)Elsm; 5,, (i)ELrmxsm; 
'r AZminSllE 5,, 'r AZsm; 5,, 'r AZ rmxsm; 
T ELminSlTE 5,, T ElsrrE 5,, r ELrmxSlTE 
(17) 
The BVF is dependent on several parameters. First, it consists of antenna rotor position angles 
0Az and 0& as translated into Cartesian coordinates (xsITE, YsITE) defined in Equation (1 ). Next, 
the satellite ephemeris is converted from a Two Line Element {TLE) to the Earth Centered Earth 
Fixed (ECEF) reference frame and finally to Azimuth, Elevation, and Range (AER) with respect 
to the geodetic latitude/longitude of the ground station(s) of interest. The azimuth and elevation 
angles are translated into Cartesian coordinates (xsAT, YsAT) using Equation (1) and are compared, 
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directly to the corresponding antenna position defined by (xsITE, YsJTE). The closer the two values, 
the higher the value of the benefit function. A simplified link margin Mis used to create the v 
term for scaling the Gaussian. It varies only as a function of slant range distance from the satel-
lite to the ground station though more complex models can include a weighing factor for mission 
priority, varying data rates, asset availability, and onboard data value. The scaling ofthis Vij term 
dictates the overall weight of the target. The inclusion of control torques for minimization in the 
objective function reduces the overall control effort. The remaining constraints in the problem 
formulation are applied to bounds for motor torque, angular velocity, and angular position for 
each degree of freedom in the antenna system. Though initial and final rotor torques and posi-
tions are not constrained, the problem is modeled as rest-to-rest with angular velocities forced to 
be zero at the scenario boundaries. 
The problem formulation of Equation (17) casts the automated tasking problem in terms of a 
dynamic optimization problem. Specifically, it is formulated as an optimal control problem 
which may be solved using computational tools and can generate a solution in a matter of seconds 
or minutes. The formulation scales to arbitrary numbers of satellites and ground stations, and the 
computational complexity scales linearly with the size of the problem. 
EXPERIMENTAL RESULTS 
To validate the problem formulation from the previous section, simulations were performed 
using data from real-world CubeSat missions. Furthermore, the outputs of these simulations were 
formatted to run on the MC3 ground stations thereby allowing them to be tested in the field with 
real satellites and ground stations. 
Two satellites operated by the MC3 network were used for the initial experimental demon-
stration. The satellites are part of the Picosats Realizing Orbital Propagation Calibrations Using 
Beacon Emitters (PROPCUBE) mission seeking to aid ground-based ionospheric observations 
and satellite orbit determination for the Naval Research Laboratory (NRL). The satellites 
launched into a 550 km circular orbit with 63° inclination in October, 2015. The two satellites are 
named Flora (FL) and Merryweather (MW). 
Due to slightly different altitudes at orbital insertion, one satellite slowly overtakes the other 
in their orbital plane over a three-week window that occurs periodically approximately every 
three months. This offers a unique opportunity to test the newly developed deconfliction algo-
rithms. When the positions of Flora and Merryweather overlap, they are simultaneously in view 
of ground assets that are normally constrained to communicate with only one satellite at a time. 
Though the single ground station/ single satellite constraint remains, the solution to Equation (17) 
seeks to maximize contact time with each satellite as a function of each satellite's BVF. 
Two Satellites, One Ground Station 
The initial deconfliction model was built to be overly simplistic so that it would be possible 
to verify that the solutions behave as one would expect. This was particularly useful for deter-
mining model accuracy and associated scaling factors. The simplest deconfliction model consists 
of two satellites that are simultaneously in view of a single ground station. 
The following example illustrates an equally weighted BVF for both satellites and link mar-
gin as the only variable. The benefit value of each satellite is therefore greatest at its closest ap-
proach. The two satellites in this scenario are separated by approximately five minutes. The sta-
tion antenna tracks one satellite until doing so is less valuable than transitioning to the trailing 
satellite. Figure 4-6 show a progression of this scenario. Each Figure shows a realistic snapshot 
from Systems Toolkit 10 (STK) (left) and the abstracted Cartesian azimuth/elevation polar plot. 
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The polar plot displays contours whose color intensity corresponds to each satellite's BVF as well 
as a red circle indicating the antenna target location. 
90 
180 
Figure 4 Scenario start: Merryweather satellite in view of SDL station. Flora is on 
the horizon and provides a lower benefit than Merryweather. The antenna 








Figure 5 Scenario midpoint: The station transitions from tracking Merryweather to 
Flora (red dot changes location over three time steps). The decreasing benefit of 







Scenario end: Merryweather below horizon. Flora tracked through loss of 
signal. 
T~e above scenario illustrates a simple example to validate development of the problem for-
mulat10n. The optimal solution is intuitive; to maximize benefit a station should track a satellite 
until it becomes more advantageous to switch to the other. Figure 7 shows the calculated link 
margin and superimposed total benefit accrued for the above scenario. 
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Figure 7 Link margin and benefit plot for the two satellite, one station example. 
With all other weight factors kept equal, the overall benefit is maximized when the antenna 
tracks the peak signal strength from each satellite. The dip in instantaneous benefit in the middle 
of the scenario corresponds to no benefit being accrued in the transition between satellites. It is 
therefore advantageous to minimize this transition time as much as possible. 
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Taking a more in-depth look at the optimal control solution in Figure 8 we note that the max-
imum rotation rate of each rotor stays within the preset constraint of ±10 degrees/second. The 
states were each scaled by a factor of 100 to increase computational efficiency. 
--AZdotsDL 
--ELdotsDL 
100 200 300 400 500 600 
Scaled States 
:Lb-__,~--~-~-! 
100 200 300 400 500 600 
Figure 8 Rates, and scaled states from two satellite, one ground station example. 
For a ground station servicing multiple satellites in similar orbits, the above scenario may oc-
cur multiple times per day. Without automation, managing transitions between one satellite and 
another requires operator intervention and would not scale to situations with many satellites and 
ground stations. This example lays the foundational work for that scenario. 
Two Satellites, Two Ground Stations 
To compare and contrast the above example, we now introduce the exact same scenario but 
with the addition of a second ground station. This additional station is located at the Cosmiac 
facility in partnership with the University of New Mexico (UNM) in Albuquerque, NM. The 
model associated value weights remain the same. Additionally, there is no constraint requiring 
that only one ground station service one satellite at a time. This allows antennas at both sites to 
simultaneously point at a single satellite if the overall benefit is maximized. Though transmis-
sions can only originate from one station at a time, both can passively receive and forward data to 
the operator. Future missions may require different constraints, which can be factored into the 
model. 
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Scenario start: Merryweather in view for both sites. Flora is on horizon for 
SOL and out of view for UNM. Both sites are tracking Merryweather. 
As Merryweather flew past the SDL site (Figure 9), it continued to approach UNM. At this 
point, as with the above single station example, SDL transitioned to Flora. UNM continued 
tracking Merryweather as it continued to be most beneficial. Once SDL fully acquired the Flora 
target, UNM then began the slew to acquire Flora. The transition points were chosen to 
maximize the combined benefit from tracking the two satellites. Only one transition occurred at a 
















First transition: The SDL site slews from the Merryweather to Flora target. 
















Figure 11 Second transition: Immediately after Flora was acquired at SDL the UNM 
site began its slew from Merryweather to Flora. The Flora satellite ~as then 
tracked by both stations until the end of the scenario. 
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The calculated link margins for both satellites at each ground site are shown in Figure 12 and 
the resulting antenna motion are presented in Figure 13. 
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Figure 12 Link margin and benefit plot for the two-satellite, two-station example. 
Note the two dips in benefit corresponding to antenna slews at each station be-
tween the two satellites. 
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Figure 13 
200 300 400 500 600 700 
Rates and scaled states for two satellite, two ground station scenario 
Even a simple problem such as the example shown above becomes increasingly complex if 
attempting to plan manually or with a heuristic. The optimal control solution of only performing 
one slew at a time between satellites was an unexpected, but logical result. An operator could 
have easily missed an opportunity to extend the UNM station's Merryweather collection slightly 
longer so as to deliver the overall mission the most benefit. 
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Figure 14 Screenshot of actual PROPCUBE operations performed using SDL and 
UNM ground stations. Video feeds of the antennas are sent to operators at the 
MC3 satellite operations center. UNM and SDL antennas (framed with red box-
es) are tracking the two satellites, whose positions are shown on the left. 
The above scenario was formatted for the MC3 ground sites at SDL and UNM and was exe-
cuted on the real system. Figure 14 shows a screenshot from the MC3 control center where the 
two ground stations were successfully executing the maneuvers described above while maintain-
ing two-way communications with the satellites. 
CONCLUSION 
1?e work presented in this paper illustrates the foundations of a scalable approach for per-
fo':111"1g aut?nomous ~ound station operations that can be applied to large-scale satellite constel-
lat10ns by v_utue of usmg dynamic optimiz.ation techniques over graph-theoretic algorithms. Fu-
ture expansions of the model will include additional parameters for consideration such as antenna 
patterns, non-uniform data rates, mission priority, and onboard data value. 
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