The rapid development of microarray technologies enabled the monitoring of expression levels of thousands of genes simultaneously. Microarray technology has great potential for creating an enormous amount of data in a short time, and now becomes a new tool for studying such broad problems as classification of tumors in biology and medical science. Many statistical methods are available for analysing and systematizing these complex data into meaningful information, and one of the main goals in analysing gene expression data is the detection of samples or genes with similar expression patterns. In this paper, we developed a new clustering method of class discovery in a dataset. The performances of the new and existing methods were compared using both simulated data and real gene expression data. The proposed method was generally found to give more accurate cluster numbers and cluster assignments for individual objects than the three well-known general clustering methods such as agglomerative and divisive hierarchical clustering (HC) and self-organizing map (SOM). It also gave better results than the three consensus clustering methods based on agglomerative and divisive HC and SOM.
Introduction
The rapid development of microarray technologies enabled the monitoring of expression levels of thousands of genes simultaneously. 1 Microarray technology has great potential for creating an enormous amount of data in a short time, and now becomes a new tool for studying such broad problems as classification of tumors in biology and medical science. Many statistical methods are available for analysing and systematizing these complex data into meaningful information, and one of the main goals in analysing gene expression data is the detection of samples or genes with similar expression patterns. Because of the large number of genes involved and the complexity of biological processes, the clustering algorithm is a major part of important studies such as analysis of genetic capacities and their mutual relations using gene expression data. Clustering analysis is faced with a dual problem: how to fix the number of true clusters, and how to evaluate the samples allocated to these clusters. In a clinical or medical science of cancer diagnosis, the discovery of new tumor classes would be based on the clustering results and these classes would then be used to construct predictors for new tumor samples. Especially, the issue of cluster allocation is very important in gene expression data analysis, where the problem of a relatively small sample size is compounded by the high dimensionality of the available data, making the clustering results particularly sensitive to noise and over-fitting.
A number of clustering algorithms have been proposed to analyse gene expression data, including hierarchical clustering (HC), 2 self-organizing map(SOM), 3 K-means, 4 model based clustering, [5] [6] [7] PAM, 8 Diana, 9 and Fuzzy c-means clustering. 10 Fred developed a strategy of constructing a pairwise concordance matrix to assign objects to the corresponding cluster. 11 Weingessel et al. suggested a clustering algorithm by which crisp or fuzzy partitions of a dataset can be combined to a new fuzzy partition. 12 Dudoit and Fridlyand suggested the bagged clustering procedures by resampling methods. 13 Various methods have been recently suggested to evaluate the stability of clustering algorithm applied to microarray data such as bootstrapping, 14, 15 stimulating perturbations of the original dataset and cross validation techniques. A method called cleset 8 is available for estimating the number of true clusters, which combines the principle of clustering and the discriminant analysis. The Gap statistic also estimates the number of clusters by within-cluster dispersion measures. 16 Also, Smolkin and Ghosh have developed a cluster stability score to estimate the number of true clusters based on subsampling techniques. 17 Monti et al. have suggested a consensus clustering method for clustering validation and class discovery. Their method uses the resampling method to represent the agreement across multiple runs of the clustering algorithm and to assess the stability of the discovered clusters. 18 The basic idea of consensus clustering is to construct a perturbed dataset from the original dataset by repeated subsampling, apply the clustering algorithm (agglomerative HC, divisive HC and SOM) to the perturbed dataset repeatedly to organize the consensus matrix, and estimate the number of clusters by a visualization tool, such as the heat map of the consensus matrix. Therefore, this method has a merit in that it can decide the number of clusters automatically by performing subsampling repeatedly. Since it organizes the consensus matrix through repeated performance of one clustering algorithm chosen at the initial stage, however, the result of the final clustering heavily relies on the initial clustering algorithm. One way to overcome this problem is to perform several clustering algorithms simultaneously to organize the consensus matrix, and to combine all the matrices to use them as a dissimilarity measure.
In this paper, we suggest a new clustering algorithm based on a new ensemble dissimilarity measure, which is an expansion of the consensus clustering of Monti et al. 18 The proposed method is evaluated by applying inter-cluster and intra-cluster validation methods and is also compared with the existing methods. The paper is organized as follows. Section 2 describes a consensus clustering method for constructing consensus matrix and determining the number of clusters. After describing its associated problems, we propose an alternative approach to solve the problem. Section 3 describes the datasets along with preliminary data pre-processing procedure, three clustering algorithms and some validation methods. Section 4 assesses the effectiveness of the proposed method by comparing the results from both simulated datasets and real expression datasets. Finally, we conclude with an extensive discussion in Section 5.
where M h is the matrix corresponding to the result obtained by applying the initially selected clustering algorithm to the hth perturbed dataset. The entry of matrix M is defined to be equal to 1 if the objects i and j belong to the same cluster and to 0 otherwise, and N is the number of objects. I h represents the N × N indicator matrix such that the entry (i, j) is equal to 1 if the objects i and j are together in the hth perturbed dataset and 0 otherwise. In the consensus matrix, the entry (i, j) means the number of times the objects i and j are assigned to the same cluster divided by the total number of times both objects are selected. From this formula, it follows that 0 ≤ C(i, j) ≤ 1 and that the consensus matrix is symmetric. When all the entries of a matrix C are close to 1 or 0, one may infer that the results have been well clustered. Here, 1 − C indicates a dissimilarity matrix that can be used as the common measure, such as the Euclidean distance matrix and the correlation matrix. Besides, our main concern in cluster analysis is to determine the number of clusters. The consensus matrix is also used to find the number of clusters that fits the dataset. The basic idea is to construct a consensus matrix C k for each of the clusters (k = 1, 2, . . . , K), to compare the resulting consensus matrices, and to determine the number of clusters corresponding to the most explicit matrix. The consensus matrix lends itself naturally to be used as a visualization tool to validate the number of clusters. A heat map is basically a dual-color image with a dendrogram added to the left side and to the top. And if we reordered consensus matrix is used such that the objects contained in the same cluster are adjacent to each other, a matrix corresponding to perfect consensus will be displayed as a heat map, depicted by red blocks along the diagonal on a white background. Readers can refer to Monti et al. 18 for more detailed content of the consensus clustering algorithm.
Ensemble clustering algorithm
When the current consensus clustering method is used in gene expression data analysis to group the subsets of a dataset, the results of this consensus clustering heavily depend on the choice of the initially selected clustering algorithm. To overcome these problems, we extend the consensus clustering to propose the so-called 'ensemble clustering algorithm'. The key point of the proposed method is to mix the consensus matrix organized from more than two clustering algorithms. We will call this ensemble matrix. The ensemble clustering procedure has been described in Box 1. The consensus matrix in each clustering algorithm can be defined as in Equation (1), and the ensemble matrix can be defined as the average of C 1 , C 2 , . . . , C A .
where E(i, j) is the entry of objects (i, j) in the ensemble matrix, C a (i, j) indicates (i, j)th entry of consensus matrix in ath initial clustering algorithm and A is the number of clusters. Here, 0 ≤ E(i, j) ≤ 1. We can also determine the number of true clusters by the heat map. The proposed method constructs an ensemble matrix which is not dependent on the initial clustering algorithms. Thus, we can find the optimal number of clusters K more reasonably using the validation methods. We used three methods (agglomerative HC, divisive HC and SOM) as our initial clustering algorithms, and applied four inter-cluster indices (silhouette, Davies-Bouldin (DB), Gap and heat map) and two intra-cluster indices (adjusted Rand and FM) to assess the performance of the proposed method.
Materials and methods

Clustering algorithms
The three clustering algorithms were considered as the initial clustering method. The R implementation of all these methods is available in the packages such as HCLUST (agglomerative HC with average linkage), CLUSTER (divisive HC with Diana) and CLASS (SOM).
Agglomerative HC
The agglomerative hierarchical clustering is one of the most popular methods for clustering gene expression. The clustering is based on a pairwise distance matrix between objects. This method proceeds successively by merging smaller clusters into larger ones. The result of the algorithm is a tree of clusters, called dendrogram, which shows how the clusters are related. A clustering of the objects into disjoint groups is obtained by cutting the dendrogram at some level.
Divisive HC
Diana is probably unique in computing a divisive hierarchy, 19 whereas most other softwares for hierarchical clustering are agglomerative. The divisive hierarchical clustering is an attractive option when a grouping into a few large clusters is of interest. Diana constructs a hierarchy of clusters, starting with one large cluster containing all N objects, and the clusters are divided until each cluster contains only a single object. At each stage, the cluster with the largest dissimilarity between any two of its objects is selected. To divide the selected cluster, the algorithm first looks for an object which has the largest average dissimilarity to the other objects of the selected cluster. This object initiates the splinter group. In subsequent steps, the algorithm reassigns objects that are closer to the splinter group than to the old party. The result is a division of the selected cluster into two new clusters.
Self-organizing map
The self-organizing map is an effective method for visualizing high-dimensional data and performing unsupervised learning and clustering. 20 SOM clustering is based on the concepts of neural networks. It converts complex, nonlinear statistical relationships between high-dimensional data into simple geometric relationships on a low-dimensional display. The SOM network has input and output nodes. The input layer has a node for each attribute of the record, and each one is connected to every output node. Each connection is associated with a weight, which determines the position of the corresponding output node. Thus the algorithm changes the weights appropriately, and output nodes move to form clusters, refer Hastie et al. for more detailed content and numerical procedure. 21 
Datasets
The new ensemble clustering and existing methods described in Section 3.1 were applied to five simulated datasets and five real gene expression data. These data are described as follows.
Simulated datasets
We have tried the following five simulations, which were used to describe the various clustering results for the datasets, together with some relevant characteristics such as different number of clusters, different number of genes, different numbers of overlapping and non-overlapping clusters, and the existence of noise variables. Note that Simulation 1 and Simulation 2 were considered in Monti et al. 18 and Simulation 3-Simulation 5 were considered in Tibshirani et al. 16 and Dudoit and Fridlyand. 8 Simulation 1. One cluster with 600 genes (or variables): 60 objects were generated from the uniform distribution.
Simulation 2. Three clusters with 600 genes: 15, 15 and 30 objects were generated from the same normal distribution in each of the three clusters. The data simulates a pattern whereby a distinct set of 200 genes is up-regulated in one of three clusters, and down-regulated in the remaining two clusters.
Simulation 3. Four clusters with 600 genes: each cluster is chosen to have 25 objects, with means randomly chosen from N(0, 2.5I). The objects in a given cluster are independently drawn from normal distribution with appropriate mean vector and an identity covariance matrix. The simulated data was discarded if the Euclidean distance between the two closest objects belonging to different clusters is generated to be <1. Simulation 4. Two elongated Clusters with three genes: Cluster 1 is generated as follows. Set x 1 = x 2 = x 3 = t with t taking on 100 equally spaced values from −0.5 to 0.5, and then let Gaussian noise with standard deviation 0.1 be added to each variable. Cluster 2 is generated in the same way except that the value 10 is added to each variable. These result in two elongated clusters, stretching out along the main diagonal of a three-dimensional cube.
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Simulation 5. Three overlapping clusters with 13 genes when 10 genes out of 13 are noise genes: the first three genes in each of the three clusters have a multivariate normal distribution with mean vectors (0,0,0), (2, −2, 2) and (−2, 2, −2), respectively, and with covariance matrix Σ, where σ ii = 1, 1 ≤ i ≤ 3 and σ ij = 0.5, 1 ≤ i = j ≤ 3. The remaining 10 genes are generated independently from the N(0 10 , I 10 ) distribution. Each cluster contains 50 objects.
Real gene expression datasets
The real gene expression data were obtained from the five published microarray studies, and these datasets are summarized in Table 1 . The objects were pre-processed by subtracting the median and by dividing its quartile range across variable genes as in Broberg, 22 and Zhao and Pan. 23 Expression levels were also measured for thousands of genes in each of the datasets. However, the large number of genes exhibit nearly constant expression levels based on the coefficient of variation of the expression levels across samples. 8, 13 These genes did not seem to be useful for classification purposes, and thus we used genes with high coefficient of variation of expression levels across samples in the clustering process. 8, 13 We selected the top 5% of genes with a high coefficient of variation from each dataset. This selection is, of course, arbitrary but resembles a real biological situation as in Broberg. 22 For each cluster, 100 resampling iterations were run and at each iteration, the perturbed dataset was obtained by sampling, without replacement, 80% of the objects from the pre-processed dataset.
Melanoma. The melanoma dataset was described in Bittner et al. 24 This dataset was acquired from a study of gene expression in two types of 31 cutaneous melanomas and seven controls. Gene expression levels were measured using cDNA microarrays containing G = 8150 human genes. In each microarray experiment, fluorescent cDNA targets were prepared from an experimental mRNA sample (Cy5), and a reference mRNA sample derived from a single probe labeled as Cy3 was used for all 38 samples. Of the 8150 genes, 3613 genes were identified as well measured. This experiment data had many Cy5/Cy3 expression ratios above 10 000 and also had many below 0.02. Therefore, the data filtering method which excluded the genes with expression ratio greater than 50 and less than 0.02, was applied for this dataset as in Dalene et al. 25 These ratios were transformed to a base 2 logarithmic scale.
Leukemia. We used the leukemia dataset of Golub et al., 26 which consists of 38 learning samples on the Affymetrix high density oligonucleotide chips containing G = 7129 human genes. The goal of this experiment is to identify the genes that are differentially expressed in 27 acute lymphoblastic leukemia (ALL) patients and 12 acute myeloid leukemia (AML) patients.
Lung cancer. The lung cancer dataset was described in Bhattacharjee et al. 27 This dataset comes from a study of gene expression in five types lung carcinoma: 139 lung adenocarcinomas (AD), 21 squamous cell lung carcinomas (SQ), 20 pulmonary carcinoids (COID), six small-cell lung carcinomas (SCLC) cases and 17 normal lung specimens (NL). Gene expression levels were measured using Affymetrix high density oligonucleotide arrays containing 12 000 human genes.
NCI60. The NCI60 dataset was described in Ross et al. 28 This dataset was used to examine the variation in gene expression among 60 cell lines. The cell lines were derived from tumor with different sites of origin: seven breast, six central nervous system (CNS), seven colon, six Leukemia, eight melanoma, nine non small cell lung carcinoma (NSCLC), six ovarian and eight renal. Gene expression levels were measured using cDNA microarrays containing 9703 human genes. For this dataset, some array contains a number of genes with missing values. We first selected G = 8150 genes which have at most three missing values. These missing values were imputed by k-nearest neighbor (kNN) algorithm, where the number of neighbors to estimate the missing value k = 5 was used, and the selection of the neighbors was based on the sample correction.
Normal tissues. The normal tissues dataset was described in Ramaswamy et al. 29 This dataset was gathered from snap frozen human normal tissue specimens, and 13 different tissue types: five breast cancers, nine prostates, seven lung cancers, 11 colons, six germinal center cells, seven bladders, six uterus, five peripheral blood monocytes, 12 kidneys, 10 pancreas, four ovary, five whole brains and three cerebellums. Tissues were collected and studied under an anonymous discarded tissue protocol approved by the Dana-Farber Cancer Institute Review Board. Gene expression levels were measured using affymetrix high density oligonucleotide arrays containing G = 16 063 genes.
Validation methods
To assess our clustering method on the simulated and the real gene expression datasets, we used several validation methods. We briefly describe the inter-and intra-cluster criteria.
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Inter-cluster criteria
For a given partition of the learning set into K clusters, the following three indices are commonly used to estimate the number of clusters in a dataset.
Silhouette index. In cluster analysis, suppose we have data X = (x ij ) on p explanatory variables for N objects. For a given cluster, C j ( j = 1, 2, . . . , k) , the silhouette width is a confidence indicator on the membership of the ith object in cluster C j . It can be used to select the number of clusters and to assess how well individual objects are clustered. 8 Let a j (i) is the average distance between the ith object and all of the samples clustered in C j , and b j (i) is the smallest average distance between the ith object and all of the samples clustered in C l (l = 1, 2, . . . , k; l = j). The silhouette width for the ith object in cluster C j is defined as:
and a cluster silhouette width for cluster j is the average of s j (i) over all the objects,
where N j is the number of objects in cluster C j . Kaufman and Rousseeuw suggested selecting the number of clusters which gives the largest average silhouette width, sil j . 19 Davies-Bouldin index. The Davies-Bouldin index aims at identifying sets of clusters that are compact and well separated. 30 The DB is the average similarity between each cluster and its most similar one and defined as
where D(C i ) and D(C j ) represents the within-cluster distance of cluster C i and C j , respectively, D(C i , C j ) defines the distance between cluster C i and C j , and k is the number of clusters. If m i and m j are the centers of C i and C j , respectively, then
where N i is the number of objects of a cluster C i . Small values of DB correspond to good clusters whose centers are far from each other.
Gap index. The Gap statistic is good at identifying well separated clusters. 14 When the data is not well separated, and the notion of a cluster is not well defined, the Gap method does not perform well. This method aims at comparing an observed internal index, such as within-cluster sum of squares, to its expectation under the reference distribution. The procedure of the Gap method is as follows: for each number of clusters, 
and define s j = sd j √ 1 + 1/B. Finally, find the number of clusters via smallest j such that, Gap( j) ≥ Gap( j + 1) − s j+1 .
Intra-cluster criteria
Consider two partitions. C = {C 1 , C 2 , . . . , C k 1 } is a clustering structure of a dataset X and P = {P 1 , P 2 , . . . , P k 2 } is a defined partition of the data. External indices of partition agreement can be expressed in terms of a contingency table with entry N ij , where N ij are the number of objects which are both members of the cluster C i and the partition P j (i = 1, 2, . . . , k 1 , j = 1, 2, . . . , k 2 ). Let N i denote the number of objects in the cluster C i (i.e., row sum) and let N j denote the number of objects in the cluster P j (i.e., column sum). The following two statistical measures can then be used to assess and compare the performance of different clustering methods.
Adjusted Rand index.
The adjusted Rand index is a measure of agreement between alternative data partitions, 31 and it is computed as follows:
A higher adjusted Rand index means a higher correspondence between two partitions. Readers can refer to Yeung and Ruzzo 31 for a detailed description of the adjusted Rand index.
FM index. The FM index gives the average probability that a pair of points belongs to the same cluster for different clustering algorithms, and it is a measure of the similarity of the resulting clusters. 32 
This index is computed as follows. High values indicate good
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Results
The proposed ensemble clustering algorithm was compared to the existing clustering algorithms using both simulated datasets and real gene expression datasets. 
Results for simulated dataset
We used five simple simulated datasets to understand the performance of the proposed ensemble clustering method. Tables 2 and 3 show the comparative results that the proposed method not only correctly recovered the number of clusters but also correctly classified most objects. We can see that the proposed ensemble clustering method presented consistently good results for most of the simulation datasets except for Simulation 5 case with three overlapping clusters. Now we make a few comments on the simulated datasets. Simulation 1 was tried to see what the clustering methods would find in a dataset with one cluster and how the proposed method would behave in the optimal scenario where all the features are exactly informative about given cluster distinction. 18 In Simulation 1, it is only fair to compare heat map and Gap because both the sil and DB methods estimate the number of clusters only whenK ≥ 2. As shown in Table 2 and Figure 1 , we can observe that all the ensemble clustering methods and most consensus clustering methods are not able to identify the presence of more than two clusters by the heat map and all indices. Figure 2 shows the sil index for Simulation 2. As shown in Figure 2 , all the clustering methods correctly estimate the number of clusters by the sil method. Two consensus clustering and three ensemble clustering methods also correctly estimate the number of known clusters respectively, as shown in Table 2 . However, Table 2 shows that many clustering methods wrongly estimate the number of clusters as four by the Gap method.
In Simulation 3, all the clustering methods give similarly good results except that all general clustering methods perform poorly by DB method. Figure 3(a) displays the plots of the Gap for each clustering method. As shown in Table 2 , all the ensemble clustering methods except for EC DS method correctly estimate four clusters by three indices (sil, DB and Gap). Figure 3 (b) also displays the heat maps for Simulation 3. For CC A method, it is clearly observed that all the matrices between 2 and 4 have fairly clean profiles, with cleanly demarcated diagonal red blocks on a perfectly white background. When we generated this dataset, however, we created equally sized objects for each cluster and intentionally created to have very similar mean vector for each cluster. Thus, we are able to identify the optimal number of clusters isK = 4 by this method. Figure 4 shows sil and heat map for Simulation 4. As shown in Table 2 , all the clustering methods identify the presence of the two clusters for Simulation 4 by all the indices except for the Gap method which overestimates the number of clusters. Table 3 Adjusted Rand and FM indices for three general clustering, three consensus clustering, and four ensemble clustering methods for four simulation datasets Finally, all the clustering methods give puzzling results in Simulation 5 where we generated the dataset with three overlapping clusters and 10 noise variables. All the intercluster methods fail to discover the existence of three clusters in most cases. When the heat map and the Gap methods are used, however, all the ensemble clustering methods except for EC AD select the correct number of clusters (K = 3) as shown in Table 2 . Figure 5 shows additional visual information on this simulated dataset. Table 3 shows the adjusted Rand index and FM index for the previously described four simulation datasets. The ensemble clustering methods have higher values of intracluster indices such as adjusted Rand index and FM index than other general clustering or consensus clustering methods. Especially, in cases of Simulation 5 with overlapping clusters and Simulation 3 with similar cluster centers, we can assure that the proposed ensemble clustering method is more accurate in assigning each object to the clusters.
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Results for gene expression dataset
The ensemble clustering method was evaluated using five gene expression datasets. Overall, as shown in Table 4 and Table 5 , the ensemble clustering method outperforms the existing clustering methods. In most datasets, the ensemble clustering proves to be capable of estimating the number of clusters correctly by inter-cluster indices (Table 4) of clusters as two by the sil and DB methods, but the estimated number of clusters is equal to three when EC AD and EC ADS are tried with the heat map. Meanwhile, Table 4 shows that CC S , GC A and GC S fail to estimate the true number of clusters by all the indices. In case of the leukemia dataset, CC A and CC S overestimate the number of clusters if we take DB and Gap indices into account. Monti et al. suggested that the five clusters are significant distinctions based on the fact that both heat map and Gap estimated the number of clusters as five when CC A and CC S were applied to leukemia dataset, 18 but as mentioned earlier, because the Gap method tends to overestimate the number of clusters, their suggestion might not be supported. 8, 18 Dudoit and Fridlyand have also estimated the number of clusters as three by the cleset and sil method. 8 As shown in Figure 7 , most of the ensemble clustering methods we have suggested correctly estimate the exact number of clusters by both heat map and sil method.
In case of lung cancer dataset containing five (or four) clusters, as shown in Table 4 and Figure 8 , most of the consensus clustering methods are not able to estimate the true number of clusters, whereas all the ensemble clustering methods successfully estimate the true number of clusters. We can see that the sil method completely fails to find known clusters for most of the clustering methods. Also, the Gap and DB methods correctly find the known clusters for most of the clustering methods for the lung cancer dataset.
As shown in Table 4 , in case of NCI60 and Normal tissues datasets, none of the clustering methods can estimate the true number of clusters. However, it is clear that a large number of classes are known and the number of objects per class is quite small (57 and 90 objects, respectively). Figure 9 displays the values of sil for NCI60 dataset, and the heat map confirms four clusters as the optimal clusters for the three ensemble clustering methods as shown in Table 4 . Also, most of the clustering methods have less than the four clusters as the optimal clusters by the sil method, and all the clustering methods find less than eight clusters by the Gap method. Meanwhile, according to Dudoit and Fridlyand, 6 three clusters were found as optimal clusters at the experiment of less than eight clusters by the sil and cleset methods. Therefore, from these results, we can suggest that less than eight clusters exist for NCI60 dataset. When we apply the Gap method to the normal tissue dataset, the number of clusters selected by the EC DS method is equal to 13. However, the chance of discovering 13 classes might be quite slim if we expand the performance of all the clustering methods to more than 13. Figure 10 displays the values of sil index for normal tissue dataset, and we can see that all clustering methods cannot find the known 13 clusters. Table 5 shows the adjusted Rand and the FM indices for the five real gene expression datasets. These results show that, for all the datasets, the proposed ensemble clustering method assigns each object to each cluster more accurately than the other existing methods for given number of clusters. 
Conclusion and discussion
We have compared the performance of the proposed ensemble clustering method and the other existing methods using both simulated datasets and real gene expression datasets.
To overcome some problems of the consensus clustering method, 18 we proposed a resampling based clustering algorithm, which is a modified version of the consensus clustering method.
In comparative studies, our proposed ensemble clustering method was generally more accurate and consistent than the consensus clustering method in the sense of recovering the correct number of clusters and of assigning almost all objects to the correct clusters. Moreover, when we partition the data by using the ensemble matrix as the dissimilarity measure rather than the common Euclidean distance or the consensus matrix, the cluster assignments tend to be more accurate judging from the adjusted Rand and FM indices.
For the simulated datasets, the ensemble clustering method performed well across a wide range of datasets with overlapping and non-overlapping clusters, different numbers of genes and covariance matrix structures. For the gene expression datasets, the good performances of the ensemble clustering method have been re-confirmed by comparing various validation techniques. In analysing the normal tissue dataset, the performance of most clustering methods was significantly worse because this dataset had the small sample sizes relative to the number of classes. From the results of this dataset, we believe that an effort should be made to collect fairly homogeneous datasets with reasonably small number of clusters and proper sample size to achieve the successful performance of clustering analysis.
To evaluate the performance of the consensus clustering methods, Monti et al. used agglomerative HC and SOM and presented the analysis result of five gene expression data sets. 18 Their results showed that CC A has better result than CC S when the heat maps have been used. However, according to our results and Dudoit and Fridlyand, 8 the Gap method tended to overestimate the number of clusters, and thus the heat map and Gap results do not guarantee that the CC A is superior to CC S . Furthermore, when the heat map method was used to estimate the number of clusters, we found that the exact number of clusters was estimated from a very subjective or arbitrary point of view. Also, since there has not been any comparison between general clusterings and consensus clusterings, it is hard to say that the consensus clustering method shows better result than the general method.
To confirm the result of Monti et al., 18 we have added the divisive HC method for more extensive comparison. As shown in Tables 2-5 of our study, we found that three consensus clustering methods and three general clustering methods showed very similar results in the sense of assuring the number of clusters and assigning objects to the clusters. Leukemia dataset was known to have three clusters, however, both GC A and CC A methods wrongly estimated as two clusters by the sil method. CC S assured wrong clusters by all the four inter-cluster indices, whereas GC S had three clusters accurately by the sil method. Especially, as shown in Table 5 , CC S showed lower accuracy in gene expression data analysis than GC S in that CC S have lower values of adjusted Rand and FM indices in three out of five datasets than GC S . As in Monti et al., the CC A gave better result than CC S , but when divisive HC was added, CC D or GC D showed relatively better results among the three consensus clustering methods and the three general methods. Although the consensus clustering method is an effective resampling method to solve various problems in cluster analysis, it gave results similar to the general clustering method. It showed that the consensus clustering method must rely much on the initial clustering algorithm because it makes the consensus matrix by the repetitive performance of general agglomerative HC, divisive HC and SOM, respectively.
Application of the proposed ensemble clustering method was successful in classifying the objects into clusters. Our approach was to combine the results of several independent clustering methods as the combined similarity measures, which have been repeatedly constructed from particular partitions. It allows us to find a partition of the data, which is supported by repeated applications of the cluster algorithm and not influenced by the randomness of initialization or cluster process itself. The proposed ensemble clustering method alleviated the sensitivity of the consensus clustering method to initial selection clustering algorithms, and expanded it to highlight the merit of resampling method, and it also estimated more accurate number of clusters than other methods. Furthermore, from the standpoint of cluster assignment, the ensemble clustering method was much more accurate than the consensus or general clustering methods.
Meanwhile, the application of SOM to the proposed ensemble clustering method was a failure since SOM was not able to draw every character of the objects in the cluster because the distance between objects in the cluster became too long when the number of clusters was too few. However, SOM is a good clustering method for visualizing Ensemble clustering method 563 and clustering complex data because it fixes the two dimensional maximum value and organizes it with multi-dimensional data. Furthermore, too many clusters yield many clusters with the same feature, and thus the problem of fixing the number of clusters can affect the clustering result when we apply SOM. Moreover, since SOM itself is sensitive to the input parameter value, it is not so easy to find the best parameter, and the choice of input parameter can also affect the clustering result.
We expect that the proposed method will assign objects successfully to a proper cluster for gene expression data even with no a priori class information for the patterns and offer reliable estimates of the optimal number of clusters. Once the optimal number of clusters is estimated, the partition methods can be further employed for assigning the objects to the clusters. The clustering results can be used reliably to predict the class of future objects. Also, considering the fact that many clustering algorithms require the given number of clusters as an input parameter, the prediction of the correct number of clusters is a critical issue in unsupervised classification problem. We are in the process of developing some measures of rank based standardization that reflect the multiple characteristics of various validation methods.
