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Abstract 
The generalized composite rectangle (constant) rule for the computation of Cauchy principal value integral with the 
singular kernel ( )[ 2cot sx − ]  is discussed.  Our study is based on the investigation of the point-wise 
superconvergence phenomenon, i.e., when the singular point coincides with some a priori known point, the 
convergence rate of the midpoint rule is higher than what is globally possible. We show that the superconvergence 
rate of the composite midpoint rule occurs at certain local coordinate of each subinterval and obtain the 
corresponding superconvergence error estimate.  Some numerical examples are provided to validate the theoretical 
analysis. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction 
Consider the Cauchy principle integral 
( ) ( ) ( )ππ 2,,cot..),( 2 +∈=−= ∫ + ccssgdxsxxfvpcsfI c 2c (1) 
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where vpc ..  denotes a Cauchy Principal value integral and s is the singular point. 
There are several different definitions which can be proved equally, such as the definition of 
subtraction of the singularity, regularity definition and so on. In this paper we adopt the following one 
( ) ( )
⎭⎬
⎫
⎩⎨
⎧ −⎟⎠
⎞⎜⎝
⎛ +=− ∫∫∫ ++−→+ dxsxxfdxsxxfvpc cssccc 2cotlim2cot..
2
0
2 π
ε
ε
ε
π
                               (2) 
Cauchy principal value integral has recently attracted a lot of attention. The main reason for this 
interest is probably due to the fact that integral equations with Cauchy principal value integrals have 
shown to be an adequate tool for the modeling of many physical situations, such as acoustics, fluid 
mechanics, elasticity, fracture mechanics and electromagnetic scattering problems and so on. Numerous 
works has been devoted in developing efficient quadrature formulae, such as the Gaussian method [3-6], 
the Newton-Cote methods [7-10] and some other methods [12-16].  
In this paper the density function  is replaced by the approximation function  while the 
singular kernel 
( )xf ( )xfC
( )[ ]2sx −cot  is computed analysis in each subinterval. These methods may be 
considered as the semi-discrete methods and the order of singularity kernel can be reduced somehow.  
This idea was firstly presented by Linz [2] in the paper to calculate the hypersingular integral on interval. 
He used the trapezoidal rule and Simpson rule to approximate the density function  and the 
convergence rate was 
(xf )
( ) 2,1, =khO k  when the singular point is always located at the middle of certain 
subinterval. The superconvergence phenomenon of the hypersingular integral is studied in [1] and the 
superconvergence phenomenon of the Cauchy principal value integral on interval is studied in [11]. It is 
the aim of this paper to investigate the superconvergence phenomenon of rectangle rule for it and, in 
particular, to derive error estimates. 
The rest of this paper is organized as follows. In Sect.2, after introducing some basic formulas of the 
rectangle rule, we present the main results. In Sect.3, several numerical examples are provided to validate 
our analysis. 
2. Main result 
Let  be a uniform partition of the interval 0 1 2nc x x x c π= < < < = +L [ ], 2c c π+  with mesh 
size 2h nπ= . Define by  the piecewise constant interpolant for ( )xfC ( )xf
( ) ( ) 2/, 5.05.0 hxxxfxf iiiC +== ++
and a linear transformation 
( ) ( ) 1ˆ : 1 / 2i ix x hτ τ −= = + + x ， [ ]1,1τ ∈ −
from the reference element [ ]1,1−  to the subinterval 1[ ,i i ]x x− . Replacing  in (1) with 
gives the composite rectangle rule: 
( )xf ( )xfC
( ) ( ) ( ) ( ) ( ) ( )sfEsfIxfsdxsxxfvpcsfI n
n
i
ii
c
c Cn
,,
2
cot..:,
1
5.0
2
−==
−
= ∑∫
=
+
+
ω
π
                 (3) 
where denote the error functional and ( ,nE f s) ( )siω  the Cote coefficients which is given by 
( ) ( )( )sx
sxs
i
i
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−12sin
2sinlog2ω .                                                                                                          (4) 
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Now we present our general results. 
Theorem 1 Assume ( ) [ ]1 , 2f t C c c π∈ +
/ 2h
. For the rectangle rule defined as (3). Assume 
that , there exist a positive constant C, independent of h and s, such that 
( sfIn , )
)
( )1ms x τ= + +
( ) ( )(| , | | ln | | ln |nE f s C h hγ τ≤ +                                                                                               (5) 
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Before presented our main results about the superconvergence phenomenon of the Hilbert integral, we 
firstly define 
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For ( ),n iI s   be defined above with , we have ( )1ms x hτ= + + / 2
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Then  by Taylor expansion of  at the point ( )xfC x , we get theorem 2 as below. 
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Theorem 2 Assume ( ) [ ]2 , 2f t C c c π∈ +
/ 2h
. For the rectangle rule defined as (3). Assume 
that , there exist a positive constant C, independent of h and s, such that 
( sfIn , )
( )1ms x τ= + +
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where 
( ) ( ){ } ( )( 2| | max | | | ln | | ln |n s )R f C k x h hγ τ≤ +                                                                         (10) 
and ( )γ τ  is defined as (6). 
From theorem 2, we can see when  the first part of error expansion in equation (9) equal to 
zero, at this time the convergence rate is one order higher than theorem 1. 
2 / 3τ = ±
3. Numerical Example 
In this section, computational results are reported to confirm our theoretical analysis. 
Example 1. We consider the Hilbert integral for the density function 
 and the exact value is ( ) ( ) ( )2cos sin , ,f x x x a bπ= + = − π= ( ) ( ) ( )2sin cosf x x= − + x
2
.
Table 1. Errors of the rectangle rule with ( )[ /4] 1 /ns x hτ= + +
τ =0 τ =2/3 τ =-2/3 τ =1/2
32 5.8933e-001 1.2997e-002 3.1809e-002 3.0247e e-001 
64 2.8369e-001 2.6014e-003 8.0588e-003 1.4352e-001 
128 1.3900e-001 5.6736e-004 2.0276e-003 6.9884e-002 
256 6.8779e-002 1.3135e-004 5.0847e-004 3.4481e-002 
512 3.4208e-002  3.1521e-005 1.2731e-004 1.7126e-002 
1024 1.7058e-002  7.7153e-006 3.1852e-005 8.5345e-003 
Rate 1.0221 2.1436 1.9928  1.0295 
Table 2. Errors of the rectangle rule with ( )1 /s a hτ= + + 2
τ =0 τ =2/3 τ =-2/3 τ =1/2
32 -2.2552e-001 -3.3153e-002 1.6007e-002 -1.2546e-001 
64 -1.2484e-001 -8.5463e-003 3.8551e-003 -6.5790e-002 
128 -6.5287e-002 -2.1638e-003 9.4505e-004 -3.3508e-002 
256 -3.3341e-002 -5.4405e-004 2.3390e-004 -1.6889e-002 
512 -1.6842e-002 -1.3638e-004 5.8178e-005 -8.4761e-003 
1024 -8.4638e-003 -3.4139e-005 1.4507e-005 -4.2457e-003 
Rate 0.94716 1.9847 2.0215 0.9770 
The table 1 show that when the local coordinate of singular point , the convergence rate 
reaches as for the non-superconvergence point the convergence rate is which agree with 
our theorematically analysis. For the case of , table 2 show there are the same 
superconvergence phenomenon as the case of , as the convergence rate can 
2 / 3τ = ±
/ 2
2
( )2O h ( )O h
( )1s a hτ= + +
( )[ /4] 1ns x τ= + + /h
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reach  for the superconvergence point while for the non-superconvergence point the convergence 
rate is .
( )2O h
( )O h
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