Theorem. Assume that the functions x(-), h(-), G(-) satisfy: Let Hx(t) = /"' h[x(t -y)]dG(y). //0 < (x -Hx)(t) = o(r2), with strict inequality on the left on a set of positive measure, then x(t) ~ y/t, t -+ oo, where y is a constant depending only on h and G.
Introduction and results. Let £(•) and h(-) be given nonnegative functions, G a distribution function on (0, oo), and define the averaging operator

Hx(t)=^h(x(t-y))dG(y).
The equation (1) x = £ + Hx arises in the study of deterministic and stochastic growth models such as particle multiplication, epidemics, and economic (capital) growth. (See F. Brauer [2] for references to some of these applications.) Our own encounter with (1) was motivated by a branching stochastic process. There 1 -h (1 -s) is a probability generating function governing particle production, G is the particle life length distribution, £(/) = s[l -G(t)] with 0 < s < 1; and then x(t) = x(t;s) becomes the generating function of the number of particles in the process at time t. (See Chapter IV of Athreya and Ney [1] .)
Previous studies have established a variety of conditions for the existence of bounded solutions and for their convergence to a limit (see e.g. J. Levin [5] , S. O. Londen [6] , Athreya and Ney [1] ). If such a limit (say L) exists, it is necessarily a root of (2) L = ¿(oo) + h(L).
In the applications, the proofs of several classical limit theorems rest crucially on determination of the rate of convergence of x(t) to L. To that end we initiated study of these rates with J. Chover [3] for the simplest branching model leading to (1), using techniques which depended on special aspects of the branching process.
The purpose of this paper is to extend one of the important "rate" theorems to a more general setting. The result is most naturally stated in a "Tauberian" form, namely that // (x -Hx) (t) -* 0 fast enough, then the exact asymptotic form of x(t) is determined.
In the interest of simplicity we assume that £(oo) = 0, L = 0 = A(0), and hence x(cc) = 0. Cases in which L is some other root of (2) can be reduced to this one with a little manipulation. It is natural that the rate of convergence should depend on whether A'(0) = 1 or < 1 (one cannot have x(t) -» 0 when A'(0) > 1; see [2] ). We here consider the case A'(0) = 1, which corresponds to the "critical case" in the probabilistic applications.
Theorem. Assume that the functions x(-), A(-), and G(-) sari'sy^ the following conditions:
(i) x is a nonnegative, bounded, measurable function on [0, oo), tending to 0 at oo;
(ii) h is a nonnegative, Lipschitz continuous function on a closed interval I containing the range of x, such that(2) (3) A(0) = 0, A'(0 +) = 1, A"(0 +) < 0;
(iii) G is a probability distribution^) on (0, oo) having a nontrivial absolutely continuous component, and such that (4) f™ t2dG(t)<cx>. with strict inequality (on the left) on a set of positive measure, then (6) x(t) ~ y/t, t -> oo, where (7) y = ~m> *-C«*to
Remark. Letting
translates (5) into (1), with the hypothesis that £ is bounded and satisfies Condition (4) is known to be necessary in the branching process applications [1] .
The rate o(t ) also cannot be weakened, as is shown by taking G(t) = 1 -e~', t > 0; h(s) = |(1 + s2), 0 < s < 1; £(/) = ct~2. Then x(t) const/f, but the constant depends on c. If £(r) = t~a with 0 < a < 2, then even the rate is changed.
Proceeding along the lines developed for the branching process in [3] , one may, under stronger differentiability and moment conditions on h and G, refine the result of the theorem. For example, under very slightly more than the existence of h'"(0 +), and a fourth moment of G, one can show that *"'(') -Y_1r + y, logí + y2 + 0(t~y}), where y is as before, and yx, y2, y3 are constants, y, depending on h"(0), h'"(0), and p. We will not go into such refinements here. These iterates (with x0(t) to be specified) will be used extensively.
Lemma 1. Equation (1) Aas at most one solution which is bounded on compact sets.
Proof. Suppose that x and x are two solutions such that 0 < x(s) < F < oo and 0 < x(s) < F for 0 < s < t. By hypothesis (ii) of the Theorem, \h(y\) -Kyi)\ < M\y\ ~ yi\ for some M < °° and for (y\>yi) e \^b).
(see e.g. Lemma (IV.4.1) of [1] ). (* denotes a convolution.) Lemma 2. If h is nondecreasing on I, x(t) is a bounded solution of (1), 0 < x0(t) < x(t), and x0(t) < xx(t) for t > 0, then xn(t) ? x(t) (monotonely) as « -* oo, and uniformly on compact t-sets. If0 < xx(t) < x0(t) G I fort > 0, iAe« xn(t) \ x(t). l^+l -*J(') < ^k -*B+ll * G(t) < 2FM"G'"(/).
Since 2 M"G*"(t) < oo, xw(r) /" some 3c(/) < x(t) uniformly on compact sets; and hence taking limits in (12), x is a solution of (1). By Lemma 1 x = x. The decreasing part is handled similarly.
Lemma 3. Let 0 < x(t) be a bounded solution of (I) with £(t) satisfying (9) and (10). Given any t < oo, there exist T < oo, 8 > 0, and a function ~£(t) satisfying Proof. We will define (successively) tx, t2, t3, and, letting T¡ = /, + •■ • + t¡, i = 1,2, 3, the corresponding functions (13) €(,)(/) = €(/ + 7J) +ft+T'Hx(t + Ti-y))dG(y).
Letting x(/)(r) = x(/ + F), / = 1, 2, 3, we observe that
From the hypotheses on £, A, and G, it is immediate that £ , / = 1, 2, 3, all satisfy (9) and (10). We will see that there is a suitable choice of 7j so that x{3)(t) > 0, and > 8 > 0 for 0 < t < t, for r > 0, and taking F = T3 will imply the lemma. Note first that due to (3),
Hence there exist ß > 0, sx > 0, such that ßj < /¡(s) < 1 for 0 < s < sx, and since by hypothesis x(t) -» 0, there is a /, < oo so that x (/) = x(t + tx) <j,,/>0. Defining ^l'(t) by (13), we observe from (14) that (since x{X)(t) < ,,) x{])(t) > £(1)(0 + ß(xw * G)(r). Hence for any t, there exist 0 < 5, r3 < oo, such that x(2)(f) > 8 on [/3,r3 + t). Letting x(3)(i) = x{2)(t + t3) implies the lemma.
Remark. We will prove that the conclusion (6) of the Theorem holds for the function x in Lemma 3, i.e. that x(t) = x(t + T) ~ y/t. This, of course, implies the same result for x(t). The exact form of £ is not important, the only relevant fact being that it satisfies (9) and (10). Thus we see from Lemma 3 that it is no loss of generality to prove the Theorem for positive functions x(t) satisfying the conditions of the Theorem plus the additional restriction that for some S > 0, t > 0, x(t) > 8 > 0 for 0 < / < t, (16) x(t) > 0 for all t > 0.
We will simplify our notation by dropping the 's from x and £.
Lemma 4. Equation (1) with A = ha (given in (11)) Aas a unique solution, say x(t; a), which satisfies the conclusion of the Theorem. Namely x(t,a) ~ p/a • \/t, *-» oo.
Proof. Note that ha is monotone. The iterates xn, with x0 = £ are all well defined. Since xn > £, we see by Lemma 2 that xn converges to a solution. Since ha and £ are bounded, any solution is bounded; and uniqueness follows from Lemma 1. To proceed with the proof it is convenient to let 
Since x is bounded, z(t) > a + tj for some tj > 0. We start by establishing bounds on z(t). First we claim that (19) St < z(t) for some 5 > 0.
To prove this fact start with the iterates zn(t) = x~x(t;a) + a, with " (A -f" f0r ' < '°' Z°{t) \et for t > /0, where 0 < r0 < oo is arbitrary and fixed, and e > 0 is to be specified. Clearly zx (t) > a for t < i0. Suppose / > /0 and write
and note that (4) implies thatS¿~'°ydG(y)/(t -y) « 0(t~x). Combining the above terms, and using (4) and (9), some calculation yields l/(zx(t)-a)<{l+K/t)/et, t>t0, for some K < oo depending on r0. Hence zx(t) > et -eK + a > et, provided 0 < e < a/K. By Lemma 2,z"(i) /* z(t), and this implies (19).
Turning to an upper bound, we show next that
From (19) and Lemma 3, z(t) is bounded above and away from 0 on bounded intervals. For 0 < t < oo we may thus let zn -sup{z(f): (« -1)t < t < «t}, and yn = G(«t). By (19) and hypothesis (iii) of the theorem it is possible to take TV sufficiently large and t small, so that for some a < 1 (21) (2jlA\(,+_*__£_) < 1+ -f or n > TV.
Take C so that z¡ < Cj fory = 1, ..., TV, and C > a/(l -tj). We will prove by induction that zn < Cn, thus implying (20). Suppose that zk < Ck for k < «, where « > A. Taking the inf of both sides of (18) Though the forcing term depends on the unknown z(-), we know enough about z from (19) and (20) to apply the renewal theorem. From a form of the latter due to C. Stone [6] , we obtain from (23) that (25) z~x (t) = /o' r(t -y)dV(y) + Jq' r(t -y)w(y)dy, where ft? y2dV(y) < oo, and w(t) = /T1 + p(t), with p = o(rx),S™ p(t)dt < oo. By hypothesis and (19), r(t) = 0(t~2), and hence (25) implies that z-x(t) = o(rl) + p~xf\(y)dy.
Since z~x(t) -» 0 as / -> oo we must have that J"0°° r(y)dy = 0, or z-x(t) = o(rx)-p-xfr(y)dy.
Now from (24) we get
The estimates (9) and (19) imply that the first two terms on the right-hand side are o(t~x), and hence (26) z-x(t) = y(t) + ir z-2(y)dy, P t where y(t) = o(t~x). Finally, letting f(/) = J,00 z~2(y)dy, (26) can be rewritten as (27) (d/dt)(\/t(t)) = (y(t)m + a/p)2.
Since (due to (20)) f (t) > cons^r, the right side of (27) tends to a/p as t -* oo. To complete the proof of the Theorem let x(t) be a solution of (1) such that x(f) -» 0, and let a = -h"(0 +)/2. From the Taylor expansion for h and ha we see that given any e > 0 there is an s0 such that ha+e(s) < h(s) < ha_e(s) for 0 < s < í0, and by (3) we may also take s0 small enough so that h(-) is monotone increasing for 0 < 5 < sQ. Next choose a r0 such that x(t) < sQ for / > /0. Letting i(r) = x(i + t0), rewrite (1) as x(t) = ¡(t) + f¿ h(x(t -y))dG(y), License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where £(t) = £(t + tQ) +1'+'° h(x(t + t0-y))dG(y).
Let x+(t) be the solution of x+ = £ + ha_e(x+) * G. Let xQ(t) = x¿(t) = £(t) < x(t) = x(t0 + t) < s0. and thus by induction x(t) < x+(t). Letting x~ be the solution of x= î + Äa+e(x~ ) * G, we show similarly that x~(t) < x(t). Thus
x"(0 < x(i + t0) < x+(/), ? > 0, and by Lemma 4 (28) lim íjc~(í) = -7-< lim tx(t + ín) < lim tx+(t) = --. Since e is arbitrary this proves the Theorem.
