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Cadre du travail et motivations
Les progrès réalisés dans les réseaux de communication ont entraîné l'émergence
des systèmes distribués. De nos jours, ces systèmes connaissent une grande proliféra-
tion due au grand essor qu'a connu l'Internet lors de la dernière décennie, ainsi qu'au
récent et fort développement des environnements mobiles. Un système distribué est
distinct d'un réseau d'ordinateurs car il apporte aux développeurs une abstraction des
détails de l'infrastructure et des supports logiciels pour gérer les problèmes introduits
par la distribution [Tanenbau96]. Parmi ces problèmes nous trouvons l'hétérogénéité des
plates-formes d'exécution, la complexité des infrastructures, la concurrence, le passage
à l'échelle, la tolérance aux fautes et la sécurité [Coulouri01, Tanenbau02, Warﬁeld01].
Ces problèmes ont reçu un intérêt plus ou moins important de la part des chercheurs
qui leurs ont proposé plusieurs solutions. En particulier, ils ont développé les intergi-
ciels qui gèrent la complexité inhérente à la distribution et masquent l'hétérogénéité des
plates-formes [Campbell99, Schantz02].
L'émergence des réseaux sans-ﬁl et des équipements mobiles [Varshney00, Salkintz99]
a projeté au devant de la scène un problème qui n'avait pas beaucoup d'importance dans
les systèmes distribués traditionnels (c.-à-d. des stations de travail reliées par des ré-
seaux ﬁlaires). Il s'agit des variations dynamiques dans l'environnement d'exécution
des applications. Ces variations sont principalement dues aux caractéristiques technolo-
giques d'une plate-forme particulière ou à l'hétérogénéité entre plusieurs plates-formes.
Par exemple, dans un réseau sans-ﬁl WiFi (IEEE 802.11x) la bande passante varie de
façon importante en fonction de la mobilité de l'équipement portable.
Pour faire face à ce problème, les développeurs doivent concevoir des applications
dites adaptables. C'est à dire, des applications dont les comportements peuvent être
modiﬁés en fonction de l'état de leur environnement d'exécution. Notre intérêt pour
l'adaptabilité vient du fait que c'est une notion clé pour les applications déployées dans
des environnements dynamiques tels que les environnements mobiles. En eﬀet, sans
adaptation, ces applications ne peuvent continuer leur exécution ou fournir à l'utilisateur
une qualité de service acceptable. A titre d'exemple, la lecture d'un ﬂux vidéo transmis à
travers un réseau sans-ﬁl peut être interrompue ou devenir saccadée si la bande passante
chute considérablement. Ce type de variations ne constitue plus un cas exceptionnel mais
une caractéristique intrinsèque des environnements dynamiques.
Actuellement le développement des applications adaptables est réalisé de façon ad
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hoc. C'est un travail complexe qui nécessite des compétences supplémentaires en plus
de celles liées au métier de chaque application, en particulier dans le cas des adap-
tations dynamiques. En eﬀet, les développeurs doivent gérer plusieurs types de codes
qui réalisent des fonctions nécessaires à l'adaptation comme la détection et notiﬁcation
des variations des ressources, le choix des modiﬁcations à réaliser en fonction de ces
variations, l'exécution de ces modiﬁcations de façon cohérente qui préserve la stabilité
et l'intégrité du système, la coordination des adaptations multiples entre des entités
interagissantes et/ou concurrentes, etc.
En regardant de près ces diﬀérentes tâches, il est facile de constater que seuls le
choix des actions d'adaptation à réaliser et la coordination des entités interagissantes
dépendent du code métier des applications. Les autres tâches sont indépendantes de ce
code et il est donc inutile de les refaire à chaque développement d'une nouvelle applica-
tion adaptable. En réalité, il y a un grand besoin de factoriser ces tâches nécessaires à
l'adaptation et les rendre réutilisables aﬁn de gagner du temps et faciliter le travail des
développeurs.
Contributions
L'objectif de notre travail était de proposer des mécanismes génériques pour per-
mettre l'adaptabilité des logiciels de manière systématique (par opposition à ad hoc).
De nombreux chercheurs issus de communautés diﬀérentes se sont intéressés à cette
question. Parmi ces chercheurs, beaucoup ont considéré le problème sous l'angle de
l'approche basée sur les composants logiciels qui est l'approche dominante dans le dé-
veloppement des applications distribuées. Toutefois, la majorité a proposé des modèles
gérant l'adaptation au niveau individuel du composant sans attacher beaucoup d'im-
portance aux deux niveaux d'abstraction supérieurs, qui sont l'application et le système
distribué. Dans le premier niveau, il faut considérer les adaptations de plusieurs com-
posants interagissants qui forment une seule application. Dans le deuxième niveau, il
faut considérer les adaptations de plusieurs composants qui partagent les ressources de
l'environnement et qui appartiennent à plusieurs applications concurrentes. Les rares
travaux qui ont abordé le problème complexe des adaptations multiples n'ont consi-
déré que l'un ou l'autre de ces deux niveaux mais pas les deux en même temps. De
plus, ils sont restés liés à une variation précise (p. ex. la bande passante) ou à un type
d'application particulier (p. ex. les applications bureautiques) et sont donc loin d'être
génériques.
Dans notre travail, nous avons identiﬁé les mécanismes génériques qui supportent les
adaptations individuelles et les adaptations multiples au sein d'un canevas logiciel réuti-
lisable. Notre canevas est bâti autour d'un modèle de composants logiciels adaptables.
Ceux-ci sont déployés au-dessus d'un intergiciel dédié à la coordination des adaptations
multiples et d'un service sous-jacent pour la surveillance de l'environnement. En instau-
rant la séparation des préoccupations, notre approche facilite la tâche du développeur
à qui nous oﬀrons des langages déclaratifs pour spéciﬁer les politiques qui contrôlent
les adaptations des composants dans des scripts séparés. Notre modèle de composants
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Aceel (Adaptive ComponEnt modEL) utilise la réﬂexivité et les techniques objet pour
permettre l'introspection de l'état du composant et l'intercession de son code métier à
l'aide d'actions d'adaptation bien déﬁnies. Basé sur la théorie de la coordination, notre
intergiciel assure la cohérence des composants liés par des dépendances d'interaction et
évite les conﬂits entre les composants liés par des dépendances de partage des ressources.
Ces diﬀérentes tâches sont modélisées sous la forme d'un problème d'optimisation com-
binatoire de la qualité de service oﬀerte sous les contraintes de l'environnement.
Plan de la thèse
Ce mémoire est organisé en trois parties. La première partie introduit une déﬁnition
de la notion d'adaptabilité du logiciel (cf. chapitre 1) et rappelle les techniques et les
approches de programmation adoptées pour mettre en ÷uvre cette notion (cf. chapitre
2). La deuxième partie contient un état de l'art sur l'adaptabilité du logiciel. Dans
le chapitre 3 nous présentons l'adaptabilité au niveau des infrastructures logicielles,
tandis que dans le chapitre 4 nous exposons les travaux sur l'adaptabilité au niveau des
applications.
La troisième partie présente en détails la problématique à laquelle nous nous sommes
confronté (cf. chapitre 5) et la solution que nous avons apporté. Le chapitre 6 détaille la
conception de notre plate-forme de composants en décrivant le modèle de composants
adaptables Aceel, le service de surveillance de l'environnement et l'intergiciel de coordi-
nation des adaptations multiples. Dans le chapitre 7, nous exposons une implantation
prototype de notre plate-forme de composants en commençant par une argumentation
du choix des langages de programmation utilisés. Ensuite, nous présentons une ex-
périmentation de cette implantation prototype avec deux applications adaptables en
environnement mobile . Il s'agit d'un navigateur Web et d'une application de vidéo à
la demande. L'objectif étant d'illustrer l'utilisation d'Aceel pour rendre adaptables des
codes légataires et, surtout, de montrer comment les mécanismes proposés gèrent concrè-
tement l'adaptation au niveau d'un composant individuel, puis au niveau de composants
interagissants et, ensuite, au niveau de plusieurs composants concurrents.
Ce mémoire est conclu par le chapitre 8 où nous synthétisons les résultats obtenus,








Concepts clés de l'adaptabilité
Ce chapitre introduit une déﬁnition de la notion d'adaptabilité des appli-
cations. Ensuite, il approfondit cette déﬁnition à travers les réponses aux
questions : pourquoi (s')adapter, qui adapte quoi, quand le fait-il et com-
ment ? Puis, il explicite des critères pour examiner diﬀérentes techniques
d'adaptation.
1.1 Déﬁnition de l'adaptabilité
Nous déﬁnissons la notion d'adaptabilité comme la faculté de modiﬁer une applica-
tion pour qu'elle continue à assurer sa fonction en dépit des variations des conditions
de son environnement1. En plus de l'application elle-même, le terme  environnement 
englobe aussi les applications concurrentes, les ressources de la plate-forme d'exécution
et les éventuels utilisateurs humains. Toutefois, cette déﬁnition de l'adaptabilité étant
un peu vaste et pour bien cerner notre sujet d'étude, nous allons la préciser en essayant
de répondre aux questions suivantes : pourquoi s'adapter ? Où implanter l'adaptation ?
Qu'est ce qui est modiﬁé, quand et comment ?
1.2 Raisons de l'adaptation (Pourquoi ?)
Il y a trois raisons majeures pour adapter une application. Chacune d'elles déﬁnit
un type d'adaptations diﬀérent. Ces raisons de l'adaptation sont :
Adaptations réactives
Les adaptations réactives sont des adaptations dynamiques à court terme, réali-
sées en cours d'exécution. Leur objectif est d'accommoder les applications aux change-
ments de leur environnement. Il peut s'agir de changements dans le comportement
de l'utilisateur d'une application, des modiﬁcations importantes des données mani-
pulées, des variations des niveaux des ressources disponibles (p. ex. mémoire vive,
1Cette déﬁnition est basée sur celle du verbe  adapter  dans le dictionnaire Hachette.
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connexion réseau, charge CPU, etc.) ou de l'apparition/disparition d'une ressource en
cours d'exécution (p. ex. un volume de stockage sur une clé USB, une imprimante
reliée à un réseau sans-ﬁl, un n÷ud dans une grille de calculateurs, etc.) Ces change-
ments caractérisent davantage les environnements très dynamiques tels les environne-
ments mobiles [Varshney00, Satyanar96a], les grappes de PC (grilles de calculateurs)
[Buisson04, Cheng02] et les périphériques de type Plug and Play. Etant donné que la
prolifération de ce genre d'environnement remonte à une douzaine d'années seulement
[Satyanar96a, Baker99], la recherche sur l'adaptation réactive est relativement récente.
Adaptations évolutives
Comme leur nom l'indique, les adaptations évolutives ont lieu suite à l'évolution
des besoins des utilisateurs d'une application. Elles font partie du processus de génie
logiciel qui vise à étendre les fonctionnalités d'une application, corriger ses erreurs ou
augmenter sa performance. Ce sont donc des adaptations à long terme qui prennent la
forme de mises à jour logicielles. Les adaptations évolutives entrent généralement dans
la catégorie des adaptations statiques réalisées avant l'exécution. Cependant, dans le cas
des systèmes critiques à haute disponibilité (p. ex. les systèmes de télécommunication
et les systèmes bancaires), les mises à jour doivent être réalisées à chaud ce qui fait
qu'elles se comportent comme des adaptations dynamiques.
Contrairement à la recherche sur l'adaptation réactive, la recherche sur la mise à
jour à chaud des applications est plus ancienne. Par exemple, l'un des travaux traitant
le remplacement à la volée d'un module dans un système date de 1976 [Fabry76]. Ceci
dit, les deux types d'adaptations ont des objectifs diﬀérents mais les mêmes techniques
peuvent être utilisées pour les mettre en ÷uvre.
Adaptations pour l'intégration
Le recours à l'adaptation peut être nécessaire dans la programmation par intégra-
tion2 (composition) de modules (composants) logiciels existants. Dans ce cas l'adapta-
tion vise à rendre inter-opérables des modules qui ont des interfaces ou des protocoles
d'interaction incompatibles, le plus souvent car ils ont été implantés par des dévelop-
peurs diﬀérents. Ce type d'adaptation peut aussi avoir comme objectif le rajout de
nouvelles interactions entre les composants ou l'intégration de services non fonctionnels
(p. ex. sécurité, transactions) non anticipés [Charﬁ04].
L'adaptation pour l'intégration est généralement mise en ÷uvre par des techniques
statiques comme l'héritage dans les langages objets, les Wrappers [Gamma95, Hölzle93,
Troya98], la super-imposition [Bosch97], et les interfaces actives [Heineman98]. Le lec-
teur pourra trouver plus d'informations sur ces techniques statiques dans [Heineman00].
Plus récemment, plusieurs techniques de composition dynamique ont vu le jour. Elles
sont basées sur la notion de types des composants [Gschwind02] et sur les langages
2La programmation par composition est appelée aussi macro programmation ou programmation
dans le large.
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d'interaction [Charﬁ03] (cf. section 4.4.5), etc. Dans l'ensemble, l'adaptation pour l'in-
tégration peut être vue comme un cas particulier de l'adaptation évolutive.
1.3 Localisation de l'adaptation (Où ?)
L'adaptation peut être prise en charge par l'application elle-même qui est alors
qualiﬁée d'auto-adaptable. Elle peut être aussi réalisée au niveau de l'infrastructure
logicielle sous-jacente comme le système d'exploitation, la pile des protocoles réseaux ou
l'intergiciel. De plus, l'intervention de l'administrateur ou de l'utilisateur de l'application
dans l'adaptation est envisageable voire souhaitable. Mais, rien n'empêche que tous ces
acteurs participent ensemble à la réalisation de l'adaptation. En fait, ces diﬀérentes
possibilités correspondent à l'évolution historique de la façon dont l'adaptation a été
implantée. Cette évolution est passée par trois étapes principales :
Adaptation à la charge des applications
Initialement l'adaptation était entièrement laissée à la charge des applications. C'était
notamment le cas des premiers programmes destinés aux environnements mobiles. Ces
programmes devaient gérer eux-mêmes les changements de contexte dus à la mobilité
comme la diminution de la source d'énergie, la variation de la bande passante et du
taux d'erreurs de transmission du réseau sans-ﬁl, les déconnexions imprévues, etc. De
façon générale, développer une application adaptable revenait à écrire en plus du code
métier, le code qui observe l'environnement (p. ex. surveillance des paramètres du ré-
seau), le code qui prend la décision d'adaptation (p. ex. augmenter ou diminuer la
quantité d'information transmise à travers le réseau) et le code qui concrétise ces déci-
sions (p. ex. ﬁltrer, compresser ou mettre en attente les informations transitant par le
réseau, etc.). Ainsi, l'écriture et la maintenance d'une application adaptable étaient des
tâches diﬃciles et complexes pour les développeurs. Ceux-ci devaient posséder des com-
pétences multiples et variées, allant de leur domaine d'expertise spéciﬁque à la maîtrise
des technologies utilisées dans les infrastructures sur lesquelles leurs applications sont
déployées.
Adaptation transparente aux applications
Pour palier l'inconvénient précédent, les travaux de recherche se sont orientés vers
l'intégration de l'adaptation dans l'infrastructure logicielle aﬁn de la rendre transpa-
rente aux applications [Satyanar96a]. Cette approche est attrayante car elle permet
d'exploiter les applications existantes sans modiﬁcation. Elle est même désirable dans
le cas où les conditions de l'adaptation seraient connues a priori [Dowling01]. Cependant,
l'adaptation transparente est fondamentalement limitée car, compte tenu de la diver-
sité des applications, aucun système (aussi intelligent soit-il) ne peut prévoir toutes les
conditions et les stratégies d'adaptation possibles. Pire encore, cette approche peut être
inadéquate ou peut avoir des contre-performances dans certaines situations importantes
[Pitoura98].
20 Concepts clés de l'adaptabilité
Applications conscientes de l'adaptation
Les deux approches précédentes (l'adaptation entièrement à la charge des applica-
tions et l'adaptation complètement transparente) constituent deux extrêmes présentant
chacun des inconvénients importants. Pour éviter ces inconvénients, la majorité des
chercheurs admet que la meilleure approche est de rendre les applications conscientes
de l'adaptation [Satyanar96b, Noble97, Pitoura98, Joseph97, Sudame99]. Pour cela il
faut mettre en ÷uvre :
1. Une observation des ressources de la plate-forme d'exécution (p. ex. cycles CPU,
mémoire, réseau, etc.) et une remontée des informations concernant les variations
de ces ressources jusqu'aux applications.
2. Une collaboration entre les applications et les couches système pour prendre des
décisions d'adaptation cohérentes et globalement optimales.
Cette approche s'explique par le fait que dans certaines situations, les applications sont
mieux placées que l'infrastructure sous-jacente pour prendre les décisions d'adaptation.
A titre d'exemple, deux techniques possibles pour s'adapter à la chute de la bande
passante du réseau sont la compression des données transmises ou l'eﬀacement d'une
partie de ces données. Dans ce cas, le système ne sait pas qu'elle technique est la plus
appropriée, ni quelle partie de données il faut eﬀacer s'il choisit la deuxième technique.
En fait seule l'application qui traite ces données est en mesure de faire le bon choix.
La deuxième raison qui justiﬁe cette approche est due à la concurrence entre plusieurs
applications non conscientes les unes des autres. Dans ce cas le système peut jouer le rôle
d'arbitre pour éviter des décisions d'adaptation individuelles qui sont contradictoires
(conﬂictuelles) ou inéquitables.
Ainsi, le traitement de l'adaptabilité nécessite à la fois des supports système appro-
priés [Friday96, Davies96] et une participation importante de la part des applications
(voir même de l'utilisateur, en dernier ressort). En d'autres termes, l'adaptation aux
variations de l'environnement doit être multi-niveaux [Friday99, Pitoura98]. Le tableau
1.1 donne quelques exemples de techniques d'adaptation avec leurs emplacements par
rapport aux diﬀérents niveaux logiciels.
1.4 Sujets de l'adaptation (Quoi ?)
Nous appelons sujets de l'adaptation les concepts de programmation qu'il faut adap-
ter. Ils sont donc déﬁnis par l'approche de programmation de l'application ou de l'in-
frastructure logicielle à adapter. Des exemples de ces concepts sont les modules, les
objets, les composants, les connecteurs, les agents, les processus, etc. Comme à la base
l'adaptation est une opération de modiﬁcation il est plus facile de la mettre en ÷uvre si
l'approche de programmation suivie est modulaire car il est plus aisé d'isoler les sujets de
l'adaptation et de contrôler ainsi l'étendue des modiﬁcations qu'ils subissent. C'est no-
tamment la raison pour laquelle la majorité des chercheurs intéressés par l'adaptabilité
aborde ce problème sous l'angle de l'approche composants logiciels qui est actuellement
l'approche la plus modulaire.







L'utilisateur peut alléger les demandes sur le réseau,
p. ex. en retardant des requêtes non essentielles gour-





L'application peut basculer alternativement du mode
RPC vers un mode asynchrone.
Intergiciel Filtrer ou
compresser
Le volume des informations échangées via le réseau








Le système peut sélectionner une pile de protocole
appropriée à un type de réseau particulier. Il peut
aussi introduire une couche de protocole spéciﬁque
(p. ex. une couche liaison de données ﬁable).
Tab. 1.1  Exemples d'adaptations dans diﬀérents niveaux logiciels [Friday99].
1.5 Moments de l'adaptation (Quand ?)
L'adaptation d'une application peut avoir lieu à n'importe quel moment de son cycle
de vie : à la conception, à la compilation, au déploiement et/ou à l'exécution.
Phase de développement
Lors de la phase de développement qui va de la conception jusqu'à la compilation,
une application peut être adaptée en utilisant des techniques de programmation et/ou
de compilation appropriées. La technique la plus simple mais la plus coûteuse est la
réécriture de tout ou d'une partie du code pour accommoder l'application aux conditions
particulières de son environnement. C'est notamment le cas quand il s'agit de porter
une application vers une plate-forme diﬀérente de celle prévue initialement. L'héritage
et le polymorphisme des langages objets sont des exemples de techniques plus évoluées
qui peuvent aussi être utilisées à cette ﬁn. Cependant, bien que celles-ci soient moins
fastidieuses pour le développeur, l'eﬀort global de la modiﬁcation requise pour adapter
l'application reste très important.
Par ailleurs, l'une des techniques d'adaptation des applications à leur environne-
ment est la compilation vers un code intermédiaire qui sera interprété par une machine
virtuelle installée au préalable sur chacune des plates-formes hétérogènes. L'exemple le
plus connu de cette technique est la machine virtuelle Java.
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Phase de déploiement
Pour pallier le problème d'hétérogénéité des plates-formes, il est aussi possible de
développer plusieurs versions de l'application qui sont adaptées chacune à des conditions
d'exécution particulières. Ensuite le choix de la version adéquate est retardé jusqu'au
déploiement de l'application sur la plate-forme d'accueil. Comparé à l'utilisation d'une
machine virtuelle, cette approche présente l'avantage d'avoir de meilleures performances
d'exécution des applications mais l'eﬀort de programmation est beaucoup plus impor-
tant.
Phase d'exécution
De manière générale, les adaptations faites aux moments du développement ou du
déploiement des applications sont qualiﬁées de statiques. Après compilation, les modi-
ﬁcations qu'elles apportent à l'application seront déﬁnitives et celle-ci ne pourra s'exé-
cuter que dans les conditions prévues initialement. Si ces conditions changent, il faut
reprendre le cycle de développement dès le début, ce qui n'est pas possible si le temps
de réaction est limité.
Aussi aﬁn d'assurer le bon fonctionnement des applications en dépit des variations
de leurs environnements il faut les adapter en cours d'exécution. Cette adaptation qua-
liﬁée de dynamique peut être diﬃcile à mettre en ÷uvre car, en plus d'écrire le code
métier de l'application, les développeurs doivent écrire le code qui observe les variations
des ressources et réalise les modiﬁcations nécessaires tout en préservant l'intégrité de
l'application.
1.6 Etapes et mécanismes de l'adaptation (Comment ?)
On peut distinguer trois étapes principales par lesquelles passe toute opération
d'adaptation, associées chacune à des mécanismes de mise en ÷uvre. Ces étapes sont :
Détection/notiﬁcation
Pour qu'une application s'adapte (ou soit adaptée) aux variations pertinentes de
son environnement, il faut un mécanisme qui détecte et notiﬁe ces variations. A titre
d'exemple, la chute de la bande passante réseau, l'action directe d'un utilisateur hu-
main sur une interface homme-machine sont des variations susceptibles de déclencher
une adaptation d'une ou plusieurs applications. Dans ce cas on utilise un mécanisme
de démon/moniteur associé à chaque élément à surveiller. Dans le cas particulier où
une application s'observe elle-même on parle d'introspection et les ressources surveillées
sont dites applicatives (p. ex. la valeur d'une variable d'état, le nombre de transactions
eﬀectuées, etc.). Dans le cas où la ressource est fournie par la plate-forme d'exécution
on parle de ressource système. Son surveillant peut être implanté par un intergiciel
spéciﬁque, par le système d'exploitation ou par un pilote du périphérique fournissant
cette ressource (p. ex. le pilote d'une interface réseaux est capable de donner le taux de
paquets perdus lors d'une transmission).
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Prise de décision
Après la notiﬁcation d'une variation, l'adaptateur doit décider selon une politique
(logique) d'adaptation quelles actions entreprendre. Cette politique peut être conﬁnée
dans l'adaptateur auquel cas seules les adaptations prévues au moment de la concep-
tion seront possibles. Dans le cas contraire, si la politique d'adaptation est externalisée,
elle peut être modiﬁée en cours d'exécution par l'utilisateur aﬁn de réaliser des adap-
tations non anticipées. Comme nous le verrons dans l'état de l'art sur l'adaptabilité
des applications, la politique d'adaptation peut être exprimée sous forme impérative ou
déclarative. Elle peut être aussi basée sur des modèles formels comme les automates
ou le calcul d'événements. Cependant, elle reste toujours liée à la nature du traitement
réalisé par l'application en question.
Exécution
Dans cette étape, l'adaptateur exécute les actions de modiﬁcation décidées. Ces ac-
tions portent sur l'application concernée par les variations (sur ses composants et/ou sa
structure), sur l'infrastructure sous-jacente et/ou sur les applications concurrentes. Si
une application se modiﬁe elle-même on parle alors d'intercession. Dans ce cas particu-
lier, la technique de réﬂexion (cf. section 2.1) est souvent utilisée pour mettre en ÷uvre
l'adaptation.
1.7 Critères d'analyse des techniques d'adaptation
Pour faire un état de l'art des applications et des systèmes adaptables existants, il
est intéressant d'établir les bases d'une (de) classiﬁcation(s) des techniques d'adapta-
tion. Il est facile de constater que chacune des questions précédentes constitue un axe
d'analyse naturel des systèmes adaptables. Par conséquent, chacune peut donner lieu à
une classiﬁcation possible. À titre d'exemple, une adaptation peut être classée à la fois
comme dynamique, réactive, structurelle et à la charge de l'application.
Pour dresser un état de l'art sur l'adaptabilité des systèmes logiciels, nous avons opté
pour une double classiﬁcation des techniques d'adaptation : par rapport aux niveaux
logiciels où est implantée l'adaptation (infrastructure ou application), et par rapport aux
approches de programmation qui déterminent comment mettre en ÷uvre l'adaptabilité.





Ce chapitre présente les techniques, approches et concepts de programma-
tion utilisés pour la mise en ÷uvre de l'adaptabilité des systèmes logiciels,
comme nous le verrons dans les travaux mentionnés dans l'état de l'art.
2.1 Technique de la réﬂexion
La réﬂexion a été initialement utilisée dans les langages de programmation pour
supporter la conception de langages ouverts et extensibles [Kiczales91]. Elle a été aussi
appliquée dans d'autres domaines incluant les systèmes d'exploitation [Yokote92] et
plus récemment les systèmes distribués [McAﬀer96]. Un système logiciel est dit réﬂexif
s'il est capable d'accéder à son propre comportement, de raisonner sur celui-ci et de le
modiﬁer. Pour ce faire, il doit manipuler une représentation de lui-même, c'est à dire
des structures et des opérations qui interprètent son domaine d'application [Smith82].
Un système réﬂexif peut être décomposé en deux niveaux distincts : le niveau de
base contenant le code métier qui traite le domaine d'application et le méta-niveau qui
manipule la représentation de soi. Ces deux niveaux sont liés de façon causale, c'est à
dire que tout changement dans l'un d'eux se répercute sur l'autre [Maes87]. L'accès au
méta-niveau se fait via le concept de réiﬁcation. La réiﬁcation signiﬁe l'exposition de
certains aspects de la représentation de soi de telle sorte qu'ils puissent être accédés
par l'application (le niveau de base). Une approche classique pour déﬁnir les services
du méta-niveau consiste à utiliser un protocole méta-objet (MOP) [Kiczales91].
Les services du méta-niveau sont généralement appelés par l'application elle-même
(le niveau de base) ou par un mécanisme de détection externe. Ainsi, un système réﬂexif
peut adapter dynamiquement son comportement en réaction aux changements de son
environnement. L'avantage majeur apporté par la technique de réﬂexion est la séparation
nette entre le code métier des applications et le code qui gère l'adaptation. Cependant
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cette technique engendre un surcoût en temps d'exécution à cause de la réiﬁcation.
2.2 Programmation orientée aspects (AOP)
La programmation orientée aspects (AOP) [Kiczales97] vise à séparer les proprié-
tés des programmes qui peuvent être encapsulées entièrement dans des procédures, des
classes ou des modules, des propriétés (appelées aspects) qui ne peuvent être encapsu-
lées car transversales à plusieurs éléments. Les aspects correspondent à des propriétés
non fonctionnelles d'usage général qui se retrouvent dans de nombreux composants du
programme de base, telles que la synchronisation, la récupération des erreurs et la per-
sistance. Dans l'AOP les aspects sont écrits séparément dans des langages appropriés
tel AspectJ [Kiczales01] qui est une extension de Java. Ensuite, un compilateur spécial
appelé tisseur (weaver) compose (tisse) ces aspects avec le programme de base pour
produire un seul exécutable.
L'AOP est très proche de la réﬂexivité dans le sens où le tissage des aspects peut
être implanté à l'aide d'un MOP. Dans ce cas, les fonctionnalités de l'application sont
programmées au niveau de base et les aspects sont implantés sous forme de méta-objets.
L'intérêt de l'AOP pour les adaptations dynamiques des applications est que le tissage
peut être fait en cours d'exécution (cf. section 4.2).
2.3 Programmation basée sur les langages de description
d'architectures logicielles
L'architecture logicielle a émergée comme un domaine important du génie logiciel
qui traite la conception et la construction de systèmes complexes. Une architecture
logicielle déﬁnie la structure d'une application en précisant les parties (composants) qui
la constituent, les connecteurs qui modélisent les interactions entre ces parties et les
règles qui gouvernent ces interactions [Garlan00]. Des exemples de connecteurs incluent
des formes d'interaction simples comme un pipe, un appel de procédure ou une diﬀusion
d'événements. Mais un connecteur peut aussi représenter une forme d'interaction plus
complexe comme un protocole client-serveur ou un lien SQL avec une base de données.
Le moyen le plus répandu pour représenter et analyser les architectures logicielles
sont les langages de description d'architectures (ADL, Architecture Description Lan-
guages). Ce sont des notations formelles qui fournissent un cadre conceptuel et une
syntaxe concrète explicitant les composants, les connecteurs et la conﬁguration archi-
tecturale (structure) d'une application [Medvidov00]. L'intérêt de l'architecture logicielle
réside dans le fait qu'il est possible d'adapter une application en reconﬁgurant dynami-
quement son architecture (cf. section 4.3).
2.4 Programmation orientée composants
L'une des évolutions majeures en matière de développement logiciel est l'approche
de programmation orientée composants [Riveill00]. Elle facilite la construction d'appli-
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cations complexes, leur déploiement, leur administration et la maîtrise de leur évolution.
D'après Bertrand Meyer [Meyer99a] il n'y a pas de déﬁnition qui soit largement accep-
table pour le terme  composant logiciel . Clemens Szyperski explique que ceci est dû
à la diversité et la concurrence entre les modèles de composants existants, comme CCM
(CORBA Component Model), EJB (Entreprise Java Beans), COM/COM+ (Component
Object Model), etc. [Szypersk98]. Pour notre étude, nous avons opté pour la déﬁnition
présentée dans la section 2.4.1 qui regroupe les points communs aux modèles existants
et qui reste neutre par rapport aux divergences sur les autres caractéristiques qu'un
composant doit avoir1.
2.4.1 Composant logiciel
Un composant logiciel est une unité d'encapsulation et de réutilisation. Il possède un
état constitué par les données qu'il traite, une implantation qui est le code réalisant ce
traitement et des interfaces fournies et requises qui sont des ports d'entrée/sortie pour
interagir avec le monde extérieur. Un modèle de composant est dit hiérarchique (p. ex.
Fractal, Darwin) ou plat (p. ex. EJB, .Net) selon que les composants assemblés soient
des composites (c.-à-d. constitués d'autres composants) ou primitifs.
Grâce à l'encapsulation, un composant peut être réutilisé dans plusieurs applica-
tions. Celles-ci sont alors construites, non plus à partir de rien, mais par assemblage
de composants existants développés par des tiers. Cet assemblage (appelé aussi compo-
sition, intégration, macro-programmation ou programmation dans le large) consiste à
connecter les composants fournisseurs de services aux composants clients en respectant
une architecture logicielle précise.
Il est aussi possible de réutiliser une partie de l'architecture d'une application par
le moyen des patrons de conception et des canevas que nous présentons dans les deux
sections suivantes.
2.4.2 Les patrons de conception
Les patrons de conception (Design Patterns) sont des artiﬁces qui permettent de
capturer les solutions (conceptions ou micro-architectures) avérées à des problèmes ré-
currents. Plus précisément, chaque patron de conception nomme, explique et évalue
de façon systématique une conception importante qui se reproduit dans les systèmes
orientés objets [Gamma95]. Les patrons de conceptions sont une discipline récente du
génie logiciel. Ils ont des racines dans d'autres disciplines, notamment dans les travaux
de C. Alexander (1977) sur l'urbanisme et les architectures des bâtiments [Appleton00].
Les patrons observer, strategy et memento du catalogue de Gamma et coll. sont trois
exemples de patrons couramment utilisés pour implanter les mécanismes de surveillance
de l'environnement et de réalisation des adaptations.
1Par exemple, est ce qu'un composant doit être fourni sous forme binaire ? Est ce seulement pour
une raison d'encapsulation de l'information [Meyer99b] ou aussi pour l'interopérabilité des composants
écrits dans diﬀérents langages [Szypersk00] ?
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Le patron observer déﬁnit une dépendance de type un-à-plusieurs entre un objet
sujet et un nombre quelconque d'objets observateurs. Quand le sujet change, ses dé-
pendants sont notiﬁés pour exécuter les mises à jours requises. La ﬁgure 2.1 montre le
schéma de classes UML du patron observer. Les notes attachées aux méthodes donnent




for all o in observers {














 subject −> getState()
Fig. 2.1  Structure du patron de conception observer.
Le patron strategy encapsule les variantes d'un algorithme (c.-à-d. ses implantations
alternatives) dans une hiérarchie de classes et les rend interchangeables. Ceci permet
la modiﬁcation du comportement de cet algorithme en cours d'exécution. Ces variantes
sont implantées par les classes ConcreteStrategy (cf. ﬁgure 2.2) qui possèdent la même
interface héritée de leur classe mère Strategy. L'objet Context maintient une référence
vers l'implantation sélectionnée aﬁn de lui déléguer les requêtes des clients. Eventuelle-













− curStrat : Strategy
Strategy
Fig. 2.2  Structure du patron de conception strategy.
Le patronmemento externalise et sauvegarde l'état interne d'un objet aﬁn de pouvoir
le restaurer ultérieurement. La ﬁgure 2.1 montre la structure de ce patron où la classe
Originator peut créer des objets Memento aﬁn de sauvegarder son état interne à des
moments cruciaux de son exécution. Les objets Memento autorisent seulement la classe
Originator à accéder à leur information interne. Ils sont eux mêmes stockés par une
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tierce partie (le Caretaker) qui ne peut explorer ni modiﬁer leurs contenus. Ainsi le
patron memento décrit une méthode d'externalisation de l'état d'un objet sans violer
le principe d'encapsulation.









Fig. 2.3  Structure du patron de conception memento.
2.4.3 Les canevas de composants
La construction d'applications suivant l'approche objet et l'approche composant
se fait généralement par spécialisation d'un canevas (framework) propre à une classe
spéciﬁque de logiciels [Gamma95, Szypersk98, Schmidt03a]. Un canevas est une im-
plantation partielle d'un sous système qui doit être complétée par le code spéciﬁque à
l'application. Un canevas (appelé aussi schéma de conception) peut contenir plusieurs
patrons de conception. De ce fait il permet la réutilisation des conceptions (en plus des
implantations) en déﬁnissant l'architecture de l'application [Gamma95].
Dans le cas de l'approche objet, l'utilisation avec succès d'un canevas passe en gé-
néral par une phase d'apprentissage qui peut être diﬃcile. Ceci est du au fait que
l'architecture des applications n'est pas explicite car ces canevas exposent seulement
les hiérarchies des classes et non pas les interactions entre les objets [Schneide99]. Cet
inconvénient est éliminé dans le cas des canevas de composants grâce à une déﬁnition
explicite de l'architecture de l'application, notamment à l'aide des ADLs. Ainsi, un
canevas de composants est une collection de composants logiciels et de styles architec-
turaux2 qui déterminent les interfaces de ces composants, les connecteurs utilisables et
les règles de composition [Szypersk98, Schneide99]
Les canevas de composants sont utilisés de plus en plus pour le développement des
applications et des intergiciels implantant leurs besoins non fonctionnels (cf. sections
4.4.1, 4.4.2). Comme nous l'avons déjà évoqué, l'intérêt de ces canevas pour l'adap-
tabilité est dû à la modularité de l'approche composant qui permet de localiser les
modiﬁcations nécessaires lors d'une adaptation et donc de maîtriser leur complexité,
leur eﬀet et leur coût.
2.5 Intergiciel
L'intergiciel est la couche logicielle résidant entre les applications d'une part et le sys-
2Comme exemples de styles architecturaux répandus il y a : le style blackboard, client-serveur,
pipeline ou le style basé sur les événements.
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tème d'exploitation, la pile des protocoles réseaux d'autre part [Schantz02, Geihs01] (cf.
ﬁgure 2.4). Son rôle est de réduire les coûts et simpliﬁer le développement des applica-
tions, notamment les applications distribuées, en gérant la complexité inhérente à la dis-
tribution et en masquant l'hétérogénéité des plates-formes [Campbell99, Emmerich00].
Les intergiciels oﬀrent aux applications des services de haut niveau qui cachent les dé-
tails de l'infrastructure sur laquelle elles reposent tels que les détails des protocoles
de communication. Ces services implantent la distribution des appels de procédures
distantes (RPC) et les appels d'objet distants (ORB). Ils implantent aussi une multi-
tude de propriétés non fonctionnelles comme la tolérance aux fautes, les transactions,






Fig. 2.4  La couche intergicielle.
2.5.1 Intergiciel de composants
Traditionnellement, les modèles de composants comme CCM, COM et EJB sont
bâtis au-dessus des intergiciels comme CORBA, DCOM (Distributed COM) et J2EE
(Java 2 Enterprise Edition), respectivement. Ceux-ci fournissent un modèle de program-
mation orienté objet qui permet l'interconnexion (via les appels de méthodes distantes)
des composants distribués.
De nos jours, la technologie des composants est utilisée pour construire les inter-
giciels eux-mêmes [Clarke01]. Ceci présente un grand intérêt pour l'adaptation car la
ﬂexibilité des canevas de composants permet d'augmenter la conﬁgurabilité de ces in-
tergiciels. Ainsi il est possible d'adapter plus facilement les besoins non fonctionnels
des applications distribuées par la reconﬁguration dynamique des intergiciels qui les
fournissent.
2.6 Conclusion
Les concepts de programmation présentés dans ce chapitre jouent un rôle important
dans l'adaptabilité des applications. Nous présentons dans la partie suivante un état de
l'art sur les diverses manières dont ces concepts sont utilisés pour supporter l'adaptation
dynamique aux variations de l'environnement.
Deuxième partie





Adaptabilité au niveau des
infrastructures logicielles
Dans ce chapitre nous présentons brièvement les travaux de recherche qui im-
plantent l'adaptation au niveau des infrastructures logicielles, soit de façon
transparente aux applications ou en impliquant celles-ci dans le processus
d'adaptation. Nous avons regroupé ces travaux en trois catégories distinctes
en fonction du type de l'infrastructure concernée : les supports système à
l'adaptabilité, les intergiciels adaptables et les proxies.
3.1 Les supports système pour l'adaptabilité
La volonté d'implanter l'adaptation au niveau des couches logicielles basses a conduit
au développement de systèmes d'exploitation (SEs) ﬂexibles et extensibles, et à l'émer-
gence de services distribués adaptables appropriés pour les environnements dynamiques,
en particulier, les environnements mobiles.
3.1.1 Systèmes d'exploitation ﬂexibles et extensibles
Comme exemples de noyaux de SEs ﬂexibles et extensibles on peut citer : l'exo-
noyau Aegis [Engler95] qui permet aux applications de spécialiser ou remplacer les
implantations des abstractions système traditionnelles comme la mémoire virtuelle ou
la communication inter-processus, le micronoyau SPIN [Bershad95] qui autorise les ap-
plications à charger des extensions déﬁnies par l'utilisateur dans le noyau et le système
réﬂexif Apertos [Yokote92]. Ce dernier adapte les objets applicatifs en leur associant
des méta-espaces diﬀérents, ces méta-espaces implantent les aspects système comme
l'ordonnancement ou le protocole de communication (cf. ﬁgure 3.1). Tous ces moyens
permettent donc d'adapter le comportement des logiciels.
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objet A objet B objet C
Fig. 3.1  Méta-espaces du système Apertos.
3.1.2 Services distribués adaptables
Les services distribués répondent aux besoins de la communication, de l'accès aux
données distantes, de la sécurité, du partage de mémoires, etc. Ces services peuvent être
vus comme des intergiciels spéciﬁques par contraste avec les intergiciels de distribution
d'objets ou les intergiciels fournisseurs de services génériques (cf. section 3.2). Nous
détaillons dans les sous-sections suivantes les deux types de services qui sont les plus
utilisés par les applications distribuées dans les environnements mobiles, à savoir la
communication et l'accès aux données.
3.1.2.1 Services de communication adaptables
Le système Ensemble [van Rene98] un est exemple représentatif des travaux sur
l'adaptation des protocoles de communications (p. ex. DiPS [Janssens01], CANS [Fu01],
x-kernel [Hutchins91]). Ensemble permet la construction des protocoles réseaux par em-
pilement de plusieurs micro-protocoles choisis parmi une vaste collection d'algorithmes.
Chaque micro-protocole réalise une tache particulière (p. ex. ordonnancement des mes-
sages, élection d'un coordinateur). Le protocole obtenu (p. ex. un protocole multicast
ordonné et ﬁable) peut être adapté dynamiquement en reconﬁgurant la pile des micro-
protocoles, soit par remplacement d'un micro-protocole par un autre, soit par ajout d'un
nouveau micro-protocole (p. ex. le cryptage des messages). Cette reconﬁguration veille
entre autres à la garantie de la synchronisation entre les nouveaux micro-protocoles.
3.1.2.2 Services d'accès aux données adaptables
Plusieurs travaux se sont intéressés au problème d'accès aux données distribuées
dans le cas de déconnexion ou de faible connectivité réseau (p. ex. Bayou [Terry98],
Rover [Joseph97], Coda [Braam98], Odyssey [Noble99]). Les techniques proposées sont
principalement basées sur la réplication et le préchargement des données sur les clients
mobiles. Ainsi, comme le montre la ﬁgure 3.2, le système de ﬁchiers distribués Coda
s'adapte aux diﬀérentes conditions de connectivité (forte connectivité, faible connec-
tivité et déconnexion) en préchargeant les ﬁchiers susceptibles d'être utilisés dans un
cache sur le client mobile. La gestion de cette adaptation est entièrement transparente
aux applications. Quand la connexion est rétablie, une mise à jour des copies est entre-
prise. Celle-ci peut nécessiter une intervention humaine pour résoudre les conﬂits dus à
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plusieurs modiﬁcations des mêmes données par plusieurs clients.
Écriture directe +














Fig. 3.2  Gestion du cache dans le système de ﬁchiers distribués Coda.
Contrairement à Coda, son successeur Odyssey [Noble99, Noble97] rend les applica-
tions conscientes de l'adaptation (c.-à-d. la gestion du cache). Odyssey est constitué d'un
 vice-roi  (viceroy) qui s'exécute sur chaque client mobile et d'un  gardien  (war-
den) pour chaque type de données échangées sur le réseau. Le vice-roi est contrôlé par
l'application. Il surveille les ressources et déclenche les actions d'adaptation quand c'est
nécessaire. Le gardien prend en charge la modiﬁcation d'un ﬂux de données particulier.
3.2 Les intergiciels adaptables
Les intergiciels constituent l'infrastructure logicielle la plus utilisée pour mettre en
÷uvre l'adaptabilité aux variations de l'environnement [Mascolo02, Kon02]. Contraire-
ment à certains intergiciels spéciﬁques qui s'adaptent de façon transparente aux applica-
tions (p. ex. Coda), beaucoup d'intergiciels exécutent eux mêmes les actions d'adaptation
tout en laissant la prise de décision à la charge des applications (p. ex. QuO [Loyall98],
m3 [Rakotoni01], Carisma [Capra03]). D'autres encore, fournissent les mécanismes de
surveillance et gèrent la prise de décision d'adaptation, mais délèguent l'exécution des
actions d'adaptation aux applications (p. ex. intergiciel d'Efstratiou [Efstrati02]). Nous
présentons ci-après des exemples représentatifs de ces intergiciels conçus suivant des
approches diﬀérentes.
3.2.1 Approche basée sur les contrats de qualité de service
Quality Objects (QuO) [Loyall98, Schantz02] est un canevas d'objets qui supporte :
(1) la spéciﬁcation des contrats de qualité de service (QdS) entre les objets clients
et leurs fournisseurs, (2) la surveillance de ces contrats en cours d'exécution et (3)
l'adaptation aux changements des conditions système. Cette adaptation est assurée par
une couche intergicielle (nommée aussi QuO, cf. ﬁgure 3.3) qui s'exécute au-dessus des
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Fig. 3.3  QuO s'exécutant au-dessus de CORBA.
éléments suivants :
 Les contrats qui spéciﬁent le niveau de service désiré par un client, le niveau de
service qu'un objet compte fournir (p. ex. le nombre d'appels de méthodes par
seconde), les régions indiquant les valeurs possibles de la QdS, et les actions à
entreprendre quand le niveau de la QdS change. Ils sont écrits par les spécialistes
de la QdS dans le langage QDL (Quality Description Languages).
 Les délégués qui sont des représentants locaux pour les objets distants. À chaque
appel client vers l'objet distant, le délégué vériﬁe l'état du système et sélectionne
un comportement approprié.
 Les objets condition du système qui mesurent et contrôlent les objets applicatifs,
les ORBs et les ressources système spéciﬁés dans les contrats.
 Les gestionnaires de propriétés particulières de la QdS telle la disponibilité des
données via un mécanisme de réplication.
 Les objets callback qui fournissent des interfaces de notiﬁcation pour les clients et
les objets de l'application.
Une adaptation QuO peut être déclenchée de deux façons. Premièrement, les délé-
gués réalisent des adaptations liées aux variations du réseau en interceptant les appels
clients vers les objets distants. Ils peuvent ainsi agir sur l'interaction de ces objets
en fonction de l'état du réseau. A titre d'exemple, le système d'avionique décrit dans
[Loyall01] s'adapte aux paramètres d'un lien réseau restreint entre deux avions en mo-
diﬁant la taille des données échangées sur ce lien.
Deuxièmement, les contrats QuO peuvent déclencher des adaptations indépendantes
de l'état du réseau. Ces changements causent des transitions dans les régions de QdS
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détectées par les objets condition du système. Dans ce cas l'adaptation est utilisée pour
surveiller la charge CPU et aider à planiﬁer les tâches temps réel d'avionique.
Discussion
Contrairement à la majorité des mécanismes de QdS, QuO ne se contente pas de
satisfaire les besoins des applications en termes de QdS, mais il fournit une interface de
callback qui informe les objets de l'application du niveau actuel de la QdS accomplie par
rapport à la QdS désirée. Cela permet à l'application d'adapter son comportement sui-
vant la logique spéciﬁée dans les contrats QDL. Ceux-ci jouent donc le rôle de politiques
d'adaptation mais ils exécutent aussi eux même les actions d'adaptation indépendantes
du réseau. Ceci constitue un handicap pour QuO car, bien que les adaptations liées
au réseau sont faciles à mettre en ouvre grâce à une séparation entre les délégués et
les contrats, la programmation des adaptations indépendantes du réseau n'est pas bien
décrite. Ceci s'explique sans doute par le fait qu'elles n'étaient pas dans le modèle initial.
Les adaptations qui dépendent du réseau et celles qui n'en dépendent pas sont com-
plètement orthogonales étant donné qu'elles sont contrôlées par deux entités distinctes
(les délégués et les contrats). Dans ce cas, il n'est pas clair de savoir comment spéci-
ﬁer des adaptations sophistiquées qui prennent en compte à la fois l'état du réseau et
d'autres ressources (p. ex. choisir un encodeur ayant un débit et une consommation
CPU faible quand le réseau et la CPU sont très sollicités). De façon plus générale, la co-
ordination des adaptations multi-applications (c.-à-d. de plusieurs délégués s'exécutant
sur le même site) n'est pas abordée.
Enﬁn, notons que les objets condition du système sont assimilables à un service de
surveillance de l'environnement. Mais même si l'interface de ces objets est déﬁnie par
QuO, leurs implantations sont à la charge du développeur.
3.2.2 Approche basée sur les rôles des composants
L'intergiciel m3 [Rakotoni01, Indulska01] adapte les applications clients-serveurs
basées sur le modèle de référence RM-ODP [Rm-odp99] qui s'adresse à la gestion des
entreprises. Les serveurs sont encapsulés par l'exécutif m3 qui modiﬁe et coordonne les
messages échangés avec les clients en fonction du contexte d'exécution. L'architecture
de m3 repose sur les trois concepts suivants :
1. Les composants logiciels réactifs qui ont des permissions de rôles, des pré/post-
conditions associées à leurs interfaces et des types d'événements qui déclenchent
leur réaction.
2. Les événements qui sont des concepts primitifs à l'aide desquels peuvent être
exprimés des protocoles d'interaction comme le passage de messages, les RPCs et
les ﬂux.
3. Les rôles des composants qui expriment les tâches que les composants doivent
remplir dans l'organisation d'une entreprise (p. ex. directeur). Chaque rôle est un
emplacement qui peut être occupé par une ou plusieurs interfaces.












































Fig. 3.4  Intergiciel m3.
La ﬁgure 3.4 montre l'architecture de l'intergiciel m3 organisée en trois couches : la
couche coordination, la couche des gestionnaires dédiés et la couche service.
Le gestionnaire de la coordination exécute les scriptsMEADL (Mobile Enterprise Ar-
chitecture Description Language) qui coordonnent les messages (événements) échangés
par les composants. Ces scripts contiennent des règles qui associent un ensemble d'opé-
rations à un événement. Ceci permet de conﬁgurer dynamiquement les interactions entre
ces composants en modiﬁant les messages échangés et le protocole de communication
utilisé. Par exemple la règle de la ﬁgure 3.5 réagit à l'événement http :get(balance,
account) émis par le rôle Director. Si le contexte courant est sûr et la balance est su-
périeure à 100000 alors cette règle émet un nouvel événement indiquant la valeur de la
balance et appelle la fonction foo.
   EMIT employee_chat_line("DSTC has", balance); 
   CALL foo(account, 23); 
   }
   IN CONTEXT   "secure_environment"   
ON EVENT Director:http:get(balance, account)
 {
   WHERE (balance > 10,000) 
Fig. 3.5  Exemple de script MEADL.
La couche des gestionnaires dédiés contient :
1. Le gestionnaire de contexte (CM) qui rassemble et interprète les informations
contextuelles à partir de capteurs matériels et logiciels, et les présente au gestion-
naire de l'adaptation (AM). Pour cela, le CM utilise les graphes RDF (Resource
Description Framework) basés sur le protocole W3C CC/PP pour la description
et la transmission des proﬁls de périphériques.
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2. L'AM prend les décisions d'adaptation et invoque ou installe les méthodes d'adap-
tation appropriées. Il utilise les règles du type EvénementConditionAction 
(ECA) où le champ Action référence une méthode d'adaptation implantée par
l'AM lui-même ou par l'application (p. ex. insertion de ﬁltres, migration d'ob-
jets). Les règles d'adaptation peuvent être ajoutées, enlevées, inhibées ou activées
dynamiquement. Elles peuvent être aussi coordonnées de façon séquentielle à l'aide
d'une chaîne de dépendances (c.-à-d. exécuter une adaptation après une autre).
Cette chaîne de dépendances est exprimée sous la forme d'un graphe, ce qui permet
d'éviter les adaptations de type ping-pong en utilisant la détection de cycles.
3. Le gestionnaire de politiques (PM) assure que les politiques décrivant les obli-
gations, interdictions et permissions associées à un rôle sont respectées avant et
après chaque adaptation.
La couche service rend les services distribués et les protocoles réseaux accessibles aux
couches supérieures de façon uniforme basée sur le paradigme événement. En particulier,
elle permet d'utiliser les protocoles de communications de façon transparente à travers
une interface générique inspirée du modèle Linda (avec les méthodes in(from,data,attr)
et out(to,data,attr)).


















Fig. 3.6  Interaction entre les composants m3.
La ﬁgure 3.6 illustre un exemple de traitement d'une requête http(GET(URL)) d'une
application par un exécutif m3. Le gestionnaire de la coordination reçoit la requête
et la fait suivre au PM pour contrôler si son exécution est autorisée. Si l'autorisation
est accordée la requête est transmise à l'AM qui est constamment informé par le CM
sur le contexte de l'application. L'AM sélectionne une règle d'adaptation en fonction
du contexte et exécute l'action spéciﬁée (p. ex. transcoder une image). La réponse
est envoyée immédiatement au gestionnaire de la coordination qui la fait suivre vers
l'application.
Discussion
L'architecture m3 n'aborde pas les adaptations intra-composant mais elle considère
seulement les adaptations inter-composants dans le cas des applications d'entreprise de
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type clients-serveurs. M3 facilite la programmation de ces adaptations grâce à la sépa-
ration entre la surveillance de l'environnement assurée par le CM, la prise de décision
gérée par le gestionnaire de la coordination et l'AM, l'exécution des modiﬁcations im-
plantées par l'AM ou par l'application, et la vériﬁcation de la cohérence des adaptations
par rapport aux rôles des composants qui est eﬀectuée par le PM. Ce dernier aspect,
qui est souvent négligé dans les travaux concernant l'adaptabilité, est une contribution
importante de m3.
Par ailleurs, la méthode d'adaptation proposée est basée sur l'interception des mes-
sages du coté du serveur, et ce de façon transparente pour le client. Bien que des
modiﬁcations unilatérales du contenu de ces messages soient possibles, le changement
dynamique du protocole d'interaction sans modiﬁcation du client ne semble pas envi-
sagé.
Enﬁn, dans m3 une première forme de coordination de plusieurs adaptations a été
introduite, mais elle est limitée à une mise en séquence de ces adaptations. La coordi-
nation de plusieurs adaptations d'applications concurrentes n'a pas encore été abordée.
3.2.3 Approche gérant les conﬂits d'adaptation
Carisma est un intergiciel réﬂexif qui rend les applications mobiles conscientes de
leur contexte [Capra03]. Il leur fournit des services (p. ex. aﬃchage d'images) qui sont
dynamiquement spécialisables en fonction du contexte courant. Chaque application peut
spécialiser un service à travers un proﬁl d'application qui associe les diﬀérents modes
(politiques) de livraison de ce service aux diﬀérentes conﬁgurations du contexte. Dans
l'exemple de la ﬁgure 3.7, l'application déﬁnie deux associations demandant au service
DisplayPicture d'aﬃcher les images en noir et blanc si l'énergie de la batterie est faible
ou en couleur si la batterie le permet. À chaque invocation d'un service par une applica-
tion, l'intergiciel consulte son proﬁl pour déterminer la politique à appliquer en fonction
du contexte courant.
Le comportement de l'intergiciel par rapport à un service particulier est déterminé
par une et une seule politique à la fois. Les proﬁls sont passés à l'intergiciel au moment
de l'installation des applications mais celles-ci peuvent les consulter et les modiﬁer dy-
namiquement en utilisant un API réﬂexif. Par exemple, une application peut restreindre
l'utilisation de la politique FullColor dans un contexte où seule l'énergie de la batterie
est haute à un contexte où la mémoire disponible est grande.
Quand un service est utilisé par plusieurs applications, un conﬂit peut exister si,
dans le même contexte, plusieurs politiques diﬀérentes peuvent être appliquées pour
délivrer ce service. L'intergiciel ne sait pas dans ce cas quelle politique appliquer. Pour
résoudre ce conﬂit dynamiquement, Mascolo et coll. ont proposé une méthode basée sur
un protocole d'enchères où l'intergiciel joue le rôle du commissaire-priseur, les applica-
tions sont les enchérisseurs, et les politiques sont les biens mis aux enchères. Toutefois,
l'objectif de l'intergiciel n'est pas de sélectionner la politique qui a reçu l'enchère la plus
élevée mais celle qui satisfait le plus grand nombre d'applications impliquées dans le
conﬂit.
Le calcul des oﬀres est basé sur l'intérêt porté par l'utilisateur pour les besoins
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    <POLICY name="Black&WhiteLoad"> 
    </POLICY> 
    <POLICY name="FragmentedLoad"> 
    </POLICY> 
</SERVICE>
        <RESOURCE name="battery"> 
           <STATUS operator="less" value="x"/> 
        </RESOURCE>
        <RESOURCE name="memory"> 
           <STATUS operator="less" value="y"/> 
        </RESOURCE>
<SERVICE name="displayPicture"> 
Fig. 3.7  Exemple de proﬁl d'application s'exécutant sur Carisma.
non fonctionnels des applications (p. ex. la sécurité, la performance, la disponibilité,
etc.) Pour cela, des fonctions d'utilité sont utilisées pour traduire cet intérêt en valeurs
numériques. Ces fonctions d'utilité peuvent être modiﬁées dynamiquement pour reﬂéter
d'éventuels changements dans les intérêts de l'utilisateur.
La résolution d'un conﬂit distribué est basée sur un protocole de communication à
trois pas :
 Pas 1 : À chaque invocation d'un service par une application sur un site donné
(appelé ci-après site initiateur), l'intergiciel de ce site envoie une requête vers les
autres sites impliqués dans l'exécution de ce service. En parallèle, chacun de ces
sites évalue son contexte local, détermine les politiques autorisées et calcule son
oﬀre pour chacune de ces politiques, bien qu'aucun conﬂit n'ait été encore détecté.
 Pas 2 : Tous les sites renvoient au site initiateur leurs ensembles de politiques au-
torisées avec les oﬀres correspondantes. Si l'intersection de ces ensembles est vide,
alors le service demandé ne sera pas délivré faute d'accord entre les applications
sur la politique à appliquer. Sinon, l'initiateur détermine la politique gagnante
sans communication supplémentaire.
 Pas 3 : Le site initiateur envoie son résultat vers les autres sites et enﬁn le service
requis peut être délivré.
Discussion
L'intergiciel Carisma supporte des applications qui ne sont pas forcément basées
sur les composants logiciels. Ainsi la seule adaptation possible est la spécialisation des
services fournis par l'intergiciel en sélectionnant le mode de fonctionnement le plus
appropriée au contexte courant. Carisma ne dispose pas d'un mécanisme de notiﬁcation
des variations des ressources. Il se contente de consulter l'état de celles-ci uniquement
au moment où il sélectionne le mode d'un service quand ce dernier est invoqué. Dans
ce cas, des questions importantes restent suspendues quant à la possibilité de changer
un mode de fonctionnement en cours d'exécution, par exemple suite au changement
du contexte courant, et la possibilité d'ajouter dynamiquement un nouveau mode à un
service existant.
Par ailleurs, dans tous les travaux que nous avons présentés précédemment, les déci-
sions d'adaptation étaient prises au niveau local à un seul site, même si elles prenaient
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en compte l'état des liens réseaux de ce site. Carisma est l'un des premiers travaux
(avec notamment Conductor, cf. section 3.3.1) à considérer le cas plus général où la dé-
cision d'adaptation est une procédure distribuée qui tient compte des environnements
d'exécution sur plusieurs sites. Un avantage important de Carisma est le recours à un
protocole à trois pas qui minimise les communications nécessaires pour une prise de
décision distribuée, ce qui est non négligeable dans le cadre des réseaux mobiles. Toute-
fois, si le succès de ce protocole n'est pas compromis par la défaillance de l'un des sites
participants (tant qu'il y a un certain nombre de sites connectés), il est totalement voué
à l'échec si le site initiateur tombe en panne.
Sur un autre plan, la prise en compte des préférences de l'utilisateur au moment
de la résolution d'un conﬂit et la possibilité d'adapter le mécanisme de résolution (c.-
à-d. les fonctions d'utilité) si ces préférences change est une contribution majeure de
Carisma. Notons que cette procédure de résolution de conﬂit est une coordination des
adaptations de plusieurs applications qui utilisent le même service. Le cas plus général
de la coordination des adaptations d'applications partageant seulement des ressources
n'est pas abordé. Enﬁn, Carisma respecte le principe de séparation des diﬀérents types
de codes impliqués dans l'adaptation.
3.2.4 Approche basée sur le calcul d'événements
La plate-forme proposée dans [Efstrati02] est un intergiciel qui supporte la coor-
dination des actions d'adaptation au niveau multi-applications. Elle est basée sur la
notion de politiques système écrites dans un langage dérivé du calcul d'événements de




















Fig. 3.8  Plate-forme d'Efstratiou et coll. pour l'adaptation coordonnée.
Le registre agit comme un entrepôt pour les outils de surveillance et pour toutes les
applications adaptables s'exécutant sur le système. À son démarrage, chaque application
adaptable s'enregistre auprès de la plate-forme en lui fournissant une description XML
contenant : (1) ses diﬀérents modes d'adaptation, (2) l'ensemble de ses variables d'état
accessibles par la plate-forme, et (3) l'ensemble des politiques par défaut qui décrivent
son comportement adaptatif. En cours d'exécution, de nouvelles politiques peuvent être
introduites par l'utilisateur de l'application.
Le registre utilise ces informations en associant à chaque application un objet souche
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qui traque ses variables d'état ainsi que l'état courant du système. Quand un change-
ment ce produit, la souche émet un événement vers le contrôleur de l'adaptation pour
décider si une réaction adaptative est nécessaire. Comme les applications, les outils
de surveillance sont gérés à la fois comme des sources d'informations et des modules
adaptables. Ils peuvent fournir des mécanismes d'adaptation spéciﬁques à un périphé-
rique particulier, p. ex. mettre le périphérique dans un mode de consommation d'énergie
faible.
Pour la spéciﬁcation des politiques d'adaptation Efstratiou et coll. ont développé
un langage dérivé du calcul d'événements [Kowalsky92]. Ce formalisme de la program-
mation logique permet de raisonner sur les eﬀets des événements durant le temps en
introduisant la notion de ﬂuent. Un ﬂuent peut décrire une situation au sein d'un sys-
tème (p. ex. batterie faible) qui a une durée dans le temps et qui est initiée et terminée
par des événements. Les règles des politiques d'adaptation basées sur ce calcul sont
de la forme événementﬂuentconditionaction. La ﬁgure 3.9 montre l'exemple d'une
politique qui préconise d'utiliser une connexion réseau GSM quand l'utilisateur est à
l'extérieur.
Events LeftHome, LeftOffice, InHome, InOffice
Fluent Outdoors :
  initiated by events: LeftHome, LeftOffice 
  terminated by events: InHome, InOffice 
Condition :  
  Initiated(Outdoors)
Action:
  Switch network to GSM
Fig. 3.9  Exemple de politique d'adaptation basée sur les ﬂuents.
Le contrôleur de l'adaptation surveille le comportement de toutes les applications
s'exécutant sur un seul hôte et déclenche les adaptations nécessaires décrites dans les
politiques enregistrées auprès de la plate-forme. Il évalue les règles d'adaptation de
façon incrémentale à chaque changement dans l'environnement. Quand tous les prédi-
cats d'une règle sont évalués et que la condition qu'ils forment est vraie, le contrôleur
d'adaptation déclenche la méthode appropriée de l'application telle que spéciﬁée par la
règle.
Le module user awareness est implanté séparément comme une application qui s'en-
registre auprès de la plate-forme. Le contrôleur d'adaptation utilise ce module pour no-
tiﬁer à l'utilisateur les décisions d'adaptation ou pour demander son assistance quand
il détecte des situations conﬂictuelles.
Cette plate-forme a été utilisée pour développer un client vidéo (basée sur Real-
Player) et un navigateur Web adaptables. Le client vidéo permet à la plate-forme de
demander des adaptations du ﬂux vidéo en fonction des conditions réseau, comme le
changement de la qualité du ﬂux vidéo ou le changement de son taux de bits. Le navi-
gateur Web peut contrôler le taux de transfert de données sur le réseau en ﬁltrant les
images présentes dans les pages Web. Les adaptations de ces deux applications peuvent
être coordonnées par la plate-forme qui alloue plus de bande passante à l'une ou à l'autre
selon les préférences de l'utilisateur.
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Discussion
L'intergiciel d'Efstratiou et coll. met en ÷uvre une séparation des diﬀérents types de
codes impliqués dans l'adaptation. Comme Carisma cet intergiciel n'est pas spéciﬁque
aux applications basées sur les composants logiciels. Par contre, ses actions d'adaptation
sont déléguées aux applications via un mécanisme de callback. Ceci rend ces adapta-
tions arbitraires et donc impossibles à analyser (p. ex. pour vériﬁer leur cohérence). Un
autre point commun de ces deux intergiciels est l'implication de l'utilisateur dans la
résolution des situations conﬂictuelles. Cependant, la plate-forme d'Efstratiou permet
de plus d'informer continuellement l'utilisateur des adaptations qu'elle entreprend.
Par ailleurs, l'une des contribution clé de la plate-forme d'Efstratiou est l'externa-
lisation des décisions d'adaptation (par rapport aux applications) et leur centralisation
au niveau intergiciel. Ceci permet d'utiliser les événements générés par une application
pour déclencher l'adaptation d'une autre, et surtout de coordonner les adaptations de
plusieurs applications et résoudre des conﬂits éventuels. Mais à ce stade le mécanisme
de résolution de conﬂit n'a pas encore été développé.
Parmi tous les travaux présentés dans cet état de l'art, les politiques d'adaptation
d'Efstratiou et coll. sont les plus sophistiquées. Ce sont les seules qui permettent de
raisonner sur l'eﬀet des événements durant le temps et pas uniquement à des instants
précis. Notamment, il est possible de coordonner des adaptations multi-applications
ayant des relations temporelles quelconque (parallèles ou séquentielles).
3.2.5 Bilan sur les intergiciels adaptables
Les intergiciels participent à la gestion de l'adaptabilité du logiciel en mettant en
÷uvre une partie des mécanismes d'adaptation. Ils oﬀrent un service de surveillance
des ressources prêt à l'usage et coopèrent avec les applications dans la prise de décision
d'adaptation et/ou l'exécution des actions de modiﬁcation requises. Dans le cas d'adap-
tations multi-applications distribuées, le rôle de l'intergiciel devient capital quand il
s'agit de coordonner de façon eﬃcace, équitable et sans conﬂit ces adaptations (p. ex.
intergiciel d'Efstratiou et Carisma). En eﬀet, aucune application n'est apte à jouer ce
rôle d'arbitre neutre sans connaître au moins les politiques d'adaptation de ses concur-
rentes. A notre avis, l'intergiciel est donc le meilleur candidat pour assurer ce rôle de
façon naturelle.
3.3 Les proxies
Les travaux basés sur l'approche proxy concernent principalement l'adaptation aux
variations des conditions réseau pour les applications clients-serveurs [Fox98b, Fox97,
Yarvis01a, Layaida02]. L'idée de base consiste à injecter dans le chemin séparant le
client et le serveur un ou plusieurs proxies qui adaptent le ﬂux des données transitant
à travers le réseau. Ces proxies modiﬁent les données échangées ou les chemins qu'elles
empruntent en réalisant des opérations comme le ﬁltrage, le transcodage, la compression,
le cryptage, le préchargement, la mise en tampon, la redirection ou l'ordonnancement
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des transmissions basé sur la déﬁnition de classes de priorité entre ces données. Ces
opérations permettent de palier les variations des paramètres réseaux tels que la bande
passante, la latence, la gigue, le taux d'erreurs de transmission, etc.
Parmi les approches proxy nous choisissons de détailler les systèmes Conductor
[Yarvis01a] et Puppeteer [de Lara02a] car ils abordent le problème de la coordination de
plusieurs adaptations.
3.3.1 Proxies sur les n÷uds intermédiaires du réseau
Conductor [Yarvis01a, Yarvis01b] est un système de proxies supportant l'adapta-
tion transparente coordonnée et distribuée des protocoles applicatifs par rapport aux
conditions du réseau. Il se déploie sur un sous-ensemble de n÷uds d'un réseau (appe-
lés n÷uds Conductor) qui sont typiquement des clients, des serveurs ou des passerelles















































Fig. 3.10  Architecture de Conductor.
de plusieurs modules adaptateurs (cf. ﬁgure 3.10). Le canevas d'adaptation fournit au
niveau de chaque n÷ud Conductor un environnement d'exécution (cf. ﬁgure 3.11) pour
accueillir un ou plusieurs modules adaptateurs. Cet exécutif réalise (1) l'interception
des connexions client-serveur (à partir du numéro de port au niveau Socket), (2) la
surveillance des ressources du n÷ud et de ses liens réseaux, et (3) la planiﬁcation et le
déploiement des modules adaptateurs.
Les modules adaptateurs sont des modules Java écrit entièrement par le développeur
pour opérer des modiﬁcations sur le ﬂux de données transitant à travers les n÷uds
Conductor. Ils sont généralement déployés par paires à l'entrée et à la sortie d'un sous-
réseau pour adapter le protocole de communication aux caractéristiques particulières
de celui-ci.
Processus d'adaptation
Quand un n÷ud Conductor intercepte une connexion il identiﬁe les autres n÷uds
Conductor se trouvant sur le chemin de la destination. Ensuite une connexion TCP
est établie entre chaque paire de n÷uds adjacents et la planiﬁcation est lancée pour
sélectionner les n÷uds d'adaptation et les adaptateurs à déployer. Cette planiﬁcation se
fait en trois étapes : collecte d'informations, formulation d'un plan et déploiement des
adaptateurs. Elle prend en considération les préférences de l'utilisateur (p. ex. qualité
























Fig. 3.11  N÷ud Conductor.
des données, budget, etc.), les ressources du n÷ud local et les caractéristiques du lien
réseau. L'algorithme de planiﬁcation utilisé dans Conductor est un algorithme centralisé
avec un seul aller-retour (cf. ﬁgure 3.12 ).
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Fig. 3.12  Planiﬁcation du redéploiement des adaptateurs dans Conductor.
Quand la planiﬁcation commence, tous les n÷uds sur le chemin des données trans-
mettent leurs informations locales vers un n÷ud planiﬁcateur unique (le n÷ud le plus
proche du serveur). Ce dernier formule un plan qu'il transmet en un aller-retour vers
le n÷ud client, en passant par tous les autres n÷uds du chemin. Cette transmission
s'accompagne du déploiement des adaptateurs sur chacun des n÷uds sélectionnés. Dès
qu'un adaptateur est déployé sur un n÷ud les données de l'application peuvent transiter
sur ce n÷ud dans la direction du déploiement.
En cours d'exécution, les variations mineures dans l'environnement sont gérées par
les modules adaptateurs. Si une variation est trop importante, l'adaptateur qui ne peut
la gérer initie une nouvelle planiﬁcation pour redéployer les modules adaptateurs.
Conductor supporte la tolérance aux fautes en utilisant un mécanisme de retrans-
mission à la TCP. Toutefois, comme les données transmises peuvent être modiﬁées par
les adaptateurs, Conductor n'utilise pas l'octet comme unité de retransmission mais un
segment de données. Ce dernier est une unité de données qui préserve la correspondance
entre les ﬂux en entrée et en sortie d'un adaptateur (p. ex. une trame vidéo pour un
adaptateur qui réalise la compression vidéo). Conductor inclut un mécanisme d'authen-
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tiﬁcation et de cryptage des données échangées lors de la planiﬁcation des adaptations
aﬁn d'éviter les intrusions qui visent à rediriger les données vers des n÷uds non sûrs.
Conductor a été utilisé pour adapter une connexion, reliant un PDA à un serveur,
formée de trois liens successifs : sans-ﬁl, modem et Internet. Dans cette situation deux
adaptations ont été mises en place. La première consiste à compresser les données tran-
sitant par le modem pour minimiser le temps de transmission. La seconde est basée sur
une estimation du temps nécessaire au traitement par le serveur d'une requête émise
par le PDA et elle consiste à mettre en veille l'interface sans-ﬁl du PDA en attendant
la réception de la réponse du serveur aﬁn d'économiser l'énergie.
Discussion
Une contribution importante de Conductor est la prise en compte des connexions
réseaux composées de plusieurs segments hétérogènes. Il oﬀre aussi un exécutif qui as-
sure la surveillance des ressources sur chaque n÷ud du réseau. Cependant, la technique
d'adaptation proposée est limitée à la modiﬁcation des ﬂux de données transitant sur
le réseau. Ces modiﬁcations doivent être écrites en Java par les développeurs de l'appli-
cation. Par conséquent, elles sont arbitraires et donc impossibles à analyser.
Par ailleurs Conductor a l'avantage de supporter la tolérance aux fautes et la sécuri-
sation des échanges durant la prise de décision d'adaptation. Cette décision est réalisée
par une procédure de planiﬁcation centralisée. Il tient compte de l'état global du sys-
tème distribué, limite les échanges nécessaires mais reste vulnérable à la défaillance du
site planiﬁcateur.
Sur un autre plan, la planiﬁcation des adaptateurs constitue une forme de coor-
dination au niveau application car elle est limitée à un seul ﬂux. Le cas plus général
de coordination de plusieurs adaptateurs déployés sur le même n÷ud mais intervenant
chacun sur un ﬂux de données diﬀérent n'est pas abordé.
Enﬁn, indépendamment de l'adaptabilité, l'idée de permettre aux n÷uds intermé-
diaires du réseau (les routeurs) d'intervenir aux niveaux des couches supérieures de la
pile des protocoles est sujet à controverse. Elle présente plusieurs inconvénients sur les
plans de la performance et de la ﬁabilité.
3.3.2 Proxies aux extrémités du réseau
Puppeteer [de Lara01, de Lara02a] est un système de proxies qui adapte les applica-
tions bureautiques (p. ex. éditeur de documents distants et navigateur Web) à la varia-
tion de la bande passante dans les environnements mobiles. Quand la bande passante
devient peu abondante, Puppeteer permet aux applications manipulant des documents
stockés sur un serveur distant soit d'accéder seulement à une partie d'un document (p.
ex. la première diapositive d'une présentation), soit d'accéder à une version complète
de ce document mais de qualité réduite (p. ex. une version faible-ﬁdélité d'une image).
La ﬁgure 3.13 montre l'architecture de Puppeteer constituée de proxies locaux et dis-
tants qui gèrent l'adaptation. Un proxy Puppeteer est constitué d'un noyau indépendant
des applications, de pilotes spéciﬁques aux éléments d'un document, de transcodeurs et
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de politiques d'adaptation spéciﬁques à chaque application. L'exécution des politiques
d'adaptation est à la charge du proxy local. Le proxy distant est responsable de l'analyse
des documents, de l'exposition de leurs structures et du transcodage de leurs éléments
suivant les requêtes du proxy local.
Pour être adaptée avec Puppeteer, les applications doivent exporter une interface
(API) qui permet de découvrir, de construire de façon incrémentale et d'aﬃcher des
sous-ensembles des éléments d'un document ainsi que leurs diﬀérentes versions. Elles
doivent aussi exporter via leur API un mécanisme d'enregistrement et de notiﬁcation
des événements aﬁn d'avertir le système d'adaptation des variations importantes dans
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Fig. 3.13  Architecture de Puppeteer.
Processus d'adaptation
Le processus d'adaptation dans Puppeteer est divisé en trois phases : (1) analyse
du document et découverte de la structure des données, (2) récupération des éléments
sélectionnés à des niveaux de ﬁdélité spéciﬁques et (3) mise à jour de l'application avec
les nouvelles données récupérées. Quand un document stocké sur un serveur est ouvert,
le proxy Puppeteer distant créé un pilote d'import approprié. Ce pilote parcours le
document, extrait son squelette sous la forme d'un arbre, et transfert ce dernier vers le
proxy local. Les politiques d'adaptation s'exécutant dans le proxy local récupèrent alors
un ensemble initial des éléments du squelette avec une ﬁdélité spéciﬁée. Une fois reçu,
cet ensemble initial est passé à l'application par le proxy local qui utilise pour cela un
pilote d'export approprié. À ce moment l'application retourne le contrôle à l'utilisateur.
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Ensuite, la politique d'adaptation utilise l'API de l'application pour l'alimenter de façon
incrémentale avec le reste des éléments du document ou avec des versions de plus grande
ﬁdélité.
Les politiques d'adaptation peuvent être statiques ou peuvent dépendre de pilotes
traqueurs qui détectent l'occurrence d'événements particuliers. Par exemple le passage
de la souris sur une image peut être un événement qui déclenche le chargement d'une
version haute-ﬁdélité de celle-ci.
Adaptation multi-applications
Dans [de Lara02b] Puppeteer a été étendu pour supporter l'adaptation de plusieurs
applications concurrentes sur un hôte. Cette extension appelée HATS (Hierarchical
Adaptive Transmission Scheduler) implante des politiques d'adaptation qui contrôlent
dynamiquement l'ordonnancement des transmissions réseau. Cet ordonnancement est
basé sur l'aﬀectation de priorités diﬀérentes aux applications, aux documents manipu-
lés par chaque application et aux éléments de chaque document. Des exemples de ces
politiques incluent la transmission du texte avant les images pour toutes les applications,
l'allocation de la plus grande partie de la bande passante à l'application (au document)
qui est en avant plan et la réduction de la ﬁdélité des applications qui sont en arrière
plan.
HATS est incorporé principalement dans le proxy Puppeteer distant. La ﬁgure 3.14
montre son architecture constituée par :
 Une hiérarchie de transmission qui décrit la structure des données à transmettre.
Elle est constituée à raison d'une hiérarchie par hôte client en réponse aux requêtes
provenant des politiques s'exécutant sur le proxy local.
 Les ordonnanceurs qui déterminent l'ordre de transmission des n÷uds de la hiérar-
chie. Il y a un ordonnanceur pour le n÷ud racine aﬁn de choisir quelle application
servir, un ordonnanceur pour chaque application aﬁn de choisir quel document
transmettre et un ordonnanceur pour chaque composant dans le document. La
bande passante est distribuée du haut de la hiérarchie vers le bas ce qui donne la
priorité aux ordonnanceurs des n÷uds parents sur ceux des descendants.
 Le multiplexeur et le démultiplexeur organisent la transmission concurrente des
données associées à plusieurs n÷uds de la hiérarchie.
HATS supporte la reconﬁguration dynamique des priorités de transmission par des
requêtes explicites émanant des politiques d'adaptation sur les proxies locaux ou éma-
nant des ordonnanceurs s'exécutant sur le proxy distant.
Discussion
Le fait que Puppeteer soit transparent aux applications (clients et serveurs) lui im-
pose des restrictions sévères. Les adaptations supportées sont restreintes à la trans-
mission sélective des données du serveur vers le client et ne tiennent compte que des
variations de la bande passante. La surveillance des autres variations de l'environne-
ment est laissée à la charge des applications. Par ailleurs, les politiques d'adaptation













Fig. 3.14  Adaptation multi-applications avec HATS.
sont spéciﬁques à des types de documents précis et ne sont donc pas écrites ni modiﬁées
par les développeurs des applications.
Sur un autre plan, les applications adaptées par Puppeteer doivent exporter une
interface spéciﬁque permettant d'exposer la structure de leurs documents. Or la majorité
des applications légataires (p. ex. MS Word) ne fournit pas une telle interface et son
ajout requiert un eﬀort de modiﬁcation non négligeable.
La contribution majeure de Puppeteer est apportée par l'extension HATS qui co-
ordonne les adaptations de plusieurs applications concurrentes par rapport à la bande
passante. La solution proposée est basée sur la déﬁnition de priorités entre ces applica-
tions comme dans les systèmes d'exploitation. Cependant, elle n'est pas généralisable à
plusieurs ressources car les priorités dans ce cas peuvent entraîner des situations d'in-
terblocage.
3.3.3 Bilan sur l'approche proxy
Les systèmes à base de proxies réalisent, pour la grande majorité, une adaptation
transparente aux applications. Toutefois, ils diﬀèrent par le nombre de proxies déployés,
par l'emplacement de ceux-ci et par la nature des modiﬁcations qu'ils opèrent. Les
plus simples utilisent un seul proxy du coté client comme [Layaida02]. D'autres travaux
plus sophistiqués, tels que Conductor et Puppeteer, déploient plusieurs proxies entre les
clients et les serveurs.
Les techniques d'adaptation basées sur l'approche proxy ont été conçues pour ré-
pondre aux variations des conditions réseaux. La plupart sont des techniques ad hoc
qui ont été développées pour des applications spéciﬁques (p. ex. Web Browser [Fox98a])
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et des environnements d'exécution particuliers (p. ex. les réseaux sans ﬁl [Katz96]).
Par conséquent, elles ne sont pas généralisables à d'autres types d'applications et sont
diﬃcilement transposables à d'autres plates-formes d'exécution.
3.4 Conclusion
Les infrastructures logicielles adaptables de type proxies, intergiciels, services distri-
bués spéciﬁques et systèmes d'exploitation ﬂexibles et extensibles, permettent d'adapter
les aspects d'exécution de bas niveau (p. ex. ordonnancement, gestion de la mémoire)
et les aspects non fonctionnels (p. ex. communication, accès aux données). Bien que ces
supports soient nécessaires, ils sont néanmoins insuﬃsants quand il s'agit d'adapter les
besoins fonctionnels des applications. Ces besoins spéciﬁques et variés relèvent du code
métier des applications et donc ne peuvent être implantés au niveau système. Ainsi,
plusieurs travaux de recherche se sont intéressés aux développement d'applications qui
sont elles-mêmes adaptables. Ces travaux que nous présentons dans le chapitre suivant
conﬁrment l'idée que l'adaptabilité doit être implantée à tous les niveaux logiciels.
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Chaptire 4
Adaptabilité au niveau des
applications
Dans ce chapitre nous dressons un panorama des techniques d'adaptation
des applications distribuées. Nous avons classé les travaux de recherche utili-
sant ces techniques en fonction des approches de programmation : la théorie
du contrôle, les aspects, l'architecture logicielle et les composants logiciel.
Pour chaque approche nous donnons un ou plusieurs exemples de travaux
représentatifs. Nous concluons cet état de l'art par une synthèse qui com-
pare les avantages et les inconvénients des travaux cités, discute les apports
des diﬀérentes approches de programmation pour l'adaptabilité et justiﬁe le
choix de l'approche que nous avons fait pour traiter ce problème.
4.1 Adaptabilité suivant l'approche contrôle
La théorie du contrôle a été appliquée avec succès dans plusieurs disciplines d'ingé-
nierie [Dutton97]. Elle a été aussi utilisée pour la construction de systèmes logiciels auto-
adaptables [Karsai01, Meng00, Goel99]. De façon générale, les ingénieurs qui conçoivent
un contrôleur font des suppositions concernant les propriétés dynamiques du système à
contrôler. Mais ces suppositions peuvent ne pas être valides tout au long du cycle de vie
de ce contrôleur. Donc, il risque de mal fonctionner quand les circonstances changent.
Pour cela, un composant d'adaptation est introduit pour ajuster le contrôleur. La ﬁgure
4.1 montre l'architecture générique d'un contrôleur auto-adaptable. Elle est constituée
de deux boucles de rétroaction : la première relie le système et le contrôleur et la se-
conde contient le composant d'adaptation. Ce dernier reçoit les données du système et
recalcule les paramètres du contrôleur en utilisant un modèle mathématique.
Discussion
Les modèles mathématiques adoptés par les systèmes de contrôle ne conviennent
pas généralement pour le contrôle des processus et des produits logiciel [Aksit03]. Une
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Fig. 4.1  Architecture générique d'un contrôleur auto-adaptable.
grande partie des systèmes de contrôle supposent que les variations de l'environnement
d'exécution sont des exceptions qui causent des erreurs faciles à corriger durant la
phase opérationnelle du système. A partir de là, ils ne peuvent faire des adaptations
non anticipées et les seules modiﬁcations qu'ils réalisent sont paramétriques (c.-à-d. non
structurelles). Ceci limite considérablement leur utilité pour la construction de logiciels
auto-adaptables.
4.2 Adaptabilité suivant la programmation orientée aspect
Plusieurs travaux de recherche ont développé des techniques de tissage et de com-
position dynamique des aspects pour adapter les applications en cours d'exécution
[Truyen02b, Pawlak02, Heuzerot01, Bergmans01, Aksit96]. À titre d'exemple nous pré-
sentons le modèle Lasagne qui met en ÷uvre cette technique pour l'adaptation des
applications clients-serveurs.
Lasagne [Truyen02b, Truyen01] est un mécanisme d'extension des composants par
la notion d'aspect dynamique. Ces composants collaborent, en s'appelant les uns les
autres, pour implanter les propriétés fonctionnelles des applications. Comme le montre
la ﬁgure 4.2, chaque aspect concerne plusieurs composants et est conçu comme un
ensemble d'enveloppes (wrappers) qui implantent un besoin non fonctionnel (p. ex.
compression des données). À leur tour, ces enveloppes peuvent être aussi encapsulées
par d'autres enveloppes. En fonction du contexte d'exécution, le comportement d'un
système basé sur Lasagne est adapté en sélectionnant dynamiquement les enveloppes
qui encapsulent les composants sans toucher au code de ces derniers.
Lasagne supporte la combinaison sélective de plusieurs aspects pour chaque colla-
boration (suite d'appels initiée par un client) entre plusieurs composants. Une politique
de composition précise le sous-ensemble d'aspects qui doit être appliqué pour une colla-
boration spéciﬁque. Elle prend la forme d'une liste contenant les noms des enveloppes
sélectionnées avec, éventuellement un ordre partiel entre elles (p. ex. une enveloppe
doit être appelée avant une autre). Cette politique est contrôlée par des intercepteurs
placés dans l'application et dans son environnement d'exécution. Les intercepteurs dé-
clenchent l'exécution d'une enveloppe si une expression, déﬁnie par le programmeur, sur
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Fig. 4.2  Combinaison sélective des aspects dans Lasagne.
le contexte courant devient vraie. Lasagne a été implanté au-dessus de JAC (Java As-
pect Components) [Pawlak02], un canevas qui permet de réaliser le tissage dynamique
des aspects sur des classes Java en modiﬁant leur Bytecode.
Discussion
Lasagne permet d'étendre un composant serveur à chaque collaboration, en fonction
du contexte courant, par une combinaison d'aspects spéciﬁques à chaque client. Dans ce
sens, il réalise une forme d'interception sophistiquée des messages en leur appliquant une
combinaison de traitements qui peuvent changer d'un appel à un autre et d'un client à un
autre. Lasagne opère une séparation entre le code fonctionnel (les composants), le code
non fonctionnel (les aspects), et le code gérant l'adaptation (les intercepteurs). Toutefois,
les trois mécanismes de l'adaptation (surveillance, décision et exécution) sont mélangés
au sein des intercepteurs dont la mise en ÷uvre reste à la charge du développeur.
L'inconvénient majeur de Lasagne réside dans le surcoût en temps très important
introduit par la combinaison dynamique des aspects à chaque collaboration entre les
composants. Ceci limite l'utilisation de Lasagne à un niveau de granularité élevé dans
l'architecture d'un système. À un niveau plus ﬁn, la sélection dynamique des aspects
pour chaque message causerait des dégradations de performance inacceptables pour
certains types d'applications notamment dans le domaine multimédia.
Par ailleurs, il est possible en principe de réaliser des adaptations algorithmiques de
chaque aspect, c.-à-d. par le remplacement de son algorithme, mais cette piste n'a pas été
explorée. Il est aussi possible pour l'administrateur du système d'opérer des adaptations
non anticipées par l'injection de nouveaux aspects. Cet administrateur (humain) a la
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charge de vériﬁer l'absence de conﬂits entre les aspects qui peuvent être sélectionnés
simultanément pour l'extension d'un composant [Truyen02a].
Notons enﬁn, que les intercepteurs réalisent une forme de coordination implicite
centralisée entre plusieurs composants participants à une collaboration, étant donné
que les aspects qu'ils sélectionnent sont déployés autour de tous ces composants.
4.3 Adaptabilité suivant la programmation basée sur les
ADLs
De nombreux travaux menés sur  l'architecture logicielle  adressent le problème
d'adaptation des applications à travers la modiﬁcation dynamique de leurs architectures.
Ces travaux reposent principalement sur les ADLs dynamiques [Oreizy99, Wermelin99,
Metayer98, Allen98, Luckham95] et sur les modèles réﬂexifs (méta-modèles) [Cuesta02,
Blair01, Cazzola00] qui incluent notamment certains modèles de composants logiciels
que nous présenterons dans la section 4.4.
L'idée commune aux ADLs dynamiques consiste à réagir à l'évolution des besoins
logiciels et aux changements de l'environnement d'exécution par la création et la des-
truction dynamiques des composants et des connecteurs qui les relient. Ces opérations
de reconﬁguration dynamique de l'architecture ont pour eﬀet : (1) la modiﬁcation de la
qualité de service oﬀerte par les composants d'une application (p. ex. rééquilibrage de
la charge par le rajout de nouveaux serveurs, augmentation de la tolérance aux fautes
par la réplication d'un service sur plusieurs sites) et (2) la modiﬁcation des règles d'in-
teraction entre les composants par la modiﬁcation de leurs connecteurs (p. ex. cryptage
des données transmises via un connecteur suite au changement du lien réseau sous-
jacent vers un lien non sûre). Nous avons choisi de décrire en détail le canevas Rainbow
[Cheng04] car il est représentatif des techniques d'adaptation basées sur l'architecture
logicielle dynamique.
L'objectif de Rainbow est de fournir une approche qui minimise le temps et le coût de
l'ajout des capacités d'auto-adaptation pour une grande variété de systèmes. Rainbow
est constitué d'une infrastructure d'adaptation qui fournit les fonctionnalités communes
(et donc réutilisables) aux systèmes auto-adaptables et qui est spécialisée par la connais-
sance d'adaptations spéciﬁques à chaque système (cf. ﬁgure 4.3).
L'infrastructure d'adaptation est divisée en trois couches :
1. La couche système est formée d'une interface (API) comportant des sondes
qui surveillent l'état du système, un service de découverte des ressources et des
Eﬀectors (cf. ﬁgure 4.3) qui exécutent les modiﬁcations eﬀectives sur le système.
2. La couche architecture. Les jauges rassemblent les informations provenant des
sondes et mettent à jour les propriétés correspondantes du modèle architectural du
système maintenu par le gestionnaire du modèle. Ce modèle architectural prend la
forme d'un graphe de composants interagissants (p. ex. clients, serveurs, bases de
données, interfaces utilisateur, etc.) Les arcs du graphe sont des connecteurs qui
représentent les interactions entre les composants et qui sont généralement réalisés
par des intergiciels et des supports de la distribution. L'évaluateur des contraintes


























Fig. 4.3  Le canevas Rainbow.
vériﬁe périodiquement les violations des contraintes du modèle et déclenche le
moteur d'adaptation si nécessaire. Dans ce cas, le moteur et l'exécuteur eﬀectuent
des adaptations requises sur le système.
3. La couche translation établit les correspondances entre le modèle abstrait et le
système. Par exemple, elle traduit un identiﬁcateur du niveau architectural vers
une adresse IP.
Aﬁn de rendre un système auto-adaptable, l'infrastructure d'adaptation doit être
spécialisée en utilisant la connaissance spéciﬁque au système. Celle-ci repose sur la no-
tion de style architectural qui caractérise une famille de systèmes partageant la même
structure et les mêmes propriétés sémantiques. Traditionnellement, un style architectu-
ral capture les attributs statiques d'un système (c.-à-d. les types et les propriétés des
composants et des connecteurs, les règles de composition, et les analyses propres au
style), mais pour supporter l'auto-adaptation, Garlan et coll. ont augmenté la notion de
style par des attributs dynamiques qui sont les opérateurs et les stratégies d'adaptation.
Nous présentons ci-après une brève description de l'ensemble des ces attributs.
 Les types déﬁnissent un vocabulaire pour les types de composants, comme Da-
tabase, Client, Filter, et les types de connecteurs, comme Sql, Http, Rpc, Pipe.
 Les règles déterminent les compositions possibles à partir des types, comme
l'interdiction de cycle dans une architecture du style pipeline.
 Les propriétés caractérisent les types pour fournir des informations analytiques
ou sémantiques telles la charge et le temps de service pour le type Serveur dans
un style client-serveur.
 Les analyses sont réalisées en fonction des styles et utilisent leurs propriétés. Un
exemple d'analyse pour les styles orientés temps réel est l'ordonnançabilité.
 Les opérateurs sont de deux types : adaptation ou interrogation. Les premiers
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modiﬁent la conﬁguration d'un style spéciﬁque comme le rajout ou le retrait d'un
service. Les seconds permettent de consulter les valeurs des propriétés du système
en cours d'exécution.
 Les stratégies précisent, en utilisant les opérateurs et les propriétés, comment
adapter un système en réponse à une condition indésirable. Chaque stratégie est
écrite pour assurer un besoin particulier du système (p. ex. la performance, le coût
ou la ﬁabilité) et met l'accent sur les propriétés liées à ce besoin. La ﬁgure 4.4
montre l'exemple d'une stratégie d'adaptation pour un système Web composé de
plusieurs clients et plusieurs serveurs constituant des groupes. Cette stratégie vise
à limiter le temps de réponse des requêtes des clients en rajoutant un nouveau
serveur pour le groupe courant si la charge de ce dernier est importante, et en
déplaçant vers un nouveau groupe de serveurs un client dont la bande passante






    conn : LinkT = findConnector(C, G);
      let G : ServerGroupT = findBestServerGroup(C);
       C.move(G); 




       true ;





    true; 
   false;
( query("load", G) > maServerLoad) {
  G : ServerGroupT = findConnectedServerGroup(C);
responseTimeStrategy (C : ClientT)strategy
 (query("bandwidth", conn) < minBandwidth) {
Fig. 4.4  Exemple d'une stratégie d'adaptation Rainbow.
Discussion
L'un des avantages du canevas Rainbow est la séparation des préoccupations entre le
code métier de l'application, le code qui surveille l'environnement, le code qui réalise les
adaptations et le code encapsulant la politique (stratégie) d'adaptation. Ce dernier code
est exprimé dans un ADL qui est déclaratif et donc facile à utiliser par les développeurs.
De façon générale, les adaptations basées sur l'architecture logicielle sont un type
particulier d'adaptations au niveau multi-composants. Typiquement, la modiﬁcation
d'un connecteur est une forme d'adaptation coordonnée des composants interagissant
à travers ce connecteur. Toutefois, les adaptations multi-applications ne peuvent être
coordonnées en utilisant la notion d'architecture logicielle car celle-ci ne décrit que les
dépendances entres les composants d'une même application.
Par ailleurs, l'un des avantages de ce type d'adaptation est la possibilité de vériﬁer
leur cohérence grâce à la base formelle des ADLs (p. ex. théorie des graphes dans
Rainbow [Cheng04], algèbre des processus dans Wright [Allen98], grammaires de graphes
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[Metayer98], ensembles d'événements partiellement ordonnés dans Rapide [Luckham95]
et [Oreizy99]).
Notons enﬁn que ces adaptations sont parfois qualiﬁées de structurelles par contraste
aux adaptations comportementales présentées dans la section suivante et qui concernent
les aspects internes des composants.
4.4 Adaptabilité suivant l'approche composants logiciels
En raison de son caractère modulaire, un grand nombre de travaux ont adopté
l'approche de programmation orientée composants pour le développement d'applica-
tions adaptables. En particulier, cette modularité permet de distinguer trois niveaux de
complexité de l'adaptation avec chacun des questions diﬀérentes qu'il faut traiter. Le
premier niveau est celui de l'adaptation individuelle d'un composant que nous qualiﬁons
d'adaptation intra-composant ; le second concerne l'adaptation de plusieurs composants
interagissants appartenant à une même application et que nous qualiﬁons d'adaptation
multi-composants ; le troisième est lié à l'adaptation de plusieurs applications concur-
rentes et que nous qualiﬁons d'adaptation multi-applications.
Les adaptations au niveau intra-composant concernent uniquement l'implantation
et l'état d'un composant et ont pour eﬀet de modiﬁer son comportement. Les adap-
tations multi-composants concernent les composants interagissants dont les comporte-
ments doivent être modiﬁés ensemble de façon coordonnée. Par conséquent, ces adapta-
tions portent aussi sur les connecteurs reliant ces composants et sont donc assimilables
aux adaptations structurelles présentées dans la section précédente. Dans les modèles
de composants hiérarchiques, le comportement d'un composant composite peut être
adapté en modiﬁant la structure interne de ce dernier(e). Dans ce cas, en élevant le ni-
veau d'abstraction, cette modiﬁcation structurelle peut être vue comme une adaptation
comportementale.
Les adaptations multi-applications concernent les composants appartenant à des
applications concurrentes qui ne sont pas interagissants mais qui sont liés par le fait
qu'ils partagent les ressources du système. Dans ce cas il faut coordonner les diﬀérents
composants en résolvant de façon équitable les adaptations conﬂictuelles et en utilisant
les ressources de manière eﬃcace.
Nous présentons ci-après les diﬀérents modèles de composants (auto-)adaptables
existants.
4.4.1 Modèle réiﬁant les dépendances entre les composants
Kon et coll. proposent un canevas pour développer des applications distribuées adap-
tables par le remplacement de l'implantation d'un composant ou par la reconﬁguration
dynamique des dépendances entres plusieurs composants [Kon00b]. A chaque composant
est associé un dérivé de la classe abstraite ComponentConfigurator (cf. ﬁgure 4.5) qui
maintient une référence vers l'implantation de ce composant et réiﬁe ses dépendances
vers les autres composants appartenant à l'application ou au système. Cette réiﬁcation
représentée dans la ﬁgure 4.6 est réalisée à l'aide : (1) d'une liste des clients de C qui
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sont enregistrés avec la méthode registerClient(), et (2) d'un ensemble de crochets
auxquels les fournisseurs du composant C peuvent être attachés en utilisant la méthode
hook(). Chaque crochet déﬁnie un service requis par le composant C (p. ex. une pile
TCP/IP, une machine virtuelle Java) et comporte un pointeur vers le composant qui
fournit ce service.
 public:
  ComponentConfigurator(Object *implementation);
  ~ComponentConfigurator ();
  
  int hook (const char *hookName, 
    ComponentConfigurator *component);
  int unhook (const char *hookName);
  int registerClient (ComponentConfigurator *client,
      const char *hookNameInClient = NULL);
  int unregisterClient (ComponentConfigurator *client);
  
  int eventOnHookedComponent (ComponentConfigurator *hookedComponent, Event e);
  int eventOnClient (ComponentConfigurator *client, Event e);
  
  char *name ();
  char *info ();
  DependencyList *listHooks ();
  DependencyList *listClients ();
  ComponentConfigurator * getHookedComponent (const char *hookName);
  
  Object *implementation (); 
}
class ComponentConfigurator { 



























Depends on Depends on
Clients
eventOnHookedComponent()
Fig. 4.6  Réiﬁcation des dépendances d'un composant.
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4.4.1.1 Adaptation intra-composant
Kon et coll. utilisent le patron de conception strategy pour l'encapsulation des im-
plantation alternatives d'un composant. Dans le cas de remplacement d'une implanta-
tion (Sold) par une autre (Snew) il faut s'assurer, avant de décharger Sold, qu'elle n'est
pas en cours d'appel par aucune entité. Eventuellement, il faut aussi transférer (une
partie de) l'état interne de Sold vers Snew. Kon et coll. ont adressé ces deux problèmes
en proposant des mécanismes à implanter par le développeur dans les sous-classes de
ComponentConfigurator. En l'occurrence, pour le premier problème, il est possible :
 D'utiliser ComponentConfigurator pour notiﬁer tous les composants ayant une ré-
férence vers Sold.
 D'utiliser ComponentConfigurator comme une indirection sur les appels vers les
composants remplaçables.
 De laisser un pointeur de renvois à la place de l'ancien composant.
 De faire en sorte que chaque accès à l'ancien composant génère une exception
capturée par le client qui lui permet d'obtenir une référence vers le nouveau com-
posant en contactant par exemple un service de nommage.
 De garder l'ancienne implantation accessible pour les anciens clients et rediriger
les nouveaux clients vers la nouvelle implantation.
En ce qui concerne le problème de transfert d'état, tous les composants d'un certain type
doivent a priori se mettre d'accord sur une représentation externe de l'état interne de ce
type. Ensuite, chaque composant doit implanter une paire de méthodes export_state()
et import_state() qui sont utilisées par le mécanisme de reconﬁguration pour transférer
l'état du composant sans l'interpréter.
4.4.1.2 Adaptation multi-composants
L'adaptation d'une application par la reconﬁguration des dépendances entre com-
posants repose sur les deux méthodes eventOnHookedComponent() et eventOnClient()
de la classe componentConfigurator. La première annonce qu'un composant attaché a
généré un événement et la deuxième fait la même chose pour un composant client.
L'événement en question peut être la destruction de ce composant, le remplacement
de son implantation ou sa reconﬁguration interne. Le développeur du composant im-
plante dans les sous-classes de ComponentConfigurator() les comportements nécessaires
pour traiter ces événements. A titre d'exemple, un composant représentant un naviga-
teur Web dépend généralement du composant encapsulant une machine virtuelle java
(JVM). Si la JVM est remplacée en cours d'exécution du navigateur, ce dernier peut
s'adapter à ce changement en spécialisant la classe ComponentConfigurator(). Préci-
sément, le développeur redéﬁnit la méthode eventOnHookedComponent() dans une sous
classe appelée WebBrowserConfigurator comme le montre la ﬁgure 4.7. Cette méthode
intercepte l'événement REPLACED émit par le JVMConfigurator, gèle tous les objets dans
la JVM à remplacer, met à jour la référence de la JVM courante, et intègre les objets
gelés dans la nouvelle JVM.
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int WebBrowserConfigurator::eventOnHookedComponent
(ComponentConfigurator *cc, Event e)
{
  if (cc == JVMConfigurator)
   { if (e == REPLACED) 
       try {
         FrozenObjs fo = currentJVM−>freezeAllObjs ();
         currentJVM = JVMConfigurator−>implementation ();
         currentJVM−>meltObjects (fo);
       } catch (Exception exp)
         throw ReconfigurationFailed(exp);
     } 
     else...
 }
Fig. 4.7  Spécialisation de la méthode eventOnHookedComponent().
4.4.1.3 Illustration de l'adaptation avec dynamicTAO
Dans [Kon00a] le canevas ComponentConﬁgurator a été utilisé pour l'adaptation
dynamique de l'ORB TAO. TAO est un ORB CORBA portable, conﬁgurable et ex-
tensible basé sur les patrons de conception [Schmidt03b]. Il emploie le patron stra-
tegy aﬁn de proposer des implantations alternatives (appelées stratégies) pour diﬀérents
aspects internes de l'ORB (p. ex. la concurrence, le démultiplexage des requêtes, l'or-
donnancement). En outre, TAO oﬀre trois modèles de concurrence diﬀérents pour gérer
les connexions des clients (en utilisant un seul thread pour toutes les connexions, un
thread par connexion ou un pool de threads). Pour chaque aspect interne de l'ORB une
seule stratégie est sélectionnée au moment du démarrage de l'ORB et ne peut plus être
changée en cours d'exécution.
DynamicTAO est une extension réﬂexive de TAO qui utilise le modèle Component-
Conﬁgurator pour reconﬁgurer les stratégies de cet ORB en cours d'exécution. Chaque
processus utilisant dynamicTAO contient une instance du ComponentConfigurator appe-
lée DomainConfigurator. Elle est responsable de maintenir les références vers les instances
de l'ORB et les composants fournisseurs de service s'exécutant dans ce processus. En
plus, chaque instance de l'ORB contient une sous-classe de ComponentConfigurator ap-
pelée TAOConfigurator qui maintient des crochets auxquels sont attachées les stratégies
de dynamicTAO. Les entités distantes peuvent se connecter au processus pour inspecter
et modiﬁer la conﬁguration de dynamicTAO à travers un protocole basé sur TCP. Les
composants fournisseurs et clients locaux peuvent aussi le faire à travers une interface
de programmation CORBA. La ﬁgure 4.8 montre ce mécanisme dans le cas ou une seule
instance de l'ORB est présente (TAOConfigurator).
4.4.1.4 Discussion
Kon et coll. ont été parmi les premiers à s'attaquer à l'adaptation interne d'un
composant par le remplacement de son implantation et l'impact de celle-ci sur les com-
posants dépendants. Les mécanismes qu'ils ont proposés pour traiter le problème du
déchargement de l'ancienne implantation et le problème de transfert d'état vers la nou-
velle implantation sont suﬃsamment génériques pour convenir à diﬀérents cas possibles.













Fig. 4.8  Reconﬁguration des stratégies de dynamicTAO.
Toutefois, l'implantation de ces mécanismes abstraits est laissée entièrement à la charge
du développeur. Ceci augmente le risque d'introduction d'erreurs pouvant être fatales
lors de l'exécution de l'application (p. ex. déchargement d'une implantation en cours
d'utilisation).
Par ailleurs, les dépendances entre les composants fournisseurs et clients sont réi-
ﬁées de manière décentralisée au niveau de chaque composant. Cette approche pose les
problèmes de redondance des informations entre les crochets et les listes des clients et
d'absence d'une visibilité globale des dépendances indirectes (transitives). Le premier
problème implique un surcoût lié aux mises à jour. Le second problème rend très dif-
ﬁcile le raisonnement sur l'impact de l'adaptation d'un composant sur ses dépendants
indirects (p. ex. la détection des cycles de dépendances pour stopper une adaptation
potentiellement inﬁnie). Un autre inconvénient est la non considération, au niveau multi-
applications, de l'adaptation des composants qui sont liés non pas par des connexions
entre leurs interfaces mais par le fait qu'ils partagent les mêmes ressources du système.
L'approche illustrée par dynamicTAO semble plutôt favoriser le remplacement de
composants d'un ORB partagés par plusieurs fournisseurs. La mise en ÷uvre d'adap-
tations plus ﬁnes comme le changement de l'ordonnancement d'un thread gérant une
connexion spéciﬁque semble impossible.
Enﬁn notons l'absence de tout mécanisme générique de surveillance de l'environne-
ment qui est aussi laissé à la charge des développeurs de composants. Ceci implique
souvent le mélange du code qui produit les événements déclenchant les adaptations et
du code qui réalise ces adaptations.
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4.4.2 Modèle réﬂexif utilisant les méta-espaces
OpenCOM est un modèle de composant léger qui enrichi le standard COM avec
les techniques réﬂexives d'introspection et d'adaptation développées par Blair et coll.
[Clarke01]. Pour une raison de performance, OpenCOM repose sur un sous-ensemble de
COM (le noyau) mais ne dépend pas de ses autres dispositifs comme la distribution (via
DCOM), la persistance, la sécurité, et les transactions. Le noyau de COM comporte : (1)
la norme d'interopérabilité au niveau binaire permettant d'assembler dynamiquement
plusieurs composants dans un seul espace d'adressage (c.-à-d. un processus), (2) le lan-
gage de déﬁnition d'interface de Microsoft (IDL), (3) les identiﬁcateurs globaux uniques
(GUIDs), et (4) l'interface IUnknown permettant la découverte d'autres interfaces d'un
composant et le comptage du nombre de clients qui le référencent.
Par ailleurs, en plus de la notion d'interface (fournie) d'un composant COM, Open-
COM rajoute la notion de réceptacle1 pour déﬁnir les interfaces requises d'un composant.
Cela rend explicites les connexions (dépendances) existant entre les composants d'un
processus.
Dans chaque processus, OpenCOM déploie un exécutif implanté par un composant
COM appelé OpenCOM et qui exporte une interface IOpenCOM (cf. ﬁgure 4.9). IOpenCOM
est le point central pour soumettre les requêtes de connexion ou de déconnexion des
réceptacles avec les interfaces. Le développeur d'un composant OpenCOM doit implan-
ter les interfaces (1) IReceptacles pour oﬀrir des opérations qui altèrent les interfaces
connectées aux réceptacles du composant, et (2) ILifeCycle pour oﬀrir des opérations
qui seront appelées par l'exécutif aux moments de la création et la destruction du com-
posant.
4.4.2.1 Adaptation intra-composant
Chaque composant OpenCOM intègre un méta-espace qui implante les capacités
réﬂexives permettant d'inspecter et d'adapter le composant. Ce méta-espace est formé
de trois sous-composants standards (cf. ﬁgure 4.9) MetaInterception, MetaArchitecture
et MetaInterface, accessibles respectivement via les trois méta-interfaces suivantes :
 IMetaInterception permet au programmeur d'associer (dissocier) des intercep-
teurs à une interface particulière. Un intercepteur est un composant avec des
méthodes qui sont appelées avant et/ou après chaque invocation de méthode de
l'interface spéciﬁée.
 IMetaArchitecture permet au programmeur d'obtenir les identiﬁcateurs de toutes
les connexions courantes entre les réceptacles du composant cible et les interfaces
externes.
 IMetaInterface supporte l'inspection des types des interfaces et des réceptacles
déclarés par le composant cible.
1Le terme  réceptacle  est aussi utilisé dans le modèle CCM. Le concept lui-même apparaît dans
d'autres modèles sous d'autres noms (p. ex. port d'entrée).































Fig. 4.9  Architecture d'OpenCOM.
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4.4.2.2 Adaptation multi-composants
OpenCOM supporte la reconﬁguration dynamique des connexions grâce à (1) la
notion de réceptacle qui rend explicites les dépendances entre composants, et (2) la
structure de graphe graph system maintenue par l'exécutif OpenCOM et qui représente
l'état de ces dépendances en cours d'exécution. Chaque réceptacle contient un verrou
qui permet de bloquer toute reconﬁguration de la connexion associée si des invocations
à travers ce réceptacle sont en cours. Si une opération acquiert le verrou en premier,
toutes les invocations futures seront annulées jusqu'à ce que le verrou soit relâché par
un logiciel de plus haut niveau (vraisemblablement, après que le réceptacle soit connecté
avec succès ailleurs).
4.4.2.3 Illustration avec OpenORB
L'objectif principal derrière le développement d'OpenCOM était la ré-ingénierie
(avec la technologie composant) de l'intergiciel OpenORB v1 [Costa00] en réutilisant
ses capacités réﬂexives (c.-à-d. la notion de méta-espace). Avec la version 2 d'OpenORB
[Coulson02], Blair et coll. ont voulu rendre l'intergiciel plus ﬂexible en utilisant la notion
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Fig. 4.10  Architecture d'OpenORB.
l'architecture d'OpenORB v2. Il est structuré comme un CF de niveau supérieur com-
posé de trois couches d'autres CFs appelées : binding, communication et resource. Le CF
supérieur impose des politiques de composition concernant les changements dynamiques
dans chaque couche (p. ex. interdiction de la suppression de certains CFs). Chacun des
CFs dans les trois couches s'adresse à un domaine spéciﬁque de la fonctionnalité de
l'intergiciel (p. ex. protocoles de communication, ordonnancement des threads).
Le CF supérieur peut être adapté de deux façons.
1. Il peut être conﬁguré en mandatant une politique de composition particulière et
un ensemble de CFs initiaux pour peupler les couches. Ceci permet de créer une
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architecture intergicielle spéciﬁque à une plate-forme ou à un domaine d'applica-
tion particulier. Par exemple, une architecture peut inclure des CFs qui gèrent les
transactions et la sécurité, etc.
2. Une instance d'un intergiciel peut être conﬁgurée dynamiquement par introduc-
tion de nouveaux CFs (s'ils respectent la politique de composition) ou par rem-
placement ou personnalisation des CFs existants. A titre d'exemples, un CF de
traitement des signaux peut être ajouté dans la couche communication, le CF
de gestion des threads peut également être étendu avec un nouveau composant
d'ordonnancement.
Les utilisateurs interagissent avec les CFs à travers les APIs qu'ils exportent. Chaque
API regroupe les services oﬀerts par les composants constituants le CF et inclut des
opérations de (re)conﬁguration restreintes de ce CF. De cette façon, seules les CFs
peuvent utiliser l'exécutif OpenCOM pour l'adaptation. Les entités externes doivent
passer par l'API du CF en question. Par exemple, le domaine de la communication
peut accepter seulement les reconﬁgurations sur les sous-composants qui supportent une
interface spéciﬁque telle IProtocol. Ainsi, ce domaine restreint sa propre reconﬁguration
aux unités protocoles de communication au lieu d'autoriser le remplacement de tout le
domaine.
4.4.2.4 Discussion
Parmi tous les travaux que nous avons étudiés, OpenCOM utilise la réﬂexion de
manière intensive pour mettre en ÷uvre des adaptations du type rajout des intercep-
teurs pour réiﬁer les appels aux méthodes d'une interface, inspection du type d'une
interface et reconﬁguration des connexions inter-composants. Toutefois, les problèmes
liés à l'adaptation par remplacement à chaud d'un composant (c.-à-d. transfert d'état
et déchargement de l'ancienne version) ne sont pas abordés.
Par ailleurs, la réiﬁcation des connexions entre les composants d'un processus sous
la forme d'un graphe maintenu à l'extérieur de ceux-ci présente deux avantages impor-
tants : (1) elle oﬀre une visibilité globale des dépendances existantes étant donné que
ces informations sont centralisées au niveau de l'exécutif OpenCOM, et (2) elle permet
d'analyser les adaptations par reconﬁguration des connexions en utilisant les opérations
de manipulation de graphe.
Par contre le canevas OpenORB v2 n'en est pas vraiment un, car non conceptuel ;
il s'apparente plus à un composant composite puisqu'il a des interfaces (APIs), des
composants constituants et une politique de composition. Enﬁn, notons que le problème
de coordination des adaptations au niveau multi-applications n'a pas été adressé.
4.4.3 Modèle réﬂexif et hiérarchique utilisant un MOP
Dans [David03] Ledoux et coll. proposent un canevas de composants auto-adaptables
basé sur le modèle Fractal [Bruneton02]. Ce dernier est un modèle de composant Java
réﬂexif et générique qui supporte la déﬁnition des composants et des liens entre leurs
interfaces, et la composition hiérarchique (y compris le partage de composants). Chaque
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composant Fractal est constitué (1) d'un contrôleur par lequel passent toutes les inter-
actions avec les autres composants et (2) d'un contenu qui peut être une classe Java
dans le cas d'un composant primitif ou d'autres composants dans le cas d'un compo-
site. Les applications Fractal peuvent être reconﬁgurées par la modiﬁcation des liens
(reconﬁguration structurelle) et par le paramétrage d'un composant via une interface
particulière.
Aﬁn de supporter les adaptations non anticipées au moment du développement,
Ledoux et coll. ont étendu Fractal avec un protocole méta-objet (MOP), un service
de connaissance du contexte et des politiques d'adaptation. Pour cela au contrôleur
par défaut des composants Fractal a été rajoutée la réiﬁcation des messages reçus (cf.
ﬁgure 4.11). Les messages réiﬁés sont envoyés à un sous composant du méta-niveau pour
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Fig. 4.11  Extension de type MOP pour Fractal.
4.4.3.1 Politiques d'adaptation
A chaque composant Fractal, une ou plusieurs politiques d'adaptation peuvent être
attachées (ou détachées) dynamiquement. Ces politiques sont contenues dans la partie
contrôleur du composant et sont accessibles via une interface spéciﬁque. Une politique
d'adaptation est un ensemble de règles de la forme événementconditionaction. La par-
tie événement décrit les circonstances dans les quelles une règle peut être déclenchée.
Elle est exprimée en utilisant des événements primitifs ou des événements composites
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formés avec des opérateurs pour détecter des séquences, des alternatives ou des conjonc-
tions d'événements. Les conditions sont des expressions booléennes. La partie action est
une séquence d'actions de reconﬁguration structurelle, de paramétrage, d'ajout ou de
retrait de services génériques via l'extension MOP.
4.4.3.2 Service de connaissance du contexte
Le service de connaissance du contexte est disponible pour le reste du système via
une interface de requêtes et une interface de notiﬁcation asynchrone. Ce service assure
la surveillance de l'environnement selon les trois phases suivantes :
1. Acquisition : elle est réalisée par des objets Java (appelés sondes) qui renvoient
des mesures datées avec leurs moments d'acquisition. Le système maintient un
ensemble de sondes instanciées avec pour chacune un taux d'échantillonnage par-
ticulier. Ces sondes sont invoquées par un ordonnanceur cyclique qui collecte les
mesures à consommer par les autres parties du canevas.
2. Représentation : dans cette seconde phase, les informations collectées sont struc-
turées dans un modèle de l'environnement en utilisant une ontologie appropriée.
Le contexte est représenté comme un arbre de ressources identiﬁé par un nom. Le
système supporte plusieurs arbres de ressources en parallèle, chacun dédié à un
domaine de contexte spéciﬁque (p. ex. la topologie du réseau).
3. Raisonnement sur la connaissance qui résulte de la phase précédente pour détecter
des situations qui requièrent une action d'adaptation. Lors de cette phase des
attributs synthétiques peuvent être créés à partir d'expressions formées avec les
informations renvoyées par les sondes.
4.4.3.3 Illustration
Ledoux et coll. ont utilisé ce canevas pour développer un navigateur visualiseur
d'images auto-adaptable. Le principal composant de cette application est un décodeur
d'images qui interprète leurs contenus (JPEG, PNG, etc.) en un bitmap directement
aﬃchable sur écran. La politique d'adaptation de ce composant permet (1) d'instancier
composant cache générique et l'attacher au fournisseur d'images quand le temps moyen
de chargement et de décodage devient long, (2) de modiﬁer la taille du cache en fonction
de la mémoire disponible, et (3) de modiﬁer la politique de remplacement du cache
(LRU, RMU, etc.) en fonction de l'historique des requêtes de chargement d'images.
4.4.3.4 Discussion
L'un des atouts du canevas proposé par Ledoux et coll. est la séparation du reste
de l'application, du code qui surveille l'environnement et du code qui dicte la logique
des adaptations. Ceci permet d'alléger la tâche du développeur et simpliﬁe la mainte-
nance et le portage vers des plates-formes hétérogènes des diﬀérents codes nécessaires
à l'adaptabilité. Toutefois, dans ce canevas basé sur Fractal, les politiques d'adaptation
sont écrites en Java ce qui les rends impératives. Or dans une politique d'adaptation on
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aimerait spéciﬁer uniquement ce qu'il faut faire sans dire comment le faire ; un langage
déclaratif serait donc plus approprié.
Comme pour OpenCOM, l'adaptation intra-composant est limitée à un paramétrage
du composant via une interface spéciﬁque et les problèmes liés au remplacement d'un
composant ne sont pas abordés. Par ailleurs, comme le composant méta-niveau peut
être lui-même un composite, il est possible d'ajouter et d'enlever des comportements
génériques dynamiquement. Mais, à ce stade le problème de la composition correcte des
comportements méta-niveau n'a pas été adressé.
Enﬁn, dans un travail précédent indépendant de Fractal [David02] Ledoux et coll.
ont utilisé le terme  politiques système  pour désigner des politiques d'adaptation
des services intergiciels classiques comme la distribution des appels objets ou les ap-
pels asynchrones. Bien que ces services puissent être partagés par plusieurs composants
applicatifs (comme pour dynamicTAO), leur adaptation ne dépend que des ressources
système. Elle ne prend pas en compte les besoins spéciﬁques des applications qui n'ont
que le choix d'utiliser ou non de tels services. La coordination des adaptations au niveau
multi-applications n'est donc pas traitée.
4.4.4 Modèle utilisant un protocole d'adaptation graduel
Cactus [Chen01] est un canevas supportant l'adaptation graduelle et coordonnée des
services et protocoles dans les systèmes distribués. La ﬁgure 4.12 montre l'architecture en
couches adaptables d'un système basé sur Cactus. Ces couches sont construites comme
une collection de composants adaptables (ACs). Le contrôleur d'adaptation dans la
partie gauche de la ﬁgure coordonne les adaptations multicouches et les adaptations
multi-composants sur cet hôte. Chaque collection de composants adaptables répartis
sur plusieurs machines et qui coopèrent pour implanter un service distribué (p. ex.



















Fig. 4.12  Architecture de Cactus.
La ﬁgure 4.13 montre la structure interne d'un AC qui est constituée de deux types
de modules : un module adaptateur du composant (CAM) et des modules algorithmiques
alternatifs conscients de l'adaptation (AAMs). Chaque AAM fournit un algorithme dif-
férent qui implante la fonctionnalité du composant, tandis que le CAM contrôle l'adap-
tation du comportement du composant.


























Fig. 4.13  Structure d'un composant Cactus.
4.4.4.1 Processus d'adaptation
L'adaptation d'un DAC peut être divisée en trois phases :
1. Détection des changements : la première phase consiste à détecter un change-
ment dans l'environnement d'exécution et déterminer s'il est bénéﬁque de s'adap-
ter en réponse à ce changement. Cactus ne dicte pas le module responsable de cette
détection mais c'est au développeur de choisir entre le CAM ou l'AAM courant
en fonction du type du service à développer.
Chaque AAM doit exporter une fonction Fitness() qui prend comme argument
un vecteur sysState[] reﬂétant l'état du système et répond si cet AAM est ap-
proprié pour cet état. Le CAM doit exporter une fonction BestFit() qui utilise
les résultats des fonctions Fitness() pour sélectionner l'AAM le mieux approprié
pour l'état courant du système. Cette sélection est spéciﬁque à chaque service et
doit tenir compte du coût de l'adaptation pour optimiser le comportement glo-
bal du composant et doit empêcher l'oscillation entre les AAMs alternatifs. Si le
choix réalisé par BestFit() est diﬀérent de l'AAM courant, le CAM initie la phase
suivante d'accord.
2. Accord : la deuxième phase est un processus d'accord dans lequel tous les ACs
parviennent à un consensus sur l'exécution on non d'une action d'adaptation.
Encore une fois, Cactus ne dicte pas l'approche à suivre pour atteindre un tel
consensus mais laisse le choix au développeur. Une manière possible est l'emploi de
fonctions déterministes pour disséminer les vecteurs sysState[] locaux et calculer
un vecteur d'état global du système, puis utiliser ce vecteur au niveau de chaque
CAM pour choisir l'AAM optimal.
Une autre façon est de permettre à chaque CAM de choisir localement un AAM
optimum, puis d'utiliser un processus de consensus (avec une fonction de sélection
déterministe) pour sélectionner un AAM parmi tous les candidats. Dans les deux
cas, si le nouvel AAM est jugé meilleur que le courant, une action d'adaptation
est exécutée.
3. Action d'adaptation : La phase ﬁnale implante un processus qui remplace un
AAM de façon graduelle de telle sorte que le DAC continue de fonctionner cor-
rectement durant l'adaptation. Ce processus est exécuté par l'exécutif Cactus en
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trois étapes : préparation, commutation des sorties et commutation des entrées.
En fonction des sémantiques du service, un transfert d'état de AAMold vers
AAMnew peut avoir lieu dans les étapes de commutations des entrées-sorties.
Le ﬂot de contrôle associé à ce protocole d'adaptation graduelle est implanté














Fig. 4.14  Protocole d'adaptation graduelle de Cactus.
de préparation est implantée par PreActivate() et PreDeactivate(). La fonction
Deactivate() est utilisée pour initier la commutation, tandis que Activate_OS()
et Activate_IS() implantent la commutation des sorties et des entrées respective-
ment. L'argument S représente un éventuel transfert d'état entre les deux AAMs.
4.4.4.2 Illustration
Cactus a été utilisé entre autres pour développer un protocole de transmission ﬁable
dans un système de communication de groupe [Chen01]. Ce protocole est implanté avec
deux algorithmes alternatifs ACK et NACK basés respectivement sur les accusés de
réception positifs et les accusés négatifs. Le choix de l'un de ces algorithmes aﬀecte le
nombre de messages transmis et la latence de bout en bout. Quand les erreurs de trans-
missions sont rares, l'algorithme NACK est sélectionné aﬁn d'utiliser un nombre faible
de messages supplémentaires. Dans le cas contraire, si le taux d'erreurs de transmission
est important ou si la fréquence de transmission est faible, la latence augmente et il
convient d'utiliser l'algorithme ACK. L'état transféré entre les deux algorithmes inclut
notamment la queue des messages en attente de transmission ou retransmission et le
numéro de séquence du dernier message reçu de chaque hôte.
4.4.4.3 Discussion
Cactus supporte un seul type d'adaptation qui est le remplacement des implanta-
tions de plusieurs composants participant à un même service distribué. La solution qu'il
apporte au problème du remplacement d'une implantation est l'une des plus élégantes
que nous avons étudiées. Elle repose sur un protocole graduel qui, moyennant une par-
ticipation du développeur, assure le transfert de l'état du composant vers la nouvelle
implantation en permettant une continuité du service fournis par le(s) composant(s)
durant l'adaptation.
Comme pour Carisma, la prise de décision d'adaptation est une procédure distribuée
qui tient compte de l'état global du système. Cependant, elle doit être implantée par le
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développeur et son objectif n'est pas de résoudre un conﬂit d'allocation de ressources
mais seulement de choisir un algorithme approprié pour un service distribué.
En dernière remarque, notons l'absence d'un service de surveillance de l'environne-
ment qui est laissée à la charge du développeur.
4.4.5 Modèle basé sur un langage d'interaction
Riveill et coll. proposent un langage d'interaction qui permet l'adaptation dyna-
mique des composants par la pose et la destruction de règles d'interaction à l'exécu-
tion [Blay-For04]. Cette adaptation est réalisée par l'utilisateur ﬁnal de l'application
pour satisfaire de nouveaux besoins fonctionnels ou intégrer des propriétés non fonc-
tionnelles (p. ex. persistance, sécurité, transaction) [Charﬁ03]. L'utilisateur ﬁnal peut
utiliser les schémas d'interactions déﬁnis par le développeur et fournis avec l'application,
ou écrire lui-même de nouveaux schémas dans le langage ISL (Interaction Speciﬁcation
Language).
Un schéma comporte des règles d'interactions qui sont composées chacune d'une
partie gauche qui précise l'appel de méthode (message) auquel la règle est associée,
et d'une partie droite qui exprime les contrôles à opérer sur les composants liés. Par
exemple, la règle du schéma d'interaction suivant lie un composant agenda à un aﬃcheur
aﬁn de notiﬁer l'utilisateur chaque fois qu'un rendez-vous est ajouté.
interaction notification(Object O, Display){
O.* -> O._call // display.notify(_reifiedCall)
}
Les schémas d'interactions sont enregistrés auprès d'un serveur d'interactions dont l'im-
plantation Java est appelée Noah. Tous les appels entre composants interagissants passe
par ce serveur ; si une ou plusieurs règles sont associées à un appel alors elles seront
exécutées. Une instrumentation réﬂexive du code des composants interagissants permet
l'interception des appels.
Le langage ISL autorise la pose de plusieurs interactions simultanément. Pour cela
il repose sur une algèbre qui assure la fusion de ces règles de façon commutative et
transitive. Ainsi, quel que soit l'ordre de pose le résultat de la fusion sera équivalent. Si
une incohérence entre les règles est détectée, la fusion sera refusée.
4.4.5.1 Discussion
Le modèle d'interaction de Riveill et coll. permet l'adaptation dynamique par la
modiﬁcation des interactions entre les composants sans changer ceux-ci. L'apport ma-
jeur de ce modèle est le langage ISL qui, comparé aux techniques complexes de méta-
programmation, oﬀre une méthode simple pour la réiﬁcation des appels entre compo-
sants par la réécriture de code. Un autre avantage de ce modèle est la possibilité de
combiner de façon cohérente plusieurs interactions qui, éventuellement, n'ont pas été
prévues par le développeur des composants.
Les adaptations portent uniquement sur les interactions et sont évolutives ; elles sont
contrôlées manuellement par l'utilisateur ﬁnal ; il n'y pas de service de surveillance de
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l'environnement. Par ailleurs, le serveur d'interactions joue le rôle de l'adaptateur tandis
que les schémas d'interactions sont assimilables à des politiques d'adaptation simples.
Enﬁn, notons que l'interception des appels entre composants interagissants basée
sur la réﬂexion entraîne un surcoût même si aucune règle d'interaction n'est associée à
l'appel.
4.4.6 Modèle réactif utilisant le patron strategy
La plate-forme MolèNE (MObiLE Networking Environment) supporte le développe-
ment d'applications mobiles basées sur les composants adaptables [Segarra00]. Elle est
constituée : (1) d'une boite à outils oﬀrant des fonctionnalités spéciﬁques aux réseaux
sans-ﬁl et indépendantes des applications, et (2) d'un canevas fournissant des services
génériques spécialisables par les applications (cf. ﬁgure 4.15). À titre d'exemple, l'outil
communication oﬀre des liaisons ﬁables même en présence de déconnexions transitoires.
L'outil de migration permet de déporter l'exécution de calculs depuis les stations mobiles
vers les stations ﬁxes. Au niveau service on trouve par exemple, le service de gestion du
cache implanté par deux composants MolèNE responsables respectivement du vidage et
du chargement des données dans le cache. Le service de distribution AeDEN s'occupe
de la répartition des calculs et des données en fonction des caractéristiques des environ-
nements sans-ﬁl comme l'autonomie des portables, leur localisation géographique et la















Fig. 4.15  Architecture de la plate-forme MolèNE.
Chaque service du canevas de MolèNE est conçu de façon modulaire en implantant
chacune des fonctionnalités qu'il fournit sous forme d'un composant réactif. Ces fonc-
tionnalités sont adaptables dynamiquement grâce aux trois mécanismes suivants : le
système de détection-notiﬁcation, l'interface d'adaptation et le modèle de composants
réactifs.
4.4.6.1 Système de détection-notiﬁcation
Le système de détection-notiﬁcation (SDN) des variations de l'environnement est
structuré en deux niveaux. Les moniteurs de base (MB) surveillent l'environnement et
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recueillent des informations sous forme  brute  (p. ex. niveau de bande passante,
temps de latence et taux de perte). Les moniteurs de haut niveau (MHN) synthétisent
les mesures provenant des MBs ou d'autres MHNs en fonction des besoins exprimés par
les applications (p. ex. qualité globale d'une connexion et mémoire disponible).
4.4.6.2 Interface d'adaptation
L'interface (API) d'adaptation permet de décrire la politique d'adaptation d'un
composant MolèNE en spéciﬁant les variations signiﬁcatives de l'environnement et les
réactions qui leurs sont associées [André00]. MolèNE implante une politique2 d'adap-
tation avec un automate dont les états correspondent aux conditions d'exécution et à
l'implantation courante du comportement et les transitions indiquent la réaction à ef-
fectuer. Il y a deux types de réactions possibles : (1) le changement des paramètres d'un
composant (p. ex. le nombre d'éléments à charger en avance dans un cache) et, (2) le
changement de l'implantation du composant (p. ex. basculer entre le chargement à la
demande et le chargement en avance selon la bande passante).
Les politiques d'adaptation sont écrites dans le langage Java par spécialisation de
la classe AdaptationStrategy et des classes associées comme indiqué par la ﬁgure 4.16.
En particulier, la classe InitialState indique l'état initial de l'automate d'adaptation










Fig. 4.16  Politique d'adaptation d'un composant MolèNE.
4.4.6.3 Composants réactifs
La ﬁgure 4.17 montre l'architecture d'un composant MolèNE réactif basée sur le
patron strategy. Dans la partie fonctionnelle, l'objet Interaction reçoit les appels de
méthodes et les objets Implementation exécutent eﬀectivement les fonctions appelées.
Le comportement du composant est rendu adaptable par l'ajout de la partie réactive.
Elle contient l'objet Controller qui assure que la politique d'adaptation du composant se
déroule comme spéciﬁée par AdaptationStrategy. En particulier, lors d'une réaction de
changement d'implantation, Controller appelle l'objet StateAdapter associée à cette
réaction (cf. ﬁgure 4.16) pour qu'il prépare l'état du composant au transfert vers la
nouvelle implantation. Pour déclencher une réaction l'objet Controller utilise le système
de détection-notiﬁcation qui lui notiﬁe des variations des conditions d'exécution.
2Dans [Segarra00] le terme stratégie est employé à la place du terme politique.























Fig. 4.17  Architecture d'un composant MolèNE.
4.4.6.4 Discussion
MolèNE supporte deux types d'adaptation intra-composant avec une gestion semi-
automatique du problème de transfert d'état dans le cas de remplacement d'une im-
plantation. Le développeur doit en eﬀet déﬁnir dans StateAdapter comment modiﬁer
l'état interne du composant pour qu'il soit utilisable par l'implantation remplaçante.
La plate-forme MolèNE oﬀre une séparation des diﬀérents codes jouant un rôle dans
l'adaptation. En particulier, son système de surveillance est l'un des plus sophistiqué
car il permet de synthétiser les informations de bas niveau sur l'état de l'environnement
en objets Java (MHNs) réutilisables par plusieurs applications. Cependant, dans le
cas où il faudrait suivre l'évolution d'une variation par intervalles de temps courts,
l'organisation hiérarchique de ce système peut poser des problèmes de performance et de
rapidité de recueil des informations s'il faut traverser plusieurs niveaux de la hiérarchie.
Par ailleurs, les politiques d'adaptation des composants MolèNE sont exprimées sous
forme d'automates à l'aide d'une API orienté objet. Pour les développeurs, cette forme
impérative est sans doute plus diﬃcile à utiliser qu'une abstraction déclarative du type
événementconditionaction.
Sur un autre plan, l'un des atouts de MolèNE est la distinction entre les outils
indépendants des applications et les services spécialisables ce qui permet de maximiser
la réutilisation et d'accroître la ﬂexibilité de la plate-forme MolèNE.
L'aspect adaptation multi-composants et multi-applications n'a pas été abordé.
4.5 Synthèse
Le tableau 4.1 résume les avantages et les inconvénients des travaux que nous avons
présentés dans cet état de l'art. L'étude de ces travaux nous a permis d'identiﬁer les
diﬀérentes manières avec lesquelles les trois étapes de l'adaptation (surveillance, décision
et exécution) ont été implantées. La plupart de ces travaux adhèrent au principe de
séparation des préoccupations en isolant les diﬀérents codes qui implantent ces étapes
(mécanismes). Le mélange de ces codes (ou d'une partie d'eux) constitue un handicap
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pour le développeur et limite les possibilités d'adaptation de son application. À titre
d'exemple, la distinction entre le code de l'adaptateur et la politique d'adaptation rend
possible la modiﬁcation dynamique de cette politique sans toucher à l'adaptateur. Ceci
permet de réaliser des adaptations non anticipées au moment du développement de
l'application.
Nous présentons ci-après une synthèse des réponses à la question posée précédem-
ment : comment mettre en ÷uvre les mécanismes de l'adaptation ? (cf. section 1.6).
Ensuite, nous argumentons notre choix pour les concepts qu'il nous semble intéressant
de retenir pour développer des applications auto-adaptables ainsi que pour les méthodes
d'implantation associées. Enﬁn, nous concluons cet état de l'art par une présentation
des problèmes importants qui n'ont pas encore trouvés de solutions satisfaisantes.
4.5.1 Revue des mises en ÷uvre des mécanismes de l'adaptation
Surveillance de l'environnement
La surveillance de l'environnement est généralement réalisée par un service distinct
au niveau intergiciel. Parmi les services de surveillance existants, seuls quelques-uns
permettent de détecter et de notiﬁer les événements complexes qui dénotent plusieurs
variations simultanées ou ordonnées suivant des relations temporelles particulières.
Politique d'adaptation
Concernant la spéciﬁcation des politiques d'adaptation, les langages déclaratifs sont
plus simples à utiliser que les langages impératifs. L'écriture des règles d'adaptation
de la forme  événementsconditionsactions  s'exprime facilement, notamment dans
un dialecte XML. Parmi les travaux présentés, seuls quelques-uns considèrent l'état
de l'environnement au niveau global et distribué, en impliquant plusieurs sites dans la
prise de décision d'adaptation. Egalement, certains travaux consultent l'utilisateur de
l'application au moment de cette prise de décision, notamment aﬁn de résoudre des
choix d'adaptation conﬂictuels.
Cependant, la quasi-totalité des systèmes supportant l'adaptabilité ne tient pas
compte du facteur temps dans leurs décisions d'adaptation. Ils ne considèrent que l'état
immédiat de l'environnement mais pas l'état passé, ni l'état futur qui dépend entre
autres du coût de l'adaptation. Pourtant, les informations sur l'historique des varia-
tions des ressources et sur le coût des diﬀérentes adaptations possibles sont très utiles,
en particulier pour éviter les adaptations en chaînes non stables (les eﬀets ping-pong).
Actions d'adaptation
Il existe diﬀérents types d'actions d'adaptation qui sont plus au moins supportées
par les travaux existants. Dans le cas des approches de programmation modulaires,
l'adaptation d'une application peut être réalisée par les opérations suivantes, listées
selon l'ordre croissant de leur complexité :

























































































































































































































































































1. Paramétrage d'un composant (ou d'un module), qui permet d'adapter son im-
plantation à plusieurs contextes diﬀérents en changeant seulement certains de ses
attributs.
2. Remplacement de l'implantation d'un composant avec, si besoin, la gestion du
transfert de son état vers la nouvelle implantation et le déchargement diﬀéré de
l'ancienne implantation.
3. Interception des appels de méthodes aﬁn de réaliser des pré/post-traitements spé-
ciﬁques, et ce par une réiﬁcation vers le méta-niveau ou par une redirection vers
un aspect, ou encore en utilisant un langage d'interaction.
4. Reconﬁguration des connexions entre plusieurs composants par ajout ou suppres-
sion des composants et des connexions qui les relient. Ces connexions sont repré-
sentées explicitement dans les composants ou à l'aide d'un ADL dynamique ou
d'un méta-modèle.
La majorité des supports à l'adaptabilité sont des canevas qui fournissent des implan-
tations partielles d'un sous-ensemble de ces opérations, soit au niveau intergiciel soit
au niveau application. La part du travail qui est laissée à la charge du développeur
détermine le degré d'automatisation de l'adaptation. Ainsi, ce qui est générique est pris
en charge automatiquement par un canevas (et/ou par un intergiciel sous-jacent) et ce
qui spéciﬁque est laissé à la charge du développeur. Par conséquent, les applications
basées sur ces canevas peuvent être conscientes de l'adaptation.
Quand un canevas n'est pas utilisé, l'adaptation peut être gérée de façon transpa-
rente aux applications, généralement par l'interposition de proxies spéciﬁques entre les
clients et les serveurs.
Les supports à l'adaptabilité peuvent aussi laisser l'exécution des actions d'adapta-
tion sous l'entière responsabilité des applications. Ceci oﬀre des possibilités d'adaptation
illimitées, mais ces actions d'adaptations sont plus diﬃciles à contrôler que lorsqu'elles
sont déﬁnies dans un cadre précis.
4.5.2 Guide pour le développement d'un support de l'adaptation
Idéalement, le développeur d'une application (auto-)adaptable ne doit fournir que
le code métier et la politique qui spéciﬁe ce qu'il faut adapter et quelles actions en-
treprendre en fonction des variations de l'environnement. L'étude des travaux existants
montre que l'approche de programmation orientée composant est très bien appropriée
pour atteindre un tel objectif. Combinée avec les patrons de conception strategy et ob-
server et avec la technique de réﬂexion, cette approche oﬀre à la fois la séparation entre
le code métier, le code de surveillance, le code de l'adaptateur et la politique de l'adap-
tation ainsi que la possibilité de réaliser chacune des actions d'adaptation énoncées dans
la section 4.5.1.
Aucune autre approche parmi toutes celles que nous avons étudiées ne permet un
tel choix d'actions. L'approche aspect dynamique ne permet de réaliser que les inter-
ceptions des appels entre les composants interagissants. Ces interceptions trouvent leur
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équivalent dans la réiﬁcation des appels dans les modèles de composants réﬂexifs. Tou-
tefois, dans ces modèles il n'est pas nécessaire d'instrumenter le code de l'application
avec des outils spéciﬁques comme c'est le cas dans l'approche aspect. L'approche ar-
chitecture logicielle dynamique ne permet que les adaptations par reconﬁguration des
connexions des composants. La cohérence de ces adaptations peut être vériﬁée grâce
à la base formelle des ADLs, mais on retrouve aussi cet avantage avec les modèles de
composant réﬂexifs. En eﬀet, il possible de représenter les connexions entre les compo-
sants à l'aide de méta-informations basées sur un modèle formel comme les graphes de
dépendances.
Le développement d'applications suivant l'approche composants se fait générale-
ment à partir d'un canevas générique. Pour qu'il soit eﬃcace, le canevas de composants
adaptables doit avoir les propriétés clés suivantes :
 Les moniteurs doivent être dédiés chacun à un type de ressources donné et s'exé-
cuter au niveau intergiciel sur chaque hôte, et ce aﬁn qu'ils soient partagés par
toutes les applications déployées sur cet hôte. Ils doivent assurer deux modes
de surveillance qui sont la consultation directe des valeurs des ressources et la
notiﬁcation asynchrone des variations. Il est préférable, pour des raisons de per-
formance, que la structure du système de surveillance soit la plus simple possible.
Le code de surveillance doit être facilement extensible, par exemple à l'aide de la
technique orientée objet de l'héritage, pour prendre en compte les caractéristiques
propres aux nouvelles technologies qui apparaissent au fur et à mesure.
 L'adaptateur de chaque composant doit pouvoir réagir à des événements com-
plexes. Il doit être indépendant de tout code métier et doit pouvoir exécuter les
diﬀérentes actions d'adaptation intra et inter-composants : paramétrage, rempla-
cement d'implantation, interception des appels et reconﬁguration des connexions.
En particulier, pour les remplacements d'implantations, il doit fournir des sup-
ports pour automatiser le transfert de l'état du composant de l'ancienne implan-
tation vers la nouvelle, et éviter la perte des messages en transit en les redirigeant
vers la bonne implantation. En d'autres termes, il doit garantir l'intégrité de l'ap-
plication au moment de l'adaptation.
Le code de l'adaptateur doit être réutilisable sans modiﬁcations, exception faite
de la partie qui interprète la politique d'adaptation. Cette partie pourrait évoluer
si le langage d'expression des politiques d'adaptation est modiﬁé pour prendre en
compte des besoins spéciﬁques à des domaines d'applications particuliers. Even-
tuellement, l'adaptateur pourrait aussi consulter de façon interactive l'utilisateur
humain aﬁn de ﬁnaliser une décision d'adaptation (p. ex. demander une conﬁr-
mation ou un choisir une action parmi plusieurs).
 La politique d'adaptation doit être exprimée dans un langage déclaratif et faci-
lement extensible, en utilisant des règles ayant des formes simples telle que la
forme événementconditionaction. De plus, la cohérence de ces règles doit être
vériﬁable de façon rapide. La politique d'adaptation doit être séparée de l'adap-
tateur aﬁn de pouvoir la modiﬁer dynamiquement pour réaliser des adaptations
non anticipées au moment du développement de l'application. Idéalement, pour
la prise de décision, les règles d'adaptation doivent prendre en compte l'état glo-
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bal du système distribué, l'historique des variations et le coût de l'exécution des
adaptations envisagées.
Les diﬀérentes propriétés que nous avons déduites des travaux existants ne suﬃsent
pas à assurer une adaptation eﬃcace au niveau multi-composants et au niveau multi-
applications. Nous verrons dans la partie suivante de cette thèse quels sont les problèmes
liés aux adaptations multiples et comment les résoudre à travers la coordination de ces
adaptations.







Problématique : la coordination des
adaptations multiples
Ce chapitre expose le problème traité dans cette thèse, qui est la coordination
des adaptations de plusieurs applications distribuées. Après une identiﬁca-
tion concise du problème, nous montrons que seuls certains aspects ont été
traités par les rares travaux existants. Nous justiﬁons aussi pourquoi est-il
important de proposer une solution plus complète.
5.1 Problèmes des adaptations multiples des composants
logiciels
A cause des dépendances existant entre les composants logiciels, l'adaptation de l'un
d'eux peut avoir un impact non négligeable sur les autres. Pour cela, l'entité qui prend
la décision d'adaptation doit considérer ces dépendances aﬁn que les actions choisies
soient coordonnées entre les composants concernés.
Dans leur étude interdisciplinaire sur la théorie de la coordination [Malone94], Ma-
lone et Crowston déﬁnissent celle-ci comme la gestion des dépendances entre plusieurs
activités. En poursuivant cette étude dans le cadre spéciﬁque de l'intégration des compo-
sants logiciels, Dellarocas a proposé une classiﬁcation des dépendances entre composants
en deux familles [Dellaroc96] : les dépendances de ﬂots entre les composants qui inter-
agissent et les dépendances de partage de ressources entre les composants concurrents.
Dans notre étude sur la coordination des adaptations multiples des composants,
nous avons adopté la classiﬁcation de Dellarocas car elle procure un cadre générique
pour analyser les problèmes liés à chaque famille de dépendances. En particulier elle
permet de distinguer les protocoles de coordination qui s'appliquent le mieux à chaque
famille. Par exemple, la notiﬁcation, la mise en séquence, la standardisation (des for-
mats) et l'interrogation de l'utilisateur sont des protocoles bien adaptés à la gestion des
dépendances de ﬂots. Tandis que les ﬁles FIFO, les classes de priorités, les budgets et les
enchères sont des exemples de protocoles qui conviennent à la gestion des dépendances
de partage de ressources [Malone94]. Cette classiﬁcation permet aussi d'identiﬁer les
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primitives qui servent à implanter ces protocoles (p. ex. primitive de synchronisation,
d'exclusion mutuelle, etc.).
Nous présentons ci-après une analyse des problèmes liés aux dépendances entre les
composants qui s'adaptent aux variations de l'environnement. Notons que chaque varia-
tion de l'environnement concerne un seul attribut d'une seule ressource, qu'une varia-
tion peut être notiﬁée à plusieurs composants simultanément et que plusieurs variations
peuvent avoir lieu et peuvent donc être notiﬁées en même temps. Notons aussi que
les composants interagissants appartiennent à une même application mais peuvent être
répartis sur plusieurs sites, tandis que les composants concurrents n'appartiennent pas
forcément à la même application mais sont déployés dans le même environnement.
En fonction de sa politique d'adaptation, un composant qui reçoit une ou plusieurs
notiﬁcations simultanées peut avoir le choix d'exécuter une action d'adaptation parmi
plusieurs possibles. Idéalement, ce composant devrait choisir l'action la plus proﬁtable
pour lui. C'est à dire, celle qui maximise la qualité du service qu'il oﬀre à son utilisateur.
Cependant, si ce composant possède des dépendances envers d'autres composants de son
environnement, son adaptation individuelle risque de causer des conﬂits ou des contre-
performances au niveau du système global.
Eﬀectivement, l'adaptation d'un composant peut modiﬁer sa façon d'interagir avec
les autres, par exemple en modiﬁant le format des données échangées, la fréquence des
échanges ou le protocole de communication utilisé, ou encore en rompant carrément
cette interaction.
L'adaptation peut aussi amener le composant à consommer et/ou à libérer d'autres
ressources en plus de celle qui, par sa variation, a déclenché l'adaptation. Ces ressources
peuvent être convoitées par plusieurs composants concurrents (interagissants ou non).
Si ces derniers s'adaptent en même temps en réaction à la même variation de l'environ-
nement ou à plusieurs variations simultanées, il peut y avoir des conﬂits de partage ou
d'accès aux ressources (chacun voulant proﬁter de l'augmentation d'une ressource) ou,
au contraire, une sous-exploitation de celles-ci (chacun voulant libérer une partie d'une
ressource devenue rare).
Par ailleurs, la consommation et la libération d'une ressource sont elles-mêmes des
variations qui peuvent déclencher l'adaptation d'autres composants. Dans ce cas, il y
a un risque d'instabilité du système si une adaptation particulière provoque des réac-
tions en chaîne ou en boucle de plusieurs composants. Dans le premier cas, l'adaptation
d'un composant peut provoquer celle d'un autre, qui déclencherait à son tour l'adap-
tation d'un troisième et ainsi de suite. Dans le second cas, deux composants (ou plus)
partageant plusieurs ressources peuvent chacun réagir à l'adaptation de l'autre tout en
annulant l'eﬀet de celle-ci. Ceci obligerait donc l'autre composant à recommencer de
nouveau son adaptation ce qui conduit à un eﬀet  ping-pong .
Dans le cas des dépendances de ﬂot, il est nécessaire pour les composants interagis-
sants de se concerter pour convenir des actions d'adaptation cohérentes qui préservent
leur intégrité et assurent la continuité de leur interaction. A titre d'exemple, dans une
application de vidéo streaming entre un serveur s'exécutant sur une station ﬁxe et un
client déployé sur un équipement mobile muni d'une connexion sans-ﬁl, si le serveur
s'adapte à la croissance des erreurs de transmission en sélectionnant un format de co-
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dage moins sensible à celles-ci (p. ex. MJPEG), il doit consulter le client pour voir s'il
dispose du décodeur approprié et s'il est prêt à l'employer.
Dans le cas des dépendances de partage de ressources, il faut résoudre les conﬂits qui
peuvent avoir lieu entre les composants concurrents, assurer une exploitation eﬃcace
des ressources disponibles et éviter l'instabilité du système.
5.2 Solutions existantes pour la coordination des adapta-
tions multiples
Parmi tous les travaux sur l'adaptabilité du logiciel que nous avons présentés dans la
partie précédente, quelques uns ont plus ou moins abordé le problème de la coordination
des adaptations multiples. Il s'agit des systèmes M3, Conductor, DynamicTAO, Cactus,
Carisma, HATS et l'intergiciel d'Efestratiou (cf. partie II). Cependant, aucun de ces
systèmes n'a traité l'ensemble des problèmes de coordination précédents.
Les systèmes M3 et Conductor ne proposent qu'une solution consistant à mettre en
séquence les actions d'adaptation pour le premier et à déﬁnir un ordre de déploiement des
modules adaptateurs pour le second. Cette solution est une forme simple de coordination
entre entités interagissantes. Elle est implantée par le développeur de façon ad hoc  au
niveau du code métier  dans le cas de Conductor et de façon générique  au niveau
d'un script d'adaptation  dans le cas de M3.
Les systèmes DynamicTAO, Cactus et Carisma adressent de façon plus générique
le problème de coordination des entités interagissantes (les composants pour les deux
premiers et les applications pour le troisième). DynamicTAO propose une interface à
implanter par le développeur du composant pour gérer de façon décentralisée et expli-
cite les dépendances envers les autres composants. Cactus propose un protocole d'ac-
cord élaboré qui permet à deux composants de remplacer leurs implantations de façon
cohérente et graduelle. Carisma permet à plusieurs applications distribuées, qui sont
indépendantes mais qui utilisent en commun le même service intergiciel, de choisir le
mode de fonctionnement de celui-ci en employant un protocole basé sur les enchères.
Cependant, DynamicTAO, Cactus et Carisma ne traitent pas les adaptations conﬂic-
tuelles entre plusieurs composants ou plusieurs applications en concurrence pour les
mêmes ressources.
Tout à fait à l'opposé des trois systèmes précédents, l'intergiciel d'Efestratiou traite
les problèmes liés au partage des ressources entre plusieurs applications adaptables, mais
ne considère par le cas des entités interagissantes. Cet intergiciel utilise un langage évolué
pour formuler des règles d'adaptation qui tiennent compte des relations temporelles
entre plusieurs événements, au niveau de plusieurs applications. Mais, à l'instant de
rédaction de ces lignes, aucun mécanisme de résolution de conﬂit n'a été proposé.
Le système HATS est le seul qui considère à la fois la coordination des composants
interagissants et des composants concurrents mais seulement dans le cadre spéciﬁque des
applications clients-serveurs qui échangent des documents et en considérant uniquement
la variation de la bande passante du réseau. La solution proposée permet au client et
au serveur de convenir des parties du document qui sont réellement transmises grâce à
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l'exportation du format du document et de l'API qui le modiﬁe. HATS permet aussi
d'éviter les conﬂits d'utilisation de la bande passante entre les applications concurrentes
en ordonnançant la transmission des données suivant un système de priorités.
Enﬁn, notons qu'aucune des solutions existantes ne traite le problème d'instabilité
du système dû aux adaptations en chaîne ou en boucle.
5.3 Conclusion
Le vrai potentiel de l'adaptation ne peut être atteint qu'en coordonnant les adap-
tations des composants s'exécutant dans le même environnement. Ceci permettra une
utilisation plus intelligente des ressources aﬁn d'optimiser, notamment en fonction des
préférences de l'utilisateur, la qualité de service oﬀerte par les applications. La coor-
dination consiste à gérer les problèmes dus à tous les types de dépendances entre les
composants logiciels. Il s'agit d'un besoin vital qui nécessite des mécanismes génériques
en plus de ceux qui réalisent les adaptations individuelles des composants.
Quand plusieurs composants peuvent s'adapter ensemble, il est nécessaire de coor-
donner leur actions aﬁn :
 de préserver l'intégrité des applications et de garantir la continuité des interactions
en place.
 d'éviter les conﬂits et d'optimiser l'utilisation des ressources de l'environnement,
 d'assurer la stabilité du système distribué.
Nous avons vu que les travaux qui ont abordé le problème de la coordination des
adaptations n'ont pas considéré l'ensemble de ces aspects. Notre travail, présenté dans
le reste de cette thèse, vise à faire une proposition plus complète.
Chaptire 6
Conception de la plate-forme Aceel
Ce chapitre présente la plate-forme de composants Aceel, notre solution
pour faciliter le développement d'applications distribuées adaptables. Cette
plate-forme est constituée d'un canevas de composants réﬂexifs, d'un service
de surveillance de l'environnement et d'un intergiciel pour la coordination
des adaptations multi-composants et multi-applications.
6.1 Introduction : objectifs de développement d'Aceel
Notre proposition s'inscrit dans le cadre des travaux sur l'adaptabilité des appli-
cations menés à l'IRISA, qui ont été commencés par Segarra et coll. en 1997 et qui
ont abouti en 2001 au développement de la plate-forme MolèNE (cf. section 4.4.6).
MolèNE faisait partie des premières solutions ayant adopté l'approche composants lo-
giciels pour traiter le problème de l'adaptabilité (cf. section 4.5). L'objectif de notre
travail a été de résoudre les problèmes liés à la coordination des adaptations de plu-
sieurs composants logiciels. Pour atteindre cet objectif, nous avons bâti un nouveau
modèle de composants dans lequel l'adaptation réactive coordonnée est une propriété
clé considérée dès le départ.
Ce nouveau modèle de composant appelé Aceel (Adaptive ComponEnt modEL) est
basé sur le modèle réactif de MolèNE et tient compte des récentes avancées en matière
d'adaptabilité du logiciel, identiﬁées dans notre étude de l'existant. En particulier, nous
avons poussé la prise des décisions d'adaptation à l'extérieur des composants vers un
niveau logiciel plus bas qui est l'intergiciel de coordination des adaptations. Nous avons
aussi réorganisé l'architecture du service de surveillance de l'environnement en une
architecture plate et distribuée aﬁn, respectivement, d'augmenter ses performances et
de prendre en compte l'état global du système lors des prises de décisions.
Ainsi, en partant de la plate-forme MolèNE, nous avons développé la nouvelle
plate-forme de composants Aceel illustrée dans la ﬁgure 6.1 [Chefrour03a, Chefrour03b,
Chefrour05]. Les sections suivantes présentent en détail les trois pierres angulaires de
cette plate-forme : le canevas de composants Aceel, le service de surveillance de l'envi-
ronnement et l'intergiciel de coordination des adaptations.
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Fig. 6.1  Plate-forme de composants adaptables Aceel.
6.2 Modèle de composant réﬂexif adaptable Aceel
Dans cette section nous n'aborderons pas en détails la programmation orientée com-
posant, mais nous nous concentrons seulement sur les aspects structurels et dynamiques
des composants qui ont un rapport direct avec l'adaptabilité. En particulier, nous ne
statuons pas sur certaines questions conceptuelles liées aux modèles de composants (p.
ex. le modèle est-il plat ou hiérarchique, les connecteurs sont-ils décrits explicitement
dans un ADL ou déduits à partir d'un IDL) mais nous spéciﬁons comment supporter
l'adaptabilité dans chaque cas. Notre objectif a été de concevoir un modèle d'adaptation
générique qui peut être transposé sur diﬀérentes plates-formes de composants.
6.2.1 Aspects structurels
Pour concevoir le modèle Aceel, nous avons repris les idées de base de MolèNE, à
savoir la séparation de la partie fonctionnelle et de la partie réactive d'un composant
(cf. ﬁgure 4.17) et le recours au patron de conception strategy.
Par déﬁnition, le patron strategy encapsule les variantes d'un algorithme donné dans
une hiérarchie de classes aﬁn de les rendre interchangeables (cf. section 2.4.2). Ainsi, il
permet de mettre en ÷uvre les adaptations algorithmiques consistant à remplacer l'im-
plantation d'un composant par une autre. Ce patron présente notamment l'avantage de
pouvoir modiﬁer l'une des implantations alternatives sans toucher aux autres. Toute-
fois, tel que ce patron est décrit dans [Gamma95], ces implantations doivent être toutes
prédéﬁnies. De plus, le remplacement de l'une d'entre elles par une autre est réalisé par
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les clients du composant.
Or, dans le cas d'Aceel, nous voulons que le composant réalise lui-même ce rempla-
cement de son implantation en réaction aux variations de l'environnement, y compris en
utilisant une implantation non anticipée. Pour cela nous avons eu recours à la technique
de la réﬂexion.
La réﬂexion permet de gérer l'adaptation à un niveau externe aux implantations du
composant, par le moyen d'un méta-objet. Elle oﬀre aussi la possibilité de surveiller
l'état du composant (introspection), que nous considérons comme une ressource pou-
vant déclencher une adaptation, et la possibilité de modiﬁer cet état (intercession) si
nécessaire. La réﬂexion permet également l'interception des appels de méthodes grâce
à la réiﬁcation et permet la reconﬁguration de l'architecture d'un composant composite
par la manipulation des connecteurs au méta-niveau.
Les sous-sections suivantes détaillent les notions de base, l'architecture et la politique
d'adaptation d'un composant Aceel.
6.2.1.1 Notion de dimension d'adaptation
En comparant l'adaptation d'un composant au mouvement d'un corps, nous pouvons
dire que chaque sujet de l'adaptation (p. ex. une implantation, une variable d'état, etc.)
déﬁnit une dimension d'adaptation dans laquelle le composant peut évoluer entre plu-
sieurs positions (p. ex. plusieurs implantations, plusieurs valeurs d'une variable d'état,
etc.). Par exemple, un composant d'aﬃchage peut s'adapter en variant la taille (lon-
gueur X largeur) ou la résolution couleur des images rendues. Dans le cadre d'Aceel,
nous disons qu'il possède deux dimensions d'adaptation appelées respectivement  taille
image  et  couleur image .
L'ensemble des dimensions d'adaptation d'un composant déﬁnit son espace d'adapta-
tion. Concrètement, chaque vecteur de cet espace correspond à un mode de fonctionne-
ment possible du composant. A chaque vecteur de l'espace d'adaptation correspond à la
fois un vecteur (à estimer) des ressources utilisées par le composant et une valeur (à déﬁ-
nir) de la qualité de service rendue à l'utilisateur. Ces deux correspondances permettent
de choisir, en fonction des variations de l'environnement, les actions d'adaptation qui
amènent le composant dans le mode de fonctionnement qui fournit la meilleure qualité
de service. Ces deux correspondances sont spéciﬁées dans la politique d'adaptation du
composant.
Si un composant possède plusieurs sujets d'adaptation, son utilisateur peut vouloir
favoriser l'adaptation de l'un de ces sujets par rapport aux autres. Pour tenir compte de
cet aspect, nous avons associé à chaque dimension d'adaptation un poids qui représente
l'importance de son sujet pour l'utilisateur. Par exemple, si un composant envoie des
images sur le réseau, il peut s'adapter à la chute de la bande passante en réduisant leurs
tailles. Pour cela, il peut soit redimensionner ces images, soit diminuer leur résolution
couleur. Bien que ces deux actions aﬀectent deux sujets diﬀérents, du point de vue
du composant, elles sont équivalentes car elles ont le même eﬀet. Le choix de l'une ou
l'autre dépend avant tout de l'importance des sujets d'adaptation  taille image  et
 couleur image  pour l'utilisateur. Pour l'utilisateur d'un PDA, il serait préférable
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de réduire les dimensions des images au lieu de leurs couleurs. Au contraire, pour un
utilisateur qui dispose d'un grand écran et qui est intéressé par les détails des images,
le choix inverse est plus judicieux.
6.2.1.2 Notion de qualité de service
La qualité d'un service est une notion perceptuelle qui dépend des intérêts (ou des
préférences) de l'utilisateur concernant un ou plusieurs aspects de ce service. A titre
d'exemple, l'intérêt de l'utilisateur peut être de sécuriser les données, de minimiser le
coût d'un service payant, de garantir la disponibilité d'un autre service, d'avoir des
présentations multimédia de haute ﬁdélité, etc. Ces intérêts se traduisent au niveau des
applications par le cryptage des données, par la diminution des périodes de connexion
à un réseau payant, par la création d'une copie locale d'une base de données distante,
par le choix d'une grande résolution d'image, etc.
Aﬁn de choisir les adaptations qui maximisent la qualité de service, il est nécessaire
de quantiﬁer les intérêts de l'utilisateur. Pour cela, nous associons à chaque dimension
d'adaptation un indice de qualité qui dénote la satisfaction perçue par l'utilisateur pour
les diﬀérentes positions du composant dans cette dimension. Ces valeurs dépendent de
la nature du traitement réalisé (p. ex. présentation multimédia) et de la façon dont la
qualité de service est mesurée (p. ex. taille d'une image, fréquences des trames vidéo,
etc.). La valeur maximale de cet indice correspond à la meilleure position du point de
vue de l'utilisateur.
La déﬁnition des valeurs de l'indice de qualité en fonction des niveaux perceptibles
de la qualité de service est une tâche laissée au développeur. Celui-ci propose des valeurs
par défaut qui peuvent être modiﬁées dynamiquement par l'utilisateur du composant.
Ces valeurs peuvent donc être diﬀérentes d'un utilisateur à un autre.
Par exemple, un composant d'aﬃchage peut s'adapter en variant la taille des images
rendues. Dans le cadre d'Aceel, nous disons qu'il possède une dimension d'adaptation ap-
pelée  taille image . Un utilisateur qui ne fait que visionner des images sur son écran,
pourrait aﬀecter à l'indice de qualité de cette dimension d'adaptation des valeurs qui
augmentent avec la taille des images. Un autre utilisateur qui souhaite laisser de la place
pour d'autres fenêtres prioritaires sur son écran, pourrait déﬁnir un indice de qualité qui
est inversement proportionnel à la taille des images. Un troisième utilisateur pourrait
aﬀecter les valeurs maximales de l'indice de qualité aux tailles moyennes et donner des
valeurs inférieurs pour les autres tailles, etc.
Étant donnée que l'indice de qualité est utilisée pour modéliser une préférence ou
un intérêt relatif, alors ses valeurs n'ont qu'une signiﬁcation relative. Par conséquent,
nous pouvons normaliser les indices de qualité de toutes les dimensions d'adaptation des
composants sous la forme d'un pourcentage. Cette normalisation permet de déﬁnir la
qualité de service d'un composant comme la moyenne pondérée des indices de qualité de
l'ensemble des dimensions d'adaptation de ce composant. Les indices de qualité sont
pondérés en les multipliant par des facteurs (des nombres entiers) qui dénotent chacun
l'importance donnée à chaque dimension d'adaptation par rapport aux autres. Cette
pondération permet de choisir une adaptation si, suite à une variation de l'environne-
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ment, plusieurs adaptations deviennent possibles.
De la même façon, nous déﬁnissons la qualité de service sur un site comme la
moyenne pondérée des qualités de service des composants Aceel qui y sont déployés.
La qualité de service de chaque composant est pondérée par un facteur qui représente
la priorité de l'application à laquelle il appartient par rapport aux autres. Ces priori-
tés permettent de favoriser certains composants lors des adaptations qui provoquent
des conﬂits de partages des ressources (cf. section 6.4). Ces priorités sont déﬁnies par
l'utilisateur de l'application à laquelle ces composants appartiennent. Nous supposons
que les machines qui accueillent les applications adaptables (souvent des équipements
portables) sont utilisées par un seul utilisateur à la fois. Dans le cas contraire, les prio-
rités des applications appartenant à des utilisateurs diﬀérents doivent être déﬁnie par
l'administrateur de la machine hôte.












































Fig. 6.2  Modèle de composant adaptable Aceel.
La ﬁgure 6.2 montre l'architecture à deux niveaux d'un composant Aceel. Le niveau
de base est conçu suivant le patron strategy. Les implantations alternatives du composant
sont encapsulées dans les classes dérivées de la classe abstraite Behavior. Celle-ci déﬁnit
l'interface du composant qui est la même que celle de l'objet Context. Seul visible de
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l'extérieur, l'objet Context joue le rôle d'intermédiaire entre le composant et ses clients
en déléguant leurs appels vers l'implantation courante. Il encapsule dans son attribut
state un éventuel état rémanent du composant qui est séparé des implantations. Cet
état est constitué des attributs du composant qui persistent entre deux appels successifs
aux méthodes de l'interface.
Le méta-niveau contient le méta-objet Adapter qui exécute eﬀectivement l'adap-
tation du composant. Il possède plusieurs méthodes dont chacune eﬀectue une action
d'adaptation particulière, tel que le remplacement d'implantation, le paramétrage d'une
variable d'état, etc. (cf. section 7.1.2.1). Ces méthodes sont exécutées quand Adapter re-
çoit un ordre émanant de l'intergiciel de coordination des adaptations. Adapter réalise
aussi une introspection du niveau de base du composant et notiﬁe cet intergiciel quand
il détecte des variations pertinentes.
Dans le cas d'un modèle de composant hiérarchique, le méta-objet Adapter d'un
composant composite maintient une structure de graphe orienté qui représente son ar-
chitecture. Les sommets et les arcs de ce graphe correspondent respectivement aux
sous-composants interagissants et aux connecteurs qui les relient.
Le méta-niveau peut éventuellement contenir des intercepteurs qui sont des objets
sans état utilisés pour réiﬁer les appels aux méthodes du composant. Les intercepteurs
peuvent réaliser des traitements spéciﬁques avant et/ou après l'appel à une méthode
particulière.
Pour choisir les actions d'adaptation à exécuter, l'intergiciel de coordination utilise
une politique d'adaptation écrite par le développeur du composant dans un script séparé.
La séparation de la politique d'adaptation du méta-objet Adapter permet de découpler
l'entité qui choisit l'action d'adaptation adéquate et l'entité qui exécute eﬀectivement
cette action. Avec ce découplage, il est possible de modiﬁer la politique d'adaptation en
cours d'exécution en soumettant un nouveau script à l'intergiciel de coordination . Cette
modiﬁcation dynamique peut être vue comme une forme de réﬂexion à un  méta-méta-
niveau . Ce dernier contrôle le comportement de Adapter qui contrôle, à son tour, le
comportement du composant.
La modiﬁcation dynamique de la politique d'adaptation peut être utilisée pour ra-
jouter une nouvelle implantation non anticipée ou pour changer les règles d'adaptation
en cours d'exécution. En particulier, une règle d'adaptation peut être changée pour
exploiter les nouvelles ressources qui apparaissent comme les périphériques branchés à
chaud (p. ex. clés USB). En plus du développeur, l'utilisateur ﬁnal de l'application peut
aussi changer les indices de qualité des dimensions d'adaptation selon ses préférences.
6.2.1.4 Politique d'adaptation d'un composant Aceel
La ﬁgure 6.3 présente la grammaire du langage déclaratif que nous avons déﬁnie
pour exprimer les politiques d'adaptation des composants Aceel. Une politique d'adap-
tation comporte un entête et un corps. L'entête spéciﬁe la liste des implantations alter-
natives du composant, le type de ces implantations (interruptibles ou non, cf. section
7.1.2), les endroits où elles sont stockées et les moments de leurs créations et de leurs
destructions. L'entête spéciﬁe aussi si le composant possède un état rémanent séparé
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de ses implantations ou si chaque implantation maintient un état interne qui peut être
transféré vers les autres.
La création initiale des implantations alternatives consomme plus de mémoire que la
création diﬀérée. Toutefois, après la phase d'initialisation du composant, elle assure un
temps de réponse rapide lors des adaptations par changement d'algorithmes. Par consé-
quent, le choix entre ces deux modes de création se fait en fonction de la disponibilité
des ressources (p. ex. la mémoire libre, la latence d'un lien réseau quand l'implantation
doit être téléchargée) et en fonction de la nature de l'application (p. ex. les applications
multimédia exigent un temps de réponse court).
________________________________________________________________________________________
1: adap_policy ::= header body
2: header ::= state_type altern_impls impls_type
3: body ::= adap_dimensions
4:
5: state_type ::= 'separated' | 'transferable'
6: altern_impls ::= impl | impl altern_impls
7: impls_type ::= 'atomic' | 'restartable' | 'cancelable'
8: impl ::= name url creation destruction
9: name ::= <string>
10: url ::= <string>
11: creation ::= 'initial' | 'differed'
12: destruction ::= 'immediate' | 'differed'
13:
14: adap_dimensions ::= adapt_dimension | adapt_dimension adap_dimensions
15: adapt_dimension ::= name weight polling_periods adap_rules
16: weight ::= <positive_real>
17: polling_periods ::= resource period | resource period polling_periods
18: resource ::= <string>
19: period ::= <positive_integer>
20: adap_rules ::= adapt_rule | adapt_rule adap_rules
21: adapt_rule ::= condition adapt_actions quality_index
22: condition ::= term | 'not' condition | condition 'or' condition
23: | condition 'and' condition
24: term ::= resource operator threshold
25: threshold ::= <real> unit
26: operator ::= '>' | '>=' | '=' | '<' | '<='
27: unit ::= '' | 'Mb' | 'Kbps' | '%' | ...
28: adap_actions ::= action params cost | action params cost adap_actions
29: action ::= tuneParameter | replaceImpl | reifyMethod
30: | addComponent | delComponent
31: | addConnector | delConnector
32: params ::= <string>
33: cost ::= <positive_real>
34: quality_index ::= <percentage>
________________________________________________________________________________________
Fig. 6.3  Grammaire des politiques d'adaptation.
Le corps de la politique d'adaptation comporte les dimensions d'adaptation du com-
posant. Chacune d'elles est déﬁnie par un nom, un poids, une liste de périodes de test
des ressources et une liste de règles d'adaptation. Ces règles indiquent comment modiﬁer
le composant en fonction des variations des ressources. Chaque règle d'adaptation déﬁ-
nit une position possible du composant dans sa dimension. Ainsi, pour choisir le mode
de fonctionnement du composant, il faut spéciﬁer sa position en sélectionnant une règle
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d'adaptation dans chacune de ses dimensions.
Les règles d'adaptation sont sous la forme condition adapt_actions quality_index.
Le champ condition dénote une conﬁguration particulière de l'environnement. Il s'agit
d'une expression logique dont les termes sont des comparaisons d'attributs de ressources
par rapport à des seuils. Quand cette expression devient vraie, la règle correspondante
est qualiﬁée d'applicable. Les actions d'adaptation adapt_actions peuvent être alors
exécutées en séquence aﬁn de modiﬁer la position du composant dans la dimension
d'adaptation associée.
Une action d'adaptation est spéciﬁée par les champs action, params et cost. Le
premier fait référence à l'une des méthodes du méta-objet Adapter qui modiﬁe le sujet
de l'adaptation. Le second précise les informations nécessaires à l'exécution de cette
méthode (p. ex. valeur d'un attribut, nom d'une implantation, etc.). Le troisième spéciﬁe
le coût de l'exécution de cette méthode. Ce coût peut inclure le temps d'exécution de
la méthode d'adaptation et les ressources qu'elle consomme.
La qualité de service qui résulte de l'application d'une règle d'adaptation est spéci-
ﬁée dans son champ quality_index. Cette valeur permet de sélectionner, dans chaque
dimension d'adaptation, la meilleure règle si plusieurs sont applicables.
L'extrait de code suivant montre un exemple d'une dimension d'adaptation avec une
règle qui dépend des variations de deux ressources.
adpat_dimension: 'Reception buffer size', weight = 2
polling_periods:
poll memory every 30s
poll network[10.2.13.34].bandwidth every 240s
adapt_rules:
rule:
when memory.free >= 10MB and network[10.2.13.34].bandwidth >= 512Kbps:
tuneParameter state.bufferSize = 8MB
quality_index: 80%
6.2.2 Aspects dynamiques
Quand l'intergiciel de coordination prend la décision d'appliquer une règle d'adap-
tation donnée, il envoie au composant concerné l'ordre d'exécuter la ou les actions
cette règle. Cet ordre est traité par le méta-objet Adapter qui entame alors le processus
d'adaptation suivant :
6.2.2.1 Processus d'adaptation
1. Geler l'interface du composant aﬁn de préserver l'intégrité de son état durant
l'adaptation.
2. Sauvegarder les informations nécessaires pour éventuellement annuler les actions
d'adaptation qui vont suivre.
3. Exécuter les actions d'adaptation spéciﬁées en appelant pour chaque action la
méthode correspondante de Adapter.
4. Notiﬁer le succès où l'échec de cette exécution à l'intergiciel de coordination.
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5. Attendre l'ordre de valider ou d'annuler les actions d'adaptation réalisées.
6. Dégeler l'interface du composant pour reprendre le traitement des nouveaux appels
clients.
Le premier pas du processus d'adaptation est réalisé par intercession de l'interface
de l'objet Context. Il a pour but de mettre en attente les appels clients de façon transpa-
rente. Ceux-ci sont délégués ultérieurement à l'implantation courante, après le dégel de
l'interface du composant. Chaque action d'adaptation modiﬁe la position du composant
dans la dimension d'adaptation à laquelle elle appartient. Ceci conduit au changement
du mode de fonctionnement du composant, et donc au changement de sa consommation
des ressources et de la qualité du service qu'il fournit.
Avant d'exécuter une action adaptation, le méta-objet sauvegarde les informations
nécessaires pour réaliser une reprise en cas de l'échec de cette action ou pour pou-
voir l'annuler sur demande de l'intergiciel de coordination. En particulier, si l'action en
question modiﬁe une variable d'état, Adapter préserve une copie de celle-ci. De même,
si Adapter remplace l'implantation courante, il garde celle-ci en mémoire jusqu'à vali-
dation de l'adaptation par l'intergiciel de coordination. L'échec d'une adaptation peut
être dû à la dynamicité de l'environnement qui change avant que la réaction à une va-
riation ultérieure ne soit terminée. Ce cas de ﬁgure est probable si la période entre deux
variations successives de l'environnement est très courte.
Par ailleurs, comme les variations de l'environnement sont asynchrones par nature,
elles peuvent déclencher une adaptation durant le traitement d'un appel client par l'im-
plantation courante. Dans ce cas, avant d'exécuter le troisième pas du processus d'adap-
tation, le méta-objet peut soit attendre la ﬁn du traitement en cours, soit l'arrêter puis
le reprendre ultérieurement ou encore l'abandonner et renvoyer un message d'erreur
au client. Ce choix incombe au développeur car il dépend avant tout du code métier
du composant, notamment si ce code modiﬁe l'état du composant de façon réversible
ou non. Il peut aussi dépendre de contraintes sur le temps de réponse du composant,
qui sont imposées par ses clients. Dans le modèle Aceel, nous oﬀrons au développeur la
possibilité de choisir l'une ou l'autre de ces trois alternatives via la politique d'adapta-
tion du composant. La mise en ÷uvre de cette possibilité est détaillée dans le chapitre
suivant (cf. section 7.1.2).
Dans le cas d'une adaptation algorithmique d'un composant qui ne possède pas
un état séparé, il peut s'avérer nécessaire de transférer l'état interne de l'implantation
courante vers celle qui la remplace. Ce cas spéciﬁque est détaillé dans la section suivante.
6.2.2.2 Gestion du transfert d'état entre implantations
Le transfert d'état entre des implantations alternatives constitue un problème im-
portant pour les développeurs de composants adaptables1. Il ne peut être implanté de
façon générique (et donc ne peut être automatisé à l'aide d'un support à l'adaptation)
car il dépend étroitement de la nature du traitement réalisé par le composant et des
1Cette discussion est aussi valable pour le remplacement dynamique d'un composant par un autre
composant du même type.
98 Conception de la plate-forme Aceel
types des données qui constituent son état. De plus, il peut avoir un surcoût impor-
tant (en mémoire et en temps d'exécution) si ces données sont volumineuses. Dans la
littérature on trouve quatre approches diﬀérentes pour résoudre ce problème.
1. La première approche, qui est proposée par Szyperski, contourne ce problème
en déﬁnissant les composants comme des entités sans état [Szypersk00]. Cette
restriction ne peut s'appliquer à toutes les applications. En eﬀet, dans beaucoup
de cas il est nécessaire de préserver les données manipulées bien au-delà d'un seul
appel de méthode. L'idée de réaliser cela par le passage des données rémanentes
comme arguments à chaque appel de méthode implique un surcoût important si
ces données sont volumineuses et si l'appel est distant.
2. La deuxième approche est celle adoptée par la majorité des travaux qui ont adressé
ce problème (p. ex. MolèNE). Elle consiste à utiliser une représentation de l'état
propre à chaque implantation et laisser au développeur le soin de programmer
le transfert d'état entre les implantations alternatives. Cet eﬀort de programma-
tion doit être répété à chaque fois qu'une nouvelle implantation est rajoutée. Il
requiert une bonne connaissance des détails internes des diﬀérentes implantations
et empêche donc l'utilisation d'implantations  boîtes noires  fournies par des
tiers.
3. La troisième approche pallie l'inconvénient de la deuxième en fournissant un sup-
port qui, à partir d'une description donnée par le développeur, génère automa-
tiquement le code qui réalise le transfert d'état. En d'autres termes, à l'instar
de l'écriture des politiques d'adaptation, le développeur programme le transfert
d'état de façon déclarative et non plus de manière procédurale impérative. À titre
d'exemple, pour le transfert d'état entre des composants du même type, [Azzouz03]
utilise des méta-informations décrivant l'état de chaque composant et des règles
de correspondance entre les attributs équivalents. Ainsi, l'attribut heat et l'attri-
but temp appartenant à deux composants distincts sont tous deux décrits par la
méta-information température et une règle de conversion des degrés Celsius vers
Fahrenheit et vice versa.
Cette approche est très utilisée dans les adaptations évolutives (p. ex. lors d'une
mise à jour logicielle) où les diﬀérences entre les représentations de l'état du com-
posant peuvent être importantes. Le transfert d'état est alors eﬀectué une seule fois
depuis l'ancienne implantation (ou version du composant), qui sera abandonnée,
vers la nouvelle. Par conséquent la performance de ce transfert est moins cruciale
que dans le cas des adaptations réactives où les remplacements d'implantation
sont nombreux et dynamiques.
4. La quatrième approche est capturée par le patron strategy qui instaure une sépa-
ration entre l'état rémanent du composant et ses diﬀérentes implantations. Cet
état est alors représenté avec des structures de données communes à toutes les im-
plantations. Contrairement à la première approche, ici un composant peut avoir
un état encapsulé dans son objet Context, seules les implantations alternatives
sont sans état [Gamma95]. La séparation de l'état permet d'éviter le transfert de
celui-ci à chaque remplacement d'implantation. Par rapport aux deux approches
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précédentes celle-ci simpliﬁe la tâche du développeur qui a seulement à choisir une
structure de données adéquate pour représenter l'état de son composant. Il n'a
pas à programmer plusieurs conversions ou règles de correspondances entre des
structures de données diﬀérentes. Toutefois, comme la deuxième approche, celle-ci
empêche l'utilisation d'implantations  boîtes noires  fournies par des tiers.
Dans le cas du modèle Aceel, comme nous nous intéressons en premier lieu aux
adaptations réactives, nous avons opté pour la quatrième approche car sans transfert
d'état les adaptations par remplacement d'implantation sont plus rapides. Toutefois, il
subsiste des cas particuliers où il est impossible de trouver une représentation de l'état
du composant qui est commune à toutes ses implantations.
Un exemple de ces cas est la gestion de l'allocation mémoire par un composant
adaptable. Ce dernier peut avoir un état rémanent constitué d'une liste des zones mé-
moire libres et plusieurs implantations correspondant aux algorithmes BestFit, FirstFit,
WorstFit, etc. Ce composant peut s'adapter en changeant son algorithme d'allocation
pour optimiser l'utilisation de la mémoire ou pour diminuer son temps de réponse. En
fonction de l'algorithme sélectionné, la liste des zones libres doit être triée selon les
adresses mémoire ou selon la taille des zones libres et donc elle ne peut être utilisée
directement par tous ces algorithmes.
Pour pallier ce problème, nous oﬀrons au développeur le choix d'outre passer l'uti-
lisation d'un état séparé, en adoptant la deuxième approche quand c'est nécessaire.
Pour cela, il suﬃt de ﬁxer le champ state_type dans la politique d'adaptation du com-
posant à transferable et surcharger la méthode transferState de la classe Behavior.
Cette méthode sera automatiquement appelée par Adapter à chaque remplacement de
l'implantation courante.
6.3 Service de surveillance de l'environnement
La plate-forme Aceel fournit sur chaque site qui accueille des composants adap-
tables un service pour la surveillance de l'environnement d'exécution. Comme le montre
la ﬁgure 6.4, le service de surveillance est constitué d'un moniteur maître qui contrôle
plusieurs moniteurs dédiés chacun à une ressource système particulière (p. ex. mémoire,
cpu, réseau, batterie). Rappelons ici que chaque ressource applicative est surveillée direc-
tement par le méta-objet du composant qui possède cette ressource (cf. section 6.2.1.3).
L'emploi d'un service de surveillance permet de partager les moniteurs des res-
sources entre plusieurs applications. Ce service leur évite de gérer elles-mêmes le suivi
des variations des ressources qu'elles utilisent. En particulier, l'utilisation d'une interface
homogène pour communiquer avec l'intergiciel de coordination (cf. section 7.2.2) permet
de masquer l'hétérogénéité des plates-formes d'exécution aux applications adaptables.
Le moniteur maître reçoit les requêtes émises par l'intergiciel de coordination et les
redirige vers les moniteurs des ressources concernées. L'intergiciel de coordination peut
consulter l'attribut d'une ressource donnée à tout moment (p. ex. taille de la mémoire
disponible). En particulier, avant la prise de décisions d'adaptations, il consulte les ni-
veaux de disponibilité des ressources référencées dans plus d'une politique d'adaptation
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Fig. 6.4  Service de surveillance de l'environnement.
aﬁn d'éviter les conﬂits de partage de ressources.
L'intergiciel de coordination peut aussi s'enregistrer auprès d'un moniteur de res-
source pour qu'il le notiﬁe à chaque variation pertinente de celle-ci. Dans ce cas, il
spéciﬁe dans sa requête de surveillance les seuils de variation et la fréquence de test
(polling) de cette ressource, tels que déﬁnis dans la politique d'adaptation du compo-
sant intéressé.
Les moniteurs des ressources notiﬁent uniquement des événements simples dont cha-
cun dénote la variation d'un attribut par rapport à un seuil. Un événement peut être
destiné à plusieurs composants intéressés par la même variation. Le choix de ne pas
gérer la notiﬁcation d'événements complexes facilite la mise en ÷uvre des moniteurs
eﬃcaces, qui ont une consommation de ressources et un temps de réponse minimaux
(cf. section 7.2.1).
La notiﬁcation rapide d'événements simples augmente la réactivité des composants
aux variations de l'environnement sans les empêcher d'avoir des règles d'adaptation
complexes. En eﬀet, grâce à la combinaison logique de plusieurs termes, les conditions
des règles d'adaptation des composants sont assimilables à des événements complexes.
Ces derniers ne sont pas notiﬁés en entier par un seul surveillant, mais ils sont notiﬁés et
évalués de façon incrémentale au fur et à mesure de l'occurrence des événements simples
qui les composent.
6.4 Intergiciel de coordination des adaptations
Coordonner les actions d'adaptation de plusieurs composants nécessite de connaître
l'ensemble de leurs politiques d'adaptation et d'avoir une vision globale des ressources
qu'ils utilisent. Ces informations ne peuvent être gérées de façon eﬃcace par les com-
posants eux-mêmes. Mais elles doivent être gérées à l'extérieur de ceux-ci, à un niveau
logiciel inférieur.
Dans le cas contraire, on aurait eu une structure de composant complexe qui contient,
en plus du code métier et du code adaptatif, le code qui gère les dépendances avec les
autres composants. Une telle structure présente plusieurs inconvénients parmi lesquels la
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diﬃculté de réutiliser et de maintenir les trois types de codes, le risque d'incohérence des
informations redondantes  risque qui est ampliﬁé dans le cadre distribué, le gaspillage
d'une partie de la mémoire qui est une ressource précieuse sur les équipements mobiles,
et la surcharge du réseau avec l'échange de messages dont le nombre croit de façon
combinatoire en fonction du nombre de composants.
En ce qui concerne le système d'exploitation, si la gestion des ressources fait partie
de son rôle principal, l'interprétation des politiques d'adaptation des composants et la
prise en compte de leurs éventuelles interactions sont des tâches de plus haut niveau qu'il
n'est pas destiné à gérer. De façon plus générale, l'évolution des systèmes d'exploitation
depuis les systèmes monolithiques vers les micros, puis les exo-noyaux montre que ces
derniers relègue de plus en plus de tâches vers l'espace utilisateur pour se limiter à la
gestion des composants matériels de l'ordinateur.
Par conséquent, nous pensons que le meilleur niveau pour gérer la coordination des
composants adaptables est le niveau intergiciel. La plate-forme Aceel fournit sur chaque
site accueillant des composants un tel intergiciel. Aﬁn de considérer les dépendances dues
aux interactions entre les composants, l'intergiciel de coordination utilise une politique
propre à chaque application adaptable. Cette politique de coordination est écrite par le
développeur de l'application, en se basant sur les politiques d'adaptation des composants
assemblés et sur la nature de leurs interactions.
Nous présentons ci-après l'architecture de l'intergiciel de coordination ainsi que la
grammaire des politiques de coordination. Ensuite, nous détaillons le fonctionnement
de cet intergiciel qui passe par l'interprétation des politiques des composants, puis la
prise de décision et l'exécution des actions d'adaptation.
6.4.1 Architecture de l'intergiciel de coordination
La ﬁgure 6.5 montre l'architecture orientée composants de l'intergiciel de coordi-
nation. Sur chaque site cet intergiciel est constitué d'un composant coordinateur, d'un
composant optimiseur et d'un ou plusieurs composants synchroniseurs.
Le coordinateur gère l'enregistrement des composants et des applications adaptables
et interprète leurs diﬀérentes politiques (cf. section 6.4.3). Il représente le c÷ur névral-
gique de l'intergiciel car c'est lui qui reçoit les événements notiﬁant les variations de
l'environnement, met à jour les conditions des règles d'adaptation, utilise l'optimiseur
pour choisir les actions d'adaptation à appliquer, communique avec les coordinateurs
des autres sites pour gérer les dépendances entre les composants distants et lance les
synchroniseurs qui exécutent les actions choisies.
L'optimiseur représente le cerveau de l'intergiciel qui est responsable de la prise de
décision des adaptations. Son rôle est de sélectionner les meilleurs modes de fonctionne-
ment des composants aﬁn d'optimiser leur qualité de service, en fonction des contraintes
de l'environnement (cf. section 6.4.4).
Les synchroniseurs sont les bras de l'intergiciel de coordination car ils contrôlent
l'exécution des actions d'adaptation. Il y a un synchroniseur pour chaque application
adaptable sur chacun des sites qui l'accueillent (cf. section 6.4.5).
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Fig. 6.5  Architecture de l'intergiciel de coordination des adaptations.
6.4.2 Politique de coordination des composants interagissants
Une politique de coordination est écrite dans un script séparé en respectant la gram-
maire illustrée par la ﬁgure 6.6.
Une politique de coordination est composée d'un entête et d'un corps. L'entête per-
met d'identiﬁer les composants adaptables de l'application ainsi que les sites où ils sont
déployés. Le corps est formé par une suite de règles de coordination. Ces règles garan-
tissent la cohérence des adaptations des composants d'une même application et assurent
ainsi la continuité de leur interaction après-coup. Chaque règle spéciﬁe quels compo-
sants doivent toujours être adaptés ensemble. Une règle de coordination est appliquée
quand l'un des composants spéciﬁés dans son champ condition doit exécuter une adap-
tation spéciﬁque. Dans ce cas, le champ sync_actions de cette règle spéciﬁe les actions
d'adaptation à appliquer aux autres composants. Ce champ précise aussi quelles sont
les actions qui doivent être exécutées en séquence et quelles sont celles qui doivent être
exéctuées en parallèle (cf. section 6.4.5).
Lors du déploiement d'une application distribuée, le coordinateur de chaque site
d'accueil enregistre sa politique de coordination et traduit ses règles sous une forme in-
terne. Plus tard, quand un composant de l'application est créé, sa politique d'adaptation
est à son tour interprétée telle que le décrit dans la section suivante.
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________________________________________________________________________________________
1: coord_policy ::= header body
2: header ::= appli_uid comp_list
3: comp_list ::= comp_uid host | comp_uid host comp_list
4: appli_uid ::= <string>
5: comp_uid ::= <string>
6: host ::= <string>
7:
8: body ::= rules_list
9: rules_list ::= coord_rule | coord_rule rules_list
10: coord_rule ::= condition sync_actions
11: condition ::= term | term 'or' condition
12: term ::= comp_uid 'runs' action
13: sync_actions ::= operator actions_list
14: operator ::= 'parallel' | 'sequential'
15: actions_list ::= adapt_actions | adapt_actions sync_actions
16: adapt_actions ::= comp_action | comp_action adapt_actions
17: comp_action ::= comp_uid action params
18: action ::= <string>
19: params ::= <string>
________________________________________________________________________________________
Fig. 6.6  Grammaire des politiques de coordination.
6.4.3 Interprétation des politiques d'adaptation des composants
Lors de la création d'un composant Aceel, le coordinateur parcours sa politique
d'adaptation aﬁn d'extraire les informations nécessaires à la prise de décisions d'adap-
tation. Pour chacun des termes qui forment les conditions des règles d'adaptation, le
coordinateur envoie une requête d'enregistrement au surveillant de la ressource référen-
cée. Le surveillant d'une ressource est soit le service de surveillance de l'environnement
si cette ressource est fournie par une plate-forme d'exécution, soit le mécanisme d'in-
trospection d'un composant Aceel. Dans le dernier cas, le composant surveillé et le com-
posant intéressé par ses variations doivent appartenir à la même application. A la ﬁn
de l'analyse de la politique d'adaptation, le coordinateur initialise à faux les conditions
de toutes les règles d'adaptation du composant.
Les tests des ressources par les surveillants dédiés commencent dès la réception des
requêtes d'enregistrement. Les notiﬁcations émises suite aux premiers tests permettent
à l'intergiciel de coordination de déterminer quelles règles d'adaptation sont applicables
juste après l'analyse de la politique d'adaptation d'un composant. Ces règles ont pour ef-
fet d'initialiser le composant en fonction de l'état actuel de l'environnement. En particu-
lier, il est possible de sélectionner l'implantation courante du composant si ce dernier en
possède plusieurs. Dans ce cas, l'intergiciel de coordination ordonne au composant d'exé-
cuter l'action d'adaptation qui charge en mémoire l'implantation sélectionnée même si
la création de celle-ci est spéciﬁée comme diﬀérée dans la politique d'adaptation.
De façon générale, quand le coordinateur reçoit une notiﬁcation, il met à jour puis
réévalue les conditions des règles d'adaptation concernées pour voir si elles ont chan-
gées. Le changement de l'une de ces conditions signiﬁe que le mode de fonctionnement
courant du composant correspondant n'est plus viable ou n'est plus optimal. La non
viabilité est la conséquence de la diminution des ressources de l'environnement qui de-
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viennent insuﬃsantes pour continuer le mode de fonctionnement courant. Au contraire,
la sous optimalité est due à l'augmentation des ressources telle que l'exécution d'un
autre mode de fonctionnement qui oﬀre une qualité de service meilleur devient possible.
Dans les deux cas, le coordinateur doit prendre la décision d'adapter ou non chacun des
composants concernés en utilisant l'optimiseur.
6.4.4 Prise des décisions d'adaptations
Pour réagir à une variation de l'environnement, l'intergiciel de coordination pourrait
adapter tous les composants de son site en les conﬁgurant dans leurs meilleurs modes
de fonctionnement viables. Pour cela il suﬃt de sélectionner, dans chaque dimension
d'adaptation de chaque composant, la règle qui a le plus grand indice de qualité parmi
toutes les règles applicables. Toutefois, ce choix réalisé sur une base individuelle pour
chaque composant pourrait conduire à des adaptations conﬂictuelles entres les compo-
sants concurrents et/ou à des adaptations incohérentes entre les composants interagis-
sants (cf. chapitre 5).
Pour éviter ces problèmes, l'intergiciel de coordination doit plutôt sélectionner la
combinaison adéquate parmi les modes de fonctionnements viables des composants aﬁn
de maximiser leur qualité de service. Nous montrons ci-après, comment choisir la com-
binaison adéquate des adaptations multi-composants en modélisant la prise de décision
comme un problème d'optimisation combinatoire.
6.4.4.1 Modélisation de la coordination des adaptations multiples
Pour modéliser la coordination des adaptations multiples nous avons utilisé les va-
riables et les fonctions suivantes :
 n : le nombre des composants Aceel en cours d'exécution sur un site.
 ci : la classe de priorité du composant i (i ∈ [1, n]).
 mi : le nombre des dimensions d'adaptation du composant i (mi ≥ 1).
 pij : le poids de la dimension j du composant i (j ∈ [1,mi]).
 oij : le nombre des règles d'adaptation dans la dimension j.
 Dij : l'ensemble des positions possibles du composant i dans la dimension j.
 xij : la position actuelle du composant i dans la dimension j, donnée par le numéro
de la règle d'adaptation sélectionnée (xij ∈ Dij = {1, 2 . . . , oij}).
 q(xij) : l'indice de qualité associé à chaque règle de la dimension j (q(xij) ∈ [0, 100]).
 Ei : l'ensemble des ressources référencées dans les règles d'adaptation du compo-
sant i. Soit E = ∪ni=1Ei. P : l'ensemble des ressources partagées par les composants concurrents et référen-
cées dans leurs règles d'adaptation (P = {Ei ∩ Ei′ | ∀i, i′ ∈ [1, n] et i 6= i′).
 dispo(r) : le niveau de disponibilité de la ressource r ∈ E à un instant donné.
 seuili(r) : la part de la ressource r utilisée par le composant i. Elle correspond au
seuil maximum par rapport auquel cette ressource est comparée dans les conditions
des règles d'adaptation sélectionnées.
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Le mode de fonctionnement et la qualité de service d'un composant i sont représen-
tés, respectivement, par le vecteur Xi et la fonction Q(Xi) suivants :









De façon plus générale, les modes de fonctionnement des n composants déployés sur
un site et la somme de leurs qualités de service sont représentés, respectivement, par :






















Au vu de cette notation, le rôle du composant optimiseur revient à trouver le vecteur
X ∈ D qui maximise la fonction Q(X) en respectant les contraintes (1) de disponibilité
des ressources, (2) de partage de ces ressources sans conﬂits et (3) de cohérence des
interactions entre les composants.
Les contraintes de premier type sont vériﬁées si les conditions des règles d'adaptation
sélectionnées sont vraies. Elles sont exprimées par :
∀r ∈ E, ∀i ∈ [1, n] : seuili(r) <= dispo(r) (6.5)
Les contraintes du second type évitent les adaptations conﬂictuelles dues au partage
des ressources. Elles sont sous la forme :
∀r ∈ P :
∑
i∈P
seuili(r) < dispo(r) (6.6)
Les contraintes du troisième type sont déduites à partir de la politique de coordina-
tion des composants de chaque application. Soient :
 rc : une règle de coordination des composants de l'application notée App.
 Crc : l'ensemble des composants référencés dans le champ condition de rc.
 Src : l'ensemble des composants référencés dans le champ sync_actions de rc.
 v : le numéro de la règle d'adaptation contenant l'action associée au composant i
dans le champ sync_actions de rc.
Chaque règle de coordination rc déﬁnie une fonction discrete f qui ﬁxe certains éléments
des vecteurs Xi′ où i′ ∈ Src en fonction de certains éléments des vecteurs Xi où i ∈ Crc.
f : Dij −→ Di′j′
: v −→ v′
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Ainsi, la règle de coordination rc impose une contrainte sur les vecteurs Xi,i∈App qui estexprimée par :
∀i′ ∈ Src : ∃i ∈ Crc, ∃j ∈ [1,mi], ∃j′ ∈ [1,mi′ ], tels que xi′j′ = f(xij) (6.7)
Cette formulation permet de voir l'adaptation de plusieurs composants comme un
problème d'optimisation distribuée sous contraintes (PODC) [Nocedal99]. Précisément,
il s'agit d'un problème de programmation non linéaire où :
 La fonction objectif est la qualité de service Q(X) qui est non linéaire.
 Les variables de décision sont les éléments du vecteur X qui représentent les
numéros des règles d'adaptation à appliquer.
 Le domaine de déﬁnition de ces variables est l'ensemble ﬁni et discret D.
 Les contraintes du problème sont les (in)équations 6.5, 6.6 et 6.7 dues aux dé-
pendances de partage de ressources et aux dépendances d'interaction entre les
composants adaptables.
 Les contraintes du troisième type sont des contraintes distribuées car elles peuvent
lier des variables appartenant à des composants distants.
Dans la section suivante nous analysons les solutions existantes pour ce problème
d'optimisation combinatoire appartenant à la classe NP-diﬃcile. Ensuite, nous argu-
mentons le choix de la solution retenue, d'abord dans le cas centralisé où il n'y a pas
de contraintes distribuées, puis dans le cas distribué où ces contraintes existent.
6.4.4.2 Résolution du problème dans le cas centralisé
Pour résoudre un problème centralisé d'optimisation combinatoire sous contraintes,
de nombreuses méthodes ont été développées en recherche opérationnelle [Hillier01] et
en intelligence artiﬁcielle [Russell02]. Ces méthodes peuvent être classées sommairement
en deux grandes catégories : les algorithmes exacts et les métaheuristiques.
Les algorithmes exacts sont basés sur une énumération systématique des éléments du
domaine de déﬁnition. Ils diﬀèrent par la façon avec laquelle ils parcourent ce domaine
souvent représenté avec un arbre. Bien que ces algorithmes garantissent d'atteindre la
solution optimale, leurs temps de calcul combinatoire les rend ineﬃcaces quand la taille
du domaine de déﬁnition est très grande. Dans notre cas, cette taille est donnée par :
s = | D |=∏i=1n (∏mij=1 oij).
Quand la taille du domaine de déﬁnition est très grande, il convient d'utiliser une
métaheuristique pour s'assurer que le temps nécessaire à la prise de décision d'adapta-
tion reste court.
Les métaheuristiques sont basées sur une amélioration itérative de la solution cou-
rante par une recherche dans le voisinage ou une recherche évolutive. Pour échapper au
optima locaux, certaines métaheuristiques incorporent une composante stochastique qui
permet de poursuivre une marche aléatoire vers l'optimum global. Les principales mé-
taheuristiques utilisées sont : le recuit simulé, les algorithmes génétiques et la recherche
tabou [Charon96].
Intergiciel de coordination des adaptations 107
1. Le recuit simulé minimise de manière stochastique une fonction de coût. C'est une
méthode de recherche dans le voisinage où l'algorithme procède par de petites mo-
diﬁcations de la solution courante, en autorisant éventuellement une dégradation
temporaire de la qualité de la solution.
2. Les algorithmes génétiques nécessitent un codage des solutions potentielles sous la
forme de chaînes semblables aux chromosomes. L'algorithme procède par mutation
et croisement de ces codes en sélectionnant les solutions de qualité élevée à chaque
nouvelle génération (évolution).
3. La recherche tabou est une méthode déterministe qui conserve en mémoire les k
dernières conﬁgurations visitées. Celles-ci sont dites tabou, c'est à dire que l'on
s'interdit pour les futures solutions. L'objectif premier est d'éviter une exploration
cyclique pour augmenter l'eﬃcacité de la recherche.
Contrairement aux algorithmes exacts, les métaheuristiques peuvent approcher une
solution optimale en un temps polynomial. Parmi les trois métaheuristiques précédentes,
le recuit simulé est le plus adapté à notre problème. En eﬀet, d'un coté, la recherche
tabou et les algorithmes génétiques sont plus coûteux en ressources. La recherche tabou
consomme beaucoup de mémoire car elle conserve les conﬁgurations visitées, tandis que
les algorithmes génétiques nécessitent un temps d'exécution important car à chaque ité-
ration ils évaluent toute une population au lieu d'une seule solution. Or les mécanismes
d'adaptation doivent utiliser le minimum de ressources possible.
D'un autre coté, le recuit simulé est facile à implanter et sa convergence a été
démontrée avec les chaînes de Markov [Press92]. De plus, cette métaheuristique possède
des paramètres intrinsèques (p. ex. la température initiale, le nombre de paliers, la
fonction de calcul du voisin) qu'il est possible d'adapter aﬁn de contrôler son temps de
calcul et donc la qualité de la solution obtenue. Ceci permet de réaliser des compromis
entre le temps nécessaires pour prendre une décision d'adaptations coordonnées et la
qualité de cette décision. Notamment, il est possible de favoriser l'un ou l'autre de ces
aspects en fonction de la granularité des composants, par exemple en réalisant pour les
composants applicatifs à gros grains, des adaptations moins rapides mais de meilleure
qualité.
6.4.4.3 Résolution du problème dans le cas distribué
Aﬁn d'optimiser les modes de fonctionnement des composants interagissants dis-
tants, il faut prendre en compte les contraintes distribuées lors de la recherche des
valeurs adéquates pour les variables de décision xij . Pour cela, il est nécessaire de consi-
dérer l'importance de chacun des sites d'un système distribué par rapport aux autres.
L'importance d'un site est déﬁnie par son administrateur en fonction de plusieurs cri-
tères tels que le type des applications qui y sont déployées, la connectivité du site, sa
puissance de calcul, sa capacité de stockage, etc.
De façon générale, dans le cadre de l'adaptabilité, les sites d'un système distribué
peuvent être considérés commes des sites  pairs  accueillant des composants qui ont
éventuellement des priorités diﬀérentes. Quand l'intergiciel de coordination sur un site
108 Conception de la plate-forme Aceel
pair réagit à une variation de l'environnement, son coordinateur doit chercher, avec
les coordinateurs des autres sites, un accord sur les valeurs à aﬀecter aux variables de
décision soumises aux contraintes distribuées.
Dans certains cas spéciﬁques, un système distribué peut être constitué d'un seul
site  maître  et de plusieurs sites  esclaves  (p. ex. les réseaux nomades formés
par plusieurs terminaux mobiles reliés à un seul point d'accès). Typiquement, le site
maître accueille la partie  serveur  (ou proxy) de plusieurs applications distribuées
(p. ex. serveur Web, serveur de ﬁchiers, serveur vidéo, etc.), tandis que les sites esclaves
accueillent chacun la partie  client  de ces applications (p. ex. navigateur Web, client
Ftp, player vidéo, etc.). Aﬁn de favoriser les adaptations sur le site maître, le coordina-
teur de ce dernier peut imposer son choix aux sites esclaves sans chercher à trouver un
accord avec eux quand il faut aﬀecter les variables soumises aux contraintes distribuées.
A titre d'exemple, un serveur multicast peut imposer certaines propriétés des infor-
mations qu'il diﬀuse aux clients, telles que le format d'encodage d'une vidéo, le taux
de bits transmis, etc. Les raisons derrière une telle démarche peuvent être diverses. En
l'occurrence, dans un système distribué asynchrone, il est possible que les clients ne
tombent jamais d'accord si on les laissait choisir les propriétés des informations dif-
fusées par le serveur multicast. En outre, il peut être préférable de favoriser d'abord
l'amélioration de la qualité de service sur le site maître par rapport aux sites esclaves,
par exemple, pour servir un nombre maximum de clients.
Ci-après, nous présentons des exemples d'algorithmes pour l'optimisation distribuée
dans le cas général des sites pairs, puis dans le cas spéciﬁque des sites maître-esclave.
Cas de sites pairs
Dans le cas de sites pairs, l'adaptation doit viser à maximiser la qualité de service
globale en tenant compte de l'état du système distribué. Soit N le nombre des sites
qui accueillent des composant Aceel. La qualité de service globale Qg peut être déﬁnie





Les coordinateurs des sites pairs peuvent utiliser deux méthodes pour aﬀecter les
valeurs adéquates aux variables soumises aux contraintes distribuées. La méthode la
plus triviale consiste à sélectionner un site particulier (p. ex. par une élection ou une
désignation en fonction de la puissance de calcul, de la connectivité, etc.), de rassembler
sur ce site toutes les données distribuées du problème (c.-à-d. les variables de décision
de chaque site, leurs domaines de déﬁnition, les contraintes, etc.), de les soumettre
à l'optimiseur pour les traiter de façon centralisée et de renvoyer la solution globale
calculée vers les autres sites. Ces étapes sont répétées pour chaque variation pertinente
sur chacun des sites pairs.
La deuxième méthode consiste à satisfaire en premier les contraintes locales à chaque
site en utilisant un algorithme d'optimisation centralisé, puis satisfaire les contraintes
distribuées en mettant en ÷uvre un protocole d'accord entre les sites pairs.
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En détails, le coordinateur de chaque site s lance d'abord son optimiseur pour cal-
culer, en fonction des contraintes locales, les k meilleures solutions du vecteur Xs et
les k qualités de service Qs correspondantes. Ensuite, pour chaque contrainte distribuée
qui lie une variable locale xij à une variable distante xi′j′ (cf. 6.7), le coordinateur de
s diﬀuse vers son homologue qui maintient xi′j′ les k meilleures valeurs calculées pour
xij , accompagnées par les qualités de service Qs correspondantes. Ainsi, le coordinateur
de chaque site s va disposer en local des informations nécessaires pour sélectionner de
façon déterministe le vecteur optimal Xs parmi les k vecteurs qu'il a calculés, tel que
la qualité de service globale Qg soit optimale.
Cas d'un site maître
Dans le cas d'une adaptation déclenchée sur un site maître, le coordinateur relaxe les
contraintes distribuées, lance l'optimiseur pour trouver le meilleur vecteurX en utilisant
un algorithme centralisé, puis transmet la valeur optimale de chaque variable xij liée
à une variable distante xi′j′ vers le site esclave concerné. Chaque site esclave recalcule
alors son vecteur optimal X ′ en commençant par ﬁxer les variables xi′j′ soumises aux
contraintes distribuées. La valeur de chacune de ces variables est déterminée en fonction
de la variable distante xij avec laquelle elle est liée. Ensuite, le coordinateur appelle
l'optimiseur pour calculer les éléments restants du vecteur X ′ en utilisant un algorithme
centralisé.
Cas de sites esclaves
Dans le cas d'une adaptation déclenchée sur un site esclave, le coordinateur com-
mence par ﬁxer les variables locales xi′j′ liées par des contraintes distribuées aux va-
riables xij du site maître, en fonction des valeurs actuelles de ces dernières. Ensuite, il
appelle l'optimiseur pour calculer les éléments restants du vecteur local X ′ en utilisant
un algorithme centralisé.
Discussion
Bien qu'elle soit facile à implanter, la première méthode exposée ci-dessus pour le
cas des sites pairs doit être évitée car elle est vouée à l'échec si le site central tombe
en panne. De plus, elle peut nécessiter un coût de communication prohibitif lors de la
collecte des données distribuées car tous les domaines de déﬁnition Dij de toutes les
variables xij de chaque site pair doivent être transmis (entre autres) vers le site central.
En particulier, si cette collecte est lente, les données du problème pourraient changer,
à cause de la dynamicité de l'environnement, avant même leur centralisation.
Contrairement à la méthode centralisée, la deuxième méthode proposée pour les
sites pairs est moins sensible aux pannes et ne nécessite pas un site qui possède une
importante puissance de calcul. Cette méthode réduit le coût de la communication car
seules les informations qui concernent les variables soumises aux contraintes distribuées
sont échangées. De plus, au lieu d'envoyer l'ensemble de déﬁnition de chacune de ces
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variables, seules les k meilleures valeurs sont transmises. La section 7.3 présente une
mise en ÷uvre du coordinateur qui utilise la deuxième méthode proposée.
Concernant la prise de décisions d'adaptations sur les sites de type maître-esclave,
les deux méthodes proposées ci-dessus sont simples à implanter car elles éliminent le
besoin d'un protocole d'accord distribué. L'approche adoptée dans ce cas spéciﬁque
favorise les sites maîtres au détriment des sites esclaves. Le coordinateur de chaque site
esclave se contente de préserver le statu quo sur le site maître en limitant la réaction
aux variations de son environnement aux seules adaptations des composants locaux.
6.4.5 Exécution des adaptations
A la réception du nouveau vecteur optimal X ′, le coordinateur le compare avec le
vecteur actuel X aﬁn de déterminer si la règle d'adaptation sélectionnée dans chaque
dimension a changé. Pour appliquer les nouvelles règles d'adaptation, le coordinateur
lance le synchroniseur associé à chaque application qui doit être modiﬁée. Chaque syn-
chroniseur organise l'exécution des actions d'adaptation associées aux nouvelles règles,
en parallèle ou en séquence, telle que spéciﬁées dans la politique de coordination de
l'application.
Aﬁn de pallier le problème classique de ﬁabilité des systèmes distribués, le synchro-
niseur contrôle l'exécution des actions d'adaptation de façon transactionnelle. Ceci est
assuré par l'utilisation d'un protocole de validation à deux phases (2PC) comme décrit
dans la section 7.3.3.
Le choix d'associer un synchroniseur à chaque application présente deux avantages.
Sur un plan, il permet un contrôle plus ﬁn des adaptations des composants d'une même
application, à travers sa politique de coordination. Sur un autre plan, il permet de pa-
ralléliser et d'isoler l'exécution des adaptations de plusieurs applications distribuées.
Ainsi, si un échec se produit au niveau d'une application, les adaptations des autres
applications ne sont pas compromises. Dans le cas d'un échec de l'adaptation, le syn-
chroniseur informe l'utilisateur aﬁn qu'il puisse intervenir sur l'application incriminée,
par exemple, en l'arrêtant.
6.5 Conclusion
Nous venons de présenter notre plate-forme de composants adaptables dont les trois
briques de base sont le canevas de composants Aceel, le service de surveillance de l'en-
vironnement et l'intergiciel de coordination des adaptations.
Le canevas de composants est basé sur un modèle réﬂexif qui sépare le code métier,
le code qui exécute concrètement les adaptations et le code qui spéciﬁe quand et com-
ment s'adapter. Le dernier code prend la forme de politiques écrites dans un langage
déclaratif facile à utiliser. Plusieurs types d'adaptations sont entièrement gérés par le
méta-objet de chaque composant (p. ex. le paramétrage, la réiﬁcation des appels, les
adaptations algorithmiques, le rajout dynamique d'une nouvelle implantation, etc.). Le
méta-objet préserve l'intégrité du composant en supportant plusieurs types d'implan-
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tations alternatives (p. ex. atomiques, transactionnelles, etc.) et en gérant le problème
de transfert d'état de façon générique.
Le service de surveillance de l'environnement possède une architecture plate qui
permet une notiﬁcation rapide des variations de l'environnement sous la forme d'événe-
ments simples. Ce service supporte deux modes d'interaction avec les couches logicielles
supérieures. Il s'agit des modes synchrone et asynchrone pour, respectivement, consulter
le niveau d'une ressource et suivre son évolution dans le temps.
L'intergiciel de coordination est la pièce maîtresse de la plate-forme Aceel car c'est à
son niveau que les décisions d'adaptation sont prises. Notamment, il prend en compte le
coût des actions d'adaptation lors de la prise décision. Cet intergiciel, conçu lui-même
avec des composants adaptables, résout les problèmes de conﬂits sur les ressources et
les incohérences qui peuvent avoir lieu lors des adaptations multiples.
Nous avons modélisé la coordination comme un problème d'optimisation distribuée
de la qualité service sous les contraintes de l'environnement. En particulier, pour gérer
les composants interagissants, l'intergiciel utilise une politique de coordination propre à
chaque application. Cette politique, écrite aussi dans un langage déclaratif, permet un
contrôle ﬁn de l'ordre dans lequel les actions d'adaptation sont exécutées.
Sur un autre plan, la coordination des composants concurrents repose sur les préfé-
rences de l'utilisateur humain. Celles-ci sont traduites dans notre modèle par des notions
telles que la qualité perceptuelle résultant de l'application d'une règle d'adaptation, le
poids d'un sujet d'adaptation, la classe de priorité d'un composant et l'importance d'un
site au sein d'un système distribué.
Enﬁn, l'exécution de plusieurs actions d'adaptation est considérée comme un service
best eﬀort qui, en cas de pannes ou erreurs d'exécution, permet le retour du système à
sa conﬁguration initiale.
Dans le chapitre suivant nous présentons la mise en ÷uvre de la plate-forme Aceel.
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Chaptire 7
Mise en ÷uvre et expérimentation
de la plate-forme Aceel
Dans le chapitre précédent, nous avons présenté la plate-forme de compo-
sants adaptables Aceel. Nous nous intéressons maintenant à l'implantation
de cette plate-forme aﬁn de concrétiser les concepts proposés et les valider
à travers une expérimentation. D'abord, nous présentons la mise en ÷uvre
des aspects génériques du modèle de composant Aceel sous la forme d'un ca-
nevas. Puis, nous montrons comment sont implantés les services intergiciels
sous-jacents pour la surveillance de l'environnement et la coordination des
composants interagissants et/ou concurrents. Ensuite, nous illustrons l'uti-
lisation de la plate-forme Aceel pour le développement d'un navigateur Web
et d'une application de vidéo à la demande adaptables en environnement
mobile.
7.1 Mise en ÷uvre du modèle de composants Aceel
Nous avons mis en ÷uvre un canevas générique pour écrire les composants Aceel en
utilisant le langage Python1 et écrire leurs politiques d'adaptation et leurs politiques
de coordination en utilisant le langage XML2. Dans les sous-sections suivantes nous
argumentons le choix de ces deux langages et nous détaillons le canevas Aceel.
7.1.1 Choix des langages de programmation
Python est un langage de script qui permet le prototypage rapide des nouvelles
idées. Il est indépendant des diﬀérentes plates-formes d'exécution car il appartient à la
famille des langages à Bytecode interprété. Il est aussi facile à interfacer avec d'autres
langages comme C++ ou Java ce qui permet de les utiliser pour écrire les implantations
alternatives des composants. Plus important encore, Python possède des propriétés
1http ://www.python.org2http ://www.w3.org
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utiles pour l'adaptabilité telles que sa nature orientée objet, sa réﬂexivité et son typage
dynamique.
D'une part, les techniques objets et la réﬂexivité forment les pierres angulaires du
modèle. En particulier, le mécanisme d'introspection des composants Aceel repose sur
la possibilité d'inspecter la valeur et le type de n'importe quel objet Python. Il est
aussi possible de charger des modules Python en cours d'exécution et d'ajouter (ou
d'enlever) dynamiquement un nouveau membre (un attribut ou une méthode) à un
objet existant. Ces capacités d'intercession sont directement utilisées pour implanter les
adaptations par remplacement d'implantation, par réiﬁcation des appels de méthodes
et par rajout/suppression de sous-composants.
D'autre part, la possibilité de modiﬁer dynamiquement le type d'une variable enri-
chit davantage les adaptations par paramétrage de l'état d'un composant. Par exemple,
une variable d'état prévue pour recevoir des valeurs entières peut, sans problème, deve-
nir un réel si la nature des données traitées par le composant évolue.
XML est un métalangage qui sert à déﬁnir des langages déclaratifs et extensibles.
D'un côté, il permet de décrire les informations sous la forme d'une arborescence de ba-
lises qui est facile à parser et facile à lire pour l'utilisateur humain. Parmi les nombreux
parseurs XML existants nous avons choisi d'utiliser le parseur répandu le plus rapide
aﬁn de minimiser le temps d'analyse des politiques. Il s'agit du parseur pyRXP3 qui pré-
sente aussi l'avantage de valider les ﬁchiers XML par rapport aux DTDs qui déﬁnissent
leurs grammaires. L'annexe A inclut les DTDs XML qui déﬁnissent la grammaire des
politiques d'adaptation et la grammaire des politiques de coordination des composants
Aceel.
D'un autre côté, il est facile d'étendre un langage XML en rajoutant de nouvelles
balises ou de nouveaux attributs aux balises existantes. Ceci permet d'élargir la réaction
des composants à de nouveaux types de ressources (p. ex. nouvelles technologies de
périphériques) sans modiﬁer le méta-objet Adapter. Il suﬃt de déﬁnir les attributs de
ces ressources et de rajouter les moniteurs dédiés au sein du service de surveillance.
7.1.2 Canevas Aceel
Le canevas Aceel fournit des implantations prototypes des classes Adapter et Context,
ainsi que des semi-implantations des classes State, Behavior et Interceptor (cf. ﬁgure
6.2). Pour développer un composant adaptable, il faut d'abord écrire son code métier
en spécialisant les trois dernières classes, puis déﬁnir sa politique d'adaptation. Si ce
composant interagit avec d'autres composants Aceel, alors le développeur qui assemble
ces composants doit aussi écrire leur politique de coordination.
Le canevas Aceel fournit également la classe générique Monitor qui est utilisée pour
développer les moniteurs des ressources (cf. section 7.2). Les sous-sections suivantes pré-
sentent en détails le méta-objet, l'état et les implantations d'un composant adaptable.
3http ://www.reportlab.com/pyRXP
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7.1.2.1 Implantation du méta-objet Adapter
Le méta-objet Adapter et le code du niveau de base s'exécutent dans deux threads
parallèles. Dès la création du composant, le constructeur de Adapter enregistre le com-
posant auprès de l'intergiciel de coordination en lui passant sa politique d'adaptation.
Quand cet enregistrement est conﬁrmé, la méthode Adapter.thread_main_loop prend
la main et se met à l'écoute des requêtes émanant de l'intergiciel de coordination. Si
elle reçoit des requêtes d'introspection, commence à surveiller périodiquement l'état
du composant et notiﬁe ses variations pertinentes à l'intergiciel sous-jacent (p. ex. une
variable de Context.state, le nombre d'appels à une méthode de l'interface, etc.). Par
contre, quand elle reçoit un ordre d'intercession, thread_main_loop adapte le composant
ou annule sa dernière adaptation, en appelant l'une des méthodes suivantes de Adapter :
 replaceCurrentImpl. Elle implante les adaptations algorithmiques en remplaçant
l'implantation courante par autre. Eventuellement, elle appelle la fonction de
transfert d'état fournie par l'implantation remplaçante (cf. section 6.2.2.2).
 load/unloadImpl. Elles sont utilisées par replaceCurrentImpl pour charger en mé-
moire ou décharger une implantation donnée.
 reifyMethod. Elle met en ÷uvre une interception des appels et retours d'appels
clients vers le méta-niveau aﬁn de réaliser des prétraitements et/ou des post-
traitements spéciﬁques (p. ex. compression des données, ﬁltrage, encryptage, etc.).
Ces traitements sont encapsulés dans des classes déﬁnies par le développeur à
partir de la classe Interceptor.
 add/delComponent. Elle rajoute (respectivement, supprime) un nouveau compo-
sant à un composant composite et met à jour le graphe de dépendances.
 add/delConnector. Elle rajoute (respectivement, supprime) un nouveau connec-
teur entre les composants interagissants et met à jour le graphe de dépendances.
Le méta-objet Adapter communique avec le coordinateur en utilisant un protocole
basé sur TCP. Dans ce protocole, les requêtes d'introspection ont un format identique
à celui des requêtes utilisées entre le coordinateur et le service de surveillance. Ces
dernières sont décrites dans la section 7.2.
7.1.2.2 Etat et implantations alternatives du composant
La tâche du développeur d'un composant Aceel varie en fonction du type des implan-
tations de ce composant. Si celles-ci utilisent chacune un état interne, le développeur
doit fournir une méthode de transfert de cet état d'une implantation à une autre (cf.
section 6.2.2.2). Dans un tel cas, il doit aussi fournir dans chaque implantation des mé-
thodes d'accès à son état interne (get/set...) pour permettre à Adapter de réaliser les
adaptations par paramétrage.
Dans le cas où l'état du composant est séparé de ses implantations, les méthodes
d'accès aux attributs de cet état doivent être déﬁnies directement dans la classe State.
Le développeur du composant doit indiquer si ses implantations peuvent être inter-
rompues par Adapter et si un appel interrompu est abandonné ou repris après l'adapta-
tion. Pour cela, il positionne le champ impls_type dans l'entête de la politique d'adap-
tation (cf. ﬁgure 6.3) à l'une des valeurs atomic, restartable ou cancelable. Ces valeurs
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conﬁgurent le comportement du méta-objet Adapter de trois façons diﬀérentes.
Dans le premier cas, Adapter attend la ﬁn du traitement applicatif en cours avant
d'exécuter l'adaptation demandée. Cette attente est réalisée avec des mécanismes de
synchronisation (des sémaphores) entre les méthodes de Context dans le niveau de base
et la méthode thread_main_loop dans le méta-niveau. Elle présente l'avantage de pré-
server facilement l'intégrité de l'état du composant.
Par exemple, les implantations qui utilisent chacune un état interne combiné avec
une méthode de transfert doivent être atomiques. Toutefois, ce choix n'est convenable
que si l'exécution des méthodes des implantations est rapide (c.-à-d. elle prend ﬁn avant
que la variation de l'environnement à l'origine de l'adaptation ne devienne caduque) et
que si cette variation n'entrave pas cette exécution. Un exemple de variation qui peut
empêcher la méthode courante de se poursuivre est la perte d'une connexion réseau lors
d'une transmission de données.
Dans le second cas, thread_main_loop arrête le traitement courant pour le relancer
ultérieurement. Pour cela, lors de la redirection de chaque appel client à l'implantation
courante, thread_main_loop mémorise le nom et les arguments eﬀectifs de la méthode
appelée.
Si le composant possède un état séparé, thread_main_loop sauvegarde aussi une
copie de cet état en vue de le restaurer avant la relance du traitement. Cette sauvegarde
est implantée suivant le patron de conception memento où le rôle de l'objet Caretaker
est joué par le méta-objet Adapter (cf. section 2.4.2). Elle n'est eﬀectuée que si la
méthode appelée utilise l'un des accesseurs qui modiﬁent l'état séparé du composant
(State.set...).
Quand Adapter remplace l'implantation courante, la méthode interrompue qui sera
relancée est celle de l'implantation remplaçante. Dans ce cas, l'adaptation est assimilable
à une procédure de reprise après panne qui est transparente aux clients du composant. La
 panne  en question est la variation de l'environnement qui a déclenchée l'adaptation.
La sauvegarde de l'état séparé du composant peut entraîner un surcoût important,
en particulier si cet état est grand. À cause de cet inconvénient le recours à l'arrêt-
reprise du traitement courant doit être limité aux seuls cas qui le justiﬁent. De plus,
cette solution n'est envisageable que si le temps de l'adaptation est court par rapport
aux contraintes de temps de réponses imposées au composant.
Le troisième cas est similaire au cas précédent sauf que le traitement courant est
abandonné au lieu d'être relancé après l'adaptation. Dans ce cas, seul l'état du com-
posant est mémorisé avant l'appel client aﬁn de le restaurer s'il a été modiﬁé. Après
l'adaptation, le méta-objet informe le client du composant qu'une erreur s'est produit
lors de l'exécution de son appel.
7.2 Mise en ÷uvre du service de surveillance
En utilisant Python, nous avons implanté le service de surveillance de l'environne-
ment sous la forme d'un processus démon multi-threads qui s'exécute sur chaque site
accueillant des composants Aceel. Le thread principal de ce processus joue le rôle du
Mise en ÷uvre du service de surveillance 117
moniteur maître. Il contrôle plusieurs autres threads dont chacun représente le moniteur
d'une ressource système particulière.
7.2.1 Moniteurs de ressources
Nous avons implanté les moniteurs de ressources en se basant sur les patrons de
conception singleton et observer [Gamma95]. Le patron singleton assure qu'un seul mo-
niteur est créé pour chaque type de ressource et que ce moniteur a un point d'accès
unique et global via le moniteur maître. Chaque moniteur de ressource est dérivé de la
classe générique Monitor fournie par le canevas Aceel (cf. ﬁgure 7.1). Cette classe joue
le rôle du sujet dans le patron observer tandis que les coordinateurs sur les sites du










Fig. 7.1  Classe générique pour les moniteurs de ressources.
La classe Monitor maintient une liste de toutes les requêtes de surveillance émises
par les coordinateurs. Pour chaque requête, la méthode thread_main_loop réalise pé-
riodiquement les tests demandés et notiﬁe le(s) coordinateur(s) intéressé(s) quand les
conditions des testées changent.
Pour rajouter un moniteur d'une ressource spéciﬁque, il suﬃt de spécialiser la classe
Monitor en déﬁnissant sa méthode abstraite get_attribute_value. Cette méthode ren-
voie les valeurs des attributs spéciﬁques à chaque ressource. Elle utilise pour cela les
fonctions du système d'exploitation qui permettent d'inspecter la ressource en ques-
tion.Notre implantation prototype du service de surveillance fournie les moniteurs des
ressources du tableau 7.1.
Ressource attributs
CPU vitesse et charge durant 1, 5 ou 15 minute(s) passée(s)
mémoire vive taille totale et espace libre
mémoire secondaire taille totale et espace libre pour chaque point de montage
réseau latence et bande passante entre deux sites
système toutes variables d'environnement
Tab. 7.1  Moniteurs de ressources
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7.2.2 Protocole ADMP
La communication entre le(s) coordinateur(s) et le service de surveillance est ré-
gie par le protocole ADMP4 implanté au-dessus de TCP. Les requêtes émises par un
coordinateur prennent les formes des messages ADMP suivants :
1. GetValue Resource[(Index) ?] (Attribut)+ :
Il permet la consultation d'un ou de plusieurs attributs d'une ressource. Le champ
optionnel Index distingue une ressource particulière parmi plusieurs appartenant
au même type (p. ex. nom d'une interface réseau s'il y en a plusieurs).
2. Monitor Resource[(Index) ?] Attribut Operator Threshold (PollingPeriod) ? :
Il permet de surveiller les variations d'un attribut d'une ressource. Le moniteur
de cette ressource enregistre le test exprimé par Attribut Operator Threshold. Le
champ Operator est un opérateur de comparaison et le champ Threshold spéciﬁe
un seuil. Le champ optionnel PollingPeriod précise la période de temps qui sé-
pare deux consultations successives de l'attribut pour le comparer avec le seuil et
notiﬁer le coordinateur si le résultat de la comparaison est vrai. Si ce champ est
absent une valeur par défaut est utilisée selon le type de la ressource.
3. Unregister (Resource[(Index) ?]) ? (Attribut)* :
Il permet d'annuler les requêtes de surveillance enregistrées auparavant pour une
ou plusieurs ressources.
Les réponses renvoyées par les moniteurs vers le(s) coordinateur(s) sont des messages
du type :
1. ValueOf Resource[Index ?] (Attribut = Val)+ :
Il répond aux requêtes du type GetValue en donnant les valeurs des attributs
demandés.
2. Event Resource[Index ?] Condition ... is True/False :
Il notiﬁe le changement de la valeur de vérité d'une condition correspondant à une
requête de surveillance Monitor.
Le protocole ADMP constitue une interface rapide pour surveiller l'état de l'en-
vironnement qui peut être employé indépendamment des applications adaptables. En
particulier, l'utilisateur peut y accéder simplement en établissant une connexion telnet
avec le moniteur maître. Un tel accès est souvent utile lors de la mise au point des
composants adaptables.
7.3 Mise en ÷uvre de l'intergiciel de coordination
Nous présentons dans cette section l'implantation des trois composants de l'inter-
giciel de coordination des adaptations, en commençant par l'optimiseur. Ensuite, nous
expliquons les traitements spéciﬁques greﬀés sur cette implantation de base pour traiter
les situations particulières, telles que la défaillance d'un composant ou d'un lien réseau
4Aceel Distributed Monitoring Protocol.
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au milieu d'une coordination et le lancement de coordinations simultanées sur plusieurs
sites.
7.3.1 Mise en ÷uvre de l'optimiseur
L'optimiseur s'occupe de la prise des décisions d'adaptation en utilisant une méthode
d'optimisation combinatoire. Au lieu d'opter de façon déﬁnitive pour une métaheuris-
tique, nous avons choisi de garder la possibilité d'utiliser un algorithme exact aﬁn d'avoir
une solution de qualité quand les conditions de l'environnement le permettent. Ainsi,
nous avons mis en ÷uvre l'optimiseur comme un composant adaptable en utilisant notre
propre modèle Aceel.
Le composant optimiseur possède deux implantations alternatives, atomiques et sans
état, appelées enumerative-search et simulated-annealing (cf. ﬁgure 7.2). A ce stade de
notre travail, seule la première implantation a été fournie. Comme notre objectif était
de développer et tester un prototype de la plate-forme Aceel avec quelques applications
adaptables, le nombre de composants traités et, par conséquence, la taille du problème
de coordination qu'il fallait résoudre sont restés petits. Dans ces conditions, il était
possible d'employer un algorithme exact pour optimiser les modes de fonctionnement
des composants adaptables sans risquer une explosion combinatoire.
La politique d'adaptation de l'optimiseur comporte deux règles qui contrôle le rem-
placement dynamique de son implantation (cf. annexe B). Si la taille du problème est
relativement faible et si la puissance de calcul du site d'accueil est bonne, alors l'im-
plantation énumérative est utilisée pour trouver les modes de fonctionnement optimaux.
Dans les autres cas, le recuit simulé est employé pour éviter que la prise de décision ne








Fig. 7.2  Architecture de l'optimiseur.
L'implantation courante de l'optimiseur est appelée par le coordinateur qui lui passe
toute les données du problème d'optimisation (p. ex. le domaine de déﬁnition des
variables de décision, les contraintes, les paramètres nécessaires pour l'évaluation de
la fonction objectif, etc.). Cette implantation commence par consulter le service de
surveillance pour connaître les niveaux des ressources partagées entre les composants
concurrents (c.-à-d. connaître dispo(r),∀r ∈ P ). Ensuite, elle calcule le nouveau vecteur
optimal, le gain en qualité de service et le coût des adaptations à réaliser.
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Soit X ′ le nouveau vecteur optimal et Q′ la qualité de service correspondante. Le
gain en qualité de service est égale à G = Q′−Q où Q est la qualité de service actuelle.
Le coût C des adaptations est obtenu en cumulant les valeurs des champs cost des
règles d'adaptation indiquées par X ′ (cf. section 6.2.1.4).
Dans le cas où X ′ n'existe pas (c.-à-d. aucun vecteur de D ne satisfait les nouvelles
contraintes de l'environnement), l'optimiseur informe l'utilisateur qu'il est impossible
de coordonner les adaptations des applications dans les conditions d'exécution actuelles.
Dans ce cas, la liste des applications impliquées et la liste ressources qu'elles partagent
sont précisées.
Si le vecteur X ′ existe, alors avant de le transmettre au coordinateur, l'optimiseur vé-
riﬁe que le gain procuré par les adaptations à réaliser n'est pas négligeable par rapport
à leur coût (c.-à-d. G/C À 0). Si ce n'est pas le cas, l'optimiseur décide alors d'aban-
donner ces adaptations et indique au coordinateur de ne rien faire.
Le fait d'informer l'utilisateur d'un éventuel échec de la coordination permet de
l'introduire dans la boucle de prise de décision. De cette façon il peut choisir d'arrêter
l'une des applications concurrentes, aﬁn de libérer quelques ressources. Cette libération
va engendrer des variations qui seront détectées et notiﬁées par le service de surveillance.
Ainsi, une nouvelle procédure de coordination sera lancée avec plus de chance d'aboutir
à une optimisation de la qualité de service.
7.3.2 Mise en ÷uvre du coordinateur
Aﬁn de supporter les diﬀérentes relations hiérarchiques entre les sites distribués, nous
avons conçu le coordinateur comme un composant Aceel qui possède trois implantations
alternatives. Celles-ci sont dédiées respectivement aux sites maîtres, aux sites esclaves
et aux sites pairs (cf. ﬁgure 7.3). Elles sont de type atomique et donc ne peuvent
être interrompues en cours de traitement par les nouveaux événements de notiﬁcation
qui arrivent. Cela permet de préserver l'intégrité du coordinateur et par conséquence
l'intégrité des composants adaptables qu'il contrôle. Les nouveaux événements reçus





Fig. 7.3  Architecture du coordinateur.
Le coordinateur possède un état séparé dans lequel il maintient :
 la liste des applications adaptables déployées sur le site,
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 la liste des composants Aceel en cours d'exécution,
 la liste des ressources partagées entre les composants concurrents et référencées
dans leurs politiques d'adaptation,
 le temps maximum d'attente des réponses aux requêtes de coordination,
 et des représentations internes des politiques d'adaptation et des politiques de
coordination des composants.
Les représentations internes des diﬀérentes politiques englobent entre autres, les
variables utilisées pour modéliser le problème de la coordination, telles que le vecteur
X, la qualité de service actuelle Q, le domaine D, les classes de priorités des composants
ci, les poids des dimensions d'adaptation pij , etc. (cf. section 6.4.4.1).
Le choix de l'implantation du coordinateur à utiliser sur chaque site est réalisé de fa-
çon statique par l'administrateur avant de démarrer l'intergiciel de coordination. Etant
donné que le type du site d'accueil ne change pas en cours d'exécution, cette implan-
tation ne sera pas remplacée dynamiquement par l'Adapter du coordinateur. Comme
illustré dans l'annexe B, la politique d'adaptation du coordinateur déﬁnie une seule
dimension. Celle-ci contient les règles d'adaptation qui contrôlent le temps d'attente
des réponses au requêtes de coordination (cf. section 7.3.4.1). Contrairement aux com-
posants Aceel applicatifs, quand le coordinateur est créé son implantation est chargée
avant l'interprétation de sa politique d'adaptation car c'est elle même qui réalise cette
interprétation. Egalement, pour adapter dynamiquement le temps maximum d'attente,
l'implantation du coordinateur exécute elle-même les actions nécessaires sans passer par
un quelconque synchroniseur, ni par son méta-objet.
Une fois lancé, le coordinateur créé le composant optimiseur, l'enregistre comme
un composant adaptable et parcourt sa politique d'adaptation. Lors de ce parcourt,
le coordinateur demande au service de surveillance de lui notiﬁer les variations de la
mémoire vive libre et de la vitesse et la charge de la CPU. Il envoie aussi à son propre
méta-objet Adapter une demande d'introspection du cardinal de l'ensemble D. Cette
introspection est d'ailleurs la seule tâche que réalise ce méta-objet.
Quand le cardinal de D varie de façon pertinente suite à la création et/ou la des-
truction de composants Aceel, Adapter notiﬁe l'implantation courante du coordinateur.
Celle-ci envoie à son tour un ordre à l'Adapter du composant optimiseur pour qu'il
remplace son algorithme. Notons que l'intergiciel de coordination n'a pas besoin d'une
politique de coordination propre, bien qu'il soit construit avec deux composants Aceel in-
teragissants. En eﬀet, seul l'optimiseur peut faire une adaptation dynamique, qui plus
est, contrôlée directement par le coordinateur.
Ci-après, nous décrivons l'implantation des synchroniseurs qui contrôlent l'exécution
des adaptations des composants applicatifs.
7.3.3 Mise en ÷uvre du synchroniseur
Une application Aceel dispose sur chacun de ses sites d'accueil d'un synchroniseur qui
gère ses composants locaux. Ce synchroniseur utilise la politique de coordination de l'ap-
plication pour exécuter les adaptations des composants en parallèle et/ou en séquence.
Si cette politique déﬁnie une synchronisation entre des composants distants, les syn-
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chroniseurs associés à ces composant communiquent entre eux pour ﬁxer les points de
rendez-vous nécessaires aﬁn de réaliser cette synchronisation.
Dans le cas des actions d'adaptation parallèles, chaque synchroniseur envoie aux
composants locaux l'ordre d'exécuter les actions spéciﬁées et attend leurs réponses.
Chaque composant suit alors le processus d'adaptation décrit dans la section 6.2.2, puis
notiﬁe le succès ou l'échec de son action au synchroniseur. Dès la réception des réponses
des composants locaux, chaque synchroniseur échange avec ses semblables distants le
résultat des actions d'adaptation eﬀectuées. Si toutes les actions sont réussies, chaque
synchroniseur envoie aux composants qu'il gère l'ordre de valider leurs adaptations.
Sinon, si au moins une adaptation a échoué, il envoie aux composants ayant réussis
leurs adaptations l'ordre d'annuler celles-ci.
Concernant les actions d'adaptation séquentielles, chaque composant ne reçoit l'ordre
de s'adapter que si son prédécesseur a réussi son adaptation et a reçu l'ordre de la va-
lider. Si un composant échoue, le synchroniseur envoie à tous ses prédécesseurs l'ordre
d'annuler leurs adaptations et abandonne le reste des actions envisagées. A la ﬁn de
la synchronisation, le coordinateur de chaque site se met de nouveau à l'écoute des
événements notiﬁant les variations de l'environnement.
A titre d'exemple, dans une application multicast, les adaptations des clients peuvent
être lancées en parallèle avant celle du serveur. Si elles réussissent toutes, le serveur
pourra alors être adapté à sont tour. Sinon, les clients qui ont réussis leurs adaptations
recevront l'ordre de les annuler. Dans ce cas rien n'est fait au niveau du serveur. Si par
contre c'est l'adaptation de ce dernier qui échoue alors tout le monde recevra l'ordre
d'annulation.
7.3.4 Traitement des cas particuliers
Dans les sous-sections suivantes nous présentons le traitement des situations particu-
lières qui sont dues aux problèmes classiques de tolérance aux fautes et d'établissement
d'un ordre total entre les événements dans un système distribué asynchrone.
7.3.4.1 Gestion des défaillances lors d'une coordination
La tolérance aux fautes est un aspect important dans la conception des systèmes
distribués. Une défaillance causée par un problème matériel ou logiciel peut aﬀecter la
coordination des adaptations multiples. En cas de pannes, le protocole de coordination
se bloque et entraîne la défaillance des applications en cours d'adaptation. Dans Aceel,
ce problème est pallié par la limitation du temps d'attente des réponses aux requêtes
de coordination transmises via le réseau. Chaque réponse qui ne parvient pas à desti-
nation avant l'échéance ﬁxée est interprétée comme une réponse négative par celui qui
l'attendait (c.-à-d. le coordinateur ou le synchroniseur). Ce choix pessimiste garantit
la cohérence des composants adaptables par un retour systématique à l'état initial en
cas de défaillance. Dans ce sens, la coordination des adaptations peut être considérée
comme un service  best eﬀort  oﬀert aux applications distribuées adaptables.
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La ﬁgure 7.4 montre un exemple de coordination des adaptations de deux compo-
sants déployés sur deux sites pairs. Les attentes qui ont lieu lors de cette coordination
sont indiquées par les zones hachées dans le diagramme de séquence. Le coordinateur et
le synchroniseur de chaque site attendent chacun les réponses de leurs pairs distants
aﬁn de, respectivement, se mettre d'accord sur les actions à exécuter et conﬁrmer le
bon déroulement de cette exécution. Dans les deux cas, la période maximum d'attente
est déﬁnie dans la politique d'adaptation du coordinateur comme une variable qui peut
être adaptée en fonction de la qualité des liens réseau entre les sites distants.
7.3.4.2 Gestion des coordinations simultanées
Etant donnée que les notiﬁcations des variations de l'environnement sont asyn-
chrones, il est possible que les coordinateurs de plusieurs sites commencent simulta-
nément une coordination des adaptations des composants qu'ils accueillent. Dans le cas
où les composants sur ces sites interagissent les uns avec les autres, il y a un risque
d'interblocage entre les coordinateurs quand chacun enverra aux autres une demande de
consensus sur les variables de décisions soumises aux contraintes distribuées et attendra
leurs réponses.
Pour empêcher l'interblocage, il faut établir un ordre logique total entre les demandes
de consensus émises par les coordinateurs d'un système distribué. Ceci peut être réalisé
par l'utilisation des horloges logiques de Lamport [Lamport78], par exemple. Ainsi,
seul le coordinateur qui émet la première demande de consensus pourra poursuivre son
traitement. Les autres coordinateurs abandonnent les coordinations qu'ils ont entamées,
pour participer aux consensus initié par le premier.
7.4 Expérimentation d'Aceel en environnement mobile
Dans le cadre de notre travail sur l'adaptabilité des composants logiciels en envi-
ronnement dynamiques, nous avons participé au projet RNRT Cyberté [André03a]. Ce
projet vise à développer un terminal mobile muni de plusieurs interfaces réseaux de
types WiFi et Ethernet. L'idée générale de Cyberté est d'exploiter ces interfaces de
façon interchangeable, voir en parallèle, aﬁn de garantir une connectivité maximale.
Pour démontrer la faisabilité et l'utilité de cette idée, nous avons eu pour tâche le dé-
veloppement d'une application de vidéo à la demande qui s'adapte aux variations de
l'environnement d'exécution sur ce terminal. Nous avons aussi développé un navigateur
Web adaptable et nous l'avons déployé dans le même environnement pour tester la co-
ordination des adaptations des applications concurrentes. Nous présentons ci-après ces
deux exemples en commençant par le plus simple.
7.4.1 Navigateur Web adaptable
En utilisant Aceel, nous avons conçu un navigateur Web qui supporte la désactivation
dynamique du téléchargement des images en fonction de la bande passante disponible.
Ce navigateur est constitué d'un composant adaptable que nous avons développé en
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moins d'une journée. Notre composant possède une seule implantation avec un état in-
terne qui contient un booléen pour indiquer s'il faut ou non télécharger les images de
chaque page Web consultée. L'implantation de notre composant est une simple enve-
loppe Python autour d'un code légataire ouvert écrit en C. Ce code est celui de Dillo5,
un navigateur Web léger fréquemment utilisé dans les équipements mobiles.
L'implantation de notre composant oﬀre une méthode d'accès qui modiﬁe son état et
appelle une fonction spéciﬁque que nous avons rajouté à Dillo pour activer ou désactiver
dynamiquement le téléchargement des images. Cette méthode d'accès est utilisée par le
méta-objet pour adapter le navigateur sur ordre du coordinateur du site d'accueil. La
politique d'adaptation du navigateur est listée dans l'annexe C. Elle comporte une seule
dimension d'adaptation avec des règles qui déterminent quand activer ou désactiver le
téléchargement des images en fonction de la bande passante entre le navigateur et le
proxy Web distant.
7.4.2 Application de vidéo à la demande adaptable
Notre deuxième exemple d'application basée sur Aceel est plus élaboré que le premier.
Il s'agit d'une application de vidéo à la demande qui possède une architecture client-
serveur [André03b]. Elle est constituée de l'émetteur et du récepteur qui sont deux
composants Aceel déployés sur des sites pairs (cf. ﬁgure 7.4.2).
L'émetteur possède une seule implantation interruptible basée sur le code ouvert
du projet Darwing Streaming Server6. Cette implantation écrite en C++ est interfacée
avec l'objet Context par le moyen de l'API Python/C intégré à Python. Chacune des
vidéos délivrées par l'émetteur est pré-encodée dans deux formats diﬀérents (MPEG4 et
MJPEG), avec deux taux de trames diﬀérents (15fps et 30fps) et trois débits diﬀérents
(86kbps, 170kbps et 340kpbs). Chaque combinaison de ces trois paramètres adaptables
correspond à un ﬁchier vidéo distinct. Ainsi, pour adapter l'un de ces paramètres, il
suﬃt de choisir le bon ﬁchier comme source du ﬂux transmis.
L'émetteur maintient dans son état séparé le nom de la vidéo à envoyer vers le client
et un pointeur temporel indiquant l'avancement dans la lecture de celle-ci. Sa politique
d'adaptation déﬁnie trois dimensions d'adaptation (cf. annexe C). Les deux premières
dimensions comportent les règles qui déterminent le taux de trames et le débit de la
vidéo à transmettre en fonction de la puissance de calcul du site client et de la bande
passante du lien réseau, respectivement. La variation de la puissance de calcul du client
(qui dépend de la taille de sa mémoire libre et de la charge de son processeur) est notiﬁée
par son propre service de surveillance vers le coordinateur du serveur distant. L'une des
variations pertinentes de la bande passante est détectée par le moniteur réseau quand
le terminal mobile bascule entre les interfaces WiFi et Ethernet.
La troisième dimension d'adaptation indique qu'il est possible d'utiliser le format
MPEG4 ou le format MJPEG de façon interchangeable, indépendamment des variations de
l'environnement.
5http ://www.dillo.org6http ://developer.apple.com/darwin/projects/streaming/





























Fig. 7.5  Application de vidéo à la demande basée sur Aceel.
Le récepteur possède deux implantations interruptibles qui supportent le décodage
des formats MPEG4 et MJPEG, respectivement. Ces implantations sont basées sur le code
C ouvert du projet MPlayer7. Elles sont chargées dès la création du récepteur aﬁn
d'accélérer le basculement de l'une vers l'autre ultérieurement. Le récepteur possède
aussi un pointeur temporel indiquant l'avancement dans la lecture du ﬂux vidéo reçu.
La politique d'adaptation du récepteur déﬁnie une seule dimension correspondant
au format de décodage utilisé (cf. annexe C). Elle contient les règles qui déterminent
l'implantation à employer en fonction du taux de bits erronés dans le ﬂux vidéo reçu.
Quand ce taux est élevé, il convient d'utiliser un format de codage intra-trames (c.-à-d.
MJPEG) qui est moins sensible aux erreurs que les formats inter-trames. Dans ces derniers,
le codage d'une trame vidéo dépend des trames qui l'entourent, chose qui favorise la
propagation des erreurs.
7http ://www.mplayerhq.hu
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7.4.3 Coordination des composants adaptables interagissants
Pour coordonner les adaptations de l'émetteur et du récepteur vidéo, nous avons
écrit la politique illustrée dans l'annexe C. Cette politique préserve la cohérence de
l'application vidéo à travers une règle de coordination qui est appliquée à chaque fois
que le récepteur adapte son implantation. Cette règle impose à l'émetteur de changer
aussi le format de la vidéo transmise en même temps. La décision d'exécuter cette action
d'adaptation est prise par le coordinateur du site serveur en concertation avec son pair
sur le site client.
L'exécution en parallèle des deux adaptations qui changent le format d'encodage vi-
déo est contrôlée par les synchroniseurs associés à l'application sur les deux sites. Après
ces deux adaptations, toujours sur ordre du coordinateur, l'émetteur règle son pointeur
temporel sur celui du récepteur. Cette troisième adaptation est du type paramétrage
d'une variable d'état. Elle permet la retransmission des trames qui ont été éventuelle-
ment perdues à cause de l'interruption du récepteur par l'adaptation qui remplace son
implantation.
7.4.4 Coordination des applications adaptables concurrentes
Pour tester la coordination des composants adaptables concurrents, nous avons dé-
ployé les deux applications précédentes dans l'environnement mobile illustré par la ﬁgure
7.4.4. Ces deux applications partagent la bande passante réseau entre le terminal mobile







Fig. 7.6  Applications Aceel en environnement mobile.
En exécutant les deux applications en même temps, nous constatons que l'intergiciel
coordonne les adaptations du navigateur Web et de l'émetteur vidéo suivant diﬀérents
scénarios, en fonction de leurs classes de priorité et en fonction des variations de la
bande passante.
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Par exemple, si la bande passante est inférieure à 128kbps, l'application vidéo ne
fonctionne pas quelque soit sa priorité. Seul le navigateur Web peut être utilisé.
Si la priorité du navigateur Web est supérieure à celles des composants vidéo et
si la bande passante est entre 128kbps et 184kbps, l'intergiciel de coordination informe
l'utilisateur qu'il n'est pas possible d'adapter les deux applications à moins d'arrêter
l'une d'elles. Au delà de 184kbps, le navigateur peut toujours télécharger les images du
Web. L'application vidéo utilise alors le reste de la bande passante disponible.
Si l'émetteur vidéo est prioritaire, l'intergiciel ordonne au navigateur Web d'activer
le téléchargement des images seulement si la bande passante est dans les intervalles
[184kbps, 255kbps] et [312kbps, 511kbps] ou si elle est supérieure à 568kbps.
Les priorités des composants peuvent être établies dynamiquement en fonction du
focus courant de l'utilisateur. Pour cela, il suﬃt (1) de les déﬁnir comme des para-
mètres adaptables du coordinateur, (2) de rajouter à ce dernier une règle d'adaptation
qui aﬀecte la plus grande priorité aux composants de l'application qui a le focus de
l'utilisateur et (3) de rajouter un moniteur de l'IHM qui identiﬁe cette application.
7.5 Conclusion
Nous avons présenté dans ce chapitre une mise ÷uvre à vocation générique de notre
plate-forme Aceel. Le choix d'un langage de prototypage rapide pour développer les
diﬀérentes briques de notre plate-forme et le recours à un langage déclaratif et extensible
pour exprimer les politiques qui contrôlent son fonctionnement ont été décisif pour
valider nos idées. La mise en ÷uvre de la plate-forme Aceel est elle-même adaptable
et réﬂexive car nous avons utilisé notre propre modèle de composants pour implanter
l'intergiciel de coordination des adaptations.
Nos exemples d'expérimentation, choisis pour leurs simplicités, ont permis de mon-
trer l'intérêt d'Aceel pour accélérer et faciliter le développement des applications adap-
tables. En particulier, nous avons montré l'utilité d'Aceel quand il s'agit de rendre un
code légataire adaptable rapidement, de coordonner les adaptations des composants
interagissants et de coordonner les adaptations des applications concurrentes.
Notre approche de coordination des adaptations multiples n'est pas restreinte au
seul cas des applications web ou multimédia. Au contraire, elle peut être appliquée à




8.1 Rappel des objectifs
Notre étude de l'état de l'art sur l'adaptabilité du logiciel a montré que (1) peu de
travaux ont adressé ce problème en développant des supports génériques pour l'adap-
tation et que (2) rares sont ceux qui se sont attaqués au problème plus complexe de la
coordination des adaptations multiples. A notre connaissance aucun système n'a consi-
déré l'ensemble des aspects liés à la coordination des adaptations multiples, à savoir
la gestion des dépendances d'interaction et des dépendances de partage des ressources
entre les entités qui s'adaptent.
Après avoir identiﬁer ce manque, nous avons eu pour objectif le développement de
mécanismes génériques qui supportent les adaptations multiples des applications dis-
tribuées en environnement dynamique. Ces mécanismes doivent accélérer et faciliter la
tâche des développeurs de telles applications. Les développeurs peuvent se concentrer
sur leur code métier au lieu de se préoccuper des aspects techniques d'implantation de
l'adaptation. Pour valider nos idées, nous nous sommes aussi ﬁxés pour but l'expéri-
mentation des mécanismes proposés sur des applications couramment utilisées dans un
environnement dynamique réel.
8.2 Démarche suivie
Vu la complexité des objectifs ﬁxés, nous avons procédé par séparation des préoc-
cupations qui entrent dans l'adaptation dynamique aux variations de l'environnement.
Pour cela, il a fallu choisir une approche logicielle modulaire aﬁn d'isoler et traiter
chaque préoccupation à part. Ainsi, parmi les diﬀérentes approches logicielles étudiées
dans l'état de l'art, nous avons choisi l'approche orientée composants.
D'abord, nous avons commencé par traiter le problème de l'adaptabilité au niveau
de la brique de base de cette approche qui est le composant logiciel. Puis, nous nous
sommes intéressés aux adaptations des composants liés par des dépendances d'inter-
action. Ensuite, nous avons traité le cas des adaptations des composants liés par des
dépendances de partage des ressources.
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Cette démarche simpliﬁe le problème complexe de l'adaptation à travers une décom-
position naturelle qui permet d'isoler les questions propres à chaque niveau d'abstrac-
tion (composant, application et système distribué). Cette décomposition facilite la tâche
des développeurs car elle leur permet de traiter l'adaptation parallèlement aux phases
de développement dans l'approche orientée composants (décomposition, assemblage et
déploiement).
Aﬁn de valider notre proposition nous avons réalisé une plate-forme de composants
constituée d'un canevas générique pour le développement de composants réactifs et de
deux services intergiciels pour permettre les adaptations de ces composants. Ensuite,
nous avons testé cette plate-forme en l'utilisant pour développer une application de
vidéo à la demande et un navigateur Web adaptables dans un environnement mobile.
Nous présentons ci-après un bilan scientiﬁque du travail réalisé.
8.3 Bilan scientiﬁque
Notre travail sur la coordination des adaptations dynamiques multiples a recouvert
plusieurs aspects.
1. Identiﬁer de façon précise la nature des problèmes propres à la coordination de
plusieurs adaptations, à savoir la gestion des dépendances d'interaction et des
dépendances de partage des ressources entre les entités qui s'adaptent, ainsi que
la garantie de leur stabilité.
2. Développer des mécanismes génériques pour supporter les adaptations indivi-
duelles et les adaptations multiples en utilisant l'approche composants. Pour cela,
nous avons opérer une séparation nette entre le code métier des applications, le
code qui détecte et notiﬁe les variations de l'environnement, le code qui traite les
événements de notiﬁcation, décide les adaptations et évite les conﬂits, le code qui
dicte la politique de l'adaptation, le code qui dicte la politique de coordination
des composants interagissants, le code qui exécute chaque action d'adaptation et
le code qui synchronise ces exécutions. Pour la plupart, ces codes sont fournis par
notre plate-forme et sont directement réutilisables. Les seuls codes fournis par le
développeur sont le code métier et les politiques d'adaptation et de coordination.
3. Elaborer, via une remise à plat du modèle MolèNE, le nouveau modèle Aceel qui
supporte l'intercession du code métier du composant et l'introspection de son état.
L'intercession peut être réalisée à travers plusieurs types d'adaptations, notam-
ment les adaptations algorithmiques par remplacement de l'implantation courante,
les adaptations par paramétrage des variables d'état. Dans le premiers cas, nous
avons proposé une solution générique au problème de transfert d'état entre les im-
plantations alternatives du composant. Grâce à la combinaison de la réﬂexion et
du patron de conception strategy, il est aussi possible de rajouter dynamiquement,
à un composant, une nouvelle implantation non prévue au départ.
4. Déﬁnir un langage déclaratif et extensible pour l'expression des politiques d'adap-
tation des composants. L'adaptation peut être déclenchée dans des conditions
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complexes. Ces conditions sont exprimées par la combinaison d'événements simples
qui peuvent être générés n'importe où au sein du système distribué. L'une des ori-
ginalités de notre langage est la possibilité d'exprimer les coûts estimés des actions
d'adaptation. Ces coûts sont pris en compte lors de la prise de décision pour choisir
les actions qui ont le meilleur rapport qualité/prix.
5. Impliquer l'utilisateur dans le processus d'adaptation et tenir compte de ses pré-
férences. Grâce à la notion de dimensions d'adaptation, l'utilisateur peut favoriser
l'adaptation de certains aspects parmi tous ceux qui sont modiﬁables au sein d'un
composant. Il peut aussi donner l'avantage à certaines applications par rapport
à d'autres en déﬁnissant des classes de priorité des composants. L'utilisateur est
aussi informé de l'évolution de la coordination aﬁn qu'il puisse intervenir en cas
d'échec ou de conﬂits.
6. Déﬁnir un langage déclaratif pour l'expression des politiques de coordination des
adaptations des composants interagissants. Ces politiques écrites par le dévelop-
peur précisent quels composants doivent s'adapter ensemble et comment synchro-
niser leurs actions.
7. Développer un intergiciel pour la coordination des adaptations des composants ap-
plicatifs aﬁn de préserver leur cohérence et d'éviter les conﬂits sur les ressources
qu'ils partagent. Cet intergiciel est lui-même conçu avec notre modèle de compo-
sant Aceel, ce qui permet d'adapter son comportement en fonction des relations
hiérarchiques existants entre les sites d'un système distribué et en fonction du
nombre des composants adaptables déployés sur chaque site. Notre intergiciel gère
la coordination des adaptations multiples en modélisant celle-ci comme un pro-
blème d'optimisation combinatoire, sous les contraintes de l'environnement, de la
qualité de service rendue par les composants.
8. Développer un service de surveillance de l'environnement qui est (1) simple à
interfacer avec toute couche logicielle désirant recevoir les notiﬁcations des varia-
tions pertinentes et (2) facile à étendre pour gérer de nouvelles ressources. Dans
ce cas, l'emploi de XML rend inutile la modiﬁcation du langage décrivant les po-
litiques d'adaptation. Par conséquent, il n'est pas nécessaire de réécrire le code
qui interprète ces politiques et qui reçoit les événements de notiﬁcation (c.-à-d. le
coordinateur).
9. Utiliser les mécanismes de la plate-forme Aceel pour développer un navigateur
Web et une application de vidéo à la demande adaptables dans un environnement
mobile. Ces expériences ont montré qu'il est simple d'interfacer Aceel avec des ap-
plications légataires et qu'il est donc facile de rendre adaptable les codes existants
qui sont sensibles aux variations de l'environnement.
8.4 Limites et perspectives
L'expérimentation de la plate-forme Aceel nous a permis d'identiﬁer quelques limites
de la solution proposée et a soulevé de nouvelles questions qui peuvent constituer des
axes de recherche pour les travaux futurs.
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Parmi les travaux possibles à réaliser dans un moyen terme, nous citons :
1. Le développement d'un outil de vériﬁcation automatique de la couverture des
règles d'adaptation. Par couverture nous entendons l'existence de règles qui consi-
dèrent tout l'intervalle de variation de chaque ressource spéciﬁée dans une poli-
tique d'adaptation. Sans cette couverture, il peut exister des conﬁgurations de
l'environnement pour lesquelles la politique d'adaptation ne spéciﬁe aucune ac-
tion. Dans ce cas, le composant concerné est laissé tel qu'il est, ce qui peut conduire
à une erreur d'exécution.
2. Le développement de proﬁleurs pour (1) mesurer les ressources consommées par
les composants et (2) estimer les coûts de leurs actions d'adaptation. De tels outils
devraient accélérer et raﬃner l'écriture des règles d'adaptation. A titre d'exemple,
pour écrire les règles d'adaptation du récepteur vidéo (cf. annexe C) nous avons
mis au point un outil capable d'évaluer la consommation mémoire du programme
MPlayer en employant le proﬁleur mémoire mpatrol1. Un tel procédé peut être
généralisé à d'autres types de ressources en exploitant les proﬁleurs qui deviennent
de plus en plus disponible (p. ex. le module Python profile qui mesure le temps
d'exécution d'une fonction).
3. Le développement de modèles décrivant les variations de certaines ressources dans
le temps aﬁn d'anticiper les actions d'adaptation (p. ex. le chargement d'une
implantation). Par exemple, la variation de la bande passante d'un lien réseau sans
ﬁl peut être prédite, sous certaines conditions en fonction de la vitesse et de la
direction de déplacement du mobile par rapport à son point d'accès. Dans la même
perspective, il est possible de modéliser le comportement de l'utilisateur à travers
une interface homme-machine intelligente. Ceci permettrait aussi d'anticiper les
adaptations en prévoyant, avec une certaine probabilité, les prochaines actions de
l'utilisateur.
A plus long terme, il convient d'aborder les aspects qui n'ont pas été traités jusqu'à
maintenant et qui ont un impact important sur la longivité des applications adaptables,
notamment, dans le cadre des systèmes distribués. Parmi ces aspects nous citons :
1. La validation du passage à l'échelle de l'intergiciel de coordination en déployant
un nombre important de composants adaptables. Dans un tel cas, on peut par
exemple utiliser le recuit simulé comme implantation alternative pour le compo-
sant optimiseur.
2. La résolution du problème de l'instabilité du système distribué qui peut être causée
par l'exécution de plusieurs adaptations en boucle ou en chaîne.
3. L'étude de l'éventualité de prendre les décisions d'adaptation même quand on ne
dispose pas de toutes les informations sur l'état global de l'environnement.
4. L'étude de la possibilité de réutiliser le code d'une politique d'adaptation quand
le code métier controlé par celle-ci est réutilisé dans de nouveaux composants
adaptables. Eventuellement, les dimensions d'adaptation peuvent former l'unité
1http ://www.cbmamiga.demon.co.uk/mpatrol/
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de base dans cette réutilisation. Dans le même ordre d'idées, les règles qui forment
les politiques de coordination peuvent être réutilisées dans les applications où les
schémas d'interaction entre les composants se répètent.
Enﬁn, il est toujours possible d'apporter des améliorations ponctuelles à la mise en
÷uvre actuelle de la plate-forme Aceel telles que :
1. Le rajout d'une procédure d'authentiﬁcation des entités qui génèrent les événe-
ments notiﬁant les variations de l'environnement. Ceci permettrait d'éviter les
problèmes de sécurité dus aux fausses notiﬁcations envoyées par des intrus.
2. Le développement d'une interface graphique pour faciliter l'écriture des diﬀérentes
politiques. Cette interface devrait générer les scripts XML à partir de formulaires
ergonomiques remplis par le développeur.
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A.1 DTD XML pour les politiques d'adaptation
________________________________________________________________________________________
1: <?xml version="1.0" encoding="iso-8859-1" ?>
2: <!-- An XML DTD for Aceel components adaptation policies -->
3: <!-- Copyright (C) Djalel Chefrour 2002 -->
4: <!-- Start date: 2002-12-16 -->
5:
6: <!ELEMENT component (header, body)>
7: <!ELEMENT header (implementation+)>
8: <!ATTLIST header
9: id CDATA #REQUIRED
10: priority CDATA #REQUIRED
11: state_type (separated | transferable) #REQUIRED
12: impls_type (atomic | restartable | cancelable) #REQUIRED
13: application CDATA #REQUIRED >
14: <!ELEMENT implementation EMPTY>
15: <!ATTLIST implementation
16: name CDATA #REQUIRED
17: url CDATA #REQUIRED
18: loading (initial | differed) "initial"
19: unloading (immediate | differed) "differed">
20:
21: <!ELEMENT body (adaptation_dimension+)>
22: <!ELEMENT adaptation_dimension (polling_periods?, adaptation_rules)>
23: <!ATTLIST adaptation_dimension
24: name CDATA #REQUIRED
25: weight CDATA "1">
26: <!ELEMENT polling_periods (poll+)>
27: <!ELEMENT poll EMPTY>
28: <!ATTLIST poll
29: resource CDATA #REQUIRED
30: host CDATA "localhost"
31: every CDATA #REQUIRED >
32: <!ELEMENT adaptation_rules (rule+)>
33: <!ENTITY % condition "(any_condition | when | and | or | not)">
34: <!ELEMENT and (%condition; , (%condition;)+ )>
35: <!ELEMENT or (%condition; , (%condition;)+ )>
36: <!ELEMENT not (%condition;)>
37: <!ELEMENT rule (%condition; , adapt+)>
38: <!ATTLIST rule
39: rule_id CDATA #IMPLIED
40: quality_index CDATA "100">
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41: <!ELEMENT any_condition EMPTY>
42: <!ELEMENT when EMPTY>
43: <!ATTLIST when
44: resource CDATA #REQUIRED
45: ge CDATA #IMPLIED
46: le CDATA #IMPLIED
47: gt CDATA #IMPLIED
48: lt CDATA #IMPLIED
49: eq CDATA #IMPLIED
50: ne CDATA #IMPLIED>
51: <!ELEMENT adapt EMPTY>
52: <!ATTLIST adapt
53: action (tuneParameter | replaceImpl | reifyMethod |
54: addComponent | delComponent |
55: addConnector | delConnector) #REQUIRED
56: params CDATA #REQUIRED
57: cost CDATA "1" >
________________________________________________________________________________________
A.2 DTD XML pour les politiques de coordination
________________________________________________________________________________________
1: <?xml version="1.0" encoding="iso-8859-1" ?>
2: <!-- An XML DTD for Aceel components coordination policies -->
3: <!-- Copyright (C) Djalel Chefrour 2002 -->
4: <!-- Start date: 2005-08-04 -->
5:
6: <!ELEMENT application (header, body)>
7: <!ELEMENT header (component+)>
8: <!ATTLIST header
9: id CDATA #REQUIRED>
10: <!ELEMENT component EMPTY>
11: <!ATTLIST component
12: id CDATA #REQUIRED
13: host CDATA #REQUIRED>
14: <!ELEMENT body (coordination_rule+)>
15: <!ENTITY % condition "(when | or)">
16: <!ELEMENT or (%condition;, (%condition;)+)>
17: <!ELEMENT when EMPTY>
18: <!ATTLIST when
19: comp_id CDATA #REQUIRED
20: runs CDATA #REQUIRED>
21: <!ELEMENT coordination_rule (%condition;, synchronize)>
22: <!ELEMENT synchronize (parallel | sequence)>
23: <!ENTITY % operator "(adapt | parallel | sequence)">
24: <!ELEMENT parallel (%operator;, (%operator;)+)>
25: <!ELEMENT sequence (%operator;, (%operator;)+)>
26: <!ELEMENT adapt EMPTY>
27: <!ATTLIST adapt
28: comp_id CDATA #REQUIRED
29: action CDATA #REQUIRED
30: params CDATA #REQUIRED>
________________________________________________________________________________________
Annexe B
Politiques de l'intergiciel de
coordination
B.1 Politique d'adaptation de l'optimisateur
________________________________________________________________________________________
1: <?xml version="1.0" encoding="iso-8859-1" standalone="no" ?>
2: <!DOCTYPE component SYSTEM "/opt/aceel/xmldtds/adapolicy.dtd">
3:
4: <component>
5: <header id="Optimizer" priority="1" application="aceel_middleware"
6: state_type="separated" impls_type="atomic" >
7: <implementation name="enumerative-search" url="optimizer"
8: loading="initial" unloading="immediate" />
9: <implementation name="simulated-annealing" url="optimizer"





15: <poll resource="mem.free" every="30s"/>
16: <poll resource="cpu.loadavg1" every="30s"/>





22: <when resource="mem.free" ge="20Mb" />
23: <when resource="cpu.loadavg1" lt="0.8" />
24: <when resource="comp[Coordinator].cardinal_D" lt="10000" />
25: </and>
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B.2 Politique d'adaptation du coordinateur
________________________________________________________________________________________
1: <?xml version="1.0" encoding="iso-8859-1" standalone="no" ?>
2: <!DOCTYPE component SYSTEM "/opt/aceel/xmldtds/adapolicy.dtd">
3:
4: <component>
5: <header id="Coordinator" priority="1" application="aceel_middleware"
6: state_type="separated" impls_type="atomic" >
7: <implementation name="peer" url="coordinator" />
8: <implementation name="master" url="coordinator" />





14: <poll resource="net[remote].latency" every="30s"/>





20: <when resource="net[remote].latency" lt="0.03s" />
21: <when resource="cpu[remote].speed" ge="300Mhz" />
22: </and>
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C.1 Politique d'adaptation du navigateur Web
________________________________________________________________________________________
1: <?xml version="1.0" encoding="iso-8859-1" standalone="no" ?>
2: <!DOCTYPE component SYSTEM "/opt/aceel/xmldtds/adapolicy.dtd">
3:
4: <component>
5: <header id="Browser" priority="2" application="aceel_www"
6: state_type="transferable" impls_type="restartable" >
7: <implementation name="AdaptableDillo" url="browser" />
8: </header>
9: <body>
10: <adaptation_dimension name="download_images" weight="1">
11: <polling_periods>




16: <when resource="net[http_proxy].bandwidth" ge="56kbps" />
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C.2 Politique d'adaptation du récepteur vidéo
________________________________________________________________________________________
1: <?xml version="1.0" encoding="iso-8859-1" standalone="no" ?>
2: <!DOCTYPE component SYSTEM "/opt/aceel/xmldtds/adapolicy.dtd">
3:
4: <component>
5: <header id="Receiver" priority="1" application="aceel_vod"
6: state_type="separated" impls_type="cancelable" >
7: <implementation name="MJPEG" url="recv_impls"
8: loading="initial" unloading="differed"/>










19: <when resource="comp_state.netBER" ge="10e-5" />
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C.3 Politique d'adaptation de l'émetteur vidéo
________________________________________________________________________________________
1: <?xml version="1.0" encoding="iso-8859-1" standalone="no" ?>
2: <!DOCTYPE component SYSTEM "/opt/aceel/xmldtds/adapolicy.dtd">
3:
4: <component>
5: <header id="Streamer" priority="1" application="aceel_vod"
6: state_type="separated" impls_type="cancelable" >
7: <implementation name="HackedDSS" url="strm_impl" />
8: </header>
9: <body>
10: <adaptation_dimension name="FrameRate" weight="2">
11: <polling_periods>
12: <poll resource="mem[client].free" every="2m"/>
13: <poll resource="cpu[client].speed" every="5m"/>





19: <when resource="mem[client].free" ge="40Mb" />
20: <when resource="cpu[client].speed" ge="100MHz" />
21: <when resource="cpu[client].loadavg1" lt="3" />
22: </and>








31: <adaptation_dimension name="BitRate" weight="1">
32: <polling_periods>




37: <when resource="net[client].bandwith" ge="128kbps" lt="256kbps" />
38: <adapt action="tuneParameter" params="bitrate=86kbps" cost="1"/>
39: </rule>
40: <rule quality_index="80%">
41: <when resource="net[client].bandwidth" ge="256kbps" lt="512kbps" />
42: <adapt action="tuneParameter" params="bitrate=170kbps" cost="1"/>
43: </rule>
44: <rule quality_index="100%">
45: <when resource="net[client].bandwidth" ge="512kbps" />












58: <adapt action="tuneParameter" params="format=MJPEG" cost="1"/>
59: </rule>
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C.4 Politique de coordination de l'application vidéo
__________________________________________________________________________________________
1: <?xml version="1.0" encoding="iso-8859-1" standalone="no" ?>




6: <component id="Streamer" host="pomerol.irisa.fr" />








15: <adapt comp_id="Receiver" action="replaceImpl" params="F"/>
16: <adapt comp_id="Streamer" action="tuneParamter" params="format=F"/>
17: </parallel>











L'objectif de cette thèse est de contribuer au développement de méthodes et d'outils
pour l'adaptation de composants logiciels et pour leur coordination en environnement
dynamique.
Nous proposons une capture des mécanismes de l'adaptabilité dans un modèle de
composants générique basé sur la réﬂexivité et les techniques objet. Ces composants
reposent sur un service de surveillance de l'environnement et sur un intergiciel de co-
ordination des adaptations. La coordination inclut la gestion des dépendances entre les
composants interagissants et/ou concurrents.
En instaurant la séparation des préoccupations, notre approche facilite la tâche du
développeur à qui nous oﬀrons des langages déclaratifs pour spéciﬁer les politiques qui
contrôlent les adaptations des composants et leur coordination dans des scripts séparés.
Nous avons montré l'utilité de notre modèle, appelé Aceel, en l'utilisant pour déve-
lopper une application vidéo et un navigateur Web adaptables en environnement mobile.
Mots clés :modèle de composant adaptable, adaptation application de vidéo, politiques
XML, intergiciel de coordination, environnement mobile.
Abstract
The aim of this thesis is to contribute to the development of methods and tools for
the adaptation of software components and for their coordination in dynamic environ-
ments.
We propose to capture the mechanisms of adaptability in a generic component model
based on reﬂexivity and object-oriented techniques. The components use an underlying
service for monitoring the environment and a middleware for coordinating multiple
adaptations. Coordination includes the management of dependencies between interac-
ting components and dependencies between concurrent components.
By emphasizing separation of concerns, our approach eases the developer task by
oﬀering him declarative languages to specify the policies that control the components
adaptations and the components coordination in separate scripts.
We have showed the utility of our model, named Aceel, by using it to develop an
adaptable video on demand application and an adaptable Web browser in a mobile
environment.
Keywords : adaptive component model, video on demand adaptation, XML policies,
coordination middleware, mobile environment.
