Abstract-The correct estimation of the friction coefficient in automotive applications is of paramount importance in the design of effective vehicle safety systems. In this article a new parametrization for estimating the peak friction coefficient, in the tire-road interface, is presented. The proposed parametrization is based on a feedforward neural network (FFNN), trained by the Extreme Learning Machine (ELM) method. Unlike traditional learning techniques for FFNN, typically based on backpropagation and inappropriate for real time implementation, the ELM provides a learning process based on random assignment in the weights between input and the hidden layer. With this approach, the network training becomes much faster, and the unknown parameters can be identified through simple and robust regression methods, such as the Recursive Least Squares. Simulation results, obtained with the CarSim program, demonstrate a good performance of the proposed parametrization; compared with previous methods described in the literature, the proposed method reduces the estimation errors using a model with a lower number of parameters.
I. INTRODUCTION
In automotive applications, the adhesion conditions present in the tire-road interface, typically characterized by the coefficient of friction, have a strong influence in the vehicle behavior and safety. In recent years, with the proliferation of active safety systems (like ABS, TCS, ESP and VDC) [1] , the estimation of the friction coefficient has attracted a growing interest in the research community, since the knowledge of this variable contributes significantly to increasing the effectiveness of the vehicle safety systems. Additionally, intelligent vehicles, as is the case of autonomous vehicles, currently at an early stage of development, can also benefit from the friction estimation, adapting the control strategies to the maximum grip levels available on the road [2] .
Unlike other easily measurable variables, such as the vehicle acceleration, yaw rate and wheel speeds, currently, there is no economically viable sensor that could be fitted in the vehicle to measure the friction coefficient. These difficulties have encouraged the development of virtual sensors to estimate this variable using easily measurable signals. In addition to the immeasurable factor, the real-time requirements associated with this application poses strong constrains on the model complexity. Non-linear parameterizations, such as the Magic Tire Formula [3] or the Burckhardt model [4] should be avoided because of the difficulty in identifying non-linear models in real-time. Therefore, linear parameterizations, like polynomials [5] , [6] or fixed exponentials [7] should be privileged for real-time implementations. Motivated by the good approximation properties offered by Neural Networks (NN) [8] , in this article we explore the possibility of approximate the friction coefficient function (.) using a NN model. One of the major disadvantages in this type of models is the high processing power required by conventional learning techniques, typically based on back-propagation and clearly inappropriate for real time implementation. To overcome this difficulty, we applied the Extreme Learning Machine (ELM) method [9] , [10] , which allowed us to transform the non-linear NN model in a linear parametrization, with a reduced complexity, easier and faster to train. Compared with other linear parameterizations presented in the literature [4] - [7] , the method proposed in this article is shown to offer better estimation performance with less number of parameters, thus easier to identify in real-time.
II. REVIEW OF MODEL AND ESTIMATION METHODS
A brief introduction to the friction estimation methodology is provided in this section. We start with a description of a simplified vehicle model and then present the main methodologies for estimating de friction coefficient in the tire-road interface, focusing on static based methods.
A. Simplified Vehicle Model
The dynamic behavior of the vehicle was modeled by the simplified quarter car model (see Figure 1 ), widely used in the literature of the area [4] , [7] , [11] :
where represents the wheel angular speed, is the longitudinal vehicle speed, is the braking torque applied to the wheel, is the friction force between tire and the road, is the wheel and transmission inertia , is the equivalent mass coupled to the wheel and is the wheel radius. For simplicity, in this work we only consider the braking maneuvers, with > , but the obtained results can be easily modified for acceleration maneuvers.
Modeling the friction force is the main difficulty in the relation (1) . Generally, the friction force is proportional to the normal force that the wheel supports ( ) and depends on a nonlinear function (.), known as the friction coefficient, which varies with the longitudinal tire slip ( ), road adhesion conditions, tire pressure, temperature, wear, among other factors, and can be grouped in a parameter vector ∈ ℝ :
The most popular approaches to represent the friction coefficient (.) are based on two types of models: (i) static and (ii) dynamic. The static models, like the Burckhardt [4] model:
and the magic tyre formula (MTF) [3] :
where the vector
.
.. ] represents the model parameters, were developed by applying curve fitting techniques to the experimental tire data. The great advantage of the static models is their simplicity, but, on the other hand, they are limited to steady state conditions and the model parameters lack physical meaning. More recently, dynamic models, like the LuGre [11] , were applied to represent the tire/road friction, presenting promising features to capture the transient behavior of the friction. A complete review of the friction models is beyond the scope of this work, and a detailed discussion about this topic can be found on [12] (and references therein). In this work we focused on the static models to represent the friction coefficient.
Throughout the document we refer to ( , ) as non-linear parameterizations, like (4) and (5) . Linear approximations are defined asˆ( , ), which are linear in the ∈ ℝ and are used to approximate the non-linear parametrization in a subset
B. Qualitative vs Quantitative Estimation
The estimating process of the friction coefficient, based on static models, can be divided in two categories: qualitative and quantitative. In both cases, the main objective is to obtain an estimation of the peak friction coefficient, but the output of the two mentioned methods is very different. In the first case, qualitative, the output of the estimator is based on a grading system, providing an indicator of adhesion quality, for instance qualifying the grip levels in a grading scale from 1 (very slippery) to 5 (high grip); in the second case, quantitative, a numeric output is generated to quantify the adhesion.
Examples of the qualitative approach can be found on references [13] - [16] . The main driving force behind these approaches is the problem of persistence of excitation: in order to extract the peak friction we need to apply high levels of tire slip, which is not desirable from the safety point of view. To avoid this problem, the qualitative methods identify the tyre longitudinal stiffness (≈ ∂ /∂ | →0 ), using samples with low slip values, and, then, try to correlate them with the peak friction (see Figure 2 ). Albeit these approaches solve the problem of persistence of excitation, they also introduce a new issue: correlating the longitudinal stiffness with the peak friction. This correlation is very hard to obtain in practice and, as pointed out by [13] and [17] , varies with the type of tires, tire wear, pressure and temperature, among many other factors. Therefore, it is still very difficult to apply these qualitative approaches in practice.
On the other hand, the quantitative methods [4] - [7] , detailed in Section II-D, offer a much simpler algorithm to extract the peak friction. Although the estimation is obtained at expense of applying high tire slips, the estimation process is more robust and also offer the possibility to identify the optimal slip reference , which is very useful for some anti-lock braking and traction control systems [7] [18] .
In the authors' opinion, both methodologies have merits and drawbacks which are difficult to balance, and it is not yet clear which approach will prevail. In this article we offer a contribution to the quantitative methods, by introducing a new parametrization with less number of parameters, providing some practical advantages.
C. Estimation methodology
It is interesting to note that, although the output of the qualitative and quantitative estimation methods are different, they have similar structures that can be systematized in three steps (see Figure 2 and 3 ). In first place we need to collect experimental samples of tire slip and friction coefficient; then a parametric representation must be estimated to fit the experimental data and finally the maximum friction is extracted.
1) Collect Samples: the tire slip ( ) and the instantaneous friction coefficient ( = / ) are variables very difficult to measure experimentally. For instance, depend on the vehicle speed and on the longitudinal force, which are known to be very expensive to measure directly. In this work we assume that these variables are available to the estimation process, for example using vehicle speed observers [4] and estimating the tire longitudinal force with relations easily derived from (2), likeˆ= (˙+ )/ . These experimental samples can be grouped in a set of input/output samples: {( , )} =1.. . 2) Regression Method: after collecting the experimental samples, a parametric representation for the static friction coefficient must be obtained. Normally, linear parameterizationŝ ( , ) are favored because they are simpler and faster to identify. The parameters of the model can be found applying regression techniques:
where represents the regression method (such as recursive least squares [4] , total least squares [17] , maximum likelihood [7] , etc.) used to obtain the model parameters . Normally, the parameterizations used in the qualitative estimation have less number of free parameters than the quantitative methods. For example, in a qualitative method the tire longitudinal stiffness can be detected with a 2 parameters model (a gain and offset) [13] , while in the quantitative a more complex model must be used to approximate the full non-linear friction curve.
3) Peak friction detection: finally, after calculating the model parameters, , the peak friction coefficient must be extracted. In the quantitative case, this is easily performed computing the function maximum:
while in the qualitative case a correlation between the parameters and a adhesion grading system must be applied, for instance:ˆ: → {very slippery, ..., high grip}. From the implementation perspective, the main difference between the qualitative and quantitative methods is in the final step.
D. Previous Linear Parameterizations
In this section we describe previous efforts, presented in the literature, to linear approximate the static friction coefficient function in the quantitative methods. Due to the simplicity of the Burckhardt model, most of the approximation methods found on the literature try to get a linear parametrization for (4) . One of the first practical solutions to this problem was proposed by Kiencke [5] :
Although the parametrization is non-linear, it should noted that by multiplying both sides of the equation with 1 + 2 + 3 2 , the model become linear on the parameters , = 1, 2, 3 [2] ; thus it can be cataloged as a linear identifiable model. Another similar approach, proposed by Germann [6] , uses a second order polynomial to approximate the curve (.) for slips inferior to 0.3:ˆ(
The main motivation behind the introduction of these models was to estimate the value, a task in which they provide good performance. However, these parameterizations have some difficulties when estimating the variable, which is very important for generating the optimal slip reference for anti-lock braking and traction control systems [18] . To overcome this difficulty, recently, Tanelli et al. [7] proposed two alternatives. In the first one, the non-linear Burckhard model is kept, but the model parameters are estimated using the maximum likelihood approach. Although this approach provides satisfactory estimation errors, the convergence of the estimation algorithm is difficult to guarantee, which motivated the introduction of a new linear model to approximate (4) . The parametric space under consideration was characterized by:
corresponding to the main types of conditions found in practice. Tanelli et al. [7] noticed that the main non-linearity in (4) is the exponential function − 2 , with 2 ∈ [4, 100], and proposed a simple approximation using fixed exponentials, equally spread in the interval [4, 100] . The resulting linear parametrization is defined as:
which is characterized by 6 basis functions. Despite the promising results obtained with this model, we can ask if it is possible to develop other linear parameterizations using fewer basis functions and providing equivalent performance. The number of basis functions, which is also equal to the number of unknown parameters, has an important practical effect: models with less number of unknown parameters tend to be easier to tune and estimate. Stimulated by this issue, in the next section we investigate the ELM approach as a method to develop new linear parametrization for the static friction coefficient.
III. THE ELM BASED PARAMETRIZATION It is a well known fact that feedforward neural networks (FFNN), with a single hidden-layer, are capable of approximate complex nonlinear functions using input/output samples, and represent universal function approximators [8] . These networks, with scalar inputs and outputs, can be described as:ˆ(
where represent the number of nodes in the network and the basis functions ℎ depends on the weights ∈ ℝ, bias ∈ ℝ and the activation function in the hidden layer : ℝ → ℝ (sigmoid, linear, etc.). In (11) the output activation function is assumed linear, as standard practice for regression models. Traditionally, during the training phase, all parameters in the network, i.e.
, and , must be simultaneously adapted using gradient based searches. However, this approach requires a high computational power, with consequent increase in processing times and unsuitable for real time implementation.
To attenuate these drawbacks, Huang [9] , [10] proposed a new learning strategy, designated as Extreme Learning Machine (ELM), suitable for fast training of a FFNN with a single hidden-layer. The ELM simplifies the training phase by randomly assigning the weights and bias , producing linear models in the parameters, which are easily trained using robust regression techniques, like least squares. It can be shown that if: i) the FFNN has a number nodes equal to the number of input/output samples ; ii) randomly assigned weights and bias ; and iii) is infinitely differentiable; then (11) is able to approximate all the training samples with zero error (a formal proof can be found on [9] ). In the estimation problem, normally, the input/output samples are corrupted with noise, and the zero error training is not a hard requirement. Therefore, a model reduction can be obtained, selecting a inferior to the number of samples . Compared with the traditional backpropagation training method, the ELM can offer a much faster learning speed, with less overfitting and better generalizing performance [9] .
Based on the theoretical results offered by the ELM, a FFNN based linear parametrization of the friction coefficient is guaranteed to exist. We have found that, using (11) with sigmoid activation functions, i.e. ( ) = 1/(1 + − ), and random selection of , generated by a normal distribution ( ∈ (0, 10
2 ) and ∈ (0, 1 2 )), a reasonable approximation of the Burckhardt function can be obtained with only 8 nodes ( = 8). Nevertheless, the use of completely random values in the parameters , results in parameterizations with a non-minimum number of nodes. To reduce the number of nodes in the FFNN we selected the most representative curves of the Burckhardt model (dry and wet asphalt, cobbles and snow) [4] and looked for the best parameters , that can generate lower fitting errors and number of nodes. This compromise was obtained with = 4, and the resulting model is defined as:
with [ It should be emphasized that, compared with the Tanelli et al. [7] parametrization, the model proposed in this article has a reduced number of parameters (4), with practical benefits, as previously discussed. For estimating the ELM model parameters we employed the well known Recursive Least Squares (RLS) [19] .
IV. SIMULATION RESULTS

A. Off-Line Comparison
To evaluate the estimation performance of ELM parametrization, described by (12) , two tests were carry out. The first test, presented in this section, is an "off-line" comparison between the ELM and previous models described in the literature (see Table I ); the second test, described in the next section, is based on an "on-line" evaluation with the CarSim program, which provides a more realistic test environment.
For the off-line test, the training samples were artificially generated using the non-linear Magic Tyre Formula model, described by (5), in different types of roads: dry and wet asphalt, cobbles and snow, with parameters defined in Table II . To approximate the measuring uncertainty, the variable was corrupted with Gaussian noise, with zero mean and variance 0.06 2 . The performance indices used to evaluate the estimators were the absolute estimation errors in and :
The first step performed in the simulation was to assess the and estimation performance offered by methods. During these simulations, it was verified that all the methods can estimate with maximum errors inferior to 10%. This result was expected, since the main motivation for introducing most of parametric models was to predict . For this reason the estimation results will be omitted in this section. Figure 4 . Histogram of the estimation error, in different adhesion conditions and using artificially generated samples by the MTF (see Table II ). The parametrization under evaluation are described in Table I and, for each adhesion condition, 300 sets of samples with different noise realizations were generated.
However, as can be seen in Figure 4 (a), the estimation methods shows higher errors in estimation. It is clear that, from all the parameterizations previously proposed in the literature and considered in this work, the Tanelli parameterizations are those that produce lower estimation errors, as a result of using non-linear models (Tanelli_a) or due to an increase in the number of parameters in the linear model (Tanelli_b). With the exception of cobbles roads, the Tanelli_b parametrization generates lowest estimation errors. Figure 4 (b) shows a comparison between the Tanelli_b and the method proposed in this article, the ELM. It can be seen that the ELM improves the estimation performance in cobbles, without penalizing the estimation performance in other types of roads, and using a model with less number of parameters than Tanelli_b.
B. On-Line Simulation
As a final evaluation test of the ELM model, a complete vehicle dynamics simulator was used, the CarSim [20] , providing a more realistic testing environment. The simulation setting is based on series of braking maneuvers carried out on a variable grip road: the first part was run on dry asphalt and then progressing on wet asphalt. It was assumed that the measures (or estimates) of the instantaneous values of the tire slip and friction coefficient are available for the peak friction estimation.
The first time the vehicle brakes in a dry road (Figure 5a ), there is no previous information about the friction model. Since in this test we are using the recursive least squares (RLS), the initial parameters estimates are crucial for the algorithm performance. In order to generate an initial guess (ˆ(0)) for the model parameters we applied the traditional least squares to the first 20 samples having < 0.075 (as suggested in [7] ). For that reason, no estimation is produced during the first 0.1 seconds; after this initialization step, the RLS is activated and it can be seen good convergence rate to the true peak friction value ( , ), with final estimation errors inferior to 10%.
A more challenging test is performed in the second part of the run, when the vehicle enter in the wet asphalt (Figure 5b ). Since the vehicle has been previously running on dry asphalt, it is reasonable that the estimation algorithm uses the parameters obtained during the last braking maneuver (on dry) as the initial guess (ˆ(0)) for the model. For that reason, the initial peak friction estimates (Figure 5d ) are close to ≃ 1 and ≃ 0.12, corresponding to the dry asphalt friction. However, when new samples are received by the estimator, we can see a decrease in the estimation error, converging, in 0.6s, to the true peak friction point of wet asphalt ( ≃ 0.5 and ≃ 0.05), much inferior to the dry conditions. The simulation results presented in this section confirms the good performance offered by the ELM parameterization.
V. CONCLUSIONS
A new linear parametrization for the static representation of the friction coefficient was presented, targeting on-line estimation of the peak friction. This new model, based on a neural network and trained with the extreme learning machine methodology, needs only 4 parameters to describe the static friction curve (.), making it suitable for real-time implementation. Simulation results obtained with a complete vehicle dynamics simulator confirms a good performance of the proposed method.
As future work, we intent to experimentally validate the linear parametrization and apply the ELM to extract a linear identifiable model of the full magic tyre formula [3] . 
