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Abstract— Cardiac arrhythmia is a prevalent and significant
cause of morbidity and mortality among cardiac ailments.
Early diagnosis is crucial in providing intervention for patients
suffering from cardiac arrhythmia. Traditionally, diagnosis is
performed by examination of the Electrocardiogram (ECG) by
a cardiologist. This method of diagnosis is hampered by the
lack of accessibility to expert cardiologists. For quite some
time, signal processing methods had been used to automate
arrhythmia diagnosis. However, these traditional methods re-
quire expert knowledge and are unable to model a wide
range of arrhythmia. Recently, Deep Learning methods have
provided solutions to performing arrhythmia diagnosis at scale.
However, the black-box nature of these models prohibit clinical
interpretation of cardiac arrhythmia. There is a dire need
to correlate the obtained model outputs to the corresponding
segments of the ECG. To this end, two methods are proposed
to provide interpretability to the models. The first method is a
novel application of Gradient-weighted Class Activation Map
(Grad-CAM) for visualizing the saliency of the CNN model.
In the second approach, saliency is derived by learning the
input deletion mask for the LSTM model. The visualizations
are provided on a model whose competence is established by
comparisons against baselines. The results of model saliency not
only provide insight into the prediction capability of the model
but also aligns with the medical literature for the classification
of cardiac arrhythmia.
Clinical relevance Adapts interpretability modules for deep
learning networks in ECG arrhythmia classfication, allowing
for better clinical interpretation.
I. INTRODUCTION
Cardiac arrhythmia are a group of conditions that can be
characterized by irregularities in the heart rhythm. While
certain types of arrhythmia may be life-threatening, other
seemingly innocuous arrhythmia can increase the risk of
stroke and heart failure. The most common tool used to
diagnose cardiac arrhythmia is the electrocardiogram (ECG).
The ECG is a simple and noninvasive procedure to assess the
electrical activity of the heart. However, diagnosis of arrhyth-
mia using a standard 12 lead resting ECG is complicated by
the fact that certain arrhythmic beats can occur infrequently.
The standard approach has been to perform offline processing
of the ECG signals obtained from an online database using
signal processing algorithms that highlight potential anomaly
sections for an ECG technician or physician to review [1].
The major drawback of this approach is the black box nature
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of the model which does not allow for clinical interpretation
of cardiac arrhythmia.
In recent years, Deep Learning (DL) models have been
used to solve a wide range of problems in vision and
speech, showing a significant improvement in performance
compared to feature extraction based approaches. For ar-
rhythmia classification, Hannun et al. [2] proposed a 34
layer CNN architecture which has been shown to be adept
in classifying arrhythmia using 30 second single-lead ECG
rhythms. Zihlmann et al. [3] applied spectrogram transform
to the ECG and provided it as an input to a convolutional
recurrent neural network (CRNN). Murugesan et al. [4]
proposed combining both CNN and LSTM in order to
capture spatial and temporal features. While the black box
approach of DL models might be adequate in many use cases,
there is a need for interpretable models in sensitive domains
such as medicine to understand model competency and
potential failure cases. In the domain of imaging, significant
progress has been made to provide interpretability to CNN
models by understanding the saliency of models through
works such as Class Activation Map [5] and Grad-CAM
[6]. Additionally, a method to visualize predictions of a
Long Short Term Memory network (LSTM) on an ECG
was proposed by Westhuizen et al. [7] through learning an
input deletion mask. However, the analysis is restricted to a
single beat which fails in the case of rhythmic arrhythmia like
Premature Atrial Contraction (PAC). An adaptation of these
visualization techniques to time series data such as ECG
would massively ameliorate our understanding of model
saliency. To this end, the contributions of this paper are as
follows:
• We propose a novel adaptation of CNN saliency vi-
sualization to 1D ECG signals. To the best of our
knowledge, our work is the first study applying saliency
visualization of a CNN on an ECG signal.
• We propose an extension of the LSTM visualization
procedure to ECG signals, which is not restricted to a
single beat.
• We conduct rigorous analysis of the saliency maps and
draw comparisons to traditional diagnosis as highlighted
in medical literature.
II. METHODOLOGY
A. Problem formulation and Architecture Description
Given an ECG signal, the task is to visualize the net-
work’s activations on different types of cardiac arrhythmia.
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Fig. 1. Schematic of CNN visualization
However, before visualizing the ECG signal, the proposed
model would have to be adept at classification. To this end,
we first constuct a classifier as given in Murugesan et al. [4].
This decision is corroborated in section IV by comparing the
chosen network with other state of the art networks. This is
necessary as previous comparison was restricted to only 3
classes.
1) Classification Network: The dataset X =
{(x(1), y(1)), (x(2), y(2)), ...., (x(m), y(m))} consists of
input ECG signal x(i) and label y(i), where x(i) ∈ Rn and
y(i) ∈ {0, 1, ...7}. The label y(i) = 0 corresponds to the
normal rhythm and the remaining represent different types
of arrhythmia. The classification architecture as given in
Murugesan et al. [4] consists of three networks, namely
CNN, LSTM and Fully connected (FC). The input x(i)
is fed into the CNN and LSTM networks which output
feature vectors z(i)1 = F1(x
(i); θ1) and z
(i)
2 = F2(x
(i); θ2)
respectively. The FC network takes the concatenated
feature vector z(i)1 ||z(i)2 as input and outputs a vector
z
(i)
3 = F3(z
(i)
1 ||z(i)2 ; θ3). The vector z(i)3 is passed to
a softmax function which normalizes the vector into a
probability distribution p(z(i)3 ). Cross entropy is selected as
the loss function of choice.
The CNN used to extract features from the input ECG
has two blocks, the inception block and the deep residual
block. The inception block contains 4 parallel convolutional
filters of varying sizes (1x15,1x17,1x19,1x21) followed by
Batch Normalization (BN), ReLU, and a single convolution
filter. The deep residual block consists of 15 residual units.
Each residual unit contains two convolutional layers with
64×k filters each of size 1×16, where k is incremented by
1 for every 4th residual unit. The LSTM is used in many-to-
one fashion. For each time-step, the size of the input vector
and the hidden layers are 72 and 40 respectively. The third
network FC is a 3 layer deep multilayer perceptron. The
networks CNN and LSTM outputs feature vectors of length
640 and 40 respectively. These features are concatenated to
a vector of length 680 and given as input to FC.
Visualizing the CNN and LSTM networks in the above
classification architecture will provide intuition on model
performance by highlighting important regions of the given
input ECG signals.
2) Visualization of CNN: A class activation map (CAM)
for a particular label indicates the discriminative regions in
Fig. 2. Schematic of LSTM visualization
an input used by the CNN to identify that label. Zhou et
al.[5] proposed a method to obtain CAM for a specific set of
networks which outputs a convolution feature map followed
by Global Average Pooling (GAP) and softmax activation
function. The motivation behind this method is the network’s
ability to preserve spatial information until the FC layers.
Thus, taking the feature map before the FC layer can be used
to obtain CAM. The proposed architecture is an extension of
this method to ECG rhythm classification task which involves
1D convolutions.
The architecture used for CNN visualization, depicted in
Fig. 1 is a miniature version of CNN and FC network in our
classifier network. The differences between the classification
and visualization architectures are the reduced number of
residual units, absence of inception blocks and the additional
GAP unit. The visualization architecture consists of 4 resid-
ual units as compared to the 15 residual units used in the
classification network. This reduction in residual units was
done to alleviate the spatial information loss that occurs as
a result of multiple Max Pooling operations in the residual
units. The GAP unit takes these convolutional feature maps
as input and outputs the spatial average of each feature map.
For a given input signal, let fk(x) represent the activation
of unit k in the final convolution feature map at a spatial
location x. The spatial average output after the GAP unit is∑
x fk(x). The output node in the FC for class c is given by∑
k w
c
k
∑
x fk(x) where w
c
k is the weight corresponding to
class c for unit k. The CAM is defined by Mc(x) where
Mc(x) =
∑
k
wckfk(x) (1)
3) Visualization of LSTM: The saliency is a set of
regions in an input which upon masking, corresponds to a
reduction in the predicted probability of the correct class.
To obtain the saliency mask, Zeiler et al.[8] proposed a
method of occluding different portions of an input image
with a grey mask. The grey mask is a rectangular box
defined by location (center (cx,cy)) and size (width (w) and
height (h)). Similarly, for signals, the mask will be a segment
defined by location (center (cx)) and size (width (w)). These
parameters are obtained manually through repeated experi-
ments. To mitigate this trial and error approach Westhuizen
et al.[7] proposed a method which learns the mask through
optimization of a loss function. The method was tested in
the classification of four common heartbeat classes on ECG.
TABLE I
DATASET DISTRIBUTION FOR 8 TYPES OF HEART RHYTHMS
Rhythm Types MITDB LTAFDB LTDB Total
N 75013 10756 517402 603171
PVC 7121 1318 5137 13576
PAC 2542 14914 - 17456
AFIB 102 7241 - 7343
SVTA 22 3265 - 3287
SBR - 11323 - 11323
LBBB 6580 - - 6580
RBBB 5400 - - 5400
While this method has shown promising results, the model
was evaluated only using the QRS segment of a single beat.
This ignores rhythmic features among the beats, P and ST
segments which play a key role in arrhythmia diagnosis.
The LSTM visualization network (ψ), depicted in Figure
2 consists of LSTM (F2) followed by FC network (F3). The
input to the network (ψ) is the element-wise product of the
ECG signal (x1:T ) and a mask (m1:T ). The network (ψ)
outputs softmax activations. In order to obtain the saliency
mask, the loss function in Equation 2 is minimized. The first
term in the loss function helps to localize the salient regions,
the second term helps in imposing smoothness in the mask
thereby removing sudden transitions and the third term helps
in measuring the reduction in the network confidence score.
λ1 and λ2 are the weights of the saliency and smoothing
terms, respectively.
J = argmin
m1:T
λ1||1−m1:T ||1 + λ2
T−1∑
t=1
|mt+1 −mt|
+ ψ(φ(x1:T ;m1:T )) (2)
φ(x1:T ;m1:T ) = (1−m1:T ) x1:T + k(1−m1:T ) (3)
B. Dataset Description
In this study, the ECG rhythms from the MIT-BIH Ar-
rhythmia Database (MITDB), Long-Term Atrial Fibrillation
Database (LTAFDB) and MIT-BIH Long-Term Database
(LTDB) from Physionet are combined [9]. Lead II ECG alone
was extracted from the above-mentioned datasets due to its
common usage in wearable single lead ECG sensors. The
beat annotations for all the datasets are provided on the R-
peaks. The input windows are taken by sampling 1 second
before and after the annotation, hence resulting in an input
length of 2 seconds. Cardiac arrhythmia rhythms namely
Normal (N), Premature Ventricular Contraction (PVC), Pre-
mature Atrial Contraction (PAC), Atrial Fibrillation (AFIB),
Supraventricular Tachycardia (SVTA), Sinus Bradycardia
(SBR), Left Bundle Branch Block (LBBB) and Right Bundle
Branch Block (RBBB) are used. Table I summarizes the
rhythm count for the given task.
III. EXPERIMENTS
A. Classification Model
Due to lack of previous benchmarks on the 8 class
classification problem, three models are compared for single
lead ECG arrhythmia classification namely, Hannun et al. [2],
Zihlmann et al. [3] and Murugesan et al. [4]. The networks
were implemented according to the description provided by
the authors.
From Table I, it is evident that there is a severe class
imbalance problem which is alleviated by undersampling
the majority classes to match the number of samples in
the minority class. Hence, from the available dataset, 3200
rhythms from each class are extracted and are used for
training and the remaining rhythms are used to form an
extensive test set. The learning rate is set to 0.005 and the
momentum is set to 0.7. A mini-batch size of 16 is used and
the network is trained for 30 epochs.
B. Visualization Networks
For both the visualization networks, the input signals
which give the correct classification with the highest con-
fidence score are considered. Do note that the training
procedure followed for classification is adapted in both
CNN and LSTM visualization networks. During inference,
visualization of the CNN and LSTM networks are obtained
by the following methods.
• For CNN visualization network, the visualization cor-
responds to CAM. The CAM of length 48 is obtained
from the network. To overlay this map on the input
signal, it is upsampled to 720.
• For LSTM visualization network, mask m1:T is initially
set to zero. The parameters λ1, λ2 and learning rate are
set to 1, 0.001 and 0.001 respectively. Gradient update
is done using the Eq. 2 for 500 iterations.
IV. RESULTS AND DISCUSSION
Table II shows the quantitative results of model classi-
fication performance. It is evident that Murugesan et al.’s
model performs the best on the 8 arrhythmia classification
task, which aligns with Murugesan et al.’s observations on
the 3 arrhythmia classification task.
The results of the visualization on Murugesan et al.’s
model are highlighted in Fig 3. The visualization of the
network is represented as a color map where colors ranging
from violet to yellow (low to high) denote the importance
of a given point in a signal towards predicting the target
class. The following observations can be made by studying
the plots for each type of arrhythmia.
TABLE II
COMPARISONS AGAINST BENCHMARKS
Model Precision Recall F1-Score Accuracy
Hannun et al. [2] 0.93 0.93 0.93 0.93
Zihlmann et al. [3] 0.94 0.94 0.94 0.94
Murugesan et al. [4] 0.98 0.97 0.97 0.97
Fig. 3. Visualization of CNN and LSTM for ECG signal (Scaled by
importance from violet to yellow and normalized between 0 to 1). Note
that the ecg samples shown are dotted and not continuous
1) R peaks are observed to have a crucial role for this
classification task similar to how ECG technicians infer
rhythmic significance to diagnose arrhythmia [10]. It
can also be noted that for normal rhythms, LSTM
visualization provides importance to P, T wave and
QRS complex whereas CNN predominantly observes
the QRS complex.
2) For premature ventricular complex rhythms, it is ob-
served that the LSTM network provides importance to
the abnormal PVC rhythm whereas the CNN network
provides more importance to the proximal beats.
3) For premature atrial complex rhythms, it can be ob-
served that the CNN network saliency is centered
around the R peaks which is similar to how ECG in-
terpretation is done for PAC using the change in inter-
beat interval [11]. The LSTM visualization however
appears to highlight the final beat.
4) By observing the visualization of CNN network for the
atrial fibrillation rhythm it can be seen that the network
gives importance to the R peak followed by fibrillation
waves. The LSTM network too gives importance to the
fibrillation waves [10].
5) While the CNN network saliency for supraventricular
tachycardia rhythm appears to be focused on the QRS
complex, the LSTM network focuses on the ST seg-
ment.
6) For sinus bradycardia it can be observed that, the CNN
and LSTM network gives importance to the R peak
which is similar to the standard medical practice [10].
7) The CNN and LSTM network saliency for left bundle
branch block shows that the network gives more im-
portance to the inverted ST segment and the elongated
RS signal. This aligns with the medical literature for
diagnosis of LBBB [12].
8) The standard procedure for diagnosis of right bundle
branch block is to identify the presence of secondary R
peak and prolonged S wave.[12]. The CNN and LSTM
network saliency gives importance to the secondary R
peak during prediction.
V. CONCLUSION
In this work, we proposed a novel adaptation of visu-
alization techniques of CNN and LSTM for ECG signals.
The visualization was observed to line up with the clinical
literature in ECG interpretation. Our future work will be
focused on expanding the visualization to other classes and
validation in a clinical setting.
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