I. Introduction
Soft Computing paradigms in particular, Neural Networks NNs 1 , Wavelet Networks WNs 2 and Fuzzy Systems FSs 3 , Bayesian classi ers 4 and Fuzzy partitions 5 are gaining widespread acceptance in a large variety of elds, from engineering to commercial, from forecasting to arti cial intelligence, etc. The reason for such a n increasing interest resides in their intrinsic generality, exibility and good performance in many applications where other methods either tend to fail, or become cumbersome.
It is worthwhile observing that the various Soft Computing paradigms started from completely di erent origins. Therefore, until a few years ago, they have been considered as completely independent methods and this caused the development o f a s m a n y independent theories.
More recently, researchers started to recognize that these paradigms do have some similarities. In particular, Jang and Sun 6 rst pointed out the functional equivalence of Radial Basis Function Networks RBFs 1 and a class of FSs, but they restricted the comparison only to the simplest type of spherical RBFs and to FSs with Gaussian membership functions of prede ned width, product inference and soliton consequents 3 .
One year later, in a previous work 7 , 8 , I have extended the functional equivalence to hyper-elliptical RBFs and to other types of FSs, including those with triangular and exponential membership functions, those with mini and product implicators and those with rules containing only a partial number of inputs.
Later, Hunt et al. 9 further extended the functional equivalence to Takagi-Sugeno consequents 10 , but this required a modi cation of the original RBF paradigm.
The equivalence of Weighted Radial Basis Functions Networks WRBFs 7 with Perceptrons and a preliminary attempt to Neuro-Fuzzy uni cation have been rstly described in 8 , although with some limitations, especially in the uni cation of Perceptrons, on the one hand, and RBFs and FSs, on the other hand.
Another work from Benitez et al. 11 has proposed an interesting approach to the functional equivalence of Perceptrons and FSs, mainly for the aim of interpreting the knowledge hidden within Perceptrons. The work introduces and ad-hoc inference operator the interactive-or, which is the bridge between Perceptrons and FSs, and describes in details the rationale for such operator.
Other authors 3 , 12 , 13 , 14 have also dealt with the functional equivalence of pairs of Soft Computing paradigms, but no work has been published so far on their global uni cation. Furthermore no author has tried so far to unify training algorithms and in particular to unify supervised and unsupervised training together.
Scope of this work is to analyze similarities and di erences among various Soft Computing paradigms and a few other commonly used Hard Computing paradigms, with the aim of getting into the domain of the so-called NeuroFuzzy Systems NFSs note that, despite the name, these also includes other paradigms.
This work lls the lack of a real Neuro-Fuzzy uni cation paradigm, by proposing an algorithm which includes, as particular cases, most NNs, WNs and FSs, together with other traditional methods like, for instance, linear controllers, Bayesian classi ers, Fuzzy and Hard clusterers.
Unifying di erent classes of methods has enormous advantages, such as the ability to merge all such techniques within the same system. For instance, it is possible to train either NNs or WNs, learning from the experience of human operators expressed in term of linguistic rules; or, it is possible to interpret, in linguistic form, the knowledge that either a NN or a WN has acquired from examples; or, it is possible to train a WN from examples using NN training rules; or, it is possible to train, with a unique training rule, hybrid systems composed of Soft and Hard Computing algorithms.
As a result of uni cation, it will become clear that the various Soft Computing paradigms are much more similar to each other than is often believed, and the real di erences among each other are very limited. Often, when someone claims that one paradigm is better than another, it is only because the two of them have been used with very different constraints or under very di erent hypotheses and not because of intrinsic di erences between each other. In practice, di erences depend more on the choice of the activation function, training parameters, network size and topology than on the type of paradigm used.
For what training concerns, by applying a gradient descent algorithm to the uni cation paradigm, it has been possible to unify together most commonly used training algorithms for NNs, WNs and FSs, both supervised and unsupervised. This augments the rationale for uni cation and opens the way to the development of many new interesting training algorithms.
II. Overview of Existing Neuro-Fuzzy Paradigms
This section brie y describes and compares the mathematical models which many NFSs are based on. These are seen as black boxes with an input vectorX = fx 1 ; : : : ; x N g T 2 N sometimes, a scalar x and an output vectorỸ = fy 1 ; : : : ; y M g T 2 M sometimes, a scalar y.
In many cases, input and output vectors are bounded: X 2 U x1 : : : U x N andỸ 2 U y1 : : : U y M where U xi and U yj are the universes of discourse of x i and y j , respectively, and denotes Cartesian product.
The following criteria and de nitions will be used to analyze and compare the di erent paradigms:
De nition II.1: The input output characteristicỸ = fX of any NFS maps an input vectorX to the corresponding output vectorỸ . Input output characteristic is relevant when the NFS is used as either function approximator, or parametric model, or controller, etc.
De nition II.2: The -cut j N , is the set of points in the input space where the network provides an output y j 2 U y j . The -cut is a concept taken from the theory of FSs 5 , but it can also be extended to the other NFSs.
De nition II.3:
The decision boundary D j N is the boundary of j . Namely, for continuous network characteristics, it is the set of points in the input space where the network provides an output y j = 2 U y j . The boundary when existing splits the input space in two o r more regions where the j-th output is higher respectively, lower than .
Both the -cut and the decision boundary are important when the NFS is used as a classi er, as they de ne the shape and boundary of each class. A. Existing Neural and Fuzzy Paradigms At present, most existing NFSs can be re-conduced to one of the classes listed below. Uni cation will merge them into as few as two major classes see sect. IV-F:
1. Correlation-Based Neural Networks include several paradigms such as 1 Single-and Multi-Layer Perceptrons MLPs, Hop eld Nets, Bidirectional Associative Memories BAMs, etc. Such networks are based on Perceptron-like or, P-neurons, which have a model based on the scalar product between the input vectorX and a weight vectorW j of identical dimensions: where is the neuron's bias. F z is usually a nonlinear, antisymmetric, monotonic, and limited activation function 1 . Often, it is a generalized sigmoid: The elements of the vectorỸ are then normalized in order to be a proper Fuzzy partition 5 :
Section III shows how all the above listed Neuro-Fuzzy paradigms and also other traditional algorithms will be unied together.
III. Unification Paradigm
In sect. II the mathematical models of the various NF paradigms formulae 1, 3, 5, 9, 10, 11 13, 14, 15 and 17 have intentionally been written in such a form that their common structure becomes evident. Namely, the output of each neuron or wavelon, or Fuzzy Rule, or Fuzzy output is a monotonic, possibly non-linear, function of either the dot product or the distance betweeñ X sometimes,Ỹ and one or two parameter vectors W j , C j ,Ẽ j ,T j ,D j ,S j ,Q k associated with each neuron respectively, w a v elon, Fuzzy Rule, Fuzzy output.
The uni cation paradigm described below has been derived from this consideration. Section III-B proves how most NFSs are nothing but particular cases of it, while sections III-C and III-D show h o w learning algorithms are also uni ed.
Although similar paradigms are found in literature 1 , 9 , this is the rst work which proposes the WRBF and its associated learning rule as a global Neuro-Fuzzy uni cation paradigm. A preliminary version of the same paradigm was also introduced in previous works 7 , 20 . Although it might seem strange to have the activation function as an explicit parameter, this has three main reasons: rstly, it is the activation function itself that de nes at the greatest extent the overall performance of NFSs; secondly, i n m a n y applications, the activation function itself can also be tuned or trained, as well as all the other neuron parameters this has proven very useful in some practical applications 14 ; thirdly, a vectorFz of di erent activation functions one per each neuron can also be used in hybrid layers. The activation function F z can be any function often, monotonic, such a s the generalized sigmoid 2, the generalized exponential 4, any mother Wavelet for instance, 6, any membership function 8, or linear 13. Sometimes, also polynomial functions have been applied. Note that the linear and polynomial are unbound and therefore they can approximate and extrapolate unbound functions, although they are more di cult to train.
The WRBF algorithm alone is not su cient for uni cation, as it must sometimes be associated with a normalization layer see formulae 12, 16, and 18: Tables I and II show h o w several traditional paradigms can be expressed in terms of single-or multi-layer WRBF Networks plus, optionally, one or more normalization layers. This justi es the use of WRBF as a uni cation paradigm, with the many advantages discussed in sect. V. Follow a few comments on some particular cases: P-neurons: introducing an additional matrix C into Pneurons is equivalent to adding an individual bias ,c ji to each input x i . This reduces one of the problems of most back-propagation algorithms, which cannot correct weights connected to inputs which are zero or very small. Adding a proper bias to each input reduces the probability of getting stuck to local minima, and often increases learning speed not proven, but con rmed by personal experience. R-neurons: usually the order of the WRBF n 2 f1; 2g coincides with the order m of the generalized exponential activation function.
Introducing the weight matrix W into R-neurons solves two of the drawbacks of weight-less spherical R-neurons: one is the dimensional problem, which arises when trying to sum up inputs with di erent physical dimensions see formula 3. Having each When either C = 0 or W = 1 , it can be omitted. Yet it is useful to have all of them for uni cation and comparison purposes. In addition, in a number of applications, having two matrices C and W gives additional performance.
C. Generalized l e arning rule
A generalized learning rule has been developed for the WRBF algorithm 8 . It is based on the supervised gradient descent method, which delta rules 1 are based on. As shown further, extending gradient descent methods to WRBF neurons, most supervised and unsupervised learning rules for instance, the delta, back-propagation, Kohonen's self-organizing 1 , Fuzzy 3 , and Wavelet 2 training algorithms can be obtained. This is interesting to observe, as it augments both the theoretical and the practical validity of the proposed uni cation approach.
Supervised learning tends to reduce, for any input vector X, an appropriate error function, which is de ned as: Formula 26 applies only to multi-layer networks and provides the correction vector to be back-propagated to the preceding layer 1 , where it is used instead of the term j generalized back-propagation algorithm. In addition, when an inter-layer normalization N is present, the term x i has to be multiplied by jỸ j see formula 21.
Let's now see how the above rule includes the other supervised learning rules as particular cases. See next section for unsupervised learning: P-neurons: formulae 23, 24, 26, with n = 0 and C =0 are the traditional back-propagation rule 1 .
Formula 25 does not usually apply. R-neurons: formula 25, with n = 2 andW =1 is identical to the supervised RBF learning rule. Formula 23 applies only to RBFs with weights. Formulae 24, and 26 do not usually apply. Wavelons: so far no learning algorithm has been reported for wavelons as they are constructed directly by means of Wavelet Decomposition 2 . Yet, the generalized learning rule can also be used for them. Fuzzy Systems: formulae 23, 25, and 26, applied to the three-layered structure of FSs see sect. III-B, are similar to the Fuzzy training rule proposed by 3 , p.30, except for immaterial multiplicative factors. Formula 24 does not usually apply. Adaptive linear systems: formula 23 is similar to standard relaxation methods for adaptive linear systems for instance, tapped lters and PID controllers. Note that all commonly used improvements for instance, adaptive learning coe cients, near-optimum learning coe cients, momentum, constructive and pruning algorithms 1 , 19 can still be applied. D. Unsupervised l e arning For unsupervised training for instance, self-organizing algorithms with KOHs and SOMs, the same generalized learning rule is used, but the target value shall be selfcomputed by the network itself, instead of being provided by a supervisor:T = N p p Ỹ 27 which applies only for y j ; t j 2 0; 1 . The parameter p 2 1; 1 i s a v alue which de nes the sharpness or, fuzziness of the self-organization.
In case a neighborhood is required as in KOHs and SOMs, a symmetrical neighboring matrix N is introduced which de nes the neighborhood topology of each neuron:
N jj = 1, while N jk is usually decreasing for an increasing distance between neuron j and k. The target value is then
The vectorT is then used as a self-computed target for formulae 22 through 26.
Let's now consider how the above rule includes unsupervised learning rules as particular cases proofs omitted:
Kohonen's and self-organizing algorithms with Rneurons: p ! 1 . In this case formula 28 becomes:
where j is the index of the winning neuron 1 Formula 25 is then used with W = 1 and n = 2 as for weight-less R-neurons. This is similar to the standard self-organizing Kohonen's rule 1 , as the term between square brackets is proportional to x i , c ji .
The only minor di erence with respect to the true Kohonen's rule is the term 1 , y j in the winning neuron instead of an appropriate coe cient slowly reducing with time; yet, as learning proceeds, the amplitude of 1,y j initially high slowly and automatically reduces, as required. Self-organization for generic WRBF-n neurons: as KOH and SOM algorithms can only train centers, they just apply to weight-less R-neurons and to single-layer networks. Instead, the proposed algorithms can also train weights and multi-layer networks, by means of formulae 23 through 26. Such networks proved useful in a few tough classi cation tasks. Furthermore, it will be shown that, under certain easyto-meet circumstances, WRBF-0 and WRBF-2 neurons namely, the most commonly used P-neurons, R-neurons, wavelons and some Fuzzy Rules may h a v e similar characteristics, -cuts and decision boundaries. which merely provides a 3 rd order approximation. Other, possibly better, approximations for n 5 can also be found using di erent activation functions G z.
The above formulae nd the parameter of the WRBF-2 neuron which provide the optimal local approximation aroundX =W , as shown in g. 5 plots a, b. There exists also another set of parameters which leads to a better global approximation, namely 8X 2 S , as shown in g. 5 plot c.
C. Di erence b etween WRBF-0 and WRBF-2 neurons
Let A be a WRBF-0 neuron with weight vectorW A , activation function F z with F 0 6 = 0. There exists no WRBF-2 neuron B which is at least a 1 st order approximation of A on any point aroundX =W A , and vice-versa.
Proof: on any surface S 6 = S, input vector can be expressed byX = 1 + X , where kXk = kW A k. Computing and comparing the rst derivatives, for F 0 6 = 0 :
Therefore, from theorem A.1, A and B can never be 1 st order approximations of each other. Or, if F 0 = 0 , A and B can never be 2 nd order approximations of each other.
D. Comments on Approximations
The previous section pointed out the real di erence between WRBF-0 and WRBF-2 neurons: while the output activation of any WRBF-2 neuron and also WRBF-1 and WRBF-1 always reaches an extreme whenX =W A = C B , the output activation of any WRBF-0 neuron with F 0 6 = 0 reaches an extreme only whenX 2 S , while it is monotonic increasing or decreasing along any direction perpendicular to S, as shown in g. 5. Instead, on S they can be made either identical or approximating each other. See sect. V-C for additional comments.
Some comments should also be drawn on decision boundaries. It was stated in sect. II that WRBF-0 and WRBF-2 neurons have planar and spherical decision boundaries, respectively. On the other hand, sect. IV-A stated that the characteristics as well as the decision boundaries of WRBF-0 and WRBF-2 neurons can be made identical on a given spherical surface. This apparent contradiction can be solved by looking at g. 4, which shows that the planar boundary Q of a WRBF-0 neuron intersects the spherical surface S and delimits the circular boundary of radius r hyper-spherical, in higher dimension spaces of a WRBF-2 neuron. N   no  no  identical  TABLE III Approximation capability matrix among Neuro-Fuzzy paradigms. The table states that, for a given type of neuron, there exists respectively, does not exist at least one neuron of another type which approximates respectively, is identical to the former. Surfaces S and S 0 are defined in sections IV-A and IV-E, respectively. y prG stands for product inference with Gaussian or exponential membership functions; yy prT stands for product inference with triangular or trapezoidal membership functions. they are not identical, as the activation functions must be different. E. Other approximation capabilities Table III lists Use the same parameters for F z as given above.
Proof is based on a change of coordinates.
WRBF-n and WRBF-m neurons n 6 = m cannot be better than 0-th order approximations of each other on any surface, except for n = 0 and m = 2 , as can be seen in g. 5 plots a, c, e, f .This is due to the fact that the characteristic of WRBF-n neurons for n = 2 f 0 ; 2 g depends on the direction of X ,C. Yet, in practice, if n; m 2 f1; 2; : : : ; 1g, the behaviors of the two neurons see g. 5 are often considered su ciently similar" to each other, as they are all monotonic decreasing for increasing kX ,Ck. Rules with i-or implicator, Hop eld nets, etc., which have h yper-planar decision boundaries, and an output value which is monotonic along any radial direction in the input space see sect. IV-C; non-monotonic on the hyper-sphere.
2. WRBF-n neurons, for n 6 = 0 mostly, n 2 f1; 2; 3; 1g, namely all the other Neuro-Fuzzy paradigms. These have closed decision boundaries either hyper-diamond, for n = 1, or hyper-spherical, or hyper-elliptical, for n = 2, or hyper-cubic, for n = 1; the output value always reaches an extreme whenX =C, therefore no monotonic behavior shows along any direction in the input space see sect. IV-C. The above WRBF-2 neurons are slightly unusual the former has a non-constant bias, while the latter has a negative w eight, yet they are both perfectly correct.
V. Results and Applications of Unification
Perhaps one of the major results of uni cation is the awareness that NNs, WNs and FSs paradigms are in practice much more similar to each other than it is often believed. The major di erence between the various WRBF-n neurons are pointed out in sect. IV-F.
This awareness, when positively exploited, helps to select the best combination of paradigm, activation function and topology, which m a y provide the best results, and also to reject other combinations which can be less performing. A. Selection among activation functions At present, any selection criterion among the di erent paradigms is usually based more on side e ects such as: a greater con dence one might have with one of the paradigms, due to personal experience and know-how; the availability of speci c simulation packages or hardware coprocessors tailored to one of the paradigms; the knowledge of the problem, which might induce to choose one class of activation functions as more appropriate for the problem, and therefore also its commonly associated paradigm; the availability of previously trained networks. grey scale images: imagers often have a n automatic gain control which compensates for brightness and contrast variations and provides an input vector with a prede ned magnitude. pattern classi cation: every time the direction of the input vector is more important than its magnitude for instance when classifying the shape of a signal, the input vector shall be normalized. It is already known that in such cases normalization often improves performance. Note also that patterns are often classi ed as a function of both shape and magnitude. A formula similar to 39, except that all weight are positive is often used. Inter-layer normalization is often used for function approximation 2 , 3 , as the base of functions of Rneurons, wavelons and Fuzzy Rules is often composed of bell-shaped, Gaussian or Wavelet functions, for all of which lim z!1 fG z; z g = 0 .
These are very good for interpolation, but very poor for extrapolation of functions with unlimited support, as any linear combination of such functions necessarily tends to zero or to a xed threshold when the argument approaches in nity, as shown in g. 6 plots b, c. The importance of inter-layer normalization has been pointed out in 3 , p.51, where it is observed that a linear combination of normalized Gaussians, such as see function approximation" in tab. II: yx = a 1 e , x , c 1 2 + : : : + a M e , x , c M 2 e , x , c 1 2 + : : : + e , x , c M 2 can have the asymptotes which are di erent from each other and therefore can better extrapolate functions with unlimited support, also providing a smoother approximation, as shown in g. 6 plot a. In practice, by normalization, the two outermost Gaussians become sigmoid-like functions, which are known to be better extrapolators. In any case, asymptotes can only be horizontal. Output normalization is often used in Fuzzy partitions and clustering, in Bayesian classi ers, in RCEs, KOHs, and SOMs, in classi ers, where the norm of the output vector must be constant. Output normalization is sometimes avoided in classi cation, when an output vector of small magnitude is associated with the class unrecognized".
D. Linguistic interpretation of Neural weights
One application of uni cation is to give a linguistic interpretation of weight and center matrices of NNs and WNs see sect. IV-A. This is useful in several applications, for instance when either a NN or a WN is trained from numerical examples either to approximate a function, or to model an unknown system, or to classify patterns. The knowledge acquired can then be converted to linguistic form namely, Fuzzy for later use, either by h umans to understand the phenomena, or by computers in arti cial intelligence tools.
Another application is to run NNs and WNs on hardware Fuzzy processors, when these are available and cheaper than other processors. E. Numerical processing of Fuzzy Rules Another application of uni cation is to process Fuzzy Rules numerically. Converting from Fuzzy Rules to a NN or a WN see sect. IV-A gives numerical form to the knowledge explicitly contained in the FS. This is useful to optimize numerically for instance, by means of training rules, stochastic or genetic algorithms a set of Fuzzy Rules. Later, it is possible to convert back to an optimized FS, without loosing the knowledge present in the system.
Another application is to run FSs on hardware Neural processors, when these are available and cheaper than other processors.
F. Initialization
Possible immediate initializations of Neuro-Fuzzy systems are proposed in 3 , 7 , 15 , 18 , 
In addition, initialization methods like Orthogonal Least Squares 18 , which traditionally apply to wavelons, can also be used to train WRBF-0 neurons in particular, Perceptrons.
