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Résumé
Soit f une fonction eiθ → f (eiθ ) = |1 − eiθ |2αf1(eiθ ) où α est un réel non nul appartenant
à ]−1/2,1/2[ et f1 une fonction régulière strictement positive. Pour de tels α nous avons obtenu
dans un précédent article le comportement asymptotique des éléments de l’inverse de la matrice de
Toeplitz TN,f lorsque N tend vers l’infini. Ces résultats nous permettent d’établir ici des formules
de trace qui prolongent l’expression classique des théorèmes limites de Szegö du cas régulier.
 2004 Elsevier SAS. Tous droits réservés.
Abstract
Let f be a function eiθ → f (eiθ ) = |1− eiθ |2αf1(eiθ ) with f1 a regular strictly positive function
and a real number α in ]−1/2,1/2[\{0}. In a previous paper for such a number α we have obtained
the asymptotic behaviour of the entries of the inverse of the Toeplitz matrix TN,f when N goes to
infinity. These results allow us to give trace formulas, which extend a classical expression of Szegö’s
limits theorems.
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1. Introduction
1.1. Rappels
Soit f une fonction 2π -périodique, positive, intégrable et de logarithme intégrable,
on appelle matrice de Toeplitz d’ordre N associée au symbole f la matrice suivante :
(TN,f )(k,l) = (fˆ (k − l)), avec 0  k, l  N et fˆ (s) le coefficient de Fourier au point s
de la fonction f . On dira que le symbole f est régulier si de plus f > 0 et appartient
à l’algèbre de Banach : K21/2(T) = {h ∈ L∞(T)/
∑
k∈Z |k||hˆ(k)|2 < ∞}. Par contre si f
admet des zéros ou des pôles on dira que f est un symbole singulier. Dans le cadre de ce
travail nous considérons les symboles :
eiθ → f (eiθ ) = |1 − eiθ |2αf1(eiθ )
où les conditions de régularité sur f1  0 seront précisées plus loin. L’objet principal de
notre étude est le comportement asymptotique des éléments de T −1N,f lorsque N tend vers
l’infini. On dit que f possède un zéro d’ordre fractionnaire 2α si α > 0 et un pôle d’ordre
fractionnaire 2α si α < 0. On prendra α réel et α > − 12 , α = 0.
Le premier résultat concernant ce comportement asymptotique, et qui correspond au cas
d’un symbole régulier h, est dû à G. Szegö [20] (1952) et s’énonce de la manière suivante :
ln detTN,h = (N + 1) 12π
2π∫
0
lnh(eiθ )(θ) dθ + 1
2
∑
k∈Z
|k|∣∣(̂lnh)(k)∣∣2 + o(1).
L’importance de ce résultat, qui a eu de multiples extensions [13–15,21], est dû aux nom-
breux liens avec d’autres domaines comme la mécanique statistique (étude des modèles
d’Ising) ; l’étude de la vraisemblance des processus gaussiens [10,12] ; les grandes dé-
viations [32], etc. . . . On trouvera dans [34] une synthèse de ces résultats concernant les
différentes extensions du théorème limite de Szegö du cas régulier.
Dans le cadre des déterminants de Toeplitz, la contribution de H. Widom [33] à ces
développements a été majeure. Dans le cas régulier l’étude de la trace de l’inverse, plus
fondamentale que celle du déterminant, conduit à des résultats plus généraux, tels que la
trace de fonctions analytiques de matrices de Toeplitz (puissances, etc. . .) [35]. Ainsi dans
le cadre multidimensionnel, pour des domaines rectangulaires, [30,31] des développements
asymptotiques, de la trace de l’inverse et des puissances de matrices de Toeplitz sont ob-
tenus. L’ordre du développement est égal à la dimension de l’espace. Des extensions de
même nature ont été obtenues pour des matrices de Toeplitz de symboles réguliers, asso-
ciées à des polytopes [24].
Il faut signaler aussi les nombreux travaux menés en parallèle concernant le comporte-
ment asymptotique de déterminants dans le cas où le symbole comporte des singularités
de différentes natures : pôles ou zéros, discontinuité de première espèce, etc. . . . M.E. Fi-
sher et R.E. Hartwig [19] ont publié un article en 1968, montrant le lien étroit entre les
P. Rambour, A. Seghier / Bull. Sci. math. 129 (2005) 149–174 151déterminants de Toeplitz et certaines branches de la mécanique statistique. Le compor-
tement asymptotique de ces déterminants peut fournir des informations importantes dans
l’étude de certains phénomènes critiques (transition de phase dans les modèles d’Ising).
De plus ces deux auteurs ont établi une conjecture pour des symboles singuliers, qui por-
tent actuellement leur nom. On trouvera dans [18] l’historique de cette conjecture et dans
[6, pp. 170–183] un développement des principaux résultats classiques. Cette conjecture a
fait l’objet de nombreux travaux, les auteurs comme H. Widom (1973) [33], A. Böttcher
et B. Silbermann (1995) [4–7,9], Estelle Basor [1], P.M. Bleher [2,3] et enfin récemment
T. Erhrardt et B. Silbermann [16] (1997) et T. Erhrardt [17] (1997) ont pu progressivement
depuis environ trois décennies, établir complètement cette conjecture.
Venons-en à nos résultats. Dans cet article pour −1/2 < α < α/2 = 0, nous avons un
développement de la trace de l’inverse qui dépend du signe de α de la manière suivante :
• −1/2 < α < 0, et f = gg¯ g ∈ H 2(T)
Tr
(
(TN,f )
−1)= N + 1
2π
2π∫
0
1
f (eiθ )
dθ − 2
∑
u∈N
u
∣∣ĝ−1(u)∣∣2 + o(1).
• 0 < α < 1/2
Tr(TN,f )−1 = N + 12π
2π∫
0
dθ
f (eiθ )
− N
2α
2(α)
1
f1(1)
1∫
0
G˜α(x) dx + o(N2α),
où G˜α est une fonction de x qui sera précisée plus loin, et toujours avec
f (eiθ ) = |1 − eiθ |2αf1(eiθ ).
La première formule s’écrit aussi :
Tr
(
(TN,f )
−1)= N + 1
2π
2π∫
0
dθ
f (eiθ )
+
∑
m∈Z
|m|(l̂n(f )(m)1̂/f (m))+ o(1).
On observe que l’expression de la trace ci-dessus, concernant le cas singulier est identique
à celle obtenue dans le cas régulier [30], pp. 80, [11].
Rappelons que nous avons obtenu dans de précédents travaux [27–29] un dévelop-
pement asymptotique à l’ordre 1 des éléments de T −1N,f qui se présente sous la forme :
(TN,|1−eiθ |2αf1)
−1
[Nx]+1,[Ny]+1 = N2α−1
1
(α)2(f1(1))
(
Gα(x, y)
)+ o(N2α−1).
Ceci pour tout α > −1/2, α = 0, lorsque k/N tend vers x et l/N tend vers y, avec 0 < x <
y < 1, (k, l,N tendent vers l’infini). Nous donnons explicitement la fonction Gα(x, y) qui
a la forme suivante selon les valeurs de α.
1. Si α ∈]−1/2,0[ et 0 < x,y < 1,
Gα(x, y) = xαyα lim
ε→0
(
Iε,α(x, y) − ε
α
α
(y − x)α−1(1 − y + x)α
)
,
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Iε,α(x, y) =
1∫
y(1+εϕ(x,y))
(t − x)α−1(t − y)α−1
t2α
dt et ϕ(x, y) = x + 1 − y
x
.
2. Si α ∈]0,+∞[ et 0 < x < y  1 :
Gα(x, y) = xαyα
1∫
y
(t − x)α−1(t − y)α−1
t2α
dt.
3. Gα(x, y) = Gα(y, x) pour tout α > −1/2.
Il faut signaler que la forme actuelle de ces noyaux est due à A. Böttcher qui l’a établie
pour α entier [8]. Pour α ∈]1/2,+∞[, nos énoncés nous donnent comme corollaire les
énoncés suivants (voir [28])
• Si α = 1/2, et f1 vérifiant C, alors :
f1(1)Tr
(
(TN,f )
−1)= 1
(1/2)2
N lnN + o(N lnN).
• Si α > 1/2 et si f1 vérifie C, alors :
f1(1)Tr
(
(TN,f )
−1)= N2α 1
(α)2
1∫
0
Gα(x, x) dx + o(N2α).
Le premier résultat ayant été conjecturé par H. Kesten [25]. Le second a été obtenu par
A. Böttcher dans le cas où α est un entier [8].
2. Elements diagonaux, formules de trace
Notons A(T,µ) [23] l’algèbre suivante : {h ∈ C(T)/‖h‖A(T,µ) = ∑n∈Z |n|µ|hˆ(n)| <∞}. On définit enfin la fonction χ par : χ(eiθ ) = eiθ .
2.1. La condition C pour f1
On définit la condition C : f1 > 0 et f1 ∈ A(T,3/2). Le cas α ∈ N a été traité dans
un précédent travail [27,28]. Les techniques sont cependant différentes. L’expression du
noyau est exactement la même que pour α > 0. On pose f = |1 − χ |2αf1(eiθ ), et f = gg¯,
g, g−1 ∈ H 2+.
2.2. Résultats
Théorème 1. Dans le cas des éléments diagonaux on a, pour α ∈]−1/2,1/2[\{0}, les deux
cas suivants :
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(TN,f )
−1
[Nx]+1,[Nx]+1 =
1
2π
2π∫
0
(
1
f
)
(eiθ ) dθ + o
(
1
N
)
uniformément par rapport à x sur tout intervalle ]δ0, δ1[, avec 0 < δ0 < δ1 < 1.
• Si α ∈]0,1/2[, et x ∈ [1/2,1] alors
(TN,f )
−1
[Nx]+1,[Nx]+1
= 1
2π
2π∫
0
(
1
f
)
(eiθ ) dθ + N
2α−1
f1(1)2(α)
×
( x∫
0
t2α−2
(
(1 − t)2α − 1)− t2α(1 − t)2α−2 dt + x2α−1
2α − 1
)
+ o(N2α−1).
• Si α ∈]0,1/2[, et x ∈ [0,1/2] alors
(TN,f )
−1
[Nx]+1,[Nx]+1 = (TN,f )−1[N(1−x)]+1,[N(1−x)]+1
uniformément par rapport à x sur [0,1].
Théorème 2.
• Si α ∈]−1/2,0[ alors
Tr
(
(TN,f )
−1)= N + 1
2π
2π∫
0
dθ
f (eiθ )
+
∑
m∈Z
|m|(l̂n(f )(m)1̂/f (m))+ o(1).
• Si α ∈]0,1/2[ alors
Tr
(
(TN,f )
−1)= N + 1
2π
2π∫
0
(
1
f
(eiθ )
)
dθ + 2N
2α
f1(1)2(α)
1∫
1/2
G˜α(x) dx + o(N2α)
avec
G˜α(x) =
x∫
0
t2α−2
(
(1 − t)2α − 1)− t2α(1 − t)2α−2 dt + x2α−1
2α − 1
où x ∈ [1/2,1].
Rappelons maintenant les résultats sur les inverses des matrices de Toeplitz que nous
allons utiliser.
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3.1. Polynôme prédicteur
Théorème 3. Si α > −1/2, α = 0, on obtient, pour 0 < x < 1,
g1(0)c[α+1/2]+1
(
g1(1)
)
(TN,|1−χ |2αf1)
−1
[Nx],1 =
1
N1−α
Kα(x) + o
(
1
N1−α
)
avec
Kα(x) = 1
(α)
xα−1(1 − x)α
et cp(z) = z¯ si p est un entier impair, cp(z) = z sinon. Ce résultat est valable pour
x ∈]0,1] si α ∈ [0,1[, et pour x ∈ [0,1] si α  1. Si α ∈]−1/2,0[ l’approximation est
uniforme sur tout intervalle [δ1, δ2], 0 < δ1 < δ2 < 1. Si α ∈]0,1/2] elle est uniforme sur
tout intervalle [δ1,1], 0 < δ1 < 1. Enfin si α > 12 l’approximation est uniforme sur tout[0,1].
En fait dans notre travail sur l’asymptotique des éléments de l’inverse [29] nous avons
obtenu et utilisé un résultat plus technique dans le cas où α appartient à ]−1/2,1/2[. Ce
résultat va être utilisé ici, nous le rappelons donc.
Proposition 1. Si α ∈]−1/2,1/2[ et f1 = g1g¯1, g1 ∈ H∞ alors :
(TN,|1−χ |2αf1)
−1
k,1 ∼ β˜k −
1
N
(
k∑
u=0
β˜k−uFN
(
u
N
))
.
Avec β˜u le coefficient de Fourier d’indice u de 1/g¯.
La fonction FN est alors définie sur [0,1] de la manière suivante :
Lemme 1.
FN(z) =
k∑
u=0
+∞∑
n=0
(
sinπα
π
)2n+2
Fn,N
(
u
N
)
+ o
(
1
N
)
,
où
Fm,N
(
u
N
)
=
∞∑
w0=0
1
1 + w0 + N + α
∞∑
w1=0
1
1 + w1 + w0 + N + α × · · ·
×
∞∑
w2m−1=0
1
1 + N + α + w2m−1 + w2m−2
×
∞∑
w =0
1
N + 1 + α + w2m + w2m−1
1
1 + w2m
N
+ α+1
N
− u
N2m
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 1. La somme
∑∞
n=0 Fn,N(z)( sinπαπ )
2n+2 converge uniformément sur [0,1]
et est majorée par K0 + K1 ln(1 − z + α+1N ) où K0 et K1 sont des constantes positives
indépendantes de N .
Ce lemme a été établi dans [29]. Nous utiliserons également le résultat, toujours prouvé
dans [29].
Proposition 2. Si α ∈]−1/2,1/2[ et f1 une fonction régulière vérifiant les conditions ci-
dessus, alors
g¯1(1)(T −1N,f )k+1,1 =
1
(α)
kα−1(1 − k/N)α + o(kα−1),
uniformément par rapport à k entier compris entre Nδx et Ny, 0  δ < 1, 0  x  1,
0 < y < 1.
4. Démonstration des théorèmes
Nous allons établir dans ce paragraphe les résultats sur les éléments diagonaux et les
résultats sur les traces. La première partie de la démonstration traite du cas 1/2 > α > 0,
la seconde partie du cas 0 > α > −1/2.
4.1. Rappels
Nous rappelons [26] que le polynôme prédicteur PM de degré M d’une fonction h est
le polynôme
∑M
u=0 βuχu avec
βu = 1
µM
(
TM(h)
)−1
u+1,1, 0 uM,µ
2
M =
(
TM(h)
)−1
1,1.
On sait alors que [26],
̂( 1
|PM |2
)
(s) = hˆ(s), −M  s M,
où tˆ (s) désigne le coefficient de Fourier en s de la fonction h.
Rappelons également le lemme suivant (formule de Gohberg–Semencul) [22].
Lemme 2. Si P est un polynôme de degré inférieur ou égal à N + 1 on peut écrire :(
TN
(|P |2))−1
k+1,l+1 =
(
π+P¯ χk,π+P¯ χl
)
2 −
(
π+Pχk−N+1,π+Pχl−N+1
)
2
pour 0 k N , 0 l N .
4.2. Le cas 1/2 > α > 0
Nous allons d’abord calculer les termes diagonaux, puis en déduire la trace.
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C, alors
(TN,f )
−1
[Nx]+1,[Nx]+1 = (̂1/f )(0) +
N2α−1
f1(1)2(α)
( x∫
0
t2α−2
(
(1 − t)2α − 1)
− t2α(1 − t)2α−2 dt −
∞∫
x
t2α−2 dt
)
+ o(N2α−1),
uniformément par rapport à x ∈]1/2,1[.
Preuve. Rappelons les notations suivantes : βu,α,N désigne le coefficient de χu du po-
lynôme prédicteur de degré N de |1 − χ |2αf1 et βˆu,α désigne le coefficient de Fourier
d’indice u de (1 − χ)−α/g1. Dans la suite nous posons k = [Nx], où [Nx] désigne la
partie entière de Nx et nous supposons que 0 < x < 1. Nous devons calculer
TN
(|1 − χ |2αf1)−1k+1,k+1 = (|β0,α,N |2 + |β1,α,N |2 + · · · + |βk,α,N |2)
− (|βN+1−k,α,N |2 + · · · + |βN,α,N |2).
Nous allons calculer successivement chacun des deux termes de la somme. Ecrivons tout
d’abord(|β0,α,N |2 + |β1,α,N |2 + · · · + |βk,α,N |2)= k∑
u=0
|βˆu,α,N |2 +
k∑
u=0
(|βu,α,N |2 − |βˆu,α|2).
Il est clair que
k∑
u=0
|βˆu,α|2 =
∞∑
u=0
|βˆu,α|2 −
∞∑
u=k+1
|βˆu,α|2
= 1
2π
2π∫
0
(
1
|1 − χ |2αf1
)
(eiθ ) dθ
+ N
2α−1x2α−1
(α)2(2α − 1)f1(1) + o(N
2α−1). (
)
Pour calculez la quantité
∑k
u=0(|βu,α,N |2 − |βˆu,α|2) nous allons introduire le réel γ , 0 <
γ < 1 qui sera précisé plus loin. Nous pouvons écrire
k∑
u=0
(|βu,α|2 − |βˆu,α|2)= Nγ∑
u=0
(|βu,α|2 − |βˆu,α|2)+ k∑
u=Nγ
(|βu,α|2 − |βˆu,α|2).
Nous avons alors
Nγ∑(|βu,α,N |2 − |βˆu,α|2)= Nγ∑(|βu,α,N | − |βˆu,α|)(|βu,α,N | + |βˆu,α|)
u=0 u=0
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N
Nγ∑
u=0
∣∣T2(u)∣∣
avec
C1 = max
u0
|βu,α,N |, C2 = max
u0
|βˆu,α|, T2(u) =
u∑
j=0
βˆj,αFN
(
u − j
N
)
.
Puisque nous avons obtenu dans un précédent travail [29] que FN(0) peut s’écrire F(0) +
o(1), F(0) étant une quantité indépendante de N , nous pouvons donc écrire, si u assez
grand et en utilisant la continuité de FN
T2(u) =
(
FN(0) + o(1)
) u∑
j=0
βˆj,α = F(0)u
α
(α)α
+ o(uα).
Ce qui nous permet d’obtenir finalement :
Nγ∑
u=0
∣∣T2(u)∣∣= F(0)Nγ (α+1)
α(α + 1)(α) + o(N
γ (α+1))
et encore
Nγ∑
u=0
(|βu,α|2 − |βˆu,α|2) (C1 + C2)F (0)Nγ (α+1)−1
α(α + 1)(α) + o(N
γ (α+1)−1).
Remarquons que
(α + 1)γ − 1 < 2α − 1 ⇔ γ < 2α
α + 1 < 1. (1)
Nous pouvons donc écrire si γ vérifie (1)
Nγ∑
u=0
(|βu,α,N |2 − |βˆu,α|2)= o(N2α−1).
D’autre part la formule d’Euler Mac-Laurin donne
k∑
u=Nγ
(|βu,α,N |2 − |βˆu,α|2)= N2α−1
(α)2f1(1)
x∫
Nγ
N
t2α−2
(
(1 − t)2α − 1)dt
+ Nγ(2α−2)R1 + N2α−2R2
où R1 et R2 sont des constantes indépendantes de N . D’autre part on peut remarquer que
γ (2α − 2) < 2α − 1 ⇔ γ > 1 − 2α
2 − 2α . (2)
Enfin comme il est clair que
N2α−1
Nγ /N∫
t2α−2
(
(1 − t)2α − 1)dt = o(N2α−1)0
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k∑
u=Nγ
(|βu,α,N |2 − |βˆu,α|2)
= N
2α−1
(α)2f1(1)
x∫
0
t2α−2
(
(1 − t)2α − 1)dt + o(N2α−1). (

)
Finalement on obtient, en prenant une valeur de γ vérifiant à la fois les conditions (1)
et (2),(|β0,α,N |2 + |β1,α,N |2 + · · · + |βk,α,N |2)
= 1
2π
2π∫
0
(
1
|1 − χ |2αf1
)
(eiθ ) dθ − N
2α−1x2α−1
(α)2(2α − 1)f1(1)
+ N
2α−1
(α)2f1(1)
x∫
0
t2α−2
(
(1 − t)2α − 1)dt + o(N2α−1).
Reste à calculer(|β(N+1−k),α,N |2 + · · · + |βN,α,N |2).
Nous pouvons décomposer cette somme de la manière suivante :(|β(N+1−k),α,N |2 + · · · + |βN−Nε,α,N |2)+ (|βN−Nε+1,α,N |2 + · · · + |βN,α,N |2).
La formule d’Euler Mac-Laurin donne immédiatement(|βN+1−k,α,N |2 + · · · + |βN−εN,α,N |2)
= N
2α−1
(α)2f1(1)
1∫
1−x
t2α−2(1 − t)2α dt + o(N2α−1).
Reste à évaluer : S = (|βN−Nε+1,α,N |2 + · · · + |βN,α,N |2). Cette dernière somme s’écrit
aussi
N∑
j=N−Nε+1
(
|βˆj,α|2−2	
(
1
N
βˆj,α
j∑
u=0
βˆj−u,αF
(
u
N
))
+ 1
N2
∣∣∣∣∣
j∑
u=0
βˆj−u,αF
(
u
N
)∣∣∣∣∣
2)
.
Nous allons calculer séparément chacune de ces sommes. Il est facile de constater que∑N
j=N−Nε |βˆj,α|2 est d’ordre N2α−1(1 − (1 − ε)2α−1) ou encore d’ordre N2α−1ε.
D’autre part la quantité∣∣∣∣∣ 1N βˆj,α
j∑
βˆj−u,αF
(
u
N
)∣∣∣∣∣
u=0
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N∑
j=N−Nε+1
jα−1
N
∣∣(K0 + K1 ln(1 − jN))∣∣
qui est de même ordre que
Nα−1
1∫
1−ε
tα−1
∣∣ln(1 − t)∣∣dt = o(N2α−1).
Enfin considérons
N∑
j=N−Nε+1
1
N2
∣∣∣∣∣
j∑
u=0
βˆj−u,αF
(
u
N
)∣∣∣∣∣
2
.
En utilisant le lemme 1 nous pouvons majorer cette quantité par
K
N∑
j=N−Nε
1
N2
j∑
u=0
(|βˆj−u,α|∣∣ln(1 − u/N)∣∣)2.
En utilisant que | ln(1 − u/N)| < | ln(1 − j/N)| on peut écrire :
N∑
j=N−Nε+1
1
N2
(
j∑
u=0
|βˆj−u,α|
)2∣∣ln(1 − j/N)∣∣2 = N∑
j=N−Nε
1
N2
j2α
α2
∣∣ln(1 − j/N)∣∣2,
qui est du même ordre que
N2α−1
1∫
1−ε
ln2(1 − t)t2α dt = o(N2α−1).
On peut donc écrire finalement :(|βN+1−k,α,N |2 + · · · + |βN,α,N |2)
= N
2α−1
(α)2f1(1)
1∫
1−x
t2α−2(1 − t)2α dt + o(N2α−1). (
 
 
)
Les expressions (
), (

), (
 
 
) fournissent le lemme annoncé. 
Preuves des théorèmes. L’expression des coefficients diagonaux est alors une consé-
quence directe de ce lemme et de la symétrie de la diagonale de la marice T −1N,f . L’ex-
pression de la trace est une conséquence de la formule d’Euler Mac-Laurin. 
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4.3.1. Calcul des éléments diagonaux
Avant de poursuivre les calculs nous pouvons remarquer que les calculs que nous al-
lons effectuer dans ce paragraphe sont d’une nature différente que les précédents. Ce
qui s’explique par le fait que le comportement des polynômes prédicteurs est diffé-
rent selon que −1/2 < α < 0 ou que 0 < α < 1/2. Nous allons être amené à évaluer
TN(|1 − χ |2αf1)−1[N2 ],[N2 ], pour cela nous allons établir les deux lemmes suivants.
Lemme 4. Si z ∈ [0,1/2] on a l’inégalité
FN(z) − F(0) < zF(0).
Preuve. C’est clair en reprenant l’expression de FN et de F(0). 
Lemme 5. On rappelle que f = |1 − χ |2αf1. Si α ∈]−1/2,0[, x ∈]0,1[ et si f1 vérifie
C, alors :
(TN,f )
−1
[Nx]+1,[Nx]+1 = 1̂/f (0) + o
(
1
N
)
.
Preuve. Nous devons cette fois encore calculer
TN
(|1 − χ |2αf1)−1k+1,k+1 = (|β0,α,N |2 + |β1,α,N |2 + · · · + |βk,α,N |2)
− (|βN+1−k,α,N |2 + · · · + |βN,α,N |2).
Là aussi nous nous proposons de calculer séparément chacune des deux sommes. γ étant
un réel strictement compris entre 0 et 1 nous pouvons écrire
k∑
u=0
|βu,α,N |2 =
Nγ∑
u=0
|βu,α,N |2 +
k∑
u=Nγ
|βu,α,N |2.
En reprenant les mêmes formules qui donne les coefficients du polynôme prédicteur nous
pouvons écrire
βu,α,N = 1√1 − F(0)/N
(
βˆu,α −
(
u∑
v=0
FN
(
v
N
)
βˆu−v,α
))
.
Ce qui donne
Nγ∑
u=0
|βu,α,N |2 =
(
1 + F(0)
N
) Nγ∑
u=0
|βˆu,α|2
− 2
(
1 + F(0)
N
)
	
(
1
N
Nγ∑
u=0
βˆu,α
(
u∑
v=0
FN
(
v
N
)
βˆu−v,α
))
+
(
1 + 1
N
)(
1
N
)2 Nγ∑∣∣∣∣∣
u∑
FN
(
v
N
)
βˆu−v,α
∣∣∣∣∣
2
.u=0 v=0
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)
− F(0)
∣∣∣∣= O(NγN
)
puis
1
N
∣∣∣∣∣
u∑
v=0
FN
(
v
N
)
βˆu−v,α −
u∑
v=0
F(0)βˆu−v,α
∣∣∣∣∣= O
(
Nγ
N2
)
.
Il est clair que si 0 < γ < 1/2 on a, grâce au lemme 4∣∣∣∣∣
Nγ∑
u=0
β̂u,α
1
N
(
u∑
v=0
FN
(
v
N
)
βˆu−v,α −
u∑
v=0
F(0)βˆu−v,α
)∣∣∣∣∣= o
(
1
N
)
.
D’où
Nγ∑
u=0
|βu,α,N |2 =
(
1 + 1
N
) Nγ∑
u=0
|βˆu,α|2
− 2
(
1 + 1
N
)
	
(
1
N
Nγ∑
u=0
βˆu,α
(
u∑
v=0
F(0)βˆu−v,α
))
+ o
(
1
N
)
.
Ecrivons
Nγ∑
u=0
|βˆu,α|2 =
∞∑
u=0
|βˆu,α|2 −
∞∑
Nγ
|βˆu,α|2.
Posons
S1 =
∞∑
u=0
|βˆu,α|2, S2 =
∞∑
Nγ
|βˆu,α|2.
On s’aperçoit que
S1 = 12π
2π∫
0
1
|1 − χ |2αf1 (e
iθ ) dθ.
D’autre part en utilisant l’asymptotique des coefficients de Fourier du symbole il vient
S2 =
∞∑
Nγ
u2α−2
f1(1)2(α)
+ o(Nγ (2α−1)) = N
2α−1
f1(1)2(α)
∞∫
Nγ−1
t2α−2 + o(Nγ (2α−1)).
En remarquant que
Nγ(2α−1) < −1 ⇔ γ > 1
1 − 2α (3)
on peut écrire, en choisissant γ de manière à ce que la condition (3) soit satisfaite, S2 =
o(1/N).
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2	
(
1
N
Nγ∑
u=0
βˆu,α
(
u∑
v=0
F(0)βˆu−v,α
))
= 2F(0)
N
	(S3),
en posant
S3 =
(
Nγ∑
u=0
βˆu,α
(
u∑
v=0
βˆu−v,α
))
.
Remarquons que
S3 =
∞∑
u=0
βˆu,α
(
u∑
v=0
βˆu−v,α
)
−
∞∑
Nγ
βˆu,α
(
u∑
v=0
βˆu−v,α
)
.
Et d’autre part
∞∑
Nγ
βˆu,α
(
u∑
v=0
βˆu−v,α
)
= −1
2(α)
∞∑
Nγ
(
u2α−1
α
+ o(u2α−1)
)
= N
2αγ
2α22(α)
+ o(N2αγ ) = o(1).
Remarquons que
∞∑
u=0
βˆu,α
(
u∑
v=0
βˆu−v,α
)
=
∑
i0
∞∑
j=0
βˆi+j,αβˆi,α.
Et puisque
∞∑
j=0
βˆi+j,αβˆi,α =
〈
(1 − χ)−α
g1
|χj (1 − χ)
−α
g1
〉
= 1̂|1 − χ |2α (−j)
nous pouvons écrire :
S3 =
∞∑
u=0
1̂
|1 − χ |2α (−j).
Et donc, en se souvenant que 1|1−χ |2α (1) = 0, on peut écrire :
2	(S3) = 1̂|1 − χ |2α (0) =
1
2π
2π∫
0
1
|1 − χ |2αf1 dθ.
Ce qui donne finalement :
Nγ∑
u=0
|βu,α,N |2 = 12π
2π∫ 1
|1 − χ |2αf1 dθ + o
(
1
N
)
.0
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∑k
u=Nγ |βu,α|2. On a, par application de la formule d’Eu-
ler Mac-Laurin
k∑
u=Nγ
|βu,α|2 = N
2α−1
2(α)f1(1)
k∑
u=Nγ
(
1 − u
N
)2α−2(
u
N
)2α
× N
2α−1
2(α)f1(1)
x∫
Nγ−1
t2α−2(1 − t)2α dt + o(N2α−1)
= O(Nγ (2α−1)) = o
(
1
N
)
.
Il nous reste à évaluer la somme :
|βN+1−k,α|2 + · · · + |βN,α|2.
Nous allons de nouveau découper cette somme en deux. Pour cela écrivons(|β(N+1−k),α,N |2 + · · · + |βN−Nε,α,N |2)+ (|βN−Nε+1,α,N |2 + · · · + |βN,α,N |2).
Cette fois encore formule d’Euler Mac-Laurin donne immédiatement, si k = [Nx],(|βN+1−k,α,N |2 + · · · + |βN−ε,α,N |2)
= N
2α−1
(α)2f1(1)
1∫
1−x
t2α−2(1 − t)2α dt + o(N2α−1).
Reste ici aussi à évaluer :
S = (|βN−Nε+1,α,N |2 + · · · + |βN,α,N |2).
Formellement l’expression est la même que dans le cas d’un exposant positif. Cette der-
nière somme s’écrit donc :
N∑
j=N−Nε+1
(
|βˆj,α|2−2	
(
1
N
βˆj,α
j∑
u=0
βˆj−u,αF
(
u
N
))
+ 1
N2
∣∣∣∣∣
j∑
u=0
βˆj−u,αF
(
u
N
)∣∣∣∣∣
2)
.
Nous allons calculer séparément chacun des termes de la somme. Il est clair que
N∑
j=N−Nε+1
|βˆj,α|2
est de l’ordre de N2α−1ε = o(1/N). De plus la série de terme général βj,α étant absolument
sommable on peut écrire, si M désigne un majorant de la somme ∑∞j=0 |βˆj,α|∣∣∣∣∣
N∑
j=N−Nε+1
	
(
1
N
βˆj,α
j∑
u=0
βˆj−u,αF
(
u
N
))∣∣∣∣∣ lnNN MNααε
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N∑
j=N−Nε+1
1
N2
∣∣∣∣∣
j∑
u=0
βˆj−u,αF
(
u
N
)∣∣∣∣∣
2
,
que l’on peut majorer par :
N∑
j=N−Nε+1
1
N2
j∑
u=0
|βˆj−u,α|2
∣∣∣∣ln(1 − uN
)∣∣∣∣2.
En remarquant que 0 u j implique | ln(1 − u/N)|2  | ln(1 − j/N)|2 on obtient fina-
lement :
N∑
j=N−Nε+1
1
N2
∣∣∣∣∣
j∑
u=0
βˆj−u,αF
(
u
N
)∣∣∣∣∣
2

N∑
j=N−Nε+1
1
N2
M ′
∣∣∣∣ln(1 − jN
)∣∣∣∣2
où M ′ est un majorant de ∑ju=0 |βˆj−u,α|2. Ce dernier majorant est équivalent à
1
N
1∫
1−ε
∣∣ln(1 − t)∣∣2 dt.
Un bref calcul permet d’écrire
1
N
1∫
1−ε
∣∣ln(1 − t)∣∣2 dt ∼ 1
N
ε ln2 ε.
En faisant tendre ε vers 0 on obtient donc :
|βN+1−k,α|2 + · · · + |βN,α|2 = N
2α−1
2(α)f1(1)
x∫
1−x
t2α−2(1 − t)2α dt + o(N2α−1)
= o
(
1
N
)
.
Nous avons donc obtenu :
TN
(|1 − χ |2αf1)−1k+1,k+1
=
(
1 + F(0)
N
− F(0)
N
)
1
2π
2π∫
0
(
1
|1 − χ |2αf1
)
(eiθ ) dθ + o
(
1
N
)
ce qui est le résultat attendu. 
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Calculons maintenant la trace de l’opérateur, en supposant N pair. La démonstration du
cas N impair est bien sûr tout à fait similaire. Nous allons d’abord obtenir la formule :
Tr
(
(TN,|1−χ |2αf1)
−1)= N + 1
2π
2π∫
0
1
|1 − χ |2αf1(eiθ ) dθ − 2
∑
u∈N
u
∣∣ĝ−1(u)∣∣2 + o(1)
puis nous en déduirons la formule annoncée dans le théorème. Par symétrie on obtient
Tr(TN,|1−χ |2)−1 = 2
N
2 −1∑
k=0
(
k∑
u=0
|βu,α,N |2 −
k−1∑
u=0
|βN−u,α,N |2
)
+ (TN,|1−χ |2)−1N
2 ,
N
2
soit encore
Tr(TN,|1−χ |2)−1
= 2
(
N
2
|β0,α,N |2 +
(
N
2
− 1
)
|β1,N,α|2 + · · · + |βN/2−1,α,N |2
)
+ (TN,|1−χ |2)−1N
2 ,
N
2
− 2
((
N
2
− 1
)
|βN,α,N |2 + · · · + |βN/2+2,α,N |2
)
.
Ce qui s’écrit aussi
Tr(TN,|1−χ |2)−1 = N(TN,|1−χ |2)−1N
2 −1, N2 −1
+ (TN,|1−χ |2)−1N
2 ,
N
2
− 2
( N
2 −1∑
j=0
j |βj,α,N |2
)
+ 2
N∑
j=N2 +2
(N − j + 1)|βj,α,N |2.
En utilisant l’asymptotique des coefficients du polynôme prédicteur il est clair que
N−Nε∑
j=N2 +2
(N − j + 1)|βj,α,N |2 = N
2α−1
2(α)f1(1)
1−ε∫
1
2
(1 − t)α+1tα−1 dt + o(N2α−1).
Calculons maintenant le reste de cette somme, à savoir
N∑
j=N−Nε
(N − j + 1)|βj,α,N |2.
On sait que
jβj,α,N =
(
j βˆj,α − j
N
j∑
u=0
βˆj−u,αF
(
u
N
))(
1 + F(0)
2N
+ O(1/N2)
)
;
ce qui permet d’affirmer que j |βj,α,N |2 est du même ordre que
j |βˆj,α|2 − 2	
(
j
N
βˆj,α
j∑
βˆj−u,αF
(
u
N
))
+ j
N2
∣∣∣∣∣
j∑
βˆj−u,αF
(
u
N
)∣∣∣∣∣
2
.u=0 u=0
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N∑
j=N−Nε
j |βˆj,α|2 = O(N2α)
en utilisant l’asymptotique des coefficients βˆj,α .
Ensuite on peut remarquer que
∑N
j=N−Nε
j
N
βˆj,α
∑j
u=0 βˆj−u,αF (u/N) est majoré par
un terme de l’ordre
N∑
j=N−Nε
jα
N
ln(N) = o(Nα ln(N))= o(1).
Pour se convaincre que ce reste tend vers 0 il reste à évaluer
A =
N∑
j=N−Nε
j
N2
∣∣∣∣∣
j∑
u=0
βˆj−u,αF
(
u
N
)∣∣∣∣∣
2
,
qui s’écrit aussi
A =
N∑
j=N−Nε
j
N2
∣∣∣∣∣
j∑
u=0
βˆu,αF
(
j − u
N
)∣∣∣∣∣
2
.
En remarquant que 0 u j implique 0 j−v
N
 j
N
, on peut écrire∣∣∣∣∣
j∑
u=0
βˆu,αF
(
j − u
N
)∣∣∣∣∣
j∑
u=0
|βˆu,α|
∣∣∣∣ln(1 − jN
)∣∣∣∣.
Comme on sait que la série de terme général βu,α est absolument convergente on a finale-
ment, si S =∑∞u=0 |βˆu,α|,
A S
2
N2
N∑
j=N−Nε
j
∣∣∣∣ln(1 − jN
)∣∣∣∣2.
Ce dernier terme est équivalent à S2
∫ 1
1−ε t ln(1 − t)2 dt = O(1 − ε) la fonction t ln(1 − t)2
appartenant à L1([0,1]). Ce qui donne finalement, en utilisant le lemme 5,
Tr(TN,|1−χ |2)−1 = (N + 1)
1
2π
2π∫
0
1
|1 − χ |2αf1 dθ − 2
( N
2 −1∑
j=0
j |βj,α,N |2
)
+ o
(
1
N
)
.
D’autre part toujours en utilisant
jβj,α,N =
(
j βˆj,α − j
N
j∑
βˆu,αF
(
j − u
N
))(
1 + F(0)
2N
+ O(1/N2)
)
u=0
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j |βˆj,α|2 + 2	
(
j
N
βˆj,α
j∑
u=0
βˆu,αF
(
j − u
N
))
.
Ce qui permet d’affirmer que
N
2 −1∑
j=0
j |βj,α,N |2 −
∞∑
j=0
j |βˆj,α|2
= −
∞∑
j=N2
j |βˆj,α|2 + 2	
( N
2∑
j=0
j
N
βˆj,α
j∑
u=0
βˆu,αF
(
j − u
N
))
+ O(1/N).
D’autre part il est clair que
∞∑
j=N2
j |βˆj,α|2 = − 1
2(α)f1(1)
(N/2)2α + o((N/2)2α). (4)
En utilisant les propriétés de la fonction FN sur [0,1/2] on peut écrire∣∣∣∣∣
N
2∑
j=0
j
N
βˆj,α
j∑
u=0
βˆu,αF
(
j − u
N
)∣∣∣∣∣ KN
∣∣∣∣ln(1 − 12 − α + 1N
)∣∣∣∣ ∞∑
u=0
|βˆu,α|
N
2∑
j=0
j |βˆj,α|
où K est une constante positive indépendante de N . Soit finalement∣∣∣∣∣
N
2∑
j=0
j
N
βˆj,α
j∑
u=0
βˆu,αF
(
u
N
)∣∣∣∣∣ CN ln 2Nα+1
où C est une constante positive indépendante de N . Cette dernière inégalité et le lemme 4
donnent
N
2 −1∑
j=0
j |βj,α,N |2 =
∞∑
j=0
j |βˆj,α|2 + o(1).
Nous avons donc obtenu la formule annoncée au début de ce paragraphe, à savoir,
Tr
(
(TN,|1−χ |2αf1)
−1)= N + 1
2π
2π∫
0
1
|1 − χ |2αf1(eiθ ) dθ − 2
∑
u∈N
u|ĝ−1(u)|2 + o(1).
Pour achever la démonstration du théorème, il nous faut maintenant établir que
−2
∑
u
∣∣ĝ−1(u)∣∣2 =∑ |s|(l̂nf (s)1̂/f (s)).u∈N s∈Z
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On a (voir Annexe A)
lim
r→1
∑
u∈N
u
∣∣ĝ−1r (u)∣∣2 =∑
u∈N
u
∣∣ĝ−1(u)∣∣2.
D’autre part∑
u∈N
u
∣∣ĝ−1r (u)∣∣2 = 〈(g−1r )′|g−1r 〉,
et on peut écrire〈
(g−1r )′|g−1r
〉= 〈(g−1r )′/(gr)−1||g−1r |2〉= 〈(lng−1r )′||g−1r |2〉.
Ce qui donne finalement∑
u∈N
u
∣∣ĝ−1r (u)∣∣2 =∑
s∈Z
|s|(̂lng−1r (s)1̂/fr(s)).
Mais comme∑
u∈N
u
∣∣ĝ−1r (u)∣∣2 =∑
u∈N
u
∣∣ĝr−1(u)∣∣2
on a aussi∑
u∈N
u
∣∣ĝ−1r (u)∣∣2 =∑
s∈Z
|s|( ̂lngr−1(s)1̂/fr(s)).
Soit finalement
2
∑
u∈N
u
∣∣ĝ−1r (u)∣∣2 = −∑
s∈Z
|s|l̂nfr(s)1̂/fr(s).
Comme d’autre part on peut vérifier (voir le lemme A.3 de l’Annexe A) que∑
s∈Z
|s|(l̂nfr(s)1̂/fr(s))
tend vers∑
s∈Z
|s|(l̂nf (s)1̂/f (s))
quand r → 1, on obtient le résultat.
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A.1. Coefficients de Fourier de 1
g¯1
(1 − χ)−α et de g1
g¯1
χα
Lemme A.1. On suppose que la fonction (régulière) f1 = |g1|2 vérifie : f1 ∈ A(T, 32 ).
Alors (
1
g1
̂(1 − χ)−α
)
(u) = 1
g1(1)
(u)α−1
(α)
+ o(uα−1)
uniformément par rapport u.
Preuve. Le cas α > 0. En supposant que f ′1 ∈ A(T, 12 ) on peut écrire que g1 et 1g1 sont
dans A(T, 32 ) (voir [5] ou [28]).(
1
g1
̂(1 − χ)−α
)
(m) =
m∑
s=0
βscm−s =
m∑
s=m−[mν ]+1
βscm−s +
s=m−[mν ]∑
s=0
βscm−s ,
avec βs = ̂(1 − χ)−α(s) et (̂ 1g1 )(s) = cs,0 < ν < 1 et ν étant précisé plus loin. On poursuit
les calculs :
m∑
s=m−[mν ]+1
βscm−s = m
α−1
(α)
m∑
s=m−[mν ]+1
cm−s + o(mα−1)
m∑
s=m−[mν ]+1
cm−s .
Cependant :
m∑
s=m−[mν ]+1
cm−s = 1
g1(1)
−
∑
s′>[mν ]
cs′ = 1
g1(1)
+ Rν
avec
|Rν | < K
m3ν/2
car ( ∑
s′>mν
cs′
)
m3ν/2 <
∑
s′>[mν ]
cs′m
3s′/2 < ∞.
De ceci nous pouvons déduire l’estimation de l’expression suivante :
mα−1
(α)
m∑
s=m−[mν ]
cm−s + o(mα−1)
m∑
s=m−[mν ]
cm−s = m
α−1
(α)
1
g1(1)
+ o(mα−1).
Interessons-nous à l’estimation de la seconde somme intervenant dans la décomposition
ci-dessus. On a :∣∣∣∣∣
s=m−[mν ]∑
s=0
βscm−s
∣∣∣∣∣
m∑
s′=[mν ]
|c′s |
K
mν
,
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∑∞
s=0 |css| < ∞. En remarquant que Kmν 1mα−1 = Km1−α−ν tend
vers 0 quand m tend vers l’infini, ceci après un choix de ν tel que 1 < ν + α et ν < 1,
on obtient le résultat annoncé. L’uniformité est alors une conséquence de l’uniformité de
l’approximation des coefficients de Fourier de (1 − χ)−α .
A.1.1. Le cas α < 0.
La condition f1, f ′1 ∈ A(T, 12 ) avec A(T, 12 ) = h:
∑
n∈Z n1/2|hˆ(n)| ∞, implique si
f1 = g1g1, 1g1 ∈ A(T, 32 )∑
u0
u3/2|cu| < ∞
ce qui implique que ∀u |cu| < K/u3/2, on a maintenant(
1
g1
̂(1 − χ)−α
)
(m) =
m∑
u=0
βucm−u =
m−[mβ ]∑
u=0
βucm−u +
m∑
u=m−[mβ ]+1
βucm−u
et comme précédemment, on a :
m∑
u=m−[mβ ]+1
βucm−u = 1
g1(1)
mα−1
(α)
+ o(mα−1),
d’autre part
m−[mβ ]∑
u=0
βucm−u 
(
m−[mβ ]∑
u=0
|βu|
)
sup
h∈{[mβ ],m}
{|ch|}K(mβ)−3/2.
Considérons l’expression : m− 32 β/mα−1 = m1−α− 32 β . Cette quantité tend vers zéro quand
m tend vers l’infini, dès que β est choisi de la manière suivante : 1 − α − 32β < 0, ce qui
équivaut à 23 (1 − α) < β (*). Comme α > −1/2,1 − α < 3/2, on peut choisir β : 0 < β <
1, et vérifiant (*). Là aussi l’uniformité provient de l’uniformité de l’approximation des
coefficients de Fourier de (1 − χ)−α . 
Lemme A.2. On suppose f1 ∈ A(T, 32 ), et α ∈]− 12 , 12 [. On pose x un réel non nul. alors(
g1
g1
( ̂1 − χ
1 − χ
)α)([Nx])= g1(1)
g1(1)
1
α − [Nx]
sinπα
π
+ o
(
1
[Nx]
)
uniformément par rapport à x sur tout intervalle ]ε,+∞[∪]−∞,−ε[, ε > 0.
Preuve. Il faut calculer∑
m+u=[Nx]
δu
1
α − m =
∑
m∈Z
δ[Nx]−m
1
α − m,
avec δu = (̂ g1g1 )(u). Ce qui revient à calculer, si β un élément de ]0,1[ qui sera précisé plus
loin,
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[Nx]−[Nx]βm[Nx]+[Nx]β
δ[Nx]−m
1
α − m
+
∑
m>[Nx]+[Nx]β
δ[Nx]−m
1
α − m +
∑
m<[Nx]−[Nx]β
δ[Nx]−m
1
α − m.
Poursuivons nos calculs :∑
[Nx]−[Nx]βm[Nx]+[Nx]β
δ[Nx]−m
1
α − m
=
∑
[Nx]−[Nx]βm[Nx]+[Nx]β
δ[Nx]−m
1
α − [Nx]
+
∑
[Nx]−[Nx]βm[Nx]+[Nx]β
δ[Nx]−m
(
1
α − m −
1
α − [Nx]
)
= A1 + A2.
On a
A2 
∑
[Nx]−[Nx]βm[Nx]+[Nx]β
|δ[Nx]−m| [Nx] − m
(α − m)(α − [Nx])

∑
[Nx]−[Nx]βm[Nx]+[Nx]β
|δ[Nx]−m|
([Nx])β−1,
ou encore
A2 
( ∑
0<m[Nx]+[Nx]β
|δ[Nx]−m| +
∑
[Nx]−[Nx]βm0
|δ[Nx]−m|
)∣∣([Nx])β−1∣∣.
En s’appuyant sur l’hypothèse f1 ∈ A(T, 12 ), on obtient g1g1 , (
g1
g1
)′ ∈ A(T, 32 ),
A2  2
([Nx])(− 32 β+β−1) = o( 1[Nx]
)
,
puisque β est choisi positif.
Estimation de A1.
A1 = 1
α − [Nx]
∑
[Nx]−[Nx]βm[Nx]+[Nx]β
δ[Nx]−m.
Or ∑
[Nx]−[Nx]βm[Nx]+[Nx]β
δ[Nx]−m
= g1(1)
g1(1)
−
∑
m>[Nx]+[Nx]β
δ[Nx]−m −
∑
m[Nx]−[Nx]β
δ[Nx]−m
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m[Nx]−[Nx]β
|δ[Nx]−m|
∑
u>[Nx)β
|δu| ([Nx])− 32 βK,
où K vérifie : K 
∑
u[Nx]β u3/2|δu| [Nx]β3/2
∑
u[Nx]β δu. Si −3β/2 < −1 qui équi-
vaut à 2/3 < β < 1, on obtient que cette somme est en o(1/[Nx]). Les deux expressions
intervenant dans la somme se traitent de même. En effet∣∣∣∣ ∑
m>[Nx]+[Nx]β
δ[Nx]−m
1
α − m
∣∣∣∣ 1[Nx] ∑
m>[Nx]+[Nx]β
δ[Nx]−m K
([Nx])− 32 β−1
et ∣∣∣∣ ∑
m<[Nx]−[Nx]β
δ[Nx]−m
1
α − m
∣∣∣∣ K1[Nx] ∑
m<[Nx]−[Nx]β
|δ[Nx]−m|K1
([Nx])− 32 β−1.
Les majorations obtenues donnent l’uniformité annoncée. 
A.2. Passage à la limite dans
∑
s∈Z |s|(l̂nfr(s)1̂/fr(s))
Lemme A.3. Avec les hypothèses et les notations utilisées dans la démonstration du théo-
rème
lim
r→1
∑
u∈N
u
∣∣ĝ−1r (u)∣∣2 =∑
u∈N
u
∣∣ĝ−1(u)∣∣2.
De plus la limite quand r tend vers 1 de
∑
s∈Z |s|(l̂nfr(s)1̂/fr(s)) est égale à :∑
s∈Z |s|(l̂nf (s)1̂/f (s)).
Preuve. Prouvons tout d’abord la première assertion.
Remarquons que ĝ−1r (u) = ruĝ−1(u). Si s1 un entier assez grand on peut écrire :∑
u∈N
u
(∣∣ĝ−1r (u)∣∣2 − ∣∣ĝ−1(u)∣∣2)= ∑
us1
u
(∣∣ĝ−1r (u)∣∣2 − ∣∣ĝ−1(u)∣∣2)
+
∑
u>s1
u
(∣∣ĝ−1r (u)∣∣2 − ∣∣ĝ−1(u)∣∣2).
On a les majorations∑
us1
u
(∣∣ĝ−1r (u)∣∣2 − ∣∣ĝ−1(u)∣∣2) 2(1 − r)s1 ∑
us1
u
∣∣ĝ−1(u)∣∣2,
∑
u>s1
u
(∣∣ĝ−1r (u)∣∣2 − ∣∣ĝ−1(u)∣∣2) 2 ∑
u>s1
u
∣∣ĝ−1(u)∣∣2.
La convergence de la série
∑
u∈ u|ĝ−1(u)|2 permet alors de conclure. Venons en à la
seconde limite. Nous allons évaluer la différence∑
|s|(l̂nfr(s)1̂/fr(s))−∑ |s|(l̂nf (s)1̂/f (s)).
s∈Z s∈Z
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s∈Z
|s|(l̂nfr(s)1̂/fr(s))−∑
s∈Z
|s|(l̂nf (s)1̂/f (s))
=
∑
s∈Z
|s|(l̂nfr(s) − l̂nf (s))1̂/fr(s) +∑
s∈Z
|s|l̂nf (s)(1̂/fr(s) − 1̂/f (s))
= S1 + S2.
Ecrivons
S1 =
∑
s∈Z
|s1/2−ε|(l̂nfr(s) − l̂nf (s))|s1/2+ε|1̂/fr(s)
avec 0 < ε < 1/2. S1 est est la somme d’une suite obtenue en faisant le produit de deux
éléments de l1(Z). En effet si s assez grand : |s1/2+ε|(l̂nfr(s) − l̂nf (s)) = O(|s|−1/2−ε)
et |s1/2+ε|1̂/fr(s) = O(|s|−1/2+ε+2α). On peut donc écrire
|S1|
(∑
s∈Z
|s1/2−ε|(l̂nfr(s) − l̂nf (s))2)1/2(∑
s∈Z
||s1+2ε|1̂/fr(s)2
)1/2
.
Si s0 est un entier positif fixé assez grand on a :∑
s∈Z
|s1/2−ε|(l̂nfr(s) − l̂nf (s))2
=
∑
|s|s0
|s1/2−ε|(l̂nfr(s) − l̂nf (s))2 + ∑
|s|>s0
|s1/2−ε|(l̂nfr(s) − l̂nf (s))2.
En utilisant le fait que (l̂nfr(s) − l̂nf (s)) = O((1 − rs)/s), nous pouvons écrire∑
|s|s0
|s1/2−ε|(l̂nfr(s) − l̂nf (s))2  ∑
|s|s0
|s−3/2−ε||1 − rs |2 = O(1 − r).
Enfin il vient∑
|s|>s0
|s1/2−ε|(l̂nfr(s) − l̂nf (s))2  ∑
|s|>s0
|s1/2−ε/s2
qui est d’ordre o(1) si s0 assez grand. Ce qui achève de prouver que S1 tend vers 0 quand
r tend vers 1. S2 se traite de même. 
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