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Abstract
Finding the largest code with a given minimum distance is one of the most basic
problems in coding theory. In this paper, we study the linear programming bound for
codes in the Lee metric. We introduce refinements on the linear programming bound
for linear codes in the Lee metric, which give a tighter bound for linear codes. We
also discuss the computational aspects of the problem and introduce a more compact
program by the obtained refinements, and a recursive method for computing the so-
called Lee-numbers, which are important in the computation of the linear programming
bound.
1 Introduction
Lee-codes were first introduced by C. Y. Lee in [1]. The properties of Lee-codes and, in
particular, the existence or nonexistence of perfect codes in the Lee metric have been studied
by numerous authors, for example, in [2] and [3], and more recently in [4], [5], [6] and [7].
However, the research and literature on Lee-codes is not extensive. In data transmission,
the Lee metric can be used in phase modulation schemes, since corrupted digits of phase-
modulated signals are more likely to have only slightly different phase than greatly different
phase compared to the original signal [8]. There have been some more recent applications
of Lee-codes to, for example, VLSI decoders and fault-tolerant logic, which are discussed in
[9], [10] and [11].
One of the most fundamental problems in coding theory is finding the largest code with
a given minimum distance. The problem has been studied by several authors, in particular
in the Hamming metric. The most well-known bounds are the Hamming bound, Plotkin
bound, Singleton bound and Elias bound, and these bounds have been formulated for the
Lee metric also. The Hamming bound states that the total volume of the radius t spheres
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around codewords of a code with minimum distance 2t+1 is at most the volume of the entire
space. Codes that meet the Hamming bound are called perfect codes. The Plotkin bound is
based on the observation that the minimum distance between any pair of codewords cannot
exceed the average distance between all pairs of codewords. The Singleton bound is for linear
codes and is based on the observation that the minimum distance of a code cannot be greater
than the minimum distance of any of its subcodes. The Elias bound basically combines the
Hamming bound and the Plotkin bound to obtain a stronger bound for medium rates, since
the Hamming bound is tight at high rates and the Plotkin bound is tight at low rates.
In [12], Delsarte introduced association schemes to coding theory to deal with topics
involving the distance distribution of a code. The theory and applications of association
schemes into coding theory have been studied by numerous authors, and an extensive survey
of these is given in [13]. An important approach to the problem of determining the upper
bound for the size of a code is the linear programming approach, which follows from the asso-
ciation scheme structure in the Hamming metric [12], [14]. In fact, in the Hamming metric,
the asymptotically best upper bound is the McEliece-Rodemich-Rumsey-Welch bound, see
[15], which is based on the linear programming approach. The Lee metric also forms an
association scheme, although the structure is more complicated. In the Hamming metric,
the distance relations between codewords directly define an association scheme, but not in
the Lee-metric. Therefore, based on the linear programming bound, it is not possible to
formulate simple expressions for bounds in the Lee metric. Generalizing to finite Frobenius
rings, the linear programming bound has been studied recently in [16].
For the Hamming metric, extensive tables of bounds on the size of codes for both binary
and non-binary codes have been constructed, and such tables can be found, for example, in
[17]. For the Lee metric, some values have been computed for small alphabets in [18]. In
[19], a recursive formula for computing the Lee-numbers needed in the computation of the
linear programming bound was introduced and more extensive tables with presently known
best upper bounds can be found in [20].
In this paper, we discuss refinements on the linear programming bound for linear Lee-
codes. In the Hamming metric, multiplying codewords by some constant does not change
the weight of the codewords. However, in the Lee metric, multiplication typically changes
the Lee-composition of the codeword and so also usually the Lee-weight. With linear codes,
since they are linear subspaces of vector spaces, all the multiplied versions of any codeword
also belong to the code. An important observation is that there must be as many codewords
having the Lee-composition of a given codeword x as there are codewords having the Lee-
composition of rx that is obtained by multiplication of the given codeword x by some
constant r. Therefore, we get additional equality constraints between the coefficients of the
weight distribution in the linear programming problem. Also, we can reduce the complexity
of the problem since some coefficients can be assigned to zero following from the above
observation. Furthermore, for a linear code, the linear transformation of the distribution
vector by the second eigenmatrix of the scheme gives the distribution vector of the dual
code. As it is also linear, the above observations also give constraints for the transformed
vector, which turn out be equivalent to the constraints given by the linearity of the code. By
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introducing these equalities, we obtain a tighter bound for linear codes in the Lee metric.
The paper is organized as follows. Because the literature on Lee-codes is somewhat
scattered and the notations vary, in Section 2 we review the concept of association schemes,
in particular the Lee-scheme, and computing the linear programming bound for Lee-codes.
Important concepts when determining the linear programming bound are Lee-compositions
and Lee-numbers. In Section 3, we introduce the refinements on the linear programming
bound for linear Lee-codes. In Section 4, we discuss the computational aspects in the linear
programming problem. We discuss the computation of Lee-numbers, which can be done by
recursion, and introduce an effective recursion based on the polynomial representation of the
Lee-numbers. We also introduce a more compact linear program for solving the bounds for
linear Lee-codes. We present the results obtained by applying the refinements in Section 5
together with some example linear codes that meet the obtained bounds.
2 Lee Codes and Lee Schemes
In this section, we give a short but careful review of codes and schemes in the Lee metric.
For basic properties of error-correcting codes we refer to [8], [14].
Denote by Znq the set of n-tuples with elements from the set {0, 1, . . . , q − 1}, i.e.,
Z
n
q = {x = [x1, . . . , xn] | xi ∈ {0, 1, . . . , q − 1}}.
The elements of Znq are q-ary vectors of block length n. A code C is a subset of Z
n
q . When
q = pk, where p is prime, Znq is a vector space over the field of q elements, denoted by F
n
q .
In this paper, for simplicity, we discuss only fields Fnq , where q is prime and the Lee-distance
is naturally defined on the elements. C is a linear code if it is a linear subspace of Fnq . The
elements of C are called codewords. A linear code C of dimension k ≤ n is spanned by k
linearly independent vectors of C.
The Hamming distance dH(x,y) of vectors x and y of length n is the number of coor-
dinates where x and y differ, i.e. dH(x,y) = |{i | xi 6= yi}|. The Hamming-weight wH of a
vector x is wH(x) = dH(0,x).
The Lee distance dL(x,y) of q-ary vectors x and y of length n is defined as follows:
dL(x,y) =
n∑
i=1
min(|xi − yi|, q − |xi − yi|). (1)
The Lee-weight wL of a vector x is wL(x) = dL(0,x).
A code C is e-error-correcting if the minimum distance between two codewords is 2e+1.
An e-Lee-error-correcting code will be able to detect and correct errors, which are at the Lee
distance less than or equal to e from the encoded sequence, i.e., have Lee-weight less than
or equal to e.
An association scheme is a set together with relations defined on it that satisfy certain
properties. The following definitions are given according to [3], [12], [14]:
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Definition 1. An association scheme with n classes consists of a finite set X together with
n+ 1 relations R0, R1, . . . , Rn defined on X which satisfy
(i) Each Ri is symmetric: (x, y) ∈ Ri ⇒ (y, x) ∈ Ri.
(ii) For every x, y ∈ X, (x, y) ∈ Ri for exactly one i.
(iii) R0 = {(x, x) | x ∈ X} is the identity relation.
(iv) If (x, y) ∈ Rk, the number of z ∈ X such that (x, z) ∈ Ri and (y, z) ∈ Rj is a constant
cijk depending on i, j, k but not on the particular choice of x and y.
For example, the Hamming scheme consists of the set of q-ary vectors of length n and
the vectors x,y ∈ Ri if their Hamming distance is i. It is easy to verify, that the above
conditions hold for the Hamming scheme.
In order to define the Lee-scheme, first we need to define the Lee-composition of a vector.
The Lee-composition l(x) of x ∈ Znq is the vector
l(x) = [l0(x), l1(x), . . . , ls(x)],
where s = ⌊ q
2
⌋ and li(x) is the number of the components of x having Lee-weight i.
Now, consider the q-ary vectors of length n = 1. For this case, the distance relations
define an association scheme in the Lee metric. More formally, let X = Zq and define the
relations R0, R1, . . . , Rs, s = ⌊
q
2
⌋ with
(x, y) ∈ Ri ⇔ dL(x, y) = i.
The conditions (i)-(iv) of an association scheme can easily be shown to be satisfied.
For n > 1 the Lee-scheme is defined as the Delsarte extension of the one-dimensional
Lee-scheme and, thus, forms an association scheme defined as follows. Take two elements
x = [x1, . . . , xn], y = [y1, . . . , yn] of Z
n
q . Let ρt(x,y) be the number of integers i, 1 ≤ i ≤ n
such that (xi, yi) ∈ Rt and define the following (s+ 1)-tuple:
ρ(x,y) = [ρ0(x,y), ρ1(x,y), . . . , ρs(x,y)].
Now ρ(x,y) equals the Lee-composition of the vector x − y. The number of distinct
Lee-compositions is
(
n+s
s
)
.
Let ρ(0) = ρ(x,x) = [n, 0, . . . , 0], i.e., the Lee-composition of the all zero vector, and
denote by ρ(1), . . . , ρ(α), where α =
(
n+s
s
)
− 1, the other distinct Lee-compositions. Let us
define the set K0, K1, . . . , Kα of relations on Z
n
q as follows
(x,y) ∈ Ki ⇔ ρ(x,y) = ρ
(i).
In other words, (x,y) ∈ Ki if the Lee-composition of the vector x− y equals ρ
(i).
Now Znq together with the relations Ki form an association scheme of α classes. This will
be called the Lee-scheme.
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The relations Ki can be described by their adjacency matrices, i.e., matrices Di with
rows and columns labeled by the points of Znq , where
(Di)x,y =
{
1 if (x,y) ∈ Ki,
0 otherwise.
These adjacency matrices generate an associative and commutative algebra called the
Bose-Mesner algebra of the association scheme.
Let ξ = exp(2pi
√−1
q
). When t = [t0, . . . , ts] and u = [u0, . . . , us] are Lee-compositions we
define the Lee-numbers Lt(u) [3] from
s∏
l=0
(z0 + (ξ
l + ξ−l)z1 + (ξ2l + ξ−2l)z2 + · · · (2)
+(ξsl + ξ−sl)zs)ul =
∑
t
Lt(u)z
t0
0 · · · z
ts
s , for q = 2s+ 1
and from
s∏
l=0
(z0 + (ξ
l + ξ−l)z1 + (ξ2l + ξ−2l)z2 + · · ·
+(ξ(s−1)l + ξ−(s−1)l)zs−1 + ξslzs)ul (3)
=
∑
t
Lt(u)z
t0
0 · · · z
ts
s for q = 2s.
Consider the Lee-scheme Znq with the relations Kt. Let C be a nonempty subset of Z
n
q .
The inner distribution of C is the (α + 1) -tuple of rational numbers Bt, where
Bt =
1
|C|
|Kt ∩ C
2|. (4)
Now
Bt0 = 1, Bt ≥ 0 and
∑
t
Bt = |C|. (5)
For Lee-compositions k
B′k =
1
|C|
∑
t
Lk(t)Bt ≥ 0, (6)
i.e., certain linear combinations of the numbers Bt are nonnegative, which makes it possible
to apply the linear programming bound to Lee-codes. This can be proved using the properties
of the association scheme, see [3].
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Let us write for a composition t = [t0, t1, . . . , ts] [3]:[
n
t
]
=
(
n
t
)
2n−t0 for q = 2s+ 1
and [
n
t
]
=
(
n
t
)
2n−t0−ts for q = 2s,
where
(
n
t
)
is the multinomial coefficient, which for nonnegative integers t1, . . . , tr with m =
t1 + · · ·+ tr is defined as(
m
t1, . . . , tr
)
=
(t1 + · · ·+ tr)!
t1! · · · tr!
=
m!
t1! · · · tr!
.
The value of
[
n
t
]
corresponds to the number of vectors in Znq for which the Lee-composition
is t. Let C be a block code of length n over Zq. The inner distribution [Bt0, . . . , Btα] of C
in the corresponding Lee-scheme is given by (4). Due to (5) and since the eigenvalues of the
Lee-scheme are given by the Lee-numbers we have
|C| =
α∑
i=0
Bti, Bt ≥ 0, t ∈ {t0, . . . , tα} (7)
and for any k
α∑
i=1
Lk(ti)Bti ≥ −
[
n
k
]
. (8)
Now, we may formulate the primal linear programming problem for the Lee-scheme [3]:
Theorem 1. Let B∗t , t ∈ {t1, . . . , tα} be an optimal solution of the linear programming
problem
α∑
i=1
Bti = max!
Bti ≥ 0, i ∈ I and Bti = 0, i ∈ {1, . . . , α} \ I
α∑
i=1
BtiLk(ti) ≥ −
[
n
k
]
, (9)
for all k running through Lee-compositions,
where I = {i | l(x) = ti and wL(x) ≥ d}. Then 1 +
∑α
i=1B
∗
ti
is an upper bound to the size
of the code C with the minimum distance d.
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3 Refinements on the Linear Programming Bound for
Linear Lee-Codes
In the Hamming metric, multiplying codewords by some constant does not change the weight
of the codewords. In the Lee metric, however, when a codeword is multiplied by some con-
stant, the Lee-composition and the Lee-weight of the codeword are usually changed. Since
linear codes are linear subspaces of vector spaces, all the vectors obtained by multiplying a
codeword also belong to the code. In this section, we show that there must be as many code-
words having the Lee-composition of a given codeword x as there are codewords having the
Lee-composition of the codeword rx that is obtained by multiplying x by some constant r.
This property can then be used to formulate constraining equalities into the linear program-
ming problem, since the cardinality of a set of codewords having a given Lee-composition
corresponds to a coefficient of the inner distribution of the code.
For simplicity, we let q be prime, Fnq = {x | xi ∈ Fq, i = 1, . . . , n}. Let C ⊆ F
n
q be a linear
code. For a linear code, if x ∈ C, then rx ∈ C for all r ∈ {0, . . . , q − 1}. Denote by Ct the
set of codewords having the Lee-composition t.
Let us first examine how to obtain the Lee-composition of the vector rx from the Lee-
composition of the vector x. The vector x has the Lee-composition l(x) = [l0(x), l1(x), . . . , ls(x)].
The Lee-composition of the vector rx is clearly a permutation of the Lee-composition l(x),
since rx contains the same number of elements equal to rxi as the vector x contains elements
equal to xi. Thus, the Lee-composition of the vector rx is l(rx) = [lpir(0)(x), lpir(1)(x), . . . , lpir(s)(x)],
where pir(i) = |k| such that kr ≡ i mod q and −s ≤ k ≤ s.
Now, we introduce the following Lemma:
Lemma 1. Given any Lee-composition t and any integer r ∈ {1, . . . , q − 1}, define the
Lee-composition u = [t0, tpir(1), . . . , tpir(s)]. For any linear code the sets Ct and Cu have equal
cardinalities.
Proof. First, any x1 ∈ Ct has one corresponding element rx1 ∈ Cu. Also, every two distinct
codewords in Ct correspond to two distinct elements in Cu, since rx1 6= rx2 if x1 6= x2.
Finally, every codeword in Cu corresponds to one codeword in Ct, since for any y ∈ Cu, we
may take r−1 such that r−1r ≡ 1 mod q and r−1y will belong to Ct.
The cardinalities of the sets Ct correspond to the coefficients of the inner distribution of
the code C. Since there are equalities between these cardinalities, we get additional equality
constraints in the linear programming problem for linear Lee-codes.
Let us denote by τ(t) the mapping that maps the Lee-composition t into the set of
Lee-compositions, which are obtained from t by multiplication of vectors having the Lee-
composition t by all r ∈ {1, . . . , q − 1}. Then,
τ(t) = {[tpir(0)(x), tpir(1)(x), . . . , tpir(s)(x)] | t = l(x), pir(i) = |k|,
kr ≡ i mod q,−s ≤ k ≤ s, r, k ∈ Fq}.
We may now formulate the linear programming problem for linear Lee-codes:
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Theorem 2. Let B∗t , t ∈ {t1, . . . , tα} be an optimal solution of the linear programming
problem
α∑
i=1
Bti = max!
Bti ≥ 0, i ∈ I and Bti = 0, i ∈ {1, . . . , α} \ I
Bti = Btj for all tj ∈ τ(ti)
α∑
i=1
BtiLk(ti) ≥ −
[
n
k
]
, (10)
for all k running through Lee-compositions,
where I = {i | l(x) = ti and wL(x) ≥ d}. Then 1 +
∑α
i=1B
∗
ti
is an upper bound to the size
of the code C with the minimum distance d.
Let us look at an example on the equalities between different weight coefficients:
Example 1. Take the linear [3, 2]-code over F7 with the generator matrix
G =
[
1 0 2
0 1 4
]
.
The codewords of the code are
[0, 0, 0], [0, 1, 4], [0, 2, 1], [0, 3, 5], [0, 4, 2], [0, 5, 6], [0, 6, 3],
[1, 0, 2], [1, 1, 6], [1, 2, 3], [1, 3, 0], [1, 4, 4], [1, 5, 1], [1, 6, 5],
[2, 0, 4], [2, 1, 1], [2, 2, 5], [2, 3, 2], [2, 4, 6], [2, 5, 3], [2, 6, 0],
[3, 0, 6], [3, 1, 3], [3, 2, 0], [3, 3, 4], [3, 4, 1], [3, 5, 5], [3, 6, 2],
[4, 0, 1], [4, 1, 5], [4, 2, 2], [4, 3, 6], [4, 4, 3], [4, 5, 0], [4, 6, 4],
[5, 0, 3], [5, 1, 0], [5, 2, 4], [5, 3, 1], [5, 4, 5], [5, 5, 2], [5, 6, 6],
[6, 0, 5], [6, 1, 2], [6, 2, 6], [6, 3, 3], [6, 4, 0], [6, 5, 4], [6, 6, 1].
The different Lee-compositions of the codewords are
[3, 0, 0, 0], [1, 1, 1, 0], [1, 1, 0, 1], [1, 0, 1, 1], [0, 3, 0, 0], [0, 2, 1, 0],
[0, 1, 1, 1], [0, 1, 0, 2], [0, 0, 3, 0], [0, 0, 2, 1], [0, 0, 0, 3].
Let us take, for example, the second Lee-composition [1, 1, 1, 0]. There are 6 codewords
having this Lee-composition, [0, 2, 1], [0, 5, 6], [1, 0, 2], [2, 6, 0], [5, 1, 0] and [6, 0, 5]. Therefore,
the coefficient of the inner distribution corresponding to the Lee-composition [1, 1, 1, 0] is 6. If
we multiply these vectors by 2, we get the codewords [0, 4, 2], [0, 3, 5], [2, 0, 4], [4, 5, 0], [3, 2, 0]
and [5, 0, 3], i.e., all such codewords, which have the Lee-composition [1, 0, 1, 1]. Similarly, by
multiplying with other possible values we obtain sets of codewords corresponding to certain
Lee-compositions.
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In Table 1, the Lee-compositions ti of the code are listed together with the coefficients
of the inner distribution Bti. For each coefficient Bti, the table shows also the set τ(ti)
of those coefficients of the inner distribution, which are equal to Bti under the transforma-
tions following from the linearity of the code, i.e., the coefficients of the inner distribution
corresponding to such Lee-compositions, which are obtained from the Lee-compositions ti by
the mapping τ(ti). The Lee-compositions are indexed based on the lexicographic order of all
Lee-compositions for F37.
Table 1: The Lee-compositions ti, the coefficients Bti and the set τ(ti) of the [3, 2]-code
over F7. The Lee-compositions are indexed based on the lexicographic order of all Lee-
compositions for F37.
i ti Bti τ(ti)
0 (3,0,0,0) 1 {Bt0}
5 (1,1,1,0) 6 {Bt5 , Bt6 , Bt8}
6 (1,1,0,1) 6 {Bt5 , Bt6 , Bt8}
8 (1,0,1,1) 6 {Bt5 , Bt6 , Bt8}
10 (0,3,0,0) 2 {Bt10 , Bt16 , Bt19}
11 (0,2,1,0) 6 {Bt11 , Bt15 , Bt17}
14 (0,1,1,1) 6 {Bt14}
15 (0,1,0,2) 6 {Bt11 , Bt15 , Bt17}
16 (0,0,3,0) 2 {Bt10 , Bt16 , Bt19}
17 (0,0,2,1) 6 {Bt11 , Bt15 , Bt17}
19 (0,0,0,3) 2 {Bt10 , Bt16 , Bt19}
3.1 Dual Codes
The MacWilliams identities state that the coefficients of the inner distribution of the dual
of a code are given by a transformations of the coefficients of the inner distribution of the
original code (for further reading, see, for instance [14]). If we consider the above refinements
with respect to the dual code, we may formulate more equality constraints, which follow from
the connections between certain Lee-compositions in the dual code. Now [14],
βk =
1
|C|
α∑
i=0
Lk(ti)Bti, (11)
where βk is a coefficient of the inner distribution of the dual code. Since the dual code is
linear, some of these coefficients must be equal to each other, i.e., for some u 6= v, βku = βkv .
Hence, we may write
βku =
1
|C|
α∑
i=0
Lku(ti)Bti =
1
|C|
α∑
i=0
Lkv(ti)Bti = βkv .
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We get the equality constraints
α∑
i=0
Lku(ti)Bti −
α∑
i=0
Lkv(ti)Bti =
α∑
i=0
(Lku(ti)− Lkv(ti))Bti = 0.
Now, we may formulate the linear programming problem for linear Lee-codes with the
equality constraints given by the dual code:
Theorem 3. Let B∗t , t ∈ {t1, . . . , tα} be an optimal solution of the linear programming
problem
α∑
i=1
Bti = max!
Bti ≥ 0, i ∈ I and Bti = 0, i ∈ {1, . . . , α} \ I
α∑
i=1
BtiLk(ti) ≥ −
[
n
k
]
, (12)
for all k running through Lee-compositions,
α∑
i=0
Bti(Lku(ti)− Lkv(ti)) = 0 for all kv ∈ τ(ku),
where I = {i | l(x) = ti and wL(x) ≥ d}. Then 1 +
∑α
i=1B
∗
ti
is an upper bound to the size
of the code C with the minimum distance d.
Theorem 4. The problems in theorems 2 and 3 are equivalent.
Proof. Rearrange now the indices of Lee-compositions so that in the sequence t0, . . . , tα the
compositions τ(t) for which the coefficients Bt are constrained to have the same cardinalities
will be in a consecutive order. Thus the valid solutions by the equality constraints given in
Theorem 2 will be of the form


Bt0
Bt1
...
Btα

 =


1 0 0 0 · · · 0
0 1 0 0 · · · 0
...
...
...
... · · ·
...
0 1 0 0 · · · 0
0 0 1 0 · · · 0
...
...
...
... · · ·
...
. . .
0 0 0 0 · · · 1




γ0
γ1
...
γκ


B = Aγ,
where the matrix A has κ+1 blocks, each having as many rows as there are elements in the
corresponding set τ(ti).
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By (11), for any linear code
β =
1
|C|
ΥB,
where B and β are the inner distributions of the code and its dual code and Υ is the matrix
containing the Lee-numbers with Υ(t,u) = Lt(u).
Since B = Aγ and β = Aγ ′, we may write
Aγ ′ =
1
|C|
ΥAγ. (13)
Now, we want to show that the above equation holds for any arbitrary γ in order to show
the two problems equivalent. In other words, we want to show that the transformation of
any vector of the form Aγ by the Lee-numbers Υ is a vector of the form Aγ ′.
Construct a linear code in Fnq by taking a generator matrix having just one vector with a
Lee-composition ti. The code has an inner distribution with nonzero values at position Bt0
and positions Btu, tu ∈ τ(ti). Hence, we obtain a vector γ i with two nonzero values (with
one nonzero value for the code having just the all-zero vector). Continue by taking another
vector having a Lee-composition tj 6∈ τ(ti) as a generator matrix. Continue in such a way,
for each Lee-composition not included in the previous sets τ , so that we obtain κ+1 linearly
independent vectors γ0, . . . ,γκ.
Any arbitrary vector γ can now be obtained as a linear combination of the linearly
independent vectors γ0, . . . ,γκ, i.e., we may take γ = a0γ0 + · · ·+ aκγκ. Since, the vectors
γ0, . . . ,γκ are those of linear codes, the equality in (13) holds for them, i.e., we have for each
γi,
Aγ ′i =
1
|C|
ΥAγi. (14)
We may then write
a0 · Aγ
′
0 + · · ·+ aκ · Aγ
′
κ = a0 ·
1
|C|
ΥAγ0 + · · ·+ aκ ·
1
|C|
ΥAγκ
A · (a0γ
′
0 + · · ·+ aκγ
′
κ) =
1
|C|
ΥA · (a0γ0 + · · ·+ aκγκ)
Aγ ′ =
1
|C|
ΥAγ.
It remains to show that given any arbitrary Aγ ′, the equation (13) holds. We may
construct γ ′ similarly as a linear combination of linearly independent vectors γ ′0, . . . ,γ
′
κ
constructed as the vectors γ0, . . . ,γκ above. Hence, we may take γ
′ = b0γ ′0 + · · · + bκγ
′
κ.
Again, for each γ ′i we have (14), and we may thus conclude using the above reasoning that
the the equation (13) holds.
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4 Computational Aspects of the Linear Programming
Problem for Lee-codes
In this section, we discuss the computational aspects of the linear programming problem.
Accurate results in the linear programming problem depend on efficient and accurate com-
putation. We introduce a recursive way for computing the Lee-numbers, which play an
important part in the computations. Based on the refinements on the problem for linear
codes, we introduce a more compact linear program, where the set of linear constraints is
reduced based on the theory. We can perform all computations with integers, resulting in
very accurate results.
4.1 Computing the Lee-numbers
In [19], a recursion for computing the Lee-numbers was introduced, providing the possibility
of efficient computation of the bounds. We introduce here an alternative recursion following
from the polynomial definition of the Lee-numbers. The recursion is based on the observation
that as the length of the vector grows by one, it results in addition of 1 in some component
of the Lee-composition depending on the added component.
The equations (2) and (3) give the Lee-numbers as coefficients of a generating polynomial.
Let us now examine, how we can obtain them recursively using this generating polynomial
by an example for q = 5. Denote ξ = exp(2pi
√−1
5
). The Lee-numbers Lt(u) are now given by
(z0 + 2z1 + 2z2)
u0(z0 + (ξ + ξ
−1)z1 + (ξ2 + ξ−2)z2)u1 ·
(z0 + (ξ
2 + ξ−2)z1 + (ξ + ξ
−1)z2)
u2 =
∑
t
Lt(u)z
t0
0 z
t1
1 z
t2
2 . (15)
Notice that if we denote ζ = ξ + ξ−1 = ξ + ξ4, then ζ2 = ξ2 + ξ−2 + 2ξξ−1 = ξ2 + ξ3 + 2.
Because 1 + ξ + ξ2 + ξ3 + ξ4 = 0 we have ζ2 + ζ − 1 = 0. Therefore, ξ2 + ξ−2 = −1− ζ , and
we can write (15) as
(z0 + 2z1 + 2z2)
u0(z0 + ζz1 + (−1− ζ)z2)
u1 ·
(z0 + (−1 − ζ)z1 + ζz2)
u2 =
∑
t
Lt(u)z
t0
0 z
t1
1 z
t2
2 . (16)
Assume that we have the Lee-numbers Lt(u0, u1, u2). Then for Lt(u0+1, u1, u2) we have∑
t
Lt(u0 + 1, u1, u2)z
t0
0 z
t1
1 z
t2
2
= (z0 + 2z1 + 2z2)
∑
t
Lt(u0, u1, u2)z
t0
0 z
t1
1 z
t2
2
= L(t0−1,t1,t2)(u0, u1, u2)z
t0
0 z
t1
1 z
t2
2 + 2L(t0,t1−1,t2)(u0, u1, u2)z
t0
0 z
t1
1 z
t2
2 +
2L(t0,t1,t2−1)(u0, u1, u2)z
t0
0 z
t1
1 z
t2
2 .
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Therefore,
Lt(u0 + 1, u1, u2) = L(t0−1,t1,t2)(u0, u1, u2) +
2L(t0,t1−1,t2)(u0, u1, u2) + 2L(t0,t1,t2−1)(u0, u1, u2).
Similarly, for Lt(u0, u1 + 1, u2) and Lt(u0, u1, u2 + 1) we have
Lt(u0, u1 + 1, u2) = L(t0−1,t1,t2)(u0, u1, u2) +
ζL(t0,t1−1,t2)(u0, u1, u2) + (−1− ζ)L(t0,t1,t2−1)(u0, u1, u2),
and
Lt(u0, u1, u2 + 1) = L(t0−1,t1,t2)(u0, u1, u2) +
(−1− ζ)L(t0,t1−1,t2)(u0, u1, u2) + ζL(t0,t1,t2−1)(u0, u1, u2).
Notice, that the above recursions are of the form
L1 = L2 + (a + bζ)L3 + (c+ dζ)L4,
and the possible initial values for q = 5 with n = 1 are exactly the coefficients appearing in
these recursions, {1, 2, ζ,−1− ζ}. Because
(a + bζ)(c+ dζ) = ac + (ad+ bc)ζ + bdζ2 = ac + bd+ (ad+ bc− bd)ζ,
we see that if we represent the Lee-numbers as vectors [a, b] and define multiplication as
[a, b] · [c, d] = [ac + bd, ad+ bc+ bd], we can perform all calculations with integers.
Consider now the case for q = 7, where ξ = exp(2pi
√−1
7
). Denote again by ζ = ξ + ξ−1.
Again, ζ2 = ξ2 + ξ−2 + 2ξξ−1 = ξ2 + ξ3 + 2. For q = 7, 1 + ξ + ξ2 + ξ3 + ξ4 + ξ5 + ξ6 = 0, so
we get for ζ3 = −ζ2 + 2ζ + 1. The Lee-numbers Lt(u) are now given by
(z0 + 2z1 + 2z2 + 2z3)
u0(z0 + ζz1 + (ζ
2 − 2)z2 + (−ζ
2 − ζ + 1)z3)
u1 ·
(z0 + (ζ
2 − 2)z1 + (−ζ
2 − ζ + 1)z2 + ζz3)
u2 ·
(z0 + (−ζ
2 − ζ + 1)z1 + ζz2 + (ζ
2 − 2)z3)
u3 =
∑
t
Lt(u)z
t0
0 z
t1
1 z
t2
2 .
Hence, the recursions will be of the form
L1 = L2 + (a+ bζ + cζ
2)L3 + (d+ eζ + fζ
2)L4 + (g + hζ + iζ
2)L5.
The multiplication of two coefficients in the above equation is
(a + bζ + cζ2)(d+ eζ + fζ2)
= ad+ aeζ + afζ2 + bdζ + beζ2 + bfζ3 + cdζ2 + ceζ3 + cfζ4,
which, since ζ4 = 3ζ2− ζ − 1, results in the multiplication rule [a, b, c] · [d, e, f ] = [ad+ bf +
ce− cf, ae + bd + 2ce + 2bf − cf, af + be + cd − bf − ce + 3cf ] and we may again perform
all computations with integers.
For the general q, the powers of ζ will be reduced according to the cyclotomic polynomial
Φq(ξ), where ξ are the roots of the cyclotomic polynomial, i.e., the primitive roots of unity
ξ = exp(2pi
√−1
q
). This recursion provides very accurate values for the Lee-numbers, resulting
in more accurate optimization in the linear programming problem.
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4.2 Compacting the Set of Linear Constraints
Most linear programming solvers allow to express the constraints of the problems both in
terms of inequality and equality constraints, thus the two formulations of the LP problem
given in Theorems 2 and 3 can easily be programmed and run. We examine the structure
of the problem so that we can formulate it in a more compact form, leading to a faster
execution.
We notice that by replacing the α variables Bt1 , . . . , Btα of the LP problem with the set
of variables γ1, . . . , γκ we are eliminating the equality constraints from the LP problem. We
introduce the vector γ = (γ0, γ1, . . . , γκ) and formulate the equivalent LP problem:
max
γ1,...,γκ
κ∑
i=1
|τi|γi
subject to
γ0 = 1 and γi ≥ 0, i ∈ I and γi = 0, i ∈ {1, . . . , α} \ I
ΥAγ ≥ 0
The cardinalities |τi| appear in the criterion of the problem since the initial criterion expressed
in B is 1TB (where 1 is the all one vector), and the criterion in the new variables is 1TAγ,
where the new vector of coefficients, 1TA, will have as elements the size of the partitions of
A, which are equal to the cardinalities of the sets τi.
Additionally we notice that the matrix U = ΥA can be seen to have the partition structure
similar to that of A,
U = ΥA = Υ


1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 1 0 . . . 0
. . .
0 0 0 0 . . . 1


=


Φ1,1 Φ1,2 Φ1,3 Φ1,4 . . . Φ1,κ
Φ2,1 Φ2,2 Φ2,3 Φ2,4 . . . Φ2,κ
Φ2,1 Φ2,2 Φ2,3 Φ2,4 . . . Φ2,κ
Φ2,1 Φ2,2 Φ2,3 Φ2,4 . . . Φ2,κ
Φ2,1 Φ2,2 Φ2,3 Φ2,4 . . . Φ2,κ
Φ3,1 Φ3,2 Φ3,3 Φ3,4 . . . Φ3,κ
Φ3,1 Φ3,2 Φ3,3 Φ3,4 . . . Φ3,κ
. . .
Φκ,1 Φκ,2 Φκ,3 Φκ,4 . . . Φκ,κ


= AΦ
where the matrix Φ = [Φi,j ] is κ × κ and the rows in a partition corresponds to the Lee
compositions belonging to the same set τi. Inside a partition the rows of the matrix U are
identical, leading to a repeated inequality constraint. In order to remove this redundancy, we
are selecting from the matrix U only one row per partition block, keeping thus only the non-
redundant inequalities, resulting in a matrix U ′, and we replace the inequality constraints
ΥAγ ≥ 0 with U ′γ ≥ 0.
We also observe that the matrix U is formed of integer numbers, as opposed to the matrix
Υ where the elements are various combinations of the powers of ξ, and are in most cases
irrational numbers. This can be seen as follows.
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The elements of U are sums of k Lee-numbers:
Lt1(u) + Lt2(u) + · · ·+ Ltk(u)
=
∑
x|L(x)=t1
(
n∏
i=1
ξvixi
)
+
∑
x|L(x)=t2
(
n∏
i=1
ξvixi
)
+ · · ·+
∑
x|L(x)=tk
(
n∏
i=1
ξvixi
)
(17)
where k is the cardinality of τ(ti).
Since the Lee-numbers Lti(u) correspond to compositions according to τ , then for each
vector x, in (17) are also included all the vectors rx, where r ∈ {1, . . . , q − 1}. Also, each
vector can only have one Lee-composition and thus appear in only one of the sums in (17).
We may now rearrange and group the sum in (17) according to these multiplications:(
ξv·x1 + ξv·2x1 + · · ·+ ξv·(q−1)x1
)
+
(
ξv·x2 + ξv·2x2 + · · ·+ ξv·(q−1)x2
)
+ · · ·
This forms a partition of the set of vectors having a Lee-composition in τ(ti), since the
relation R defined as (x,y) ∈ Rx iff x = ry, r ∈ {1, . . . , q − 1} is clearly an equivalence
relation.
Therefore, we can group the sum into m parts, each having q − 1 terms. If we now look
at one such part:
ξv·xi + ξv·2xi + · · ·+ ξv·(q−1)xi ,
we see that, since x · ry = r(x · y), we have
ξv·xi + ξ2(v·xi) + · · ·+ ξ(q−1)v·xi,
where each exponent in the above sum is distinct. If the dot product v · xi is 0, the above
sum is q − 1. Otherwise, we have a sum of the form
ξ + ξ2 + · · ·+ ξq−1 = −1.
So (17) is a sum of the form m1(q−1)+m2(−1), where m1 and m2 are integers ≥ 0 such
that m = m1 +m2.
We may now use the more compact version of the linear programming problem performing
computations only on integers, obtaining faster execution and very accurate results.
5 Results
In Tables 2-3 are the results for the upper bound of the parameter k for linear Lee-codes with
q = 5 and q = 7, obtained using the linear programming bound for linear codes. The most
interesting cases are the situations where the general linear programming bound would allow
for a linear code to exist with some parameter k but the refinement shows that such a code
cannot exist. For example, with q = 5, n = 8 and d = 8 the linear programming bound is 134
[19], which does not deny the existence of a linear code with k = 3. However, the refinement
gives a bound of 75, which shows that there cannot be a code with the parameter k = 3.
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Another example would be for q = 7 when n = 7 and d = 11. The linear programming
bound gives a bound of 55, but with the refinement for linear codes the value 40 is obtained,
implying that a linear code with k = 2 cannot exist with these parameters.
In Tables 2-3 bounds that were found to be tight are also shown. This was concluded by
checking the minimum distances of linear codes generated randomly with given parameters
q, n and k.
Table 2: Upper bounds for the parameter k of linear Lee-codes when q = 5. The ∗ indicates
a tight bound and bold an improvement comparing to linear programming bounds in [19].
n\d 3 4 5 6 7 8 9 10 11 12 13 14-15
2 1∗
3 1∗ 1∗
4 2∗ 2∗ 1∗ 1∗
5 3∗ 3∗ 2∗ 1∗ 1∗
6 4∗ 3∗ 3∗ 2∗ 1∗ 1∗ 1∗
7 5∗ 4∗ 3∗ 3∗ 2∗ 1∗ 1∗ 1∗
8 6∗ 5∗ 4∗ 4∗ 3∗ 2∗ 2∗ 1∗ 1∗ 1∗
9 7∗ 6∗ 5∗ 5 4 3∗ 3 2∗ 1∗ 1∗ 1∗
10 8∗ 7∗ 6∗ 6 5 4 3∗ 3 2∗ 2∗ 1∗ 1∗
Table 3: Upper bounds for the parameter k of linear Lee-codes when q = 7. The ∗ indicates
a tight bound and bold an improvement comparing to linear programming bounds in [19].
n\d 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
2 1∗
3 2∗ 1∗ 1∗ 1∗
4 2∗ 2∗ 2∗ 1∗ 1∗
5 3∗ 3∗ 2∗ 2∗ 1∗ 1∗ 1∗
6 4∗ 4∗ 3∗ 3∗ 2∗ 2∗ 1∗ 1∗ 1∗ 1∗
7 5∗ 5∗ 4∗ 4 3∗ 3 2∗ 2∗ 1∗ 1∗ 1∗
8 6∗ 6∗ 5∗ 4∗ 4 4 3∗ 3 2∗ 2∗ 1∗ 1∗ 1∗
9 7∗ 6∗ 6 5∗ 5 4∗ 4 3∗ 3 3 2∗ 1∗ 1∗ 1∗ 1∗ 1∗
5.1 Codes meeting the Bounds
In the following, we give some examples of codes, that meet the bounds obtained for linear
codes.
Consider the bound for k given in Table 2 with q = 5, n = 8 and d = 8, which is 2. This
means that the maximum number of codewords in a linear code with these parameters is at
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most 25. The code having the generator matrix
G1 =
[
1 0 0 2 2 3 3 1
0 1 2 3 0 3 4 3
]
is a [8, 2]-code with the minimum distance 8, therefore, it is an optimal linear code for the
above parameters.
Consider the bound for k given in Table 2 with q = 5, n = 9 and d = 5, which is 5. This
means that the maximum number of codewords in a linear code with these parameters is at
most 3125. The code having the generator matrix
G2 =


1 0 0 0 0 4 2 0 1
0 1 0 0 0 2 4 1 0
0 0 1 0 0 2 2 1 1
0 0 0 1 0 3 3 3 1
0 0 0 0 1 1 2 2 2


is a [9, 5]-code with the minimum distance 5, therefore, it is an optimal linear code for the
above parameters.
Consider the bound for k given in Table 3 with q = 7, n = 7 and d = 5, which is 4. This
means that the maximum number of codewords in a linear code with these parameters is at
most 2401. The code having the generator matrix
G2 =


1 0 0 0 5 4 4
0 1 0 0 3 6 6
0 0 1 0 1 4 6
0 0 0 1 6 5 3


is a [7, 4]-code with the minimum distance 5, therefore, it is an optimal linear code for the
above parameters.
6 Conclusions
In this paper, we introduced refinements on the linear programming bound for linear Lee-
codes. These refinements are based on the observation that in the Lee metric, the multi-
plication of codewords typically changes the Lee-composition of the codeword and so also
usually the Lee-weight. Therefore, and since the codes are linear, we are able to generate a
mapping between the Lee-compositions, which follows in equalities between the coefficients
of the inner distribution of the code, and, thus, in additional equality constraints in the
linear programming problem. This refinement results in tighter bounds for linear Lee-codes.
We also discussed the computational aspects of the linear programming problem, includ-
ing the computation of Lee-numbers, which can be done by recursion, and introduced an
effective recursion based on the polynomial representation of the Lee-numbers. We intro-
duced also a more compact form of the linear programming problem based on the refinements
on linear Lee-codes. Our method is very accurate, since it allows all computations to be per-
formed with integers.
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