The initial value problem and global properties of solutions are studied for the vector equation:
Introduction
Let H be a finite dimensional real Hilbert space, with norm denoted by . . We consider the following nonlinear equation
where l and β are positive constants, and A is a positive and symmetric linear operator on H. We denote by (·, ·) the inner product in H. The operator A is coercive, which means : ∃λ > 0, ∀u ∈ D(A), (Au, u) ≥ λ u 2 .
We also define ∀u ∈ H, A , a norm equivalent to the norm in H. We assume that g : H → H is locally Lipschitz continuous.
When l = 0 and g(u ′ ) = c|u ′ | α u ′ Haraux [5] studied the rate of decay of the energy of non-trivial solutions to the scalar second order ODE. In addition, he showed that if α > β β+2 all non-trivial solutions are oscillatory and if α < β β+2 they are non-oscillatory. In the oscillatory case he established that all non-trivial solutions have the same decay rates, while in the non-oscillatory case he showed the coexistence of exactly two different decay rates, calling slow solutions those which have the lowest decay rate, and fast solutions the others.
Abdelli and Haraux [1] studied the scalar second order ODE where g(u ′ ) = c|u ′ | α u ′ , they proved the existence and uniqueness of a global solution with initial data (u 0 , u 1 ) ∈ R 2 . They used some modified energy function to estimate the rate of decay and they used the method introduced by Haraux [5] to study the oscillatory or non-oscillatory of non-trivial solutions. If α > β(l+1)+l β+2
all non-trivial solutions are oscillatory and if α < β(l+1)+l β+2 they are non-oscillatory. In the non-oscillatory rate, as in the case l = 0, the coexistence of exactly two different decay rates was established.
In this article, we use some techniques from Abdelli and Haraux [1] to establish a global existence and uniqueness result of the solutions, and under some additional conditions on g (typically g(s) ∼ c s α s), we study the asymptotic behavior as t → ∞. A basic role will be played by the total energy of the solution u given by the formula
2)
The plan of this paper is as follows: In Section 2 we establish some basic preliminary inequalities, and in Section 3 we prove the existence of a solution u ∈ C 1 (R + , H) with u ′ l u ′ ∈ C 1 (R + , H) for any initial data (u 0 , u 1 ) ∈ H × H under relevant conditions on g and the conservation of total energy for each such solution. In Section 4 we establish the uniqueness of the solution in the same regularity class under additional conditions on g. In Section 5 we prove convergence of all solutions to 0 under more specific conditions on g and we estimate the decay rate of the energy. Finally, in Section 6, we discuss the optimality of these estimates when g(s) = c s α s and l < α < β(1+l)+l β+2 ; in particular, by relying on a technique introduced by Ghisi, Gobbino and Haraux [3] , we prove the existence of a open set of initial states giving rise to slow decaying solutions. In our last result, by relying on a technique introduced by Ghisi, Gobbino and Haraux [4] , we prove that all non-zero solutions are either slow solutions or fast solutions.
Some basic inequalities
In this section, we establish some easy but powerful lemmas which generalize Lemma 2.2 and Lemma 2.3 from [2] and will be essential for the existence and uniqueness proofs of the next section. Troughout this section, H denotes an arbitrary (not necessary finite dimensional) real Hilbert space with norm denoted by . .
Proof. An easy calculation gives the identity
the result follows immediately.
For the next results, we consider a number R > 0 and we set
Let f : J R −→ IR + be non increasing and such that for some positive numbers p, c:
Then we have
Proof. Applying the previous result with α = f ( u ) and β = f ( v ) the result follows immediately.
Corollary 2.3. Let f : J R −→ IR + be non increasing and such that for some positive numbers p, c:
Proof. This inequality follows immediately from Cauchy-Schwarz inequality combined with the conclusion of the previous proposition.
Proposition 2.4. Let f : J R −→ IR + be non increasing and such that for some positive numbers p, c:
Proof. It is sufficient to apply the previous result combined with the inequality
Corollary 2.5. Let f : J R −→ IR + be non increasing and such that for some positive numbers p, c:
Then we have for some constant C = C(c, p) > 0,
3 Global existence and energy conservation for equation (1.1) In this section, we study the existence of a solution for the initial value problem associated to equation (1.1) where g : H → H is a locally Lipschitz continuous function which satisfies the following hypothesis:
The problem (1.1) has a global solution satisfying
Proof. To show the existence of the solution for (1.1), we consider the auxiliary problem
Here, ε > 0 is a small parameter, devoted to tend to zero. For simplicity in the sequel we shall write l/2 := m > 0.
Assuming the existence of such a solution u ε , multiplying (3.2) by u ′ ε , we find
From (3.2), we obtain that u ε is a solution of
Conversely, (3.4) implies (3.3). Then, replacing (3.3) in (3.4), we obtain (3.2). Therefore (3.2) is equivalent to (3.4). i) A priori estimates:
Next, we introduce
Then (3.4), can be rewritten as
Since the vector field F ε is locally Lipschitz continuous, the existence and uniqueness of u ε in the class C 2 ([0, T ), H), for some T > 0 is classical. Multiplying (3.2) by u ′ ε , we obtain by a simple calculation the following energy identity:
where
Indeed, for any function v ∈ C 1 ([0, T ), H) we have the following sequence of identities
Moreover for some constant C > 0 independent of ε, we have
and then as a consequence of (3.1)
By Gronwall's inequality, this implies 6) for some constants M 1 , M 2 independent of ε. Hence, u ε and u ′ ε are uniformly bounded and u ε is a global solution, in particular T > 0 can be taken arbitrarily large.
ii) Passage to the limit:
In order to pass to the limit as ε → 0 we need to know that u ε and u ′ ε are uniformly equicontinous on (0, T ) for any T > 0. For u ε it is clear, since u ′ ε is bounded. Moreover we have
hence by the equation
and since g is locally Lipschitz continuous, hence bounded on bounded sets, we obtain
Therefore the functions (ε + u ′ ε 2 ) m u ′ ε are uniformly Lipschitz continuous on R+. We claim that u ′ ε is a uniformly (with respect to ε) locally Hölder continuous function of t. Indeed by applying Corollary 2.5 with f (s) = (ε + s 2 ) m and p = 2m = l we find for some C > 0
As a consequence of Ascoli's theorem and a priori estimate (3.6) combined with (3.5), we may extract a subsequence which is still denoted for simplicity by (u ε ) such that for every T > 0
as ε tends to 0. Integrating (3.2) over (0, t), we get
From (3.7), we then have, as ε tends to 0
Finally by differentiating (3.8) we conclude that u is a solution of (1.1).
Remark 3.2. It is not difficult to see that the solution u constructed in the existence theorem satisfies the energy identity
. The following stronger result shows that this identity is true for any solution even if uniqueness is not known. For infinite dimensional equations such as the Kirchhoff equation, both uniqueness and the energy identity for general weak solutions are old open problems.
The proof of this new result relies on the following simple lemma Lemma 3.4. Let J be any interval, assume that v ∈ C(J, H) and
and
Proof. Case 1. For any t 0 ∈ J, if v(t 0 ) = 0 then v(t) = 0 in the neighborhood of t 0 and in this neighborhood we have v ∈ C 1 (J, H) with
(3.10)
On the other hand, we find
and from (3.10)-(3.11), we obtain
Moreover in the neighborhood of t 0 we have
and finally
We now give the proof of Theorem 3.3.
Proof. Setting v = u ′ , from Lemma 3.4, we deduce
By multiplying equation (1.1) by u ′ , we obtain easily
4 Uniqueness of solution for (u 0 , u 1 ) given
In this section we suppose that
for some positive constant k 3 (R).
Theorem 4.1. Let (u 0 , u 1 ) ∈ H × H, J an interval of R and t 0 ∈ J. Then (1.1) has at most one solution
Remark 4.2. The uniqueness of solutions of (1.1) will be proved under conditions on the initial data (u 0 , u 1 ). The next proposition concerns the uniqueness result for u 1 = 0.
Proposition 4.3. Let τ ∈ R + and J = (τ, T ), T > τ . Then there is at most one solution of (1.1) with u(τ ) = u 0 and u ′ (τ ) = u 1 for T − τ small enough such that
Proof. Since u ′ (τ ) = 0, the second derivative u ′′ (τ ) exists and u ′′ (t) also exists for τ ≤ t < τ + ε with ε small enough. On (T, T + ε), (1.1) reduces to
the existence and uniqueness of u in the class C 2 (J, H) for this equation is classical.
Proposition 4.4. Let a = 0. Then for J an interval containing 0 and such that |J| is small enough, equation (1.1) has at most one solution satisfying
where ξ = 0. We set u ′ l u ′ = ψ(t), then ψ(0) = 0. For any t = 0 we have
It follows that ψ(t) t → ξ as t → 0, therefore for |t| small enough we have,
Hence, u ′ l ≥ ηt l l+1 for |t| small enough and some η > 0.
Let u(t) and v(t) be two solutions, then w(t) = u(t) − v(t) satisfies
Applying Corollary 2.3 with f (s) = s l and p = l , we get
and applying Lemma 2.6, (4.1) and from (4.2), we now deduce
and by letting δ → 0 we conclude that w(t) = 0. A similar argument gives the uniqueness for t negative with |t| small enough.
Proposition 4.5. For any interval J and any t 0 ∈ J if a solution u of (1.1) satisfies
Proof. From theorem 2.3 we know that
Using (4.1), we have
Now, let t 0 ∈ J such that E(t 0 ) = 0. By integration we get
Energy estimates for equation (1.1)
In this section, we suppose that
for some α > 0.
Theorem 5.1. Assuming α > l, there exists a positive constant η such that if u is any solution of (1.1) with E(0) = 0 lim inf
, then there is a constant C(E(0)) depending on E(0) such that
Proof. From the definition of E(t) we have
where C(l, α) is a positive constant, hence from (3.9) and (5.1) we deduce
.
Assuming α > l we derive
By integrating, we get
Hence (5.3) is proved. Now, we show (i) and (ii), we consider the perturbed energy function
where l > 0, γ > 0 and ε > 0.
By Young's inequality, with the conjugate exponents l + 2 and l + 2 l + 1 , we get
We choose γ so that (2γ + 1)(l + 2) ≥ β + 2, which reduces to
Then, for some
By using (5.6), we obtain from (5.4)
Taking ε ≤ 1 2M , we deduce
On the other hand, we have
We observe that
and we have
Then, we can deduce that
We now estimate the right side of (5.8), The fourth term:
The second term:
The third term:
Applying Young's inequality, with the conjugate exponents α+2 α−l and α+2 l+2 , we have
We assume (α + 2)2γ α − l ≥ 2γ + β + 2, which reduces to the condition
and taking δ small enough, we have for some P > 0, therefore the second and the third terms becomes
Using (5.2), (5.8), (5.9) and (5.11), we have
Applying Young's inequality, with the conjugate exponents α + 2 and α+2 α+1 and using (5.1), we have
This term will be dominated by the negative terms assuming
This is equivalent to the condition
and taking δ small enough, we have
By replacing in (5.12), we have
where Q = P + P ′ . By choosing ε small, we get
This inequality will be satisfied under the assumptions (5.5), (5.10) and (5.13) which lead to the sufficient condition
We now distinguish 2 cases.
In this case γ 0 = (β + 2)(α − l) 2(l + 2) and choosing γ = γ 0 , we find 2γ + β + 2 = α + 2 l + 2 (β + 2), since 2γ + β + 2 β + 2 = 1 + α − l l + 2 , replacing in (5.14), we obtain for some ρ > 0
where ρ and ρ ′ are positive constants.
(ii) If α <
In this case γ 0 = β − α 2(α + 1) and choosing γ = γ 0 , we find 2γ + β + 2 = (β + 2) 1 + 2γ
replacing in (5.14), we obtain
, for some δ > 0. Using (5.16), we have
Slow and fast solutions for equation (1.1)
In the case where α < β(1+l)+l β+2 , Theorem 5.1 gives two different decay rates for the lower and the upper estimates of the energy. In the scalar case, this fact was explained in [1] by the existence of two (and only two) different decay rates of the solutions, corresponding precisely to the lower and upper estimates. The solutions behaving as the lower estimate were called "fast solutions" and those behaving as the upper estimate were called "slow solutions." Moreover in the scalar case, it was shown that the set of initial data giving rise to "slow solutions" has non-empty interior in the phase space IR 2 .
In the general case, by reducing the problem to a related scalar equation, it is rather immediate to show the coexistence of slow and fast solutions in the special case of power nonlinearities. More precisely we have and c > 0. Then the equation
has an infinity of "fast solutions" with energy comparable to t − l+2 α−l and an infinity of "slow solutions" with energy comparable to t and v be the solution of
where C 1 , C 2 are positive constants to be chosen later. Then u(t) = v(t)ϕ satisfies
Choosing
+1 and C 2 = c , u(t) = v(t)ϕ becomes a solution of the vector equation. The existence of an infinity of "fast solutions" and an infinity of "slow solutions" are then an immediate consequence of the same result for the scalar equation proven in [1] . Remark 6.2. In the special case A = λI, we can take for ϕ any vector of the sphere ϕ = 1. We obtain in this way an open set of slow solutions in R N +1 corresponding to the initial data of the form (v 0 ϕ, v 1 ϕ). Actually, in the general case, by generalizing a modified energy method introduced in [3] , under the additional condition l < 1 we shall now prove the existence of an open set of slow solutions. Theorem 6.3. Assume that g satisfies (5.2) and l < 1, l < α < β(1+l)+l β+2 . Then, there exist a nonempty open set S ⊂ H ×H and a constant M such that, for every (u 0 , u 1 ) ∈ S, the unique global solution of equation (1.1) with initial data (u 0 , u 1 ) satisfies
Proof. Assuming (u 0 , u 1 ) ∈ H × H and u 0 = 0, we consider the following constants .
For any ε 0 > 0, ε 1 > 0, the set S ⊂ H × H of initial data such that σ 0 < ε 0 , σ 1 < ε 1 is clearly a nonempty open set which contains at least all pairs (u 0 , u 1 ) with u 1 = 0 and u 0 = 0 with u 0 small enough. We claim that if ε 0 and ε 1 are small enough, for any (u 0 , u 1 ) ∈ S, the global solution of (1.1) satisfies (6.1).
First of all, from (3.9) and (5.2), we see that
hence E(t) ≤ E(0) for every t ≥ 0, and from (1.2), we deduce that
Then, we shall establish that if ε 0 and ε 1 are small enough, we have
and for some C > 0
Assuming this inequality, it follows immediately that u is a slow solution. Indeed let us set y(t) := u(t) 2 . We observe that
and in particular
Taking into account that
we have
Integrating between 0 and t and since y(0) > 0, we deduce that there exists a constant M 1 such that
This inequality concludes the proof. So we are left to prove (6.3) and (6.4).
Let us set
Since u(0) = 0, we have that T > 0 and if T < +∞, then u(T ) = 0.
Let us consider, for all t ∈ (0, T ), the energy
where γ := β − α α + 1 + 1.
If u ′ (t) = 0, then we claim that H is differentiable at t with H ′ (t) = 0. Indeed by the equation
, thereby proving the claim.
If u ′ (t) = 0 , then again H is differentiable at t with
Taking into account (1.2) and (3.9), we deduce
where ρ := l + 2 l + 1 .
Let us estimate H 1 , H 2 and H 3 . Using (5.2) and (6.5), we observe that
In order to estimate H 2 , we use Young's inequality applied with the conjugate exponents α+2−l 1−l and α+2−l α+1 ,
, where
, and taking into account that γ = β+1 α+1 , we deduce
For simplicity in the sequel we shall write l/2 := m > 0.
In order to estimate H 3 , we use (6.5) and we have that
We observe that taking into account (6.5), we have
We observe that the hypothesis
and taking into account (6.2), we obtain
Then, taking into account (6.7)-(6.10) in (6.6), we deduce that
where ρ := ρ(α+1) (1+m)(α+2−l) .
Here we observe that (6.11) is still valid if u ′ (t) = 0, since then H(t) = 0 = H ′ (t) and the RHS is non-negative. Now, let
where Γ := σ
Let us therefore assume that σ 0 is sufficiently small to achieve
We claim that if
then sinceT ∈ (0, T ) implies u(T ) > 0, H decreases nearT . This contradicts the definition ofT and we can claim that H is bounded for all t ∈ (0, T ).
Finally, we claim that T = +∞. Let us assume by contradiction that this is not the case. Then, taking into account that H is bounded for all t ∈ [0, T ), we observe that
Therefore, from the continuity of the vector (u ′ , u) with values in H × H it now follows that u(T ) = 0 implies u ′ (T ) = 0, hence u ≡ 0 by backward uniqueness, a contradiction. Hence, T = +∞, we obtain (6.3) and (6.4) , and the conclusion follows.
Our next result is the generalization to the vector case of the slow-fast alternative established in [1] for the scalar equation. By relying on a technique introduced by Ghisi, Gobbino and Haraux [4] , we prove that all non-zero solutions to (1.1) are either slow solutions or fast solutions. 
and u(t) ≥ c
Proof. Fast solutions:
We first establish that if for some η > 0 we have
14)
then (6.12) holds.
Using (1.2), we obtain . Then
From the energy identity, we deduce
+1 ,
. Integrating between T and t and since E(t) ≥ 0, we deduce that there exists a constant C 1 such that
The result follows immediately.
Slow solutions: In addition to the already defined number γ = β − α α + 1
implies immediately
In this section, we consider the energies H(t) and
defined whenever u(t) = 0. In this part of the proof, it remains to consider the case where (6.14) is false for every η. Then, assuming the solution to be non-trivial there exists a sequence t n → +∞ such that u(t n ) = 0 and K(t n ) −→ 0. Therefore, for any
Under this assumption, we prove that a similar estimate holds true for all sufficiently large times, namely for some n 0 ∈ N u(t) = 0 and K(t) ≤ M, ∀t ≥ t n 0 , (6.17)
for a suitable constant M ≥ ε 1
2 . In order to achieve this property, we select another positive number, ε 2 , to be fixed later in the proof, and we consider n 0 ∈ N large enough to achieve the additional condition
Let us setT := sup{t ≥ t n 0 : ∀τ ∈ [t n 0 , t], u(τ ) = 0}. By (6.16), we deduce that u(t n 0 ) = 0 and we have thatT > 0. IfT < +∞, then u(T ) = 0. Let us consider the energy K, which is defined by (6.15) for every t ∈ [t n 0 ,T ).
If u ′ (t) = 0, then we claim that K is differentiable at t with K ′ (t) = 0. Indeed by the equation we find that u ′ l u ′ (s) = O(s − t) for s close to t, then since l < 1 we deduce u ′ (t) 2 = O(s − t), thereby proving the claim.
If u ′ (t) = 0, then again K is differentiable at t with:
Taking into account (1.2) and the energy identity, we deduce
Let us estimate K 1 , K 2 and K 3 . Using (6.15), we observe
In order to estimate K 2 , we use Young's inequality applied with the conjugate exponents
where µ := (β + 1)
By simple calculations, we deduce from α < In order to estimate K 3 , we use (6.15) and we have that
We observe that taking account of (6.15), we have
and We observe that our condition on α can be written in the form α(β + 2) < (β + 2)(1 + l) − (l + 2) ⇒ (β + 2)(1 + l − α) > l + 2 ⇒γ(1 + l − α) > 1 ⇒γ − 1 >γ(α − l).
Using (6.2) we therefore obtain
Then, taking into account (6.19)-(6.23) in (6.18), we deduce that
Here we observe that (6.24) is still valid if u ′ (t) = 0, since then K(t) = 0 = K ′ (t) and the RHS is non-negative. Now, let Since α < β(1+l)+l β+2 , we have α < 1 + l(β + 1) β + 2 =⇒ α + 2 − l < 3.
We observe thath (s) < 0, if s → 0.
Fixing ε 1 sufficiently small to achieveh(ε 1 ) < 0 , we can then adjust ε 2 so that h(ε 1 ) < 0. Now, if K is not bounded for all t ∈ (t n 0 ,T ), then there exists T 1 ∈ (t n 0 ,T ) such that K(T 1 ) = ε 1 and K(t) < ε 1 for all t ∈ (t n 0 , T 1 ).
By (6.24) and taking into account that u ∈ C 1 (R + , H) and u ′ l u ′ ∈ C 1 (R + , H), we have
Proof. Given a solution u of (6.31), any component y of u satisfies y ′′ + y ′ + u β y = 0.
Considering two different components (y, z) we obtain that the Wronskian function w(t) := (y ′ z − yz ′ )(t) is a solution of w ′ + w = 0.
Hence w(t) = w(0) exp(−t). Since on the other hand w, being a quadratic combination of 4 functions decaying like exp(−t), has to decay like exp(−2t), the only possibility is w(0) = 0, hence w = 0. Hence any two components are proportional. Let us set
where y is one of the non-zero components. Then we have Since slow solutions do not vanish for t large we conclude that N j=1 b 2 j = 1, the additional constraint we were looking for, reducing the dimension to N . The set of slow solutions has the structure of a 1D curve fibrated by the (N − 1)-dimensional unit sphere.
However, when either g is non-linear or A is not a multiple of the identity, we have no information on the dimension of this set. This is one of the last open problems of this theory.
