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Abstract
Stochastic reachability is an important verification tool that provides probabilistic
assurances of safety in a variety of contexts. In engineered systems, safety may be
synonymous with the ability of the system to avoid “bad” constraints on the state
space, that constitute collision, departure from a flight envelope, or other undesirable
phenomenon. In biomedical systems, assurance of safety (such as the mandate to “do
no harm”) are considerably complicated by the fact that there is a lack of physicsdriven models, extensive signal processing is needed to capture the underlying state of
the system, and the stochasticity inherent to the system may be quite large. However,
assurances of safety are no less paramount. Stochastic reachability analysis is a
framework that is well suited to address safety problems in biomedical systems. We
are particularly motivated by the problem of circadian regulation, which is not only
critical for those with diagnosed sleep disorders, e.g. Delayed Sleep-Wake Phase
disorder, but also for shift workers, people traveling across multiple time zones, and
vi

those in regulated lighting environments that do not account for circadian regulation,
e.g. hospitals.
The primary focus of this thesis is on the development software systems and algorithms that can address some of the most significant challenges associated with safety
guarantees in biomedical systems. Specifically, I focus on linear time-varying dynamical systems (which are a common approximation of nonlinear dynamical systems) with
unstructured, non-Gaussian disturbances. The theoretical methods I develop provide
conservative assurances of safety, despite a potentially unbounded disturbance input,
in a computable manner. I have implemented these methods in a new MATLAB
toolbox for stochastic reachability, SReachTools, that I have jointly developed. This
toolbox is open-source and has been repeatability verified.
Implementation of such methods in a clinical environment requires rigorous development, design, and testing of software, as well as integration with methods for
signal processing, fault handling, and error reporting. As part of a collaboration on
smart lighting, I created a software implementation of a smart lighting testbed, which
provides the necessary functionality to implement feedback-based circadian control,
such as those provided by stochastic reachability algorithms. The testbed software
was validated in a pilot experiment, in which the testbed successfully ran continuously for 5 days for each of 3 subjects. Estimates of circadian phase are necessary
for control, hence signal processing techniques to infer phase from circadian-regulated
biometrics are important. We developed a method to infer circadian phase from invasively gathered brain temperature data, in collaboration with UNM neurosurgeons in
the UNM Neurotrauma intensive care unit. A similar technique would be necessary
to someday fully close the loop in the smart lighting clinical testbed.
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Chapter 1
Introduction
1.1

Motivation

In many different application domains, safety is an important consideration for control
theorists when designing optimal controllers for mathematical systems. One such
domain is that of biomedical systems, where medical practitioners take an oath do
“do no harm,” and as such, our application of controllers for biomedical systems
should strive for the same. One established tool to address safety-critical problems
is reachability analysis. However, application of reachability analysis to biomedical
systems is a challenging problem. For all application domains, there is a need for
accurate, robust, and repeatable software design to utilize these methods. Many of the
methods for reachability analysis rely on detailed understanding of probability theory
[5], convex optimization [6, 7], Fourier transformations [8], dynamic programming
[9, 2], or set theory [10, 11], which provides a substantial barrier for the application
of these tools by practitioners.
For biomedical systems, the application is additionally complicated by many factors: First, the biomedical domain spans a huge number of systems that model various
types of physiological behavior. Thus, there are a lack of physics-driven models to
represent the dynamical behavior of many of these systems. Models of biological
systems are often fit to mathematical functions in a population mean sense, i.e. an
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individual’s response is modeled as an aggregate average of the response seen across
multiple test subjects. Second, we typically can only get imperfect observations of the
state of these systems. This results in the need for an extensive amount of signal processing to eliminate noise and estimate states of the system. This can create varying
results based on which signal processing methods are used and how they are parameterized. Third, many of these systems have inherent stochasticity that arises from a
number of sources including individual variation from population mean models and
un-modeled phenomena. The stochasticity present in biomedical systems does not
commonly conform to well-characterized disturbances, e.g. Gaussian. Thus, control
solutions for biomedical systems need to be able to account for arbitrary disturbances.
The fundamental purpose of reachability analysis is to determine if the state of the
system will reach a desired target in some finite time horizon while remaining safe.
If the system is influenced by a controller, we often seek to determine the existence
of a controller which can achieve the reachability objective, or find an optimal controller according to some criteria. We classify reachability problems as deterministic,
uncertain, or stochastic depending on how these systems are affected by external disturbances. Because biomedical systems often have inherent stochasticity, we can not
use deterministic reachability techniques. Instead, we use stochastic reachability to
optimize solutions by the probability that they will achieve the reachability objective
[2, 9]. Three specific problems of stochastic reachability have been introduced. In [9]
the first hitting-time and terminal hitting-time reachability problems were developed.
More recently, the maximal hitting-time problem was described [12].
Numeric solutions to these stochastic reachability problems all rely on dynamic
programming, a grid-based, iterative method used to determine solutions to inte-
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grals present in the problem definition. Dynamic programming has two significant
drawbacks: 1) its accuracy is dependent on how fine or course its grid is, and 2)
the grid causes an exponential increase in computation time as the dimensionality of
the system increases, knows as the curse of dimensionality. Thus, dynamic programming solutions have been limited to low-dimensional systems with moderate grids.
To alleviate the computational challenges of dynamic programming, various approximations have been developed. Approximation methods include approximate dynamic
programming [13], Fourier transformation methods [14, 15], particle approximation
[16], convex chance constrained methods [7], difference of convex optimization [6],
and Lagrangian methods [10, 11].
The required knowledge to accurately implement these algorithms can be a barrier
for their application to real systems. In order to promote the application of reachability tools, researchers have developed toolboxes to implement reachability computations. In this thesis, I will discuss the design and implementation of SReachTools
[17], a MATLAB toolbox for stochastic reachability that includes dynamic programming, Fourier transformation techniques, convex chance constrained methods, and
Lagrangian methods. This toolbox is designed to provide assurances of safety by
using algorithms that can guarantee that the result is either an under or overapproximation of the actual probability.
There are a number of other toolboxes that perform variations on dynamic programming, including FAUST2 [18], PRISM [19], and The Modest Toolset [20]. These
tools can handle a variety of systems including Stochastic Timed Automata, Markov
Decision Problems, and Markov Chains. These methods rely on gridding the state
space, hence their scalability to large systems is limited. HyLAA [21], is a toolbox
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that can determine reachable sets by utilizing set propagation methods, Minkowski
summations, and linear programming. It determines exact set representations for
hybrid automata with affine dynamics. Another toolset in SpaceEx [22]. SpaceEx
provides scalable reachable set computation for piecewise affine hybrid systems with
nondeterministic dynamics. The toolbox allows for a trade-off between accuracy and
computation time, but does not guarantee if the solution is an under or overapproximation.
In this work, I focus on a particular biomedical control problem, control and
regulation of the human circadian cycle. At its most general, a circadian rhythm
comes from the Latin circa meaning “around”, and dies, meaning “day”, and refers
to a rhythmic pattern that has a daily, or approximately daily, cyclical pattern.
When circadian rhythms are brought up in the context of human behavior, it is most
commonly in reference to the human sleep-wake cycle. However circadian rhythms
are also present in many human hormone concentrations, in blood pressure levels,
and in cognitive performance [23, 24].
Maintaining a proper circadian rhythm is an important factor in the daily health
of individuals, and the improper alignment of sleep-wake cycle and light cycles, can
negatively impact human health [25, 26, 27, 28, 29, 30, 31]. Dim light at night
has been linked to weight gain [32], and shift work, in particular night-shift work,
has been associated with poorer quality of life [26], poor work performance [28],
numerous health disorders including peptic ulcer disease, coronary heart disease and
compromised pregnancy outcomes [27]. Perhaps most dramatically, researchers on
behalf of the World Health Organization stated in 2007, “shift-work that involves
circadian disruption is probably carcinogenic to humans” [25].
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One of the strongest factors affecting the human circadian cycle is light. So
much so that circadian disregulation refers to a mismatch in the human sleep-wake
cycle and the external light cycle. The recent improvements in light-emitting diode
(LED) technology, has given rise to affordable and efficient color-tunable lighting.
This has helped create a surge in research about how lighting technologies can be
effectively applied to actually improve human circadian cycles as well as comfort and
cognition [33, 34, 35, 36, 37, 38, 39]. Additionally, a number of facilities have begun to
develop controllable lighting systems for regulating or testing regulation strategies in
different environments including office settings [40] and hospitals [41, 42, 43]. Hospital
environments could, in particular, utilize effective lighting to improve health outcomes
as many injured populations experience circadian disruption, e.g. traumatically brain
injured patients [44, 45, 46, 47].
Applying reachability tools to human circadian cycles is complicated by the many
factors discussed above, i.e. lack of physics-based models, the need for signal processing, and inherent stochasticity. One of the most canonical models for lighting
effects on human circadian cycles is the Kronauer model [48], in which the cycle is
mathematically described by an augmented van der Pol oscillator. This model was
designed to have one variable empirically fit to core body temperature; the other two
variables are meant to complete the oscillator and do not have any relation to physiological signals. Accurate core-body temperature is most often obtained through
rectal thermometry, hence, researchers often use less invasive data as a substitute.
Thus, to estimate the Kronauer state, practitioners must utilize both signal processing and state estimation methods. We discuss some of these challenges by examining
circadian rhythms in subjects with traumatic brain injury.
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To develop controllers which account for the inherent stochasticity in the human
circadian model, we can use stochastic reachability. However, to apply these tools
requires an adequately designed facility, i.e. one with controllable lighting, and data
acquisition to allow for feedback-based controllers. To enable experimental validation
of feedback-based control strategies for human circadian cycles, we developed the
Smart Lighting Clinical Testbed [43]. We describe the challenges for both physical
and software design when creating a testbed for circadian control in an active hospital
room. This facility is unique in that it incorporates controllable lighting, sensing,
and feedback in an active hospital room. Other lighting implementations exist [41,
49], however the design at the Masonic Children’s hospital [41] only incorporates
controllable lighting, and the Well Living Lab [49] is not a hospital environment and,
thus, can not perform in-patient studies.
In this thesis, I describe a rigorous methodology that provides a foundation for
allowing stochastic reachability to be utilized to help regulate human circadian cycles.
This is done by 1) demonstrating theoretical reachability methods that can be used
for stochastic, linear time-varying systems with an arbitrary stochastic disturbance,
2) using a combination of signal process and state estimation methods to assess circadian rhythms in traumatic brain injured subjects, and 3) using strong software
design principles for both stochastic reachability toolbox design, and in the design
of a physical testbed that can be used to perform circadian rhythm studies through
feedback-based lighting strategies. These developments will enable testing of various
safety-assured lighting strategies for human circadian cycle regulation. While the application focus is on human circadian cycles, the theoretical and software development
for stochastic reachability is applicable to many domains.
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1.2

Contributions, Publications, and Organization

1.2.1

Contributions

The main focus of this thesis is on my contributions to stochastic reachability and
the analysis of human circadian cycles. The main contributions of this work are
summarized below.
1. We combine methods from robust control and probability theory to demonstrate
how Lagrangian methods can be used to under and overapproximate stochastic
reachable sets. We also use the Lagrangian underapproximations in a convex
optimization problem to allow us to determine optimal feedback controllers.
2. Development of SReachTools, a stochastic reachability toolbox written in MATLAB. The toolbox combines methodologies from many different works on stochastic reachability to provide a significant source of code for practitioners that
would like to solve reachability problems.
3. Analysis of circadian rhythms in traumatic brain-injured subjects. This provides a a framework for assessing circadian rhythms using invasively gathered
biometric data using tools that come from circadian biology, signal processing,
and statistics.
4. The design and implementation of the Smart Lighting Clinical Testbed, a one-ofa-kind facility in the United States for performing in-patient testing of lighting
effects on human health. We detail the challenges associated with the physical
and software design of this complex system and demonstrate the results of the
pilot study.
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1.2.2

Publications

All the work presented in this thesis has been published or submitted for publication
in peer-reviewed journals or conferences. The work in Chapter 2 has been submitted
for publication in:
Joseph D. Gleason, Abraham P. Vinod, Meeko M. K. Oishi “Lagrangian
Approximations for Stochastic Reachability of a Target Tube”, submitted to
Automatica, 2019,
and the original basis for the work of Chapter 2 was published in:
J. D. Gleason* , A. P. Vinod* , M. M. K. Oishi, “Underapproximation of ReachAvoid Sets for Discrete-Time Stochastic Systems via Lagrangian Methods”,
Proceedings of the IEEE Conference on Decision and Control, December,
2017.
The details of chapter 3 was originally published in:
Abraham P. Vinod† , Joseph D. Gleason† , Meeko M. K. Oishi “SReachTools: A
MATLAB Stochastic Reachability Toolbox”, Proceedings of the International
Conference on Hybrid Systems: Computation and Control, 2019.
The results of chapter 4 are given in:
Joseph Gleason, Meeko Oishi, John Wen, Agung Julius, Suguna Pappu, and
Howard Yonas “Assessing Circadian Rhythms and Entrainment via Intracranial Temperature After Severe Head Trauma”, Biomedical Signal Processing
and Control, 2019.
Chapter 5 discusses material originally provided in:
Joseph D. Gleason, Meeko Oishi, Michelle Simkulet, Arunas Tuzikas, John P.
*
†

The authors contributed equally to the work.
The authors contributed equally to the work.
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Hanifin, George C. Brainard, S. R. J. Brueck, Robert F. Karlicek Jr., Lee
K. Brown “Smart Lighting Clinical Testbed Pilot Study on Circadian Phase
Advancement”, Journal of Translational Health and Engineering in Medicine,
2019.
J. D. Gleason, M. M. K. Oishi, A. Tuzikas, L. K. Brown, S. R. J. Brueck, R. F.
Karlicek Jr., “A Novel Smart Lighting Clinical Testbed”, IEEE Engineering
in Medicine and Biology Conference, June, 2017.
The Smart Lighting Clinical Testbed also generated data for:
M. H. Toufiq Imam, Joseph D. Gleason, Sandipan Mishra, and Meeko Oishi
“Estimation of Solar Heat Gain Using Illumination Sensor Measurements”,
Energy and Buildings, 2018.
While it will not be detailed in this thesis, I have worked on additional theoretical
contributions to stochastic reachability specifically, I developed the maximal hittingtime problem:
Joseph D. Gleason, Abraham P. Vinod, Meeko M. K. Oishi “The Maximal
Hitting-Time Reachability Problem”, accepted to Proceedings of the Conference on Decision and Control, 2019,
and examined solutions to the terminal hitting-time problem for systems with imperfect characterization of the disturbance:
J. D. Gleason, A. P. Vinod, M. M. K. Oishi, and R. S. Erwin, “Viable Set
Approximation for Linear-Gaussian Systems with Unknown, Bounded Variance”, Proceedings of the IEEE Conference on Decision and Control, December, 2016.
Prior to entering the doctoral program at The University of New Mexico, I was a
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graduate student researcher at Arizona State University, where I performed research
on high-energy radiation effects on semiconductor devices. This research work was
published in:
Joseph Gleason, Hugh J. Barnaby, Michael L. Alles, and Garrett J. Schlenvogt
“An Examination of High-Injection Physics of Silicon P-N Junctions With
Applications in Photocurrent Modeling”, IEEE Transactions on Nuclear Science, vol. 60, no. 6, December 2013,
Michael L. McLain, Fred Hartman, Tom A. Zarick, Harold P. Hjalmarson,
Joseph Gleason, Kyle McDonald, and Tim J. Sheridan “Effects of High Dose
Rate Ionizing Radiation on Fused Silica and Sapphire Films”, IEEE Transactions on Nuclear Science, vol. 60, no. 6, December 2013.

1.2.3

Organization

The remainder of the thesis will be organized as follows:
Chapter 2 presents Lagrangian methods for performing under and overapproxiamtions of stochastic reachable sets. We detail how to determine bounded subsets of
the disturbance space which can be used with recursions from robust control theory
to provide these approximations. For the overapproximations we demonstrate a linear program to solve for support functions or polytopic halfspace descriptions. For
the underapproximation we provide a vertex-undersampling algorithm which helps
improve computational efficiently and stability in higher dimensions. We additionally detail how the underapproxiamtion can be used as constraints to an optimization
problem to provide a method for determining feedback controllers.
Chapter 3 discusses the design and implementation of SReachTools. This is a
MATLAB toolbox designed for solving stochastic reachability problems. We combine
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methods from many different research works using object-oriented design principles
to provide a toolbox to compute exact and approximate solutions to stochastic reachability problems. The toolbox is open-source and designed to be extensible, to allow
for continued work, innovation, and optimization.
Chapter 4 reports the results from our study on the assessment of circadian
rhythms in subjects that experienced traumatic brain injury. We utilize invasive
intracranial temperature data and use methods from biomedical control, signal processing, and statistics to infer a statistically significant relationship between circadian
power and subject outcome.
Chapter 5 describes the challenges and implementation of the Smart Lighting
Clinical Testbed. This testbed is a unique facility which incorporated dynamic, colortunable lighting, color sensing, occupancy detection, and real-time data acquisition
to be used to examine the effects of lighting on human health in an in-patient setting.
We also provide the results of the pilot study conducted in the testbed.
Chapter 6 summarizes the contributions and concludes the thesis.

1.3

Notation

In this thesis the following notation will be used:
The set of natural numbers, including zero, is denoted as N , and the interval of
integers from a to b for a, b ∈ N , and a ≤ b is marked by N[a,b] . The set of real
numbers is R . Other sets will be denoted with a bold, partially-calligraphic capital
letter, e.g. S. The Cartesian product of a set S, n times is S n = S × · · · × S.
Vectors and scalars will be denoted by lowercase letters, e.g. x ∈ Rn . The
transposition of a vector x, is marked by x> . The vector inequality x ≤ y for x, y ∈
Rn indicates that xi ≤ yi for all i ∈ {1, . . . , n}, or for x ∈ Rn and y ∈ R , then
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xi ≤ y for all i ∈ {1, . . . , n}. Sequences, or vertical concatenations, of vectors will
be subscripted with the concatenated indices, i.e. for x1 , x2 , . . . , xm ∈ Rn , x[1,m] =
mn
>
> >
[x>
.
1 , x2 , . . . , xm ] ∈ R

For discrete-time systems, the state vector, input vector, and state-disturbance
vector at time k are given by xk ∈ Rn , uk ∈ Rp , and wk ∈ Rq , respectively. The
respective state, input, and disturbance matrices at time k are Ak ∈ Rn×n , Bk ∈ Rn×p ,
and Fk ∈ Rn×q . If the system is time-invariant, then the subscripts for the matrices
are omitted, i.e. A, B, and F . The state space is given by X ; the input space is given
by U; and the disturbance space is given by W.
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Chapter 2
Lagrangian Methods for Stochastic
Reachability
This chapter introduces methods for computing under and overapproximations of
stochastic reach sets using Lagrangian, set-based, methods. These methods provide
very fast underapproximations for 3-dimensional systems of less. For higher dimensional systems we use additional approximations which allow users to trade between
computational expense and additional conservativeness of the approximation. Overapproximations are obtainable using linear programming.

2.1

Introduction

A general problem of interest in verification of stochastic systems is the problem of
stochastic reachability of a target tube [5]. In this problem, the safety and performance
specifications are encoded in a target tube, a finite collection of potentially timevarying target sets within which the state must nominally stay. Given a target tube,
a stochastic system, and control bounds, we wish to compute the stochastic reach
set—the set of states for which there exists a control law that satisfies the control
bounds, and drives the state to stay within the target tube with a probability above
a specified threshold. This problem subsumes the terminal hitting-time stochastic
reach-avoid [1] and the stochastic viability problems [2].
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In this chapter, we will describe: 1) formulation of bounded disturbance subsets
whose associated disturbance minimal and maximal reach sets provide under and
overapproximations of the stochastic reach sets, 2) algorithms to compute polytopic
under and overapproximations of the disturbance minimal and maximal reach sets,
and 3) an admissible controller, computed via linear programs, that satisfies the
stochastic reach objective with the desired threshold. Our contributions 2) and 3)
require linear dynamics and polytopic target sets, input sets, and disturbance sets.
Our algorithms allow the user to trade-off computational cost with conservativeness.
The remainder of the chapter is as follows: Section 2.3 provides mathematical
preliminaries and the problem formulation. In Section 2.4, we establish sufficient
conditions for the bounded disturbance sets such that the disturbance minimal and
maximal reach sets are under and overapproximations of the stochastic reach set,
respectively, and constructs the bounded disturbance sets. Section 2.5 presents computational techniques to compute the disturbance minimal and maximal reach sets
using support functions, support vectors, and robust linear programming, as well
as the algorithm for controller synthesis. Finally, we demonstrate our algorithm on
selected examples in Section 2.6 and a summary is provided in Section 2.7.

2.2

Related Work

Reachability analysis is an common verification tool which provides formal guarantees
of both safety and performance. These guarantees are useful in safety-critical or
expensive systems, such as space systems [16], avionics [50, 51], biomedical systems
[52], and other applications [53, 54, 1].
The exact solution of the stochastic reachability of a target tube problem is based
in dynamic programming [55, 2, 1, 5]. Using dynamic programming, stochastic reach14
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able sets are computed by examining which points over a gridding of the state-space
have a value function (probability) greater than the specified threshold. Because
of the well-known curse of dimensionality, approximations are often obtained using
point-base methods, where the approximate probability of achieving the reachability
objective is determined at a specific point in the state space. Many point-based approximation methods have been developed including particle filters [16, 54], Fourier
transforms [8], and difference-of-convex and convex chance-constrained optimization
[16, 56]. These methods are only applicable for Linear systems with log-concave disturbance distributions. Leveraging proven results of the convexity and compactness
[5] of the terminal hitting-time reachability problem for linear systems with convex
and compact sets, these point-based approximations can compute reachable sets by
solving for points on the boundary of the reachable set. This increases the speed
at which the sets can be determined but still relies on solutions at many points to
determine the set.
Alternative to point-based methods, Lagrangian, or set-based, methods perform
operations on sets e.g. intersections, Minkowski summations and differences, to determine a resulting set of states that achieves some objective. Historically, Lagrangian
methods have been widely in robust control [57, 58], where disturbances are drawn
from a bounded set. These methods have also have been used to determine reachable
sets for deterministic systems [52, 59, 60]. The primary advantage for this method
for reachability is that the resulting reachable set is provided, rather than necessarily
computing at a number of points.
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2.2.1

Set Operations and Representation

In this chapter we will use three basic set operations, intersections, Minkowski summation, and Minkowski, or Pontryagin, difference. Minkowski addition is defined by

A ⊕ B = {a + b | a ∈ A, b ∈ B}

(2.1)

Minkowski difference is given by
A

B = {x | x + b ∈ A, ∀b ∈ B}

(2.2)

= {x | x + B ⊆ A}

(2.3)

A ∩ B = {x | x ∈ A, x ∈ B}

(2.4)

and intersections are defined as,

There are many methods that have been devised to represent shapes in real-valued
Euclidean spaces. For this chapter we will focus on representing convex sets.
Definition 1 (after [61]) A set S is convex if and only if for any points x, y ∈ S,
then λx + (1 − λ)y ∈ S for all λ ∈ [0, 1].
The subsequent sections will detail several different methods for representing convex
sets.
Ellipsoids
Ellipsoids are a specialized type of convex set of the form
S = {x ∈ Rn | (x> − c)Σ(x − c) ≤ 1}

(2.5)

where c ∈ Rn is the center of the ellipsoid and Σ ∈ Rn×n is the shape matrix. The
use of ellipsoids for performing set-based computations is popular due to the computational efficiency of using ellipsoids for many set operations. However, some set
16
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operations can not be exactly computed and must be either over or underapproximated. For example, the intersection of two ellipsoids does will not necessarily yield
an ellipsoid as a result. Thus, intersections of ellipsoidal sets must be over or underapproximated. These approximations are usually computationally efficient to obtain.
The Ellipsoidal Toolbox [62] provides a suite of codes that can be used to perform
ellipsoidal set operations.
Polytopes
Polytopes can describe convex sets in two forms: In halfspace, H-polytope, form,
S = {x ∈ Rn |Hx ≤ q}

(2.6)

where A ∈ RM ×n , and b ∈ RM , which represents the set as an intersection of a number
of halfspaces. Some shapes, e.g. circles and ellipsoids, require and infinite number of
halfspaces to be represented, i.e. M = ∞. The second is vertex form, V-polytope,
in which the set is described by the convex hull of a number of vertices. Let V be a
> >
collection of vertices, V = [v1> , v2> , . . . , vM
] , where vi ∈ Rn , the convex hull of the

vertices is [61],
ConvexHull = {x ∈ Rn |∃λ ∈ [0, 1]M , λ> V = x,

X

λi = 1}

(2.7)

i

and the V-polytope is,
S = {x ∈ Rn |x ∈ ConvexHull(V )}

(2.8)

In this chapter if we denote S(H,q) we are referring to the H-polytope described
be the matrix H and vector b. When we use SV we are indicating a V-polytope with
the vertices V . Without a subscript, S, we are denoting a generic polytope that
could have either or both descriptors. A polytope S can simultaneously have a vertex
17
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description and a halfspace description. However, not all convex sets can be described
in both forms. For example, all unbounded convex sets only have H-polytope forms.
Any compact, convex set has both an H-polytope and a V-polytope form, potentially
with M = ∞. In practice any convex set which requires M = ∞ is approximated to
some degree of accuracy by a large, finite M . Approximations in H-polytope for will
always be overapproximations and V-polytope for will be underapproximations.
The utility of polytopes is their ability to represent any convex set, and hence the
ability to represent any set operation between convex sets that results in a convex set.
Such operations include Minkowski summation, Minkowski difference, intersections,
affine transformations, and projections. However, some set operations can only be
performed when one or both polytopes are in a specific form. For example, for
polytopes S and P, the intersection S ∩ P can only be performed exactly when both
S and P hav an H-polytope description. Thus, if S and/or P is a V-polytope, then
they must be either converted into H-polytope form, or S ∩ P must be approximately
computed.
Conversion between H-polytope and V-polytope forms for n ≤ 3 can be computed expeditiously. In 2 and 3-dimensional space there exist efficient algorithms for
converting between the two forms, e.g. the Graham scan. However, for n > 3 the
conversion between halfspace and vertex polytopes is an NP-hard problem known as
the vertex-facet enumeration problem [63].
The Multi-Parametric Toolbox (MPT) [64] provides a MATLAB toolbox to perform polytopic set operations. In Chapter 2 we use SReachTools for all examples
problems, which uses MPT as the backend to represent the polytopic sets.
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Support Functions and Support Vectors
Support functions and support vectors are closely related to H-polytope and Vpolytope set representation, respectively. A support function, ρ : Rn → R, of the
set S in the direction, `, is defined by
ρS (`) = max `> x
x∈S

(2.9)

The support vector ν : Rn → Rn of the set S in direction, `, is defined as,
νS (`) = argmax `> x

(2.10)

x∈S

An advantage of support functions and vectors compared to traditional polytopic
set representation is that many of the set operations can be represented as mathematical manipulations of support functions, allowing for the final result for the support
function or vector to be a a function of the direction vector, `. For example, for
support functions [52, 60, 65],
ρAB (`) = ρB (A> `)
ρA ⊕ B (`) = ρA (`) + ρB (`)
ρA∩B (`) = inf ρA (` − w) + ρB (w)
w∈Rd

(2.11)
(2.12)
(2.13)

Minkowski differences can be represented using support functions by,
A

B = {y ∈ Rn : `> y ≤ ρA (`) − ρB (`), ∀` ∈ Rn }

(2.14)

For support vectors [52],
νAB (`) = AνB (A> `)

(2.15)

νA ⊕ B (`) = νA (`) ⊕ νB (`)

(2.16)

νA∩B (`) = νA (` − v) ∩ νB (v)
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where v ∈ arg inf w∈Rd ρA (` − w) + ρB (w).
This has allowed support functions to be used, for example, to compute viable
sets for deterministic systems up to 40 dimensions [52]. However, there are still operations that remain difficult for support functions or vectors to compute, in particular,
intersections and Minkowski differences.
Zonotopes
Zonotopes are a specialized type of vertex-form polytopic set that are rotationally
symmetric about a center point. They are defined by a center, c ∈ Rn , and set of
generators, g1 , . . . , gM ∈ Rn ,
n

S = {x ∈ R | x = c +

M
X

λi gi , λi ∈ [−1, 1]}

(2.18)

i=1

Like ellipsoids, zonotopes are popular because of the computational efficiency in
which they can perform many set operations, but the exact computation of some set
operations, e.g. intersections, is infeasible. (The intersection of two zonotopes need
not result in a zonotope.)

2.3
2.3.1

Problem Formulation
System definitions and target tubes

Consider a discrete-time, nonlinear, time-varying dynamical system with an affine
disturbance,
xk+1 = fk (xk , uk ) + wk

(2.19)

with state xk ∈ X ⊆ Rn , input uk ∈ U ⊂ Rm , disturbance wk ∈ W ⊆ Rn , and a
function f : X × U → X . We assume U is compact. We denote the origin of Rn as 0n
and assume 0n ∈ W without loss of generality due to the affine nature of the disturbance. We will consider two types of disturbances wk : 1) stochastic disturbance from
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a known probability density function ψw , and 2) disturbance drawn from a bounded
subsets of the disturbance space. For the stochastic disturbance, we will assume the
−1
disturbance process {wk }N
k=0 is independent and identically distributed (i.i.d.), with

the process defined in the probability space (W, B(W), Pw ), where B(W) is the Borel
sigma-algebra of W.
We also consider the discrete-time LTV system
xk+1 = Ak xk + Bk uk + wk

(2.20)

with Ak ∈ Rn×n that is non-singular and Bk ∈ Rn×m .
A target tube [59] of horizon-length N is a collection of sets T N = [T 0 , T 1 , . . . , T N ],
T i ⊆ X . We assign properties to the target tube that are traditionally described to
sets, e.g. closed, convex, compact, if and only if (iff) all the sets in the target tube
have the property. For example, we say that the target tube T N is closed iff T i is
closed for all i ∈ {0, . . . , N }. Similarly, we say that for some set S ⊆ Rn , T N ⊆ S if
and only if T i ⊆ S for all i ∈ {0, . . . , N } (see Figure 2.1). The converse applies for
supersets. For two target tubes of equivalent length, T N , and KN = [K0 , K1 , . . . KN ],
we say that T N ⊆ KN iff T i ⊆ Ki for all i ∈ {0, . . . , N }.

2.3.2

Stochastic reachability of a target tube

We are interested in the maximum likelihood that the stochastic state trajectory,
x̄[1,N ] , will stay within the target tube when starting at an initial state x0 ∈ X , udder
a Markov control policy π = [µ0 (·), µ1 (·), . . . , µN −1 (·)] that consists of universally,π
measurable state-feedback functions µ : X → U. The probability measure Pxx̄0[1,N
is
]

induced from the sequence of random variables w̄[0,N −1] defined on the probability
space (W N , B(W N ), Pw̄[0,N −1] ), as in [1, Sec. 2]. We also consider a general control
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policy ζ = [ν0 (·), ν1 (·), . . . , νN −1 (·)] that consists of a sequence of admissible statefeedback laws ν : X → U that may not be necessarily Markov. We denote the set of
all general policies as G and the set of all Markov policies as M.
Define the optimal value function, V0∗ : X → [0, 1], to map a given initial state x
to the maximum likelihood of satisfying the reach objective [5],
!
N
\
x0 ,π
∗
{xt ∈ T t } x0 = x
V0 (x) = sup Px̄[1,N ]
π∈M

= sup
π∈M

t=1
"N
Y

,π
Exx̄0[1,N
]

(2.21)

#
1T i (xi ) .

(2.22)

i=0

To ensure well-posedness, we make the following assumptions:
Assumption 1 [5, Assum. 2] Presume that
i. fk is continuous over X × U, ∀k ∈ N[0,N −1] ,
ii. X is closed.
iii. U is compact,
iv. T = {Tk }N
k=0 such that Tk ⊆ X are closed ∀k ∈ N[0,N ]
Let the optimal solution to problem (2.22) be π ∗ = [µ∗0 (·) . . . µ∗N −1 (·)], referred
to as the maximal Markov policy [2, Def. 2]. A dynamic programming approach
computes optimal value functions Vk∗ : X → [0, 1] for k ∈ [0, N ],
VN∗ (x) = 1TN (x)

(2.23a)

Vk∗ (x) = 1T k (x) sup
u∈U

=

Z
Vk+1 (y)Qk (dy|x, u)

(2.23b)

X
N
\

,π ∗
1T k (x) Pxx̄k[k+1,N
]

!
{xt ∈ T t } xk = x .

t=k+1

where Qk (·|x, u) is the one-step transition kernel [2, 1, 5], induced from Pw .
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Figure 2.1: The stochastic α-level reach set, Lk (T N , α), is underapproximated by the
disturbance minimal reach set, Reach[k (T N , E [ ) (2.25), and overapproximated by the
disturbance maximal reach set, Reach]k (T N , E ] ) (2.26), for bounded disturbance sets
E [ and E ] . The trajectories (•) remain in the target tube while trajectories (x) do not
For the disturbance minimal and maximal reach reach set the trajectories remain in
the target set for all disturbances in E [ , and for some disturbance in E ] , respectively.
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For α ∈ [0, 1] and k ∈ N[0,N ] , the k-time α-level stochastic reach set is the set of
states y at time k that achieve the reachability objective with a probability of at least
α. This set is given by the α super-level set of Vk∗ (·),
Lk (T N , α) = {y ∈ T k : Vk∗ (y) ≥ α} .

(2.24)

This set is illustrated in Figure 2.1(a). We are specifically interested in the 0-time
α-level stochastic reach set L0 (T N , α), referred to as the stochastic reach set, which
is the set of initial states which are probabilistically safe with likelihood α.

2.3.3

Robust reachability of a target tube: disturbance minimal and maximal reachability of a target tube

Define the disturbance minimal reach set and disturbance maximal reach set, respectively,

Reach[k (T N , E [ ) = xk ∈ T k : ∀t ∈ N[k,N −1] , ∃νt ∈ F, ∀wt ∈ E [ , xt+1 ∈ T t+1
(2.25)


Reach]k (T N , E ] ) = xk ∈ T k : ∀t ∈ N[k,N −1] , ∃νt ∈ F, ∃wt ∈ E ] , xt+1 ∈ T t+1
(2.26)
In (2.25) the disturbance serves as an adversary, whose objective is to shrink
(minimize) the set of “safe” initial states. In (2.26) the disturbance serves as a
collaborative force, whose objective is to expand (maximize) the set of “safe” initial
states.

2.3.4

Problem Statements

Problem 1 Given a value α ∈ [0, 1], construct E [ , E ] ⊆ W such that
Reach[k (T N , E [ ) ⊆ Lk (T N , α) ⊆ Reach]k (T N , E ] )
24
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for every k ∈ N[0,N ] , for the system (2.19).
Problem 2 For linear systems (2.20) with polytopic input and target sets,
a) Efficiently compute Reach[k (T N , E [ ) and Reach]k (T N , E ] )
b) Using Reach[k (T N , E [ ), construct a controller that satisfies the stochastic reach
objective.

Note that the disturbance minimal reach set defined in (2.25) is equivalent to
the robust reachability of target tube problem [59, 66]. This set is also known as
the robust controllable set in the model predictive control community [58]. The set
Reach]k (T N , E ] ) in (2.26) is equivalent to the viability kernel of (2.19) with the input space U augmented by the disturbance set E ] . Computational geometry-based
techniques for viability kernel have also been well-studied [67, 52].

2.4

Lagrangian approximations of the stochastic
reach sets

The choice of E [ , E ] is clearly not unique. We focus on solutions that are amenable
to scalable computation. We first define the unperturbed, one-step backward reach
set from a set S ⊆ X as R1,k (S) as in [59, 57, 52, 10].
R1,k (S) , {x ∈ X : ∃u ∈ U, ∃y ∈ S, y = fk (x, u)}

(2.28)

For a LTV system (2.20), (2.28) can be compactly written as
R1,k (S) = A−1
k (S ⊕ (−Bk U)).
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Let Reach[N (T N , E [ ) = Reach]N (T N , E ] ) = T N . Then for (2.19) we obtain the recursions
Reach[k (T N , E [ ) = Tk ∩ R1,k Reach[k+1 (T N , E [ )


E[ ,

(2.30)

Reach]k (T N , E ] ) = Tk ∩ R1,k Reach]k+1 (T N , E ] )

⊕(− E ] ) .

(2.31)

See [57, 52] for more details.

2.4.1

Under-approximation of the stochastic reach set

Proposition 1 Let Assumption 1 hold. Then, there exists an optimal Markov policy
π ∗ ∈ M ⊂ G associated with Reach[0 (T N , E [ ).
Using the optimal Markov policy π ∗ given in Proposition 1,

See Appendix 2.8.1.

∗

k ,π
we define the probability measure Px̄x[k+1,N
(·|y), for system (2.19) with stochastic
]

disturbance wk . This probability measure is induced from the probability measure of
wk .
Corollary 1 Let Assumption 1 hold. If xk ∈ Reach[k (T N , E [ ), then
!
N
\
∗
N
−k
,π
Pxx̄k[k+1,N
{xt ∈ T t } xk , w̄[k,N −1] ∈ E [
= 1.
]

(2.32)

t=k+1

Corollary 1 follows from the definition of Reach[k (T N , E [ ) (2.25). For the system
(2.19) with stochastic disturbance wk , it states that the reachability objective will be
satisfied almost certainly (with probability 1) provided stochastic disturbance is only
drawn from E [ and the current state lies in Reach[k (T N , E [ ).
Assumption 2
1

i. P(wt ∈ E [ ) = α N −k for t ∈ N[k,N −1] .
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ii. P(wt ∈ E ] ) = (1 − α)

1
N −k

for t ∈ N[k,N −1] .

Theorem 1 Let Assumption 1 hold. For some α ∈ [0, 1], k ∈ N[0,N −1] , consider a
Borel E [ ⊆ W such that Assumption 2 is satisfied. Then Reach[k (T N , E [ ) ⊆ Lk (α).
We require E [ to be Borel to define Pw (wt ∈ E [ ). If Reach[k (T N , E [ ) = ∅, then it is
trivially a subset of Lk . For a nonempty Reach[k (T N , E [ ), if x ∈ Reach[k (T N , E [ ),
then by (2.25), 1T k (x) = 1.
,π ∗

Vk∗ (x) = Pxx̄k[k+1,N ]

N
\

!
{xt ∈ T t } x 1T k (x)

(2.33)

t=k+1
,π ∗

= Pxx̄k[k+1,N ]

N
\

{xt ∈ T t } x, w̄[k,N −1] ∈ E

[ N −k

!
Pw̄[k,N −1] (w̄[k,N −1] ∈ E [

N −k

)

t=k+1

"
+

N
\

,π ∗
Pxx̄k[k+1,N
]

{xt ∈ T t } x, w̄[k,N −1] ∈ (W N −k \ E

[ N −k

!
) ×

t=k+1

Pw̄[k,N −1] (w̄[k,N −1] ∈ (W N −k \ E
,π ∗

≥ Pxx̄k[k+1,N ]

N
\

[ N −k

#
))

{xt ∈ T t } x, w̄[k,N −1] ∈ E

(2.34)
[ N −k

!
Pw̄[k,N −1] (w̄[k,N −1] ∈ E [

N −k

).

t=k+1

(2.35)
In (2.33)–(2.35), we use the law of total probability to separate the value function into
two parts, the first when the disturbance is in E [ and second when the disturbance is
not in E [ . Equation (2.35) follows from (2.34) after ignoring the second term, which
is non-negative. Simplifying (2.35) using Corollary 1, the i.i.d. assumption of the
disturbance process, and Assumption 2(i), we obtain
Vk∗ (x) ≥ Pw̄[k,N −1] (w̄[k,N −1] ∈ E [
= Pw (wt ∈ E [ )

N −k

We have Reach[k (T N , E [ ) ⊆ Lk (T N , α) by (2.24).
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Theorem 1 characterizes conditions on E [ such that Reach[k (T N , E [ ) will be an
underapproximation of Lk (T N , α), when E [ is chosen to satisfy Assumption 2.

2.4.2

Over-approximation of the stochastic reach set

Proposition 2 Given E ] ⊆ W and y ∈ X \ Reach]k (T N , E ] ), for every Markov policy
π ∈ M,
,π
Pxx̄k[k+1,N
]

N
[

{x̄t 6∈ T t } y, w̄[k,N −1] ∈ E

] N −k

!
= 1.

(2.35)

t=k+1

From the definition of Reach]k (T N , E ] ) (2.26),
X

\ Reach]k (T N , E ] )
∀νt−1


xk ∈ X : ∃t ∈ N[k+1,N ] ,

]
∈ F, ∀wt−1 ∈ E , xt 6∈ T t .
=

(2.36)

In other words, for xk = y ∈ X \ Reach]k (T N , E ] ), the future states of (2.19) is
guaranteed to exit the target tube within the remaining time steps, under any general
policy and disturbance realization drawn from E ]

N −k

. Since Markov policies are a

special class of general policies, (2.35) holds for every Markov policy as well.
Theorem 2 Let Assumption 1 hold. For some α ∈ [0, 1], k ∈ N[0,N −1] , consider a
Borel E ] ⊆ W that satisfies Assumption 2. Then Reach]k (T N , E ] ) ⊆ Lk (α).
We first show that y ∈ X \ Reach]k (T N , E ] ) ⇒ y ∈ X \Lk (α). This would imply that
Lk (α) ⊆ Reach]k (T N , E ] ).
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(
X \Lk (T N , α) =

,π
y ∈ T k : sup Pxx̄k[k+1,N
]
π∈M

N
\

{x̄t ∈ T t } y

)
<α

(2.37)

t=k+1

(
=

!

N
[

k ,π
y ∈ T k : ∀π ∈ M, Px̄x[k+1,N
]

!
{x̄t ∈ T t } y

)
<α

(2.38)

t=k+1

(
=

y ∈ T k : ∀π ∈

N
[

k ,π
M, Px̄x[k+1,N
]

!
{x̄t 6∈ T t } y

)
>1−α .

t=k+1

(2.39)

,π
Pxx̄k[k+1,N
]

N
[

!
{xt 6∈ T t } y

t=k+1
N
[

,π
= Pxx̄k[k+1,N
]

{xt 6∈ T t } y, w̄[k,N −1] ∈ E ]

N −k

!
Pw̄[k,N −1] (w̄[k,N −1] ∈ E ]

N −k

Pw̄[k,N −1] (w̄[k,N −1] 6∈ E ]

N −k

)

t=k+1
N
[

,π
= Pxx̄k[k+1,N
]

{xt 6∈ T t } y, w̄[k,N −1] 6∈ E

] N −k

!

)

t=k+1

(2.40)
N
[

,π
≥ Pxx̄k[k+1,N
]

{xt 6∈ T t } y, w̄[k,N −1] ∈ E ]

N −k

!
Pw̄[k,N −1] (w̄[k,N −1] ∈ E ]

N −k

).

t=k+1

(2.41)
Using DeMorgan’s law, properties of supremum, and the definition of stochastic
reach set (2.24), we can express X \Lk (T N , α) as in (2.39). Further, we obtain (2.40)

S
N
k ,π
y
by the application of law of total probability on Px̄x[k+1,N
{x
∈
6
T
}
, and
t
t
t=k+1
]
we establish (2.41) by the observation that the second term in (2.40) is non-negative.
Since y ∈ X \ Reach]k (T N , E ] ), we have, by Proposition 2 and (2.41), for every Markov
policy π ∈ M,
,π
Pxx̄k[k+1,N
]

N
[

!
{xt 6∈ T t } y

≥ Pw̄[k,N −1] (w̄[k,N −1] ∈ E ]

N −k

).

(2.42)

t=k+1

The proof is completed by noting that the right-hand side of (2.42) is 1−α, as required
in (2.39), by the choice of E ] and the i.i.d. property of the stochastic disturbance wk .
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Theorem 2 characterizes conditions upon E ] such that Reach]k (T N , E ] ) will be an
overapproximation of Lk (T N , α). Theorem 3 summarizes the sufficient conditions for
Theorems 1 and 2.
Theorem 3 Let Assumptions 1 hold. For any α ∈ [0, 1], let E [ , E ] ⊆ W be such that
for all t ∈ N[0,N −1] ,
1

Pw (wt ∈ E [ ) = α N

(2.43a)
1

Pw (wt ∈ E ] ) = (1 − α) N .

(2.43b)

Then, Reach[0 (T N , E [ ) ⊆ L0 (α) ⊆ Reach]0 (T N , E ] ).
From Theorems 1 and 2.
Remark 1 The bounded disturbance sets, E [ and E ] , which satisfy Theorem 3 are
not unique.

2.4.3

Computation of disturbance subsets: E [ , E ]

We now describe tractable algorithms to compute E [ and E ] that satisfy (2.43), for
both Gaussian and non-Gaussian disturbances. We first consider non-Gaussian disturbances and pose an algorithm based in convex optimization. Second, we specialize
in the case of Gaussian disturbances and ellipsoidal E [ and E ] , which enables closed
form expressions.
Polytopic E [ and E ] for arbitrary disturbances
We seek the minimum volume polytope that satisfies (2.43). For a polytope P 3 0p ,
define the function g : [0, ∞) → [0, 1] as
g(θ) = Pw (wk ∈ θP).
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The requirement 0p ∈ P is not restrictive since the disturbance can be translated
to have its mean at the origin. After the transformation, it is typically easy to find a
polytope that contains the origin and has Pw ((wk − E[wk ]) ∈ P) > 0.
Proposition 3 The function g(θ) is monotone increasing in θ ∈ [0, ∞), if 0p ∈ P.
First we show that for any θ1 , θ2 ∈ R such that 0 < θ1 < θ2 , θ1 P ⊆ θ2 P. Since
θ1 ≤ θ2 , define α =

θ1
θ2

∈ (0, 1]. Consider y ∈ θ1 P. By convexity of P and because

0p ∈ P, αy ∈ θ1 P. By (2.6), PH αy
 b ⇒ PH θy2  b ⇔ y ∈ θ2 P.
θ1
The monotonicity of g(θ) follows from the previous statement and the monotone
property of probability and Lebesgue measures [68, Sec. 2, Thm. 12.2].
We propose the following convex problem
minimize θ

(2.45a)

θ∈R

subject to g(θ) ≥ γ,

θ>0

(2.45b)

The convexity of (2.45) follows from the observation that the monotone increasing
property of g(θ) (Proposition 3) makes it quasiconcave (i.e. g(θ) has convex superlevel
sets) [61, Sec. 3.4.2]. This optimization problem minimizes the volume by finding
an optimal scaling, θ∗ of the polytope P such that Pw (wk ∈ θ∗ P) = γ. Thus, if
1

1

γ = α N , then setting θ∗ P = E [ satisfies Theorem 3, and similarly for γ = (1 − α) N ,
and θ∗ P = E ] .
Remark 2 The convex problem (2.45) can be solved using bisection [61, Sec. 4.2.5]
to compute polytopic E [ and E ] for arbitrary disturbances that satisfies (2.43).
The main hurdle in computing (2.45) is a description of g(θ). Typically closed
form expressions for (2.44) are unavailable, and so numerical approximates (i.e. via
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Monte Carlo simulation) are employed. However, for specific types of polyhedra, such
as axis-aligned rectangles, we can evaluate g(θ) using the cumulative density function,
when available. For specific distributions like Gaussian or Student t-distributions, we
can exploit existing algorithms in statistics [69].
Ellipsoidal E [ and E ] for Gaussian disturbances
For Gaussian disturbance wk ∼ N (µ, Σ) with mean µ ∈ Rn and covariance Σ ∈ Rn×n ,
we can search for n-dimensional ellipsoids parameterized by R2 ∈ [0, ∞),
n
o
Q(R2 ; µ, Σ) = y ∈ Rn : (y − µ)> Σ−1 (y − µ) ≤ R2

(2.46)

We exploit the fact that properties of Gaussian random vectors enable closed-form
expressions for R necessary to obtain ellipsoidal E [ and E ] that satisfy (2.43).
Given a normally distributed n-dimensional random vector η ∼ N (0, In ), we have
1

1

wk = Σ 2 η + µ and, Q(R2 ; µ, Σ) = Σ 2 Q(R2 ; 0n , In ) ⊕ {µ}[68]. Thus,
Pw (wk ∈ Q(R2 ; µ, Σ)) = P{η ∈ Q(R2 ; 0n , In )}

(2.47)


= P χ2 (n) ≤ R2

(2.48)

= Fχ2 (n) (R2 ).

(2.49)

Here, χ2 (n) is a chi-squared random variable with n degrees of freedom and Fχ2 (n) (·)
denotes its cumulative distribution function. Consequently, the ellipse Q(R2 ; µ, Σ)
with
R2 = Fχ−1
2 (n) (γ)
assures that Pwk (wk ∈ Q(R2 ; µ, Σ)) = γ for some arbitrary gamma.
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1

1

Remark 3 Solving for R in (2.50) with γ = α N or γ = (1 − α) N , we can obtain a
feasible E [ = Q(R2 ; µ, Σ) or E ] = Q(R2 ; µ, Σ), respectively, that satisfies (2.43) for
any Gaussian disturbance.

2.5

Computationally Efficient Methods and Controller Synthesis for Linear Systems

The theoretical development in Sections 2.3 and 2.4 are compatible with nonlinear
systems (2.19), however even the simple set operations required in (2.30) and (2.31)
can be computationally challenging for this class of systems. For linear systems (2.20)
there are a number of methods to compute the necessary set operations, including
polytopes [52, 57], support functions [67, 52], ellipsoids [62], zonotopes [70], and star
methods [21]. For the sake of generality, we focus on polytopic and support functionbased representations which can represent any convex and compact set with arbitrary
tightness [61, Ex. 2.24, Eg. 3.7] [67, 52, 57]. In this section, and the remainder of
the paper, we presume the conditions described in Assumption 3 are met.
Assumption 3
a. Linear time-invariant or time-varying system dynamics (2.20) with non-singular
state matrix Ak for all k ∈ N[0,N −1] and X = Rn ,
b. U is compact polytope,
c. Tk , ∀k ∈ N[0,N ] are compact (potentially time-varying) polytopes, and
d. E [ and E ] are compact polytopes.
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2.5.1

Under-approximation of Reach[k (T N , E [ ) using support
vectors, support functions, and H-polytopes

The vertex-facet enumeration problem makes the implementation of the recursion
for Reach[k (T N , E [ ) in (2.30) for polytopes computationally hard [57]. Specifically,
in (2.30), if we start with an H-polytope, we must perform vertex enumeration to
perform the Minkowski summation, which is done in V-polytope form, and perform
facet enumeration to perform the Minkowski difference, which is done in H-polytope
form. Hence in (2.30) we encounter the vertex-facet enumeration problem twice during each step of the recursion. Here, we pose a heuristic underapproximation that
prevents an explosion in the number of vertices which is a critical factor in the vertex
facet enumeration problem. We do this by creating an underapproximating polytope
with a user-specified number of vertices. This choice enables a trade-off between
computational complexity and conservativeness of the underapproximation.
Our heuristic is posed in Algorithm 1, lines 4 through 9. First, instead of computing (2.31) directly, we make use of the fact that the resulting set can be also written
as a projection.
[
T k ∩R1,k (Reach[−
k+1 (T N , E )

n
E [ ) = x ∈ T k : ∃u ∈ U,
Ak x + Bk u ∈

[
Reach[−
k+1 (T N , E )

[

E )

o

(2.51)
= ProjX (Sk )

(2.52)

where
Sk = {(x, u) ∈ T k ×U : H(Ak x + Bk u) ≤ b}.

(2.53)

This avoids the need to convert both elements within the one-step reach operator
(2.29) from facet into vertex form. The argument of the one-step reach operator in
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(2.52) is computed in line 4 of Algorithm 1, and then the facet form of Sk from (2.53)
is computed in line 5.
Although computing the projection of Sk requires vertex form, only one set must
now be converted. To reduce the computational burden associated with projection, we
construct an additional heuristic, based in vertex sampling, that underapproximates
(2.52) in vertex form as
Sk− = ConvexHulli (yi )

(2.54)

yi = M e i + c

(2.55)

for direction vectors

so that Sk− ⊆ Sk .
The direction vectors yi are chosen to provide a good representation of Sk . For a
set of uniformly separated vectors ei ∈ DI (computed as in Appendix B), we construct
the direction vectors yi through an affine transformation that describes a maximum
value ellipsoid inside Sk . That is, we solve
minimize
M,c

log(det(M −1 ))

subject to M  0
kM pi k2 + p>
i c ≤ bi

(2.56a)
(2.56b)
(2.56c)

For M, c in (2.55) in line 6 of Algorithm 1, and then compute Sk− in line 7. The
projection of Sk− is then computed in line 8 of Algorithm 1. Lastly, we transform the
resulting polytope back to facet form in preparation for the next iteration in the loop
on line 3 in Algorithm 1.
Essentially, the number of vertices in the projection operation is treated as a userdefined parameter that enables a direct trade-off between the computational burden
associated with vertex-facet enumeration problem,
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[
Algorithm 1: Concise algorithm for computation of Reach[−
0 (T N , E ). More
detail is available in Section 2.5.1.
Input: Target tube T N ; system dynamics (2.20); desired probability level α ∈
[0, 1]; sample direction vector set DI ⊂ Rn
[
⊆
Output: Stochastic reach set underapproximation, Reach[−
0 (T N , E )
[
[
Reach0 (T N , E ) ⊆ L0 (T N , α)
1

Compute E [ such that Pw {w ∈ E [ } = α N
[
Reach[−
N (T N , E ) ← TN
for k = N − 1, N − 2, . . . , 0 do
[
P ← Reach[−
E[
k+1 (T N , E )
S ← Sk from (2.53) with (HP , bP )
(M, c) ← solution of (2.56)
Sk− ← {νS (`) : ` = M y + c, y ∈ DI }
Q ← ProjX (Sk− )
[
9:
Reach[−
k (T N , E ) ← facet enumeration of Q
10: end for
[−
11: return Reach0 (T N , E [ )
1:
2:
3:
4:
5:
6:
7:
8:

2.5.2

(H-polytope)
(H-polytope)
(H-polytope)
(V-polytope)
(H-polytope)

[ N
Controller synthesis from {Reach[−
k (T N , E )}k=0
N

[
Using {Reach[−
k (T N , E )}k=0 , we now construct a method for computing an implicit

state-feedback controller that satisfies the stochastic reach objective. Given a state
[
xk ∈ Reach[−
k (T N , E ) at time k, and a convex and lower semi-continuous function

J : U → R, we determine a control action uk ∈ U by solving the optimization problem
minimize J(uk )

(2.57)

uk ∈U


[
subject to Bk uk ∈ Reach[−
k+1 (T N , E )


E [ ⊕ (−{Ak xk })

[
Since Reach[−
k+1 (T N , E ) is available as a H-polytope (Alg. 1), the constraints of (2.57)

can be directly written as linear inequalities. Hence, (2.57) is a convex optimization
problem. To obtain an implicit feedback controller, π, we iteratively solve (2.57) for
k ∈ N[0,N −1] , similar to Model Predictive Control methods.
By Proposition 1 and Theorem 1, this controller ensures that the reach probability
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is above α, provided E [ satisfies (2.43). If J(uk ) = 0 we can find a controller that
simply satisfies the reachability problem. We can also use different cost functions to
additionally optimize for other criteria, for example, using a quadratic cost to penalize
actuation effort, or using various centering techniques, like Chebyshev centering [61,
Sec. 8.5], to “center” the state trajectory.

2.5.3

Over-approximation of Reach]k (T N , E ] ) via support functions and robust linear programming

For the overapproximation, we follow a similar procedure as [52] which uses convex optimization to obtain a support function representation of Reach]k (T N , E ] ) in
Proposition 4 under Assumption 3.
Proposition 4 The value of the support function ρReach] (T N ,E ] ) (`) for k ∈ N[0,N −1]
k

in the direction ` ∈ Rn can be expressed as the solution to a convex optimization over
an (N − k)n-dimensional space. Let νt ∈ Rn for every t ∈ N[k,N −1] . We have
ρReach] (T N ,E ] ) (`) =
k

inf

νk ,...,νN −1

ξk (`, νk , . . . , νN −1 )

(2.58)

where ξk : Rn × R(N −k)n → R for k ∈ N[0,N −1] is
ξk (`, νk , . . . , νN −1 )
= ρT k (` − νk )
+

+

N
−1
X

−>
(ρ(−Bt U ) (A−>
t νt ) + ρ(− E ] ) (At νt ))

t=k
N
−1
X

ρT t (A−>
t−1 νt−1 − νt )

t=k+1

+ ρT N (A−>
N −1 νN −1 ).
Here, A−>
denotes the transpose of the inverse of the state matrix At .
t
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We prove this by induction. We have the base case, k = N − 1, by the observation
that
−>
ξN −1 (`, νN −1 ) = ρT N −1 (` − νN −1 ) + ρ(−BN −1 U ) (A−>
N −1 νN −1 ) + ρ(− E ] ) (AN −1 νN −1 )

+ ρT N (A−>
N −1 νN −1 )

(2.60)

= ρT N −1 (` − νN −1 ) + ρS (νN −1 ).

(2.61)

]
In (2.61), the set S = A−1
N −1 (T N ⊕(−BN −1 U) ⊕ (− E )), and ρReach]

N −1 (T N ,E

])

(`) =

inf ξN −1 (`, νN −1 ) by the properties of support functions, Section 2.2.1.

νN −1

Assume for induction, (2.59) is true for some k ∈ N[0,N −2] . From (2.59),
N
−1
X

ξk−1 (`, νk−1 , . . . , νN −1 ) = ρT k (` − νk−1 ) +



ρ(−Bt U ) (A−>
t νt )

t=k−1

+

ρ(− E ] ) (A−>
t νt )



+

N
−2
X

ρT t (A−>
t−1 νt−1 − νt )

t=k

+ ρT N (A−>
N −1 νN −1 )

(2.62)

= ρT k (` − νk−1 ) + ρ(−Bk−1 U ) (A−>
k−1 νk−1 )
−>
+ ρ(− E ] ) (A−>
k−1 νk−1 ) + ξk (Ak−1 νk , νk , . . . , νN −1 )

(2.63)

Similar to (2.61), we complete the proof using properties of support functions, Section
2.2.1.
Proposition 5 Under Assumption 3 and polytopic E ] , problems (2.58) and (2.67)
(a linear program) are equivalent.

38

LAGRANGIAN METHODS
We first reformulate (2.58) into its epigraph form [61, Sec. 4.2.4]
minimize
ν ,...,ν
,
k

N
X

N −1

s(x,·) ,s(u,·) ,s(w,·)

N
−1
X

s(x,N ) +

i=k

s(u,t) +

i=k

N
−1
X

s(w,t)

(2.64)

i=k

subject to ρT k (` − νk ) ≤ s(x,k)
∀t ∈ N[k,N −1] , ρ(−Bt U ) (A−>
t νt ) ≤ s(u,t)
∀t ∈ N[k,N −1] , ρ(− E ] ) (A−>
t νt ) ≤ s(w,t)
∀t ∈ N[k+1,N −1] , ρT t (A−>
t−1 νt−1 − νt ) ≤ s(x,t)
ρT N (A−>
N −1 νN −1 ) ≤ s(x,N )
which introduces new slack variables s(x,t) , s(u,t) , and s(w,t) . We us the properties of
support functions, Section 2.2.1, to transform (2.64) into
minimize

νk ,...,νN −1 ,
s(x,·) ,s(u,·) ,s(w,·)

subject to

N
X

s(x,N ) +

N
−1
X

s(u,t) +

s(w,t)

(2.65)

i=k

i=k

i=k

N
−1
X

>

(` − νk ) x ≤ s(x,k)

sup
HT k x≤bT k

∀t ∈ N[k,N −1] ,

sup
H(−Bt U ) x≤b(−Bt U )

∀t ∈ N[k,N −1] ,

sup
H(− E ] ) x≤b(− E ] )

∀t ∈ N[k+1,N −1] ,

>
(A−>
t νt ) x ≤ s(u,t)

>
(A−>
t νt )x ≤ s(w,t)

>
sup (A−>
t−1 νt−1 − νt ) x ≤ s(x,t)

HT t x≤bT t

sup
HT N x≤bT N

>
(A−>
N −1 νN −1 ) x ≤ s(x,N )

where HP , bP are the linear inequality representation of the H-polytope P . We then
utilize the well known result from robust linear programming [61, Ex. 5.17] [71],

 

z  0, z > bP ≤ y,
q
>
q
|HP |
a ∈ R , y ∈ R : sup a x ≤ y = a ∈ R , y ∈ R, z ∈ R
:
z > HP = a
HP x≤bP
(2.66)
to convert the constraints in (2.65) into linear constraints by introducing an auxiliary
variable z(x,t) , z(u,t) , and z(w,t) . The auxiliary variables z(x,t) address the state constraints at time t, z(u,t) pertain to the input constraints at t, and z(w,t) address the
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disturbance constraints at t. Finally, we obtain
N
X

minimize
ν ,...,ν
,

N −1
k
z(x,·) ,z(u,·) ,z(w,·)

t=k

>
z(x,t)
bT t

+

N
−1
X

>
z(u,t)
bU

t=k

+

N
−1
X

>
z(w,t)
bE ]

(2.67a)

t=k

>
n
subject to z(u,t) ∈ R|HU | , z(u,t) ≥ 0, z(u,t)
HU = −νt> A−1
t Bt , νt ∈ R , t ∈ N[k,N −1]
(2.67b)
>
z(w,t) ∈ R|HE ] | , z(w,t) ≥ 0, z(w,t)
HE ] = −νt> A−1
(2.67c)
t , t ∈ N[k,N −1]
 >
>
t=k
 ` − νk
−1
|HT t |
>
>
>
ν At−1 − νt t ∈ N[k+1,N −1]
z(x,t) ∈ R
, z(x,t) ≥ 0, z(x,t) HT t =
 t−1
νN>−1 A−1
t=N
N −1
(2.67d)

by removing the slack variables introduced initially.
Algorithm 2: Over-approximation of the stochastic reach set, Reach]0 (T N , E ] ),
via support functions and robust linear programming. This is a recursion-free
computation of Reach]0 (T N , E ] ).
Input: Target tube T N ; system dynamics (2.20); desired probability level α ∈
[0, 1]; sample direction vector set DO ⊂ Rn
]
Output: Stochastic reach set overapproximation, Reach]+
⊇
0 (T N , E )
]
]
Reach0 (T N , E ) ⊇ L0 (T N , α)
1

Compute E ] such that Pw {w ∈ E ] } = (1 − α) N
for `i ∈ DO do
di ← ρReach]+ (T N ,E ] ) (`i ) from solution of (2.67)
0
4: end for

>
5: HReach]+ (T ,E ] ) ← `1 `2 . . . `|DO |
N
0

>
6: bReach]+ (T ,E ] ) ← d1 d2 . . . d|DO |
N

1:
2:
3:

0

7:

]
return Reach]+
0 (T N , E )

Algorithm 2 shows the steps to obtain the the support function representation of
Reach]0 (T N , E ] ). In the first step, we obtain E ] as in Section 2.4.3. Given a finite set
of sample directions DI ⊂ Rn , lines 2–4 iterates through each direction ei ∈ Di and
solves the linear program (2.67). We then construct an H-polytope overapproximation
]
Reach]+
0 (T N , E ) in lines 5–7.
]
The tightness of the polytopic overapproximation of Reach]+
0 (T N , E ) can be
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traded for computational effort; more directions, ei provide a tighter approximation
but increase the number of iterations of the for loop in line 2. However, Algorithm 2
is trivially parallelizable and does not require vertex-facet enumeration, which affords
it significant scalability.

2.6

Examples

All calculations were done using MATLAB R2017a on a computer with an Intel Xeon
E3-1270 v6 processor and 32 GB RAM (2400MHz DDR4 UDIMM ECC) running
Ubuntu 16.04. The computations were performed using the Stochastic Reachability
Toolbox (SReachTools) [17].

2.6.1

Dubin’s vehicle with non-Gaussian disturbance

A primary utility for the Lagrangian methods is their generality and efficiency for
lower dimensional systems, i.e. with a state dimension between 2–3. The Lagrangian
methods are not restricted to Gaussian disturbances, unlike many other alternatives
for efficiently computing approximations of stochastic reachable sets [56, 8, 17]. Additionally the Lagrangian set operations can be used to determine a probabilistically
safe feedback controller.
To exemplify this, we consider the problem of driving a Dubin’s vehicle under
a known turning rate sequence while staying within a target tube. For a Dubin’s
vehicle, when the initial heading and turning rate sequence are known, we can a
priori determine the sequence of heading angles, resulting in the LTV system


P
Ts cos(Θ + Ts k−1
θ
)
i
i=0
Pk−1
xk+1 = xk +
uk + ηk
(2.68)
Ts sin(Θ + Ts i=0
θi )
with xk ∈ R2 as the position of the car, uk ∈ [0, 20/3] as the heading velocity, sampling
time Ts = 0.1, known initial heading Θ = π/4, time horizon N = 50, known sequence
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Figure 2.2: Inner and outer approximations and Monte Carlo spread of trajectories
using the controller synthesized for the Dubin’s vehicle.
of turning rates θk = 0.5∀k ∈ N[0,N −1] , and a random process wk , which comes from
a beta distribution,
wk = 0.1(β(2, 2) − 0.5)

(2.69)

We are interested in the 0.8-level stochastic reach set of the target tube Tk =

 
−1
Box ck , 0.5 exp −k
, ∀k ∈ N[0,N ] where {ck }N
k=0 is the resulting nominal trajectory
Nc
of (2.68) when uk = 10 ∀k ∈ N[0,N −1] , and Nc = 100 is the decay time constant.
Because we use a non-gaussian disturbance, the other approximation methods
contained within SReachTools cannot be used to generate approximations of the
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stochastic reachable set. Additionally because of the decreasing size of the target tube,
see Figure 2.2, dynamic programming solutions for this problem would require a very
fine grid, making it too computationally expensive. The Lagrangian method, however,
is uniquely well-suited to handle this problem. The set over and underapproximations
too 8 seconds to compute each.
We can compare the resulting mean-value trajectory for a controller generated
via (2.57) to an optimal open-loop controller generated using particle approximation
methods [16]. Once the set underapproximation was computed, the controller from
(2.57) took milliseconds to compute. For the single point, the particle approximation
method took 16 seconds to determine its optimal open-loop controller.

2.6.2

Application to space-vehicle dynamics

Next we demonstrate how Algorithm 1 allows for expansion to higher dimensions and
a trade-off between computation time and accuracy. One of the primary shortcomings
of Lagrangian methods is conservativeness and dimensionality restriction when solving
the full vertex-facet enumeration problem [10].
We consider the rendezvous and docking problem for a pair of space vehicles. The
goal is for one spacecraft, referred to as the deputy, to approach and dock to an
orbiting satellite, referred to as the chief, while remaining in a predefined line-of-sight
cone, in which accurate sensing of the other vehicle is possible. The dynamics are
described by the Clohessy-Wiltshire-Hill (CWH) equations [72]
Fx
md
Fy
ÿ + 2ω ẋ =
md

ẍ − 3ωx − 2ω ẏ =

The chief is located at the origin, the position of the deputy is x, y ∈ R, ω =
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Figure 2.3: Computation of Reach[0 (T N , E [ ) for the 4-dimensional CWH spacecraft
rendezvous docking problem.
is the orbital frequency, µ is the gravitational constant, and R0 is the orbital radius
of the spacecraft.
We define the state as z = [x, y, ẋ, ẏ] ∈ R4 and input as u = [Fx , Fy ] ∈ U ⊆ R2 .
We discretize the dynamics, (2.70) and (2.71), in time to obtain the discrete-time LTI
system,
zk+1 = Azk + Buk + wk

(2.72)

with wk ∈ R4 a Gaussian i.i.d. disturbance, with E[wk ] = 0, Σ = E[wk wk> ] =
10−4 × diag(1, 1, 5 × 10−4 , 5 × 10−4 ).
We define the target sets and as in [16]

T N = z ∈ R4 : |z1 | ≤ 0.1, −0.1 ≤ z2 ≤ 0, |z3 | ≤ 0.01, |z4 | ≤ 0.01

T i = z ∈ R4 : |z1 | ≤ z2 , |z3 | ≤ 0.05, |z4 | ≤ 0.05
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Method
Chance Constraints
Fourier Transforms
Lagrangian w/ |D| = 396
Lagrangian w/ |D| = 652
Lagrangian w/ |D| = 1292
Lagrangian w/ |D| = 3212

Computation Time
18.12
168.26
20.70
50.09
123.64
757.84

Table 2.1: Computation times for set underappoximation for the CWH example
problem.
for i = 0, 1, . . . , N − 1 and with input space U = [−0.1, 0.1] × [−0.1, 0.1]. For a
horizon, N = 5, and a level set, α = 0.8, we compute E [ = {s : s> Σ−1 s ≤ 6.26}, from
(2.46).
Figure 2.3 shows cross-sections at ẋ = ẏ = 0 of the resulting under and overapproximation of the N = 5 stochastic reach-avoid level set. The method and computation
times for the set underapproximations are shown in Table 2.1. As is clear from the
figure, the Lagrangian approximations are conservative when compared to other set
approximation methods [73, 15]. However if the disturbance was not Gaussian, these
other methods would not have been applicable.
Figure 2.3 and Table 2.1 also demonstrate how Algorithm 1 can be used to allow
the user to trade between increased accuracy, less conservative results, and improved
simulation time. Another benefit of Algorithm 1 which cannot be graphically shown
is increased stability of set solutions for higher dimensional systems when using tools
such as CDD or LRS for vertex-facet enumeration. This is a result of the restriction
of the number of vertices during the recursion. In [17, Fig. 3] we demonstrate a
full scalability plot for various set approximation methods on a chain of integrator
system.
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2.7

Summary

In this chapter we demonstrated Lagrangian recursions for computing under and
overapproximations the stochastic α-level reach set of the reachability of the target
tube problem. These recursive methods can provide substantial gains in computation
time, since they do not require on gridding, and are applicable to LTV systems.
For 3-dimensional system of less, these methods are significantly faster than many
other comparative methods for approximating stochastic reach sets, however they
are conservative. For system with greater than 3-dimensions we have been able to
obtain results but are limited by available computational geometry tools available for
polytopic set computations.

2.8
2.8.1

Supplementary Material
Proof of Proposition 1

We will prove Proposition 1 using the equivalent optimal control formulation (minmax) to compute the disturbance minimal reach set for the system (2.19) and properties of lower semi-continuous functions. This proof is inspired from discussions
in [66, 59, 55].

2.8.2

Min-max optimal control-based computation of Reach[k (T N , E [ )

The min-max optimal control formulation for computation of Reach[k (T N , E [ ) was
studied by Bertsekas [59, Sec. 1], [66, Sec. 1.6 and 4.6.2]. The problem (2.75c) is
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constructed as follows:
gk (xk ) , 1 − 1Tk (xk ), k ∈ N[0,N ]
J(ζ, w̄[0,N −1] ; x0 ) ,

N
X

(2.75a)

gk (xk )

(2.75b)

k=0

min max . . .

ν0 (x0 ) w0

min

max J(ζ, w̄[0,N −1] ; x0 )

νN −1 (xN −1 )wN −1

subject to xk+1 = fk (xk , νk (xk )) + wk ,
νk (·) ∈ F,
ζ = [ν0 (·) . . . νN −1 (·)]
w̄[0,N −1] = [w0 . . . wN −1 ]

k ∈ N[0,N −1]
k ∈ N[0,N −1]

(2.75c)

where the decision variables are ζ and w̄[0,N −1] Under a slight abuse of notation,
(2.75c) has wk : X × F → E [ to account for adversarial choice of the disturbance.
The min-max optimal control problem (2.75) can be solved using dynamic programming [66, Sec 1.6].

Specifically, we generate the cost-to-go/value functions

Jk∗ (x) : X → N[0,N −k+1] for k ∈ N[0,N ] obtained via a dynamic programming recursion
for k ∈ N[0,N −1] ,
 ∗

Hk∗ (u, x) = sup Jk+1
(fk (x, u) + w) + gk (x)

(2.76a)

w∈E [

Jk∗ (x) = inf Hk∗ (u, x)
u∈U

(2.76b)

and JN∗ (x) , gN (x). By construction, Jk∗ (x) records the minimum count of violations
of the target tube constraint by the system (2.19) when starting at x at time k under
the optimal choice of the inputs νk (·) and adversarial choice of the disturbances wk [66,
Sec. 4.6.2]. Thus,
Reach[k (T N , E [ ) = {xk ∈ X : Jk∗ (xk ) = 0}.

2.8.3

(2.77)

Properties of lower semi-continuous functions

Recall that lower semi-continuous (l.s.c.) functions are functions whose sub-level sets
are closed [55, Definition 7.13]. Lower semi-continuous functions have very useful
properties with respect to optimization.
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(P1) Negation of an indicator function of a closed set is l.s.c.: Given a closed set
S ⊆ Rn , the function −1S (x) is l.s.c.
(P2) Addition and l.s.c.: Given two l.s.c. functions l1 (x), l2 (x) : X → R such
that l1 (x), l2 (x) are proper (they are bounded from below over X ), the function
l1 (x) + l2 (x) is l.s.c. over X [74, Ex. 1.39].
(P3) Semi-continuity under composition: Given a l.s.c. function l(x) : X → R
and a continuous function C(x) : Y → X , the function l(C(·)) is l.s.c. over
Y ⊆ Rm , m ∈ N, m > 0 [74, Ex. 1.40].
(P4) Infimum of a l.s.c. function: Given l : X × Y → R ∪{−∞, ∞} such that
l is l.s.c.

and Y is compact, then l∗ (x) = inf y∈Y l(x, y) is l.s.c. [55, Prop.

7.32(a)]. Further, there exists a Borel-measurable selector µ∗ : Y → X such
that l(x, µ∗ (x)) = l∗ (x) [55, Prop. 7.33].
(P5) Supremum of a l.s.c. function: Given l : X × Y → R ∪{−∞, ∞} such
that l is l.s.c., then l∗ (x) = supy∈Y l(x, y) = − inf y∈Y (−l(x, y)) is l.s.c. [55, Prop.
7.32(b)].

2.8.4

Proof of Proposition 1

We organize our proof of Proposition 1 by demonstrating the following two statements.
(S1) for every k ∈ Z[0,N ] , gk are l.s.c. over X .
(S2) for every k ∈ Z[0,N −1] , the functions Jk∗ (·) and Hk∗ (·) defined in (2.76) are
l.s.c. over X and X × U respectively, and there exists a Borel-measurable statefeedback control law µ∗k (·) ∈ M that optimizes (2.76).
Recall that Borel-measurability implies universally measurability [55, Definition 7.20].
The statement (S2) enables the construction of an optimal Markov policy π ∗ ,
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[µ∗0 (·) . . . µ∗N −1 (·)] associated with Reach[0 (T N , E [ ). Its proof requires (S1). By
Bellman’s optimality principle [66, Sec. 1.3], the same Markov policy is optimal for
Reach[k (T N , E [ ) for every k ∈ N[1,N −1] . This will complete the proof of Proposition 1.
Proof of (S1): Since the sets T k is closed under Assumption 1, −1T k is l.s.c. over
X by (P1). We conclude that gk is l.s.c. over X for k ∈ Z[0,N ] by the definition of
gk (·) (2.75a), the fact that constant functions are l.s.c., and (P2).



Proof of (S2): Next, we prove (S2) by induction. Consider the base case k = N −1.
From (2.76a),
HN∗ −1 (u, x) =

sup [JN (fN −1 (x, u) + wN −1 ) + gN −1 (x)]
wN −1 ∈E [

=

sup [gN (fN −1 (x, u) + wN −1 ) + gN −1 (x)]

(2.78)

wN −1 ∈E [

Since fk is continuous over X × U, gN (fk (x, u) + wN −1 ) is l.s.c. over X × U ×W by
the fact that gN is l.s.c. over X and (P3). This implies that the objective in (2.78) is
l.s.c. by (S1) and (P2). Hence, HN∗ −1 (u, x) is l.s.c. over X × U by (P5). Additionally,
since U is compact, HN∗ −1 (u, x) is l.s.c. over X × U, JN∗ −1 (x) is l.s.c. over X , and
there exists a Borel-measurable state-feedback law µN −1 (x) that optimizes (2.76b) by
(P4). This completes the proof of the base case.
Assume, for induction, the case k = t, t ∈ N[0,N −2] is true for (S2). Specifically,
assume Jt∗ (·) is l.s.c. over X . Then, by the same arguments as above, we conclude that
∗
∗
Jt−1
(·) and Ht−1
(·) is l.s.c. over X and X × U, and a Borel-measurable state-feedback

law µ∗t−1 (·) exists via (S1), (P2)–(P5), (2.76), compactness of U, and continuity of fk .
This completes the induction.
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2.8.5

Optimization-based heuristic to construct a finite set
of well-separated unit vectors D

For Algorithms 1 and 2, we require a finite set of direction vectors, denoted by DI .
Intuitively, we would like these support vectors to be well-spread on the unit sphere to
provide good spatial sampling of the polytope. However, computing uniform sampling
of high-dimensional unit spheres is a challenging problem [75]. A popular approximation for the same is to sample from an appropriately dimensioned Gaussian distribution and normalize the sample [76]. In this section, we propose an optimization-based
approach to construct D ⊂ Rn with at least a pre-specified number of vectors ND ∈ N.
We first include the standard axes, 2n directions, in DI since this can be done
without incurring any computational cost. For |DI | > 2n, computing well-spread
vectors on a unit sphere in Rn is equivalent, by symmetry, to computing MD =
dlog2 (ND − 2n)e < ND vectors in the first orthant, i.e. di > 0, for all i = 1, . . . , n.
The vectors in the other orthants may be obtained by a sequence of reflections about
various axis planes. To obtain the well-spaced unit-length vectors in the first orthant,
we solve the following (non-convex) optimization problem,
maximize R

(2.79a)

R,x1 ,...,xMD

subject to R ≥ 0, kxi k2 = 1,

i ∈ N[1,MD ]

(2.79b)

kxi − xj k2 ≥ R
xi  R2 1n×1

i, j ∈ N[1,MD ] , i < j

(2.79c)

kxi − ej k2 ≥ R,
kxi + ej k2 ≥ R

i ∈ N[1,MD ] , j ∈ N[1,n]

(2.79d)

In (2.79), the optimization variable R is the minimum separation between all the
vectors xi , i ∈ N[1,MD ] , which we seek to maximize. The minimum separation constraint of R is enforced among the vectors in (2.79c), with the constraint xi 

R
1
2 n×1

ensuring that the reflections about the axis planes also satisfy the minimum separa50
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tion. We can solve (2.79) to a local optimum using nonlinear optimization solvers,
like MATLAB’s fmincon, or via difference-of-convex programming [77].
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Chapter 3
Software Design for Stochastic
Reachability
In this chapter we present SReachTools, a MATLAB toolbox for performing stochastic reachability computations. This toolbox includes the capability of computing
stochastic reachable set approximations using Lagrangian methods that were described in Chapter 2, as well as many other approximation methods. The motivation
for the design of this toolbox was to create an accurate code base for users to be
able to compute actual or approximate solutions to stochastic reachability problems
without requiring detailed knowledge of many of the complicated algorithms of many
of the approximation methods. It is an open source toolbox to promote continued
use and extensibility as more methods are discovered.

3.1

Introduction

The previous chapter introduced a specific method for approximating stochastic reach
sets using Lagrangian methods. The general problem of stochastic reachability, however, deals with more than just determination of sets. We often separate reachability
into two different domains, backward reachability which pertains to finding a controller
which optimizes the likelihood of reaching a target while staying safe, and forward
reachability which is concerned with assessing the likelihood of reaching a target while
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staying safe when a control policy is provided.
An exact solution to the reachability of a target tube problem for nonlinear,
discrete-time, hybrid systems is computationally difficult. Dynamic programming
recursions, similar to [1, 2], can be used to obtain optimal feedback controllers for a
discretized, finite state and input spaces. However, these recursions suffer from the
well-known curse of dimensionality, which limits their use to systems of at most three
or four dimensions.
The methods in Chapter 2 determine approximate solutions the backward reachability problem, specifically when computing backward reachable sets. There are
many other methods for approximating solutions to backward reachability problems
including chance constraints [16, 6], particle filters [16], and Fourier transform-based
techniques [14]. These Fourier transformation methods have also been used to determine scalable solutions for the forward reachability problem.
These approximation methods were all developed with the goal of extending reachability computation to higher-dimensional systems, allowing them to be more useful
to control practitioners. However, implementing these often requires knowledge in
a broad range of topics including probability, measure, and set theory, and Fourier
analysis. This detail often makes implementation of many of these algorithms less
accessible to the general public.
To allow for a broader use of stochastic reachability tools we created SReachTools.
a MATLAB toolbox which solves the problem of stochastic reachability of a target
tube for linear systems [5, 11]. SReachTools can compute over- and underapproximations of the stochastic reach set, as well as synthesize controllers that maximize
the reach probability. Additionally, SReachTools can perform forward stochastic
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Figure 3.1: The target tube T N , the stochastic evolution of (3.1) or (3.2) under a
maximal reach policy π ∗ , and the stochastic reach set LSR (α) (equation (3.6)) for
α = 0.6. The stochastic reachability of a target tube problem subsumes the terminal
hitting-time reach-avoid problem [1] (∀k ∈ N[0,N −1] , Ti = S, TN = R) and the viability
problem [2] (∀k ∈ N[0,N ] , Tk = S) for safe and terminal sets S and R. This image
is licensed by the authors under the Creative Commons Attribution-ShareAlike 4.0
International License.
reachability analysis for uncontrolled linear systems [15] to characterize the stochasticity of the state at a future time of interest. The toolbox is open-source which
allows for continued community driven improvement in a number of ways: 1) the
number of pre-defined systems can expand as more users apply methods to various
LTI/LTV systems; 2) new or updated versions of the solving algorithms can be added
as more research in conducted; and 3) code inefficiencies and non-trivial errors can
be detected, reported, and fixed by community involvement.
The rest of the chapter is organized as follows: Section 3.3 introduces notation
and details the relevant systems and reachability problems. Section 3.4 describes
features of the SReachTools toolbox including base components and an overview of
the different solution methods. We demonstrate SReachTools on selected examples
in Section 3.5 and conclude the chapter in Section 3.6.
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3.2

Related Toolboxes

There are several related toolboxes that tackle the problem of stochastic verification
and model-checking for systems with finite state and action spaces. The Modest
Toolset [20], FAUST2 [18], PRISM [19], and STORM [78] provide high-level language or
graphical tools for model-checking of continuous and discrete-time Markov chains.
FAUST2 , handles continuous state and action spaces with a specified error via discretization of the state and action spaces. Barrier certificates have also been used
with Linear Temporal Logic specifications for computing bounds on the reach probability for systems with continuous spaces and polynomial dynamics [79, 80]. The key
advantage of SReachTools is that it solves stochastic reachability problems without
using gridding, providing significant scalability.

3.3
3.3.1

Stochastic reachability
Notation

We denote the set of natural numbers, including zero, as N, and discrete-time intervals
as N[a,b] = {c ∈ N : a ≤ c ≤ b}, for a, b ∈ N, a ≤ b. The concatenation of a
discrete-time series of vectors is denoted with a bar above the variable and subscripted
n
>
> >
indices, i.e. x̄[k,N ] = [x>
k , xk+1 , . . . , xN ] , xt ∈ R for t ∈ N[k,N ] . The n-dimensional

identity matrix is denoted as In . For X ⊆ Rn , n ∈ N, n > 0, the indicator function
corresponding to a set S is 1S : X → {0, 1}, where 1S (x) = 1 if x ∈ S and is zero
otherwise; the Cartesian product of S with itself k ∈ N times is S k .
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3.3.2

System formulation

A linear time-invariant system (LTI) is given by
xk+1 = Axk + Buk + F wk

(3.1)

where xk ∈ X ⊆ Rn is the state vector, A ∈ Rn×n , uk ∈ U ⊆ Rm is the input vector,
B ∈ Rn×m , and wk ∈ W ⊆ Rq is the stochastic disturbance, F ∈ Rn×q . A linear
time-varying system (LTV),
xk+1 = Ak xk + Bk uk + Fk wk ,

(3.2)

has all the relevant quantities equivalently defined as in (3.1) with time-varying system matrices. We assume wk is absolutely continuous with a probability density
−1
function ψw and probability measure Pw , and the disturbance process {wk }N
k=0 is an

independent and identically distributed (i.i.d.) random process.
We denote an admissible universally-measurable state-feedback law as µ : X → U
and the set of Markov control policies π = [µ0 (·), µ1 (·), . . . , µN −1 (·)] as M. We also
define an affine control policy ρ = (M, d) ∈ (RmN ×qN , RmN ) as an affine transformation of the concatenated disturbance vector w[0,N −1] ∈ W N into a concatenated input
space u[0,N −1] ,
u[0,N −1] = M w[0,N −1] + d,

(3.3)

in which the affine disturbance feedback gain assures causality. It is well-known that
(3.3) is equivalent to a history-dependent linear state-feedback law [81]. However,
unlike Markov policies, we can not impose hard control bounds on (3.3) for unbounded
disturbances. Restricting M to be a zero matrix renders ρ to be an open-loop control
policy, which is amenable to hard control bounds. Given an initial state x0 ∈ X and
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a policy (π or ρ), the random vector x[1,N ] has a probability measure Pπx[1,N ] (or Pρx[1,N ] ,
respectively), induced from Pw and dynamics (3.1) or (3.2).
As in [5, 11], we define a target tube T N = [T0 , T1 , . . . , TN ] as an indexed collection
of subsets of the state space, Ti ⊆ X , for all i ∈ N[0,N ] . We assign attributes of the
tube that are typically given to sets, e.g. closed, bounded, compact, convex, etc., if
and only if every set in the target tube has those properties.

3.3.3

Problem descriptions

We formally define the stochastic reachability problems SReachTools can solve. Given
a target tube T be of length N , we define the function VSR : X × M → [0, 1] as
0
{xi ∈ Ti , ∀i ∈ N[1,N ] },
VSR (x0 , π) = 1T0 (x0 ) Pxπ,x
[1,N ]

(3.4)

which can also be written as an expectation of a product of indicator functions [2, 1,
5, 11].
Backward stochastic reachability of a target tube
The backward reachability problem (Figure 3.1) focuses on finding a Markov policy,
π, that optimizes the value function (3.4), i.e.
∗
VSR
(x) = max VSR (x, π).
π∈Π

(3.5)

The qualifier “backward” arises from the fact that we wish to ascertain properties of
initial system states based on safety specifications defined for the future states [2, 1].
In many applications, we are also interested in LSR (α), the set of initial states
for which there exists a controller such that the probability of achieving the reach

57

REACHABILITY SOFTWARE
objective is greater than some threshold α. Specifically,
LSR (α) = {x ∈ Rn | ∃π ∈ Π, VSR (x, π) ≥ α}
∗
= {x ∈ Rn | VSR
(x) ≥ α}.

(3.6)

To ensure safety guarantees, we desire either exact representations or assured un∗
(x) and LSR (α). An overapproximation of LSR (α), when
derapproximations of VSR

available, provides insights into the quality of underapproximation.
Forward stochastic reachability of a target tube
Given an initial state, the forward stochastic reachability problem focuses on characterizing the stochasticity of the state xk or the associated trajectory x[0,k] for some
k > 0 [15]. This analysis is done on either uncontrolled systems, uk = 0 for all k,
or systems with a fixed input policy, π. For these systems, the Markov decision process simplifies to a discrete-time continuous-state Markov chain, making the problem
amenable to many toolboxes, e.g. FAUST2 , PRISM, and STORM, as well as SReachTools.

3.4

Features of SReachTools

The primary goal of SReachTools is to enable efficient solutions of stochastic reachability problems without requiring exhaustive knowledge of the underlying algorithms
or their implementation. Currently, available algorithms include: Dynamic Programming, Lagrangian techniques, Fourier Transform-based methods, Chance-Constrained
Optimization, and Particle Filter-based methods. Since the toolbox is open source,
more algorithms can be included as the research progresses. Table 3.1 shows the
primary solving functions in SReachTools, the different solution methods available
for each, and detail the utility of each.
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Function

Utility
∗
Under-approx. VSR,open
(x)
∗
Approx. VSR,open (x) within genz

method str
chance-open (G)
genzps-open (G)

∗
Approx. VSR,open
(x)
∗
Approx. VSR,open (x)

particle-open
SReachPoint

voronoi-open
chance-affine (G)

SReachSet

SReachFwd

chance-open (G)
genzps-open (G)
lag-under
lag-open
state-stoch
concat-stoch
state-prob

Pxx0[1,k] x[1,k] ∈

concat-prob
SReachDyn

within voronoi
∗
Under-approx. VSR,affine
(x)
Under-approx. KSR (α)
Approx. KSR (α) within genz
Under-approx. LSR (α)
Over-approx. LSR (α)
Stochasticity of xk
Stochasticity of x[0,k]
Pxx0k {xn
k ∈ T}
o

×

k
i=1

Ti

Dyn. prog.-based approx.
∗
(x) and LSR (α)
of VSR

–

Table 3.1: Current features of SReachTools. By (3.9), (3.11), and (3.13), we can
∗
∗
∗
characterize VSR
(x) and LSR (α) using VSR,open
(x), VSR,affine
(x), and KSR (α).
Methods that require Gaussian disturbance are marked with (G).
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3.4.1

Auxillary functions

SReachTools comes with a built-in initialization script srtinit and a broad set of
unit-testing functions to ensure proper performance of the toolbox. The initialization
script is designed to eliminate potential function-name overloading by only adding
the SReachTools source functions to the MATLAB path when they are in use.
For easy handling of linear, discrete-time systems, we have developed LtiSystem
and LtvSystem classes to define systems (3.1) and (3.2). We use the Multi-Parameteric
Toolbox (MPT3) [64] to define polytopic input spaces and polytopic disturbance
spaces, if required. SReachTools has several demonstration systems, such as a chain
of integrators, Dubins car, and Clohessy-Wiltshire-Hill spacecraft near-orbit relative
dynamics.
SReachTools also has the Tube class to define polytopic target tubes, and RandomVector
class to define random vector disturbances or initial states. Tube is implemented using MPT3 [64] to define a collection of time-stamped polytopic safe sets. One can
also easily specify a reach-avoid [1] or viability [2] specification using Tube. Currently, RandomVector supports Gaussian disturbances, and user-defined disturbances
defined by a random sample generator function.
Using objects of Tube, RandomVector, and LtiSystem or LtvSystem classes, one
can pose the problems of stochastic reachability discussed in Section 3.3.3.
We presume for the remainder that sys refers to an instance of the LtiSystem
or LtvSystem classes to describe (3.1) or (3.2) respectively, and tube refers to an
instance of the Tube class to describe T N . For all the functions, prob str refers
to the type of reachability problem. For SReachPoint, SReachSet, and SReachDyn,
prob str must always be ‘term’ as of SReachTools v1.2 (the current version). This
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refers to the problem of stochastic reachability of a target tube, i.e. the terminal-time
hitting problem. Future releases will address other reachability problems, e.g. the
first-time hitting problem [1].

3.4.2

Stochastic reachability of a target tube: Dynamic Programming

The dynamic programming recursion for the stochastic reachability of target tube
is a straightforward extension of the recursion known for stochastic viability and
reach-avoid problems [2, 1]. The recursion is given by
VN∗ (x) = 1TN (x)


Z
∗
∗
Vk (x) = sup 1Tk (x)
Vk+1 (y)Qk (dy|x, u) ,
u∈U

(3.7a)
(3.7b)

X

∗
where Qk is the stochastic transition kernel and VSR
(x) = V0∗ (x). We can use

SReachTools to implement a uniform grid-based implementation of (3.7) using SReachDynProg.
% Dynamic programming solution with SReachTools
SReachDynProg(prob str, sys, x inc, u inc, tube)
Here, x inc and u inc are grid step sizes for the state space X and input space U
respectively. SReachTools’s implementation of the dynamic programming currently
handles only LtiSystem and Gaussian disturbances, and is utilized for benchmarking
other techniques. In future versions, we plan to link SReachTools with existing tools
for approximate dynamic programming like FAUST2 .

3.4.3

Stochastic reachability of a target tube: Point-based
computation

∗
SReachTools can be used to approximate VSR
(x). To compute the maximal reach

probability using an open-loop controller d ∈ U N instead of a Markov policy π, we
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∗
define the corresponding optimal value function as VSR,open
: X → [0, 1], with
∗
0
VSR,open
(x0 ) = max 1T0 (x0 ) Pd,x
x[1,N ] {∀i ∈ N[1,N ] , xi ∈ Ti }.
d∈U N

(3.8)

Note that (3.8) is a log-concave optimization problem whenever the target tube is
polytopic and the disturbance is log-concave [5, Thm. 6], Moreover, (3.8) underapproximates (3.5) [5, Thm. 7],
∗
∗
VSR
(x) ≥ VSR,open
(x),

∀x ∈ X .

(3.9)

{u[0,N −1] ∈
With an affine controller (M, d), we enforce a probabilistic constraint PuM,d
[0,N −1]
U N } = Pw[0,N −1] {M w[0,N −1] + d ∈ U N } ≥ 1 − ∆U for some user-specified threshold
∆U ∈ [0, 1). Here, ∆U is the maximum likelihood with which the affine controller
∗
(M, d) can violate the hard control bound. Similarly to (3.8), we define VSR,affine
(x)

as the optimal value function of (3.10),
0
{∀i ∈ N[1,N ] , xi ∈ Ti }
max PM,d,x
x
M,d  [1,N ]
M, d as in (3.3), x0 = x ∈ T0
s.t.
Pw[0,N −1] {M w[0,N −1] + d ∈ U N } ≥ 1 − ∆U

(3.10)

Given ∆U , we have [6, Thm. 1]
∗

VSR (x) ≥ 1 −

∗
1 − VSR,affine
(x)

1 − ∆U

,

∀x ∈ X .

(3.11)

SReachTools can synthesize an open-loop controller by solving (3.8) using the
following four approaches.
(M1) Convex chance constraints: An underapproximative reformulation, which is a
linear program, via Boole’s inequality and Gaussian vector properties [16, 6].
(M2) Fourier transform (Genz’s algorithm & patternsearch): An approximative
reformulation via the characteristic function (Fourier transform of ψx[0,N ] ), integrated over the target tube [14]. The high-dimensional numerical quadrature
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up to a user-specified accuracy of genz is done using Genz’s algorithm [82, 69],
and the optimization is done using MATLAB’s patternsearch [83].
(M3) Particle filter : Mixed integer-linear reformulation via scenarios drawn from
0
Pd,x
x[1,N ] [16].

(M4) Voronoi-approaches: A voronoi partition-based underapproximation of the particle filter approach [84]
Methods (M1) and (M2) require the additive disturbance to be Gaussian, while
(M3) and (M4) do not impose this restriction. Also for Gaussian disturbances,
SReachTools can also synthesize an affine controller (3.3) by solving (3.10) using
chance constraint reformulation and difference of convex programming [6]. SReachTools
uses CVX [85] to implement all of the convex and mixed-integer programs described
in this section.
% Generate SReachTools options
options = SReachPointOptions(prob str, method str)
% Point-based stochastic target tube reachability
SReachPoint(prob str, method str, sys,
init state, tube, options)
Here,

method str

refers

to

the

optimization

approach

(‘chance-open’, ‘genzps-open’, ‘particle-open’, ‘voronoi-open’, or ‘chance-affine’),
∗
init state is the initial state x0 ∈ X at which an approximation of VSR
(x0 ) must

be evaluated, and options enables specification of accuracy and method-specific arguments.
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3.4.4

Stochastic reachability of a target tube: Set-based computation

Point-based computations and polytopic representations
Linear systems with polytopic target tube and input spaces, and disturbances with
log-concave probability density functions, have a convex and compact stochastic reach
set LSR (α) for α ∈ (0, 1] [5, Thm. 4]. This is also true for the superlevel sets of
∗
VSR,open
(x) [5, Thm. 6],
∗
KSR (α) = {x ∈ Rn | VSR,open
(x) ≥ α}.

(3.12)

∗
∗
Since VSR
(x) ≥ VSR,open
(x) for every x ∈ X ,

KSR (α) ⊆ LSR (α),

∀α ∈ [0, 1].

(3.13)

SReachTools utilizes a line search algorithm and a point-based evaluation of stochastic reachability (see Section 3.4.3) to compute a tight polytopic underapproximation
of KSR (α) [7, 5]. This approach requires the additive disturbance to be Gaussian,
and it provides an optimal open-loop controller for all of the vertices of the underapproximation.
Lagrangian approach
This technique computes grid-free approximations to the stochastic reach set LSR (α).
Specifically, it computes disturbance minimal and disturbance maximal reach sets
that serve as under and overapproximations of LSR (α) [10, 11]. These computations
are based on bounded disturbance sets, computed using the stochasticity of wk . We
model the sets via polytopes or ellipsoids. SReachEllipsoid, an auxillary class of
SReachTools, allows for easy manipulation of ellipsoids.
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SReachTools implements backward recursions that employs Minkowski sum, difference, intersection, and affine transformations, which affects scalability of the approach due to the computationally hard vertex-facet enumeration problem. SReachTools
implements a vertex-complexity preserving recursion for underapproximation using
support vectors. Further, using robust linear programming and support functions,
SReachTools also implements a recursion-free method to compute the overapproximation. Finally, we can perform state-feedback controller synthesis using the underapproximation sets, by solving a collection of linear programs. SReachTools performs
vertex-facet enumeration via LRS [86, 87] or CDD [88].
% Generate SReachTools options
options = SReachSetOptions(prob str, method str)
% Compute stochastic reach sets with SReachTools
SReachSet(prob str, method str, sys, prob thresh,
tube, options)
Here, method str can be ‘lag-under’ or ‘lag-over’ for the Lagrangian under and
overapproximation, respectively; ‘genz-open’ for an underapproximation using Genz
algorithm; and ‘chance-open’ for an underapproximation using chance-constrained
optimization. The input ‘prob thresh’ is the probabilistic bound, α, and options
is used to specify additional solver options like direction vectors to use for the pointbased stochastic reach set computations.

3.4.5

Forward stochastic reachability

SReachFwd characterizes the stochasticity of the state at a future time k xk and the
concatenated state vector x[1,k] .
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Figure 3.2: Comparison of LSR (0.8) for a 2-dimensional double integrator computed
via dynamic programming, and multiple SReachSet approximations. Tradeoffs between accuracy and computation time are problem dependent.
% Forward stochastic reachability via SReachTools
SReachFwd(prob str, sys, init state, k, [set/tube])
Table 3.1 describes various values prob str can take. The input init state takes in
the initial state, which can be a deterministic vector or a random vector (an object
of RandomVector). SReachFwd needs a set (target set T ) or tube (target tube T ),
only if prob str is ‘state-prob’ or ‘concat-prob’, respectively.

3.5

Numerical experiments

Numerical experiments were performed on a Intel Xeon CPU with 3.4GHz clock rate
and 32 GB RAM running MATLAB R2017a. In order to compare methods, we
restrict ourselves to Gaussian disturbances in the examples.
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Figure 3.3: Scalability of SReachSet methods demonstrated on a chain of integrators,
as state dimension increases.

3.5.1

Chain of integrators

This example demonstrates accuracy and scalability. A chain of integrators [5, Eq.
(23)] is implemented to enable 1) comparison of the accuracy of SReachSet approximations of the backwards reach set with dynamic programming (with m = 2,
Figure 3.2), as well as 2) scalability of high-dimensional calculations (Figure 3.3).
Lagrangian methods are fast in low dimensions, but practically limited to m ≤ 5
because of the vertex-facet enumeration problem. Open-loop methods, genzps-open
and chance-open, scale well with dimension, but have a higher initial cost.

3.5.2

Dubin’s vehicle with known turn rate

This example demonstrates SReachTools’ ability to synthesize optimal controllers
using SReachPoint. We consider the Dubin’s vehicle with a known turn rate sequence
[5, Eq. (26)], which simplifies the original nonlinear dynamics to an LTV system. We

−k
, boxes
use a time-varying target tube with target sets Tk = Box ck , 0.5 exp 100
centered at a pre-defined trajectory ck that gradually shrink in size as time progresses,
to address trajectory regulation problems. Although the system is only 2-dimensional,
dynamic programming is not feasible because of the extremely fine grid that would
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Figure 3.4: Mean trajectories of the Dubins’ vehicle corresponding to the optimal
∗
controllers synthesized via SReachPoint. All trajectories report VSR
(·) ≥ 0.9.
be required to capture the time-varying target set.
Figure 3.4 shows the mean trajectory for each controller synthesis method available
with SReachPoint. The computation times were 27.28 for particle-open, 527.85
for genzps-open, 279.11 for chance-affine, and 1.80 for chance-open.

3.5.3

Satellite rendezvous problem

This example demonstrates applicability of SReachTools to realistic viability problems. We apply methods in SReachSet to a satellite rendezvous and docking problem. Probabilistic guarantees of safety are crucial in spacecraft systems because of
the high cost of of failure. We use Clohessy-Wiltshire-Hill near-orbit spacecraft dynamics [16, Eqs. (1)–(2)] to describe an LTI system with a 4-dimensional state vector.
Figure 3.5 shows the approximations of LSR (0.8) computed with various methods in
SReachSet. We validate the optimal open-loop controller obtained with chance-open
using Monte-Carlo simulations.
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Figure 3.5: Satellite rendezvous problem with approximations of LSR (0.8) computed using SReachSet. We use Monte-Carlo simulations to validate the controller
(chance-open) for the initial state x = 0.21, y = −1.30, and zero velocity; good and
bad trajectories are marked with ‘4’ and ‘×’ respectively.

3.6

Summary

In this chapter we described SReachTools, an open-source MATLAB toolbox designed to solve the problem of stochastic reachability of a target tube. The toolbox
is designed for ease of use and extensibility. Currently, the toolbox supports several methods, including Fourier transform-based methods, particle filtering, chance
constrained optimization, Lagrangian techniques, and dynamic programming. These
solutions can be computed for both linear time-varying and time-invariant discretetime systems. The toolbox is extensible as well as open-source, enabling input from
community contributions.
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Chapter 4
Circadian Rhythms and Circadian
Control
In this chapter, we begin to discuss human circadian cycles. Application of the
stochastic reachability methods in Chapters 2 and 3 for human circadian systems is
complicated by the fact that the state of the canonical Kronauer model [48] is not
perfectly observable from gathered data. Here, we examine how methods from signal
process and state estimation can be used to assess circadian phase for subjects that
have experienced traumatic brain injury. The ability to assess circadian phase and
estimate the states of the Kronauer model is essential to the application of safetyassured stochastic reachability controllers, as the methods require observations of the
state variable. We use intracranial temperature data and applications of a specialized
Kalman filter and nonlinear state propagation to determine estimates of the Kronauer
states for given subjects. Using these Kronauer states we estimate circadian phase,
and demonstrate a unique relationship between subject health outcomes and circadian
rhythms.

4.1

Introduction

Circadian entrainment, the alignment in periodicity and phase of the sleep-wake cycle with respect to the solar cycle, drives underlying biological oscillators [89] and is
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altered by exposure to light, exercise, eating, and regular patterns of sleep. Circadian
desynchronization is associated with problems such as fatigue, irritability, weight gain,
and impaired short-term memory [90, 91]. Chronic circadian desynchronization is often present in subjects with head injuries, including traumatic brain injury (TBI) and
subarachnoid hemorrhage (SAH), and is part of the high cost of TBI ($76.5B annually [92]). The specific mechanisms responsible for the relationship between circadian
desynchronization and TBI are not well known, however clinical observations suggest
that circadian desynchronization is established during the acute phase of recovery,
and has an immediate and lasting impact [93, 94, 95, 96, 97, 98, 99, 100].
Assessment of circadian rhythms and disregulation in subjects that have experienced severe traumatic brain injury is nontrivial. Standard methods typically use
self-reporting (such as a sleep-wake diary) or dim-light melatonin onset (DLMO) measurements, which are often infeasible during a subject’s hospitalization in the ICU.
While self-reporting has been used post-hospitalization in mild to severe head trauma
[99], the extent of injury often precludes self-reporting in the ICU—when the subject is comatose or has reduced cognitive faculties, for example. Researchers have
examined circadian phase of TBI subjects via DLMO [98, 101, 102] after the acute
period, when subjects were no longer in the ICU. Others have examined circadian
periodicity for severely brain-injured subjects [103, 104, 105], with a focus on subjects
with disorders of consciousness. These studies are not performed in the immediate
aftermath of injury, rather after subjects have had persistent consciousness disorders.
Obtaining accurate DLMO samples (salivary or blood) is not practicable in the ICU,
as it requires strictly controlled, dim lighting for several hours in the evening; further,
using DLMO to assess circadian rhythmicity would require repeating this procedure
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over several days.
We propose a method to extract and analyze circadian rhythms in the acute
phase after injury, using invasively gathered intracranial temperature (ICT) data.
The Neurotrauma ICU at the University of New Mexico Hospital routinely collects
this data, along with cerebral blood flow, blood oxygenation, and others, gathered
continuously at approximately 0.5 Hz over a period of up to ten days after hospital
admission. ICT is typically offset from core-body temperature [106] by a constant
value, and exhibits fluctuations coinciding with core body temperature in patients
suffering from TBI [107]. We exploit the fact that core-body temperature has a
well-studied circadian fluctuation [96] in healthy individuals, to analyze ICT data for
circadian rhythms and entrainment. That is, we examine not only whether 24-hour
periodicity exists in ICT data, but also how closely the fluctuations are aligned with
the solar cycle.
The main hurdle in assessing periodicity is the irregularity of the data. While
the ICT data is sampled uniformly, it is characterized by data gaps at irregular
intervals, due to sensor removal for medical interventions and to sensor self-calibration
routines. Hence we consider two methods to assess periodicity of ICT data: modelbased and model-free. The model-based method estimates missing data, based on a
model of circadian dynamics in healthy subjects [108]. However, since the efficacy
of circadian models in injured subjects is not clearly established, we also employ a
model-free methodology using the Lomb-Scargle periodogram [109, 110]. In both
cases, we compute the energy density spectrum (EDS) and examine relative energy

 1
1
1
, 25hr
, around the circadian frequency fc = 24hr
.
in a narrow band, f ∈ 23hr
For those subjects who have discernible periodicity, we then assess circadian phase
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through a nonlinear observer, the adaptive notch filter (ANF) [111, 112]. The ANF
has been validated on data simulated from a Kronauer model (for a healthy subject),
as well as on experimental data from fruit flies [111].
In this chapter we 1) use robust methods to assess circadian rhythmicity and
entrainment in highly irregular, ICT data, 2) apply the Kronauer model to subject
with traumatic brain injury, and 3) demonstrate a correlation of circadian regulation
with improved outcome in subjects with brain trauma. That we are aware of, this is
the first analysis of circadian processes in the acute period after severe head trauma.
Section 4.2 describes the experimental setup. Section 4.3 presents the model-free
and model-based methods for circadian periodicity (Lomb-Scargle periodogram, and
the robust two-stage Kalman filter (RTSKF)), and describes the use of the ANF for
estimating circadian phase. In Section 4.4, we present the results of applying these
methods to ICT data, and discuss their implications. We summarize in Section 4.5.

4.2
4.2.1

Experimental Setup
Experimental Data Collection

The clinical portion of this study, including patient monitoring and data collection,
took place at the University of New Mexico Hospital under patient consent and approval from the University of New Mexico institutional review board, under IRB
No. 11-260. The subjects involved in the study had one of two distinct types of
head injuries: TBI, in which a patient has suffered head trauma (from e.g., an automobile accident), and SAH, which is characterized by bleeding in the subarachnoid
space, typically due to aneurysm or physical trauma. Within 12 hours of admission
into intensive care, subjects were outfitted with an invasive monitor (Hummingbird
Parenchyma), placed in the white matter of the brain. The monitor was typically
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located on the side opposite the injury, 1 cm in front of the coronal structure and 3
cm from the mid-line.
When released from intensive care, each subject’s outcome was categorized as
Good, Rehab, Skilled Care, or Poor, as described in [113]. We focus on the two
extremes: Good and Poor outcomes, because these are the least qualitative of the
categories and because they emphasize the diversity in outcomes. A Good outcome
occurred when the subject went home after their stay in the hospital and had no need
for additional care, such as rehabilitation or skilled care; a Poor outcome resulted in
death.
Lastly, we note that TBI and SAH represent vastly different mechanisms for brain
injury. We study subjects with both conditions simultaneously because we are interested in the affect of acute injury on circadian entrainment while in the ICU.
While TBI subjects are more likely to have additional trauma (due to e.g. car accidents), there is evidence that both types of injuries can produce circadian disregulation [114, 115].

4.2.2

Data Irregularities

Two main irregularities exist in the intracranial temperature data gathered from the
invasive monitor: 1) outliers due to sensor error, and 2) the nonuniform sampling
interval due to outlier elimination, medical interventions, and sensor re-calibration
routines.
Values of intracranial temperature that are physically feasible are in the interval
[35, 40]◦ C. We consider all data points which have values outside the feasible interval to be outliers (due to sensor error), and simply remove those erroneous values.
This creates additional non-uniformity in the sampling interval, which can affect the
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energy density spectrum [116], and precludes the use of the FFT to compute the
spectral content. As shown in Table 4.3, all subjects have non-trivial data gaps. On
average, data gaps occur for 4.41% of the duration of a subject’s stay in the ICU,
and, on average, four gaps per subject are quite long (over 1000 seconds). Because
of the extreme length of these gaps, we use state prediction to estimate samples in
the gap, Section 4.3.1. Upsampling via interpolation cannot be employed without
unintentionally altering the spectral content near circadian frequencies because of the
data gaps.

4.2.3

Trial Qualifications and Data Preprocessing

We only consider subjects who 1) have a reported outcome of either Good or Poor,
2) were monitored for at least 96 hours, and 3) have at least 85% of their ICT data
in the feasible interval. We focus on subjects with the two most extreme health
outcomes, to help identify distinguishing circadian features. Requiring 96 hours of
data allows for comparison of the first 48 hours and final 48 hours of the subject’s
hospital stay without overlap. The last requirement attempts to reduce the use of
data whose highly irregular values may indicate ongoing sensor malfunction. A total
of 26 subjects met these requirements: 16 subjects with a Good outcome and 10
subjects with a Poor outcome.
Data pre-processing is as follows: 1) outliers (values outside the feasible interval)
are removed, 2) the data is detrended by subtracting the mean value of the signal,
and 3) the resulting data is scaled to lie in the interval [−1, 1] as per the Kronauer
model. The processed signal, y(t), has the properties that y(t) ∈ [−1, 1] with mean
E[y(t)] = 0.
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4.3
4.3.1

Methods
Model-Based Determination of Circadian Periodicity

A variety of models have been developed to mathematically represent circadian processes. In [117, 118, 119, 120, 121] researchers examined low-level biological interactions between cells that cause fluctuations responsible for circadian rhythms. Models
have been developed to help interpret the interaction of clock genes [118, 119], to analyze the stability of these biological models [121], for optimal phase tracking [120],
and for melatonin level prediction [122].
We employ the Kronauer model [108, 123] because it was calibrated with corebody temperature measurements, and because of its wide acceptance. The Kronauer
model is a nonlinear dynamical system derived from the van der Pol oscillator, with
an input that translates light intensity to an affect on the human circadian cycle.
When driven by step changes in light level corresponding to sunrise and sunset, the
Kronauer model results in a 24-hour cycle. Without light input, the Kronauer model
generates a locally stable solution that oscillates with a period of 24.2 hours [108, 123].
As in [118], we consider a variant of the model in [108]
ẋ(t) = g(x(t), u(t)) + w(t)
y(t) = h(x(t)) + η(t)

(4.1)

with state x ∈ R2 , input u(t) ∈ R, process noise w(t) ∈ R2 and measurement noise
η(t) ∈ R that are zero-mean Gaussian white noise processes with E[w(t)wT (t)] = Q(t),
E[η(t)2 ] = ση2 , and output y ∈ R. Specifically, we presume

"
#
1
4 3
256 7
π x2 + µ 3 x1 + 3x1 + 105 x1 + B̄(x,
 u)
g (x(t), u(t)) =
2
q B̄(x, u)x2 − 24
+ B̄(x, u)k x1
12
τ
B̄(x, u) = u(t)(1 − mx1 )(1 − mx2 )
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and
h(x(t)) =



1 0



x.

(4.4)

The state element x1 captures circadian fluctuation (in core-body temperature in
[108], and in intracranial temperature here), and x2 is an orthogonal element with
no direct biological interpretation. The model is parameterized with µ = 0.13, τ =
0.99729 × 24.2, m = 0.4, k = 0.55, q = 1/3. The input u(t) represents the functional
translation of light captured by the eye to its circadian altering component, as well
as external light. For a known light intensity i(t), an internal photoreceptor process
n(t) that is the solution to ṅ(t) = 60 (α(t)(1 − n(t)) − βn(t)), with β = 0.0075,
 p
, and p = 0.5. We describe an invertible mapping from n(t) to the
α(t) = α0 i(t)
i0
input through

u(t) = Gα0

i(t)
i0

p
(1 − n(t))

(4.5)

with α0 = 0.05, G = 33.75, and i0 = 9500.
Two challenges immediately arise: a) the observations through (4.4) do not provide access to the entire state, and are corrupted by noise, and b) the input is unknown
because the lighting conditions in the ICU are not recorded. Hence we require state
estimation that accommodates these deficiencies as well as intermittency in the data.
Kalman filters have been shown to be effective in filtering noisy data for neurological
applications [124]. Several variants of the Kalman filter have been developed to handle some of the irregularities that characterize our data, including unknown inputs
[125], intermittent observations whose presence is described by a Bernoulli distribution [126] [127], and saturated data [128]. Our problem is additionally complicated
by the fact that the dynamics (4.2) are nonlinear. The method in [129] presents an
extended Kalman filter, but requires feed-through in the output equation (4.2).
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Figure 4.1: Block diagram for obtaining model-based estimate of state, x̂k|k , input
dˆk|k , and output ŷ(tn ). N is the total number of data points in the signal.
To perform state estimation, we combine implementations from Hsieh [125] and
Stengel [130]. Our method estimates both the state and the unknown light input
when output measurements exist, and predicts the states when output measurements
do not exist (presuming constant input), as shown in Figure 4.1. The Robust TwoStage Kalman Filter (RTSKF) [125] was originally designed to estimate states and
inputs for linear, time-varying, discrete-time systems with an unknown input, and is
shown to be optimal when no prior information about the input is known. We modify
this implementation by applying it to a time-varying linearization of (4.2), and hence
assurances of optimality are not possible. We employ optimal state prediction [130],
in which the state and covariance are propagated (presuming constant input and no
external disturbances) from the previous optimal state estimate.
We linearize (4.2) about the reference trajectories xr (t) and ur (t) of an idealized
Kronauer cycle. This cycle is obtained through numerical solutions to (4.2) with a
standard light input (16 hours of light at 150 lux starting at 8am, followed by no
light). The numerical simulation is continued until the solution converges to a 24hour periodic cyclical behavior to eliminate any influence of the initial condition. We
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linearize around this trajectory because it represents a stable, prototypical cycle for
healthy individuals. The resulting linear, time-varying system
δ ẋ(t) = A(t)δx(t) + F (t)d(t) + w(t)

(4.6)

δy(t) = Hδx(t) + η(t)

(4.7)

is described by state δx(t) = x(t) − xr (t), unknown input d(t) = u(t) − ur (t), output
δy(t) = y(t) − Hxr (t), and matrices
A(t) =

F (t) =

H(t) =

∂g(x, u)
∂x
∂g(x, u)
∂u
∂h(x(t))
∂x

x=xr (t),u=ur (t)

(4.8)
x=xr (t),u=ur (t)

x=xr (t)

We discretize (4.6), (4.7) using a zero-order hold approach that provides constantvalued input and matrices during the discretization step. After discretization we
obtain the system,
δxn+1 = An δxn + Fn dn + wn
δyn = Hn δxn + ηn

(4.9)
(4.10)

We presume E[wn wnT ] = Qn = diag(5, 5) and ση2 [n] = Rn = 0.5, chosen heuristically
based on analysis of the data. The sampling rate ∆t is 2 seconds. We downsample
the nonuniform ICT data y(t) via interpolation, to obtain an output signal y(tn ) with
the same sampling rate for all segments for which data exists.
The initial condition δx0 is generally non-zero. Since δy0 is known, we can obtain
q
x1,0 by presuming no noise in (4.10), and computing x2,0 = −sign (x1,0 ) 1 − x21,0 ,
consistent with a sinusoid that is 90◦ out of phase with x1,0 .
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Finally, we apply the RTSKF [125, (41)-(52)] to (4.9)-(4.10). To initialize the filter
ˆ 0|0 = δx0 .
we assume the initial state estimate is equal to the initial state value, δx
δx̂n|n = δx̄n|n + Vn dn|n

(4.11)

d
δ x̄
δ x̂
VnT
+ Vn Pn|n
= Pn|n
P̂n|n

(4.12)

δx̄n|n−1 = An−1 δx̂n−1|n−1

(4.13)

δx̄n|n = δx̄n|n−1 + Knδx̄ δyn − Hn δx̄n|n−1
δ x̂
δ x̄
ATn−1 + Qn−1
= An−1 P̂n−1|n−1
Pn|n−1



(4.14)
(4.15)

δ x̄
Knδx̄ = Pn|n−1
HnT Cn−1

(4.16)

 δx̄
δ x̄
Pn|n
= I − Knδx̄ Pn|n−1

(4.17)

(input equations)
dn|n = Knd δyn − Hn δx̄n|n−1



d
T
Knd = Pn|n
Fn−1
HnT Cn−1
d
T
−1
Pn|n
= Fn−1
HnT Cn−1
Hn Fn−1

(4.18)
(4.19)



(4.20)

(blending matrices)

Vn = I − Knδx̄ Hn Bn−1

(4.21)

δ x̄
Cn = Hn Pn|n−1
HnT + Rn

(4.22)

The RTSKF first presumes a zero-valued input, and generates the state estimate δx̄n|n ,
δ x̄
covariance P̂n|n
, and gain Knδx̄ . The Kalman innovation covariance is Cn . Then, the
d
input estimate dn|n , input gain Knd , and input covariance Pn|n
, are also determined.

The zero-input estimates and input estimates are combined, using the blending matrix
δ x̂
Vn , to provide the input-estimate adjusted state estimate δx̂n|n and covariance P̂n|n
.

80

CIRCADIAN RHYTHMS
When no data is present at the current time step we determine the optimal state
at the next time instant through state prediction, with noise assumed zero and input
held constant. The prediction of the state and the covariance matrix is performed
explicitly through numerical integration.
Z

tn+1

x̂n+1|n+1 = x̂n|n +
t
Z ntn+1

P̂n+1|n+1 = P̂n|n +

g(x̂(τ ), d(τ ), τ )dτ

(4.23)

h

(4.24)

i
A(τ )P̂ (τ )P̂ (τ )AT (τ ) + Q(τ ) dτ

tn

Switching between estimation and prediction is determined by the gaps, as shown
in Figure 4.1. Figure 4.2 shows a portion of one subject’s reconstructed ICT data
using these methods.
These combined estimation techniques yield a signal
ŷ(tn ) = h(x̂n|n )

(4.25)

which is uniformly sampled. We then compute two spectra, Ysinitial (f ) and Ysfinal (f ),
corresponding to data from the first 48 hours and last 48 hours, respectively, using
standard FFT techniques.

4.3.2

Model-Free Circadian Periodicity

We also assess circadian periodicity through a model-free approach by utilizing the
Lomb-Scargle periodogram [109, 110]. This periodogram was shown to be equivalent
to the least-squares fitting of sinusoids to data [110]. The Lomb-Scarge periodogram
for a nonuniformly sample signal, ys (tn ), is given by [110]

Py (f ) =

1
2

2  P
2 )
y
(t
)
cos(2πf
(t
−
τ
))
y
(t
)
sin(2πf
(t
−
τ
))
s
n
n
s
n
n
n
n
P
P
+
2
2
n cos (2πf (tn − τ ))
n sin (2πf (tn − τ ))
(4.26)

( P
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Figure 4.2: Comparison between uniformly sampled data and pre-processed, nonuniformly sampled data (blue). The uniformly sampled data uses a combination of
estimation through a robust two-stage Kalman filter (RTSFK) (4.11)-(4.22) (black)
and state prediction (red), as in Figure 4.1.
where τ satisfies
P
sin(4πf tn )
tan(4πf τ ) = P n
n cos(4πf tn )

(4.27)

We compute the periodograms Pyinitial and Pyfinal using the initial and final 48 hours
of data, respectively.
Figure 4.3 shows application of this method to subjects 016 and 106, whose data
is representative of Good and Poor outcomes, respectively. In comparison to the
Kronauer model-based spectrum, the circadian periodicity is clearly impaired in both
cases.

4.3.3

Normalized Circadian Energy

From the model-based spectrum estimates, Ysinitial (f ) and Ysfinal (f ), and the modelfree periodograms, Pyinitial and Pyfinal , we compute the difference in the normalized
circadian spectral energies. The normalized circadian spectral energy is the normalized, averaged amplitude of the energy density spectrum in a small frequency window
around the circadian frequency. That is, for the model-based spectrum estimates, we
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Figure 4.3: Comparison of the spectra corresponding to (a) the ideal Kronauer model,
(b) a representative subject (016) with Good outcome, and (c) a representative subject
(106) with Poor outcome. The dashed line (- -) represents the frequency at which the
period is 24 hours.
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have
E

initial

1
=
f2 − f1

f2

Z

|Ysinitial (f )|2
df
max |Ysinitial (f˜)|2

f1

(4.28)

f˜

with f1 = 1/25 hr−1 and f2 = 1/23 hr−1 . For the model-free periodograms, we have
E

initial

1
=
f2 − f1

Z

f2

f1

Py (f )
df
max Py (f˜)

(4.29)

f˜

The normalized circadian spectrum energy E final is defined similarly, using the
final 48 hours of data. The change in the normalized energy between the first and
final 48 hours is then
E ∆ = E final − E initial

(4.30)

Stronger circadian periodicity corresponds to a normalized circadian spectrum
energy that is closer to unity, as in idealized data simulated from the Kronauer model
(Figure 4.3a.) For subjects with E ∆ > 0, we consider the circadian periodicity to be
improved, since the normalized energy near the circadian frequency is higher at the
end of hospitalization. Note that higher order harmonics are ignored, since only the
frequencies with periods of 24 ± 1 hours are considered to be evidence of circadian
periodicity since biological systems that exhibit circadian periodicity only have a
single period in 24 hours [108] (e.g., core body temperature does not exhibit two or
more periods in 24 hours).

4.3.4

Circadian Phase Estimation via Adaptive Notch Filter

For those subjects who exhibit increased circadian periodicity (i.e. who have E ∆ > 0),
we additionally assess circadian phase, which is highly sensitive to inaccuracies in estimates of the state. While researchers have estimated phase through a particle filter
[131], convergence properties, to estimate the two most dominant, harmonically re84
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lated frequencies in a given signal. The Adaptive Notch Filter has been experimentally
validated on data from fruit flies and on simulated data from the Kronauer model.
The ANF takes as input the data, filtered appropriately and denoted yf (t), and
produces an estimate ỹf (t) that attempts to re-create the filtered data [111]. The
dynamics of the ANF are described by
ż(t) = F (ω)z(t) + G(ω)yf (t)
ω̇(t) = −γω z1 (t)ω 2 (yf (t) − ỹf (t))

(4.31)

with state-dependent matrices



0
1
0
0
0
−ω 2 −2ζω
0
−ζω −ω 2 


0
0
1
0 
F (ω) = 
 0

 0 −8ζω −4ω 2 −4ζω −4ω 2 
0 −2ζγd /ω 0 −ζγd /ω −γd

T
G(ω) = 0 ω 2 0 4ω 2 γd

(4.32)

and output
ỹf (t) = z5 (t) +

2ζz2 (t) 2ζz4 (t)
+
ω(t)
2ω(t)

(4.33)

The state of the ANF is z(t) ∈ R5 and ω ∈ R, the input is the filtered data yf (t) ∈ R,
and the output is the estimate ỹf (t) ∈ R. The estimate of the fundamental harmonic is
ω(t), z5 (t) is the constant bias, z1 (t) and z3 (t) are the cosinor terms of the fundamental
and second harmonics of the ICT waveform, respectively. The sinor terms, z2 (t) and
z4 (t), are derivatives of z1 and z3 , respectively. Constants γω and γd are frequency and
bias adaptation parameters, respectively; ζ is a tunable filter parameter. The ANF is
stable over a local domain of attraction [112]. We chose γω = 0.001/60, γd = 0.05/60,
ζ = 0.3.
The raw ICT data is filtered by 1) computing the spectrum using the techniques
in 4.3.1, 2) applying a band-pass filter



1 1

1 f∈
,
hr−1
,
H(jf ) =
26 10

0 otherwise
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Figure 4.4: (a) Output, ỹ(t), of the ANF, and the filtered signal yf (t) that is the input
to the ANF, for Subject 103. (b) Estimated circadian phase shift φ(t) for Subject
103.
3) computing the inverse Fourier transform to construct a uniformly sampled, filtered
signal, and 4) adding the subject’s mean ICT, µ, to the filtered estimate. The resulting
signal
yf (t) = F −1 {H(jf )Ys (f )}(t) + µ

(4.34)

is then re-sampled to 1/60 Hz.
The bandpass filter was implemented because the ANF is designed to detect signals
with two harmonics, while we observe far more complex spectra in most ICT data
(Figure 4.3). The upper and lower frequencies of the bandpass filter were selected
to minimize the effects of frequencies slower than the lower bound on the narrow
band around the circadian frequency, and faster than the second harmonic. Hence
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Figure 4.5: Change in normalized spectral amplitude computed with (a) Lomb-Scargle
and (b) RTSKF methods for Good and Poor subject outcomes. The data points may
overlap causing multiple arrows to appear to come from a single point.
signals with period slower than 26 hours and faster than 10 hours were filtered out.
Figure 4.4(a) shows a prototypical filtered ICT signal, yf (t), and the ANF estimate,
ỹf (t), which accurately recreates the filtered input signal.
We compute the circadian phase from the ANF as
θ(t) = − tan−1 (z2 (t)/ (ω(t)z1 (t)))

(4.35)

For a healthy subject,the idealized phase would increase would increase 2π every 24
hours. Hence, we define θ0 (t) = (2π/24 hour)t + φ0 as the ideal phase. The phase
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shift
φ(t) = θ(t) − θ0 (t)

(4.36)

describes how much a subject’s estimated circadian phase has shifted from the ideal
phase over a period of time.

4.4
4.4.1

Results and Discussion
Circadian Spectrum Energy and Patient Health

Figure 4.5 shows E ∆ , the change in normalized spectrum energy at the circadian
frequency between the first 48 hours and last 48 hours (4.30), for each subject, using
both the model-based and model-free methods.
The trends are quite similar with both methods. Overall, subjects with Good
outcomes show a relative increase in signal periodicity between the first 48 hrs and
last 48 hours of monitoring; conversely, subjects with Poor outcomes show a relative
decrease in circadian rhythms. This makes sense intuitively—subjects with Good
outcome exhibit some degree of return to circadian normalcy, whereas subjects with
Poor outcome exhibit further divergence.
For both methods, we apply a two-sample t-test with unequal variances to E ∆ to
evaluate the null hypothesis that change in normalized amplitudes between subjects
categorized as Good and subjects that are Poor are from a single group (e.g., they
have equal mean). Results are summarized in Table 4.1. For the RTSKF technique,
p = 0.004, yielding a likelihood for the null hypothesis of at most 0.4%. For the
Lomb-Scargle method, p = 0.010, meaning that the likelihood of the null hypothesis
is at most 1%. Both results are highly significant. The lower p-value obtained from
the RTSKF may indicate that the large data gaps reduced the spectral content near
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Lomb-Scargle Periodogram
Good
Poor
Number of subjects
16
10
Mean of E ∆
0.130 −0.390
Std. deviation of E ∆ 0.474
0.441
Robust Two-Stage Kalman Filter
Good
Poor
Number of subjects
16
10
Mean of E ∆
0.169 −0.279
Std. deviation of E ∆ 0.466
0.255
Table 4.1: Statistical properties of E ∆ in both Good and Poor outcome groups using
both the RTSKF and Lomb-Scargle methods. Trends are highly statistically significant across outcome for both methods (p = 0.010 for Lomb-Scargle, p = 0.004 for
RTSKF).

Figure 4.6: Difference in E ∆ by RTSKF and Lomb-Scargle methods for each subject.
the circadian frequency for the Lomb-Scargle periodogram.

4.4.2

Circadian Phase Estimation

The ANF was applied to the 12 Good subjects who exhibited an increase in circadian
periodicity E ∆ > 0 with both the RTSKF and Lomb-Scargle methods. The estimated
phase shift φ(t) was also computed for each subject. The observed phase shift shows
more variance initially, and less variance towards the end of the subject’s stay; see,
for example, Figure 4.4(b). One reason for the initial variance is the convergence of
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Subj. number
005
016
039
044
047
100
101
103
105
112
118
134

V[0,48]
0.6465
0.6811
1.5067
0.2640
1.1191
0.7942
0.3993
1.1087
1.1496
0.3485
0.7162
0.2668

V[tf −48,tf ]
0.1779
0.4296
1.3136
0.1242
1.1160
0.8518
0.0855
0.9671
0.4795
0.1278
1.0156
0.2530

∆V
0.4685
0.2516
0.1931
0.1398
0.0031
-0.0576
0.3138
0.1416
0.6701
0.2208
-0.2994
0.0137

Table 4.2: Absolute mean phase difference (4.37) for subjects with increasing circadian
periodicity, during the first 48 hours and final 48 hours. The change in absolute mean
phase difference is ∆V = V[0,24] − V[tf −48,tf ] .
the ANF, which takes approximately 24 hours [111]. Additionally, the rapid increase
in phase shift in Figure 4.4(b) is caused in part by quick, low-amplitude fluctuations
in the initial ICT signal, which can be seen in Figure 4.4(a).
In addition to improvements in circadian frequency, improvements in circadian
phase are also evident. To quantify this overall phase shift, we compute the absolute
mean phase difference
V[t1 ,t2 ]

1
=
t2 − t1

Z

t2

|φ(t)| dt

(4.37)

t1

for the first 48 and final 48 hours of the monitoring period for Good subjects who
displayed an increase in periodicity, i.e. E ∆ > 0. Results are shown in Table 4.2.
All but two subjects (100 and 118) displayed an increase in periodicity, and also
showed a decrease in absolute mean phase difference. This is fairly remarkable, given
the many medical and environmental factors in the neurotrauma ICU that can have
nontrivial effects on biological signals with circadian fluctuation, including continuous lighting, altered eating schedules, medical interventions, and medical mandates to
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maintain a constant body temperature through room temperature control. We interpret this fairly consistent trend as consistent with the clinically observed improvement
of Good subjects. The two subjects who do not follow this trend may be strongly
affected by these circadian phase altering factors. Unfortunately, recorded data for
these factors does not exist and would not likely be feasible in the neurotrauma ICU
environment. Lastly, we note that persistence of φ(t) 6= 0 may be related to delayed
phase sleep onset disorder, an often chronic condition in people with TBI.

4.5

Summary

We examined circadian rhythms and entrainment using intracranial temperature data
in traumatic brain-injured subjects in the acute time period after injury. We implemented both model-free (non-uniform discrete Fourier transform) and model-based
(Robust Two Stage Kalman filter) methods to compute the spectrum in data characterized by irregular and non-trivial data gaps. For subjects that showed improved
circadian periodicity, we computed circadian phase using an adaptive notch filter.
With the estimated circadian phase, we assessed circadian entrainment.
There was a statistically significant relationship between patient outcome and
the relative energy of frequencies associated with periods between 23 and 25 hours.
Specifically, subjects who had Good outcomes showed an increase in relative energy,
while subjects who had Poor outcomes showed a decrease in relative energy. This
indicates that there is a detectable circadian rhythm for patients immediately following head-injury, particularly for subjects with Good outcomes. For those subjects
with increasing periodicity, we found a reduction in the difference between estimated
circadian phase and that predicted by a healthy subject, by the end of the subject’s
stay in the intensive care unit. Essentially, patients with Good outcomes showed not
91

CIRCADIAN RHYTHMS
only improved circadian rhythmicity, but also improved circadian entrainment.

92

93

TBI
TBI
SAH
TBI
SAH
SAH
SAH
SAH
SAH
SAH
SAH
TBI
SAH
SAH
SAH
SAH
SAH
SAH
TBI
SAH
SAH
TBI
TBI
SAH
SAH
SAH

005
016
037
039
042
044
061
082
100
101
103
105
112
118
132
134
006
047
063
068
072
074
106
110
121
122

Good
Good
Good
Good
Good
Good
Good
Good
Good
Good
Good
Good
Good
Good
Good
Good
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Poor

Outcome
33
39
33
17
42
60
48
61
51
41
48
46
47
43
41
37
57
39
36
82
56
57
59
73
54
66

Age
M
M
F
M
F
F
F
F
F
F
F
M
M
M
M
F
M
F
M
F
M
M
M
M
F
F

Gender
10
7
6
9
14
12
14
15
15
15
11
8
15
15
15
12
9
11
4
7
8
3
3
14
10
10

GCS at
admittance
1.31
1.41
4.05
1.14
0.86
2.74
5.68
1.26
3.96
3.33
21.13
0.74
2.95
3.31
3.99
10.18
4.76
7.15
0.15
0.48
4.81
0.13
0.75
2.65
16.35
9.35

Percent of
data
missing
2727.0
3503.0
12592.6
2999.0
2727.3
9748.3
12713.1
3095.6
13123.9
9909.3
74715.5
1352.0
6746.1
4682.9
10359.3
73582.2
8173.8
25747.9
221.1
2301.0
16101.5
4.5
1439.8
7854.3
49487.3
26346.2

Maximum
gap length [s]
149
125
296
249
170
287
190
195
4148
174
215
272
213
168
190
261
172
175
360
206
292
128
197
216
1378
356

Number of
short gaps,
τ ∈ (2, 5]
4
2
2
4
0
9
4
3
6
9
7
3
9
9
8
4
0
4
4
2
8
0
4
5
2
13

Number of
medium
gaps, τ ∈
(5, 1000]

Number
of long
gaps,
τ > 1000
3
2
4
3
2
6
7
3
3
5
11
3
5
5
4
6
6
5
0
1
11
0
2
5
5
14

Table 4.3: Length and frequency of data gaps for each subject. The percentage of data missing is the ratio between the net
duration of the data gaps and the total time (difference between the last instant and first instant of data collection).

Injury
Type

Subject
number

CIRCADIAN RHYTHMS

Chapter 5
The Smart Lighting Clinical
Testbed
In this chapter we discuss the design and implementation of the Smart Lighting Clinical Testbed, a one-of-a-kind facility built to facilitate testing of circadian control
strategies using dynamic, color-tunable lighting. This testbed is another important
step toward being able to perform safe circadian rhythm controls as it provides a
facility to expand our understanding of how dynamic lighting affects the human circadian cycle. The facility combines controllable, color-tunable light sources, sensing,
and computational resources enabling potential feedback lighting design. We demonstrate the functionality of the testbed on a small pilot study.

5.1

Introduction

Advances in light emitting diode (LED) technology have made tunable spectral combinations commercially feasible, with a growing market for tunable lighting (i.e.,
Signify (formerly Phillips Lighting), Acuity Brands) and lighting control software
(i.e., Nest, F.lux, Philips Hue). “Smart” lighting, that incorporates feedback from
personal sensing devices (actigraphy, skin temperature, and others) into the control
of variable spectrum LED light fixtures, has the potential for enormous impact in a
variety of environments, including classrooms, workplaces, health care facilities, and
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many other arenas [34, 26, 132, 133]. In hospitals, there is emerging evidence that
carefully designed lighting (that varies intensity as well as spectral power distribution) may improve recovery times and even health outcomes [133, 134, 135]. Further,
light exposure has been shown to affect not only circadian phase, but also attention,
cognitive throughput, and alertness [136, 137, 138, 139].
Lighting is a strong synchronizer for circadian rhythms, a 24-hour periodic cycle
in biological processes that drives a wide range of biological functions. Circadian
disruption has been associated with serious health effects, including gastrointestinal
disorders, diabetes, obesity, cardiovascular disorders, and an increased risk of cancer
[140, 141, 27, 142, 31]. Delayed sleep-wake phase disorder, which affects more than
one million Americans (many of whom are teenagers), is associated with poor school
performance and mood disturbances [34, 143]. Further, a higher likelihood of accidents is prevalent for the 20% of American workers with non-standard hours [27, 28].
Many of these and other findings have fueled concerns about the ubiquity of electrical
lighting.
Smart lighting systems also have the potential to improve health and well being.
In hospitals, smart lighting could be used to re-entrain circadian rhythms in intensive
care and post-operative patients. Variable spectrum lighting has been installed in
health care facilities in Scandinavia [132, 144] and in the United States [41]; these
facilities consist of full spectrum, color tunable lighting fixtures. Lighting in workplaces and in homes could help night-shift workers and others with non-traditional
hours. Worker productivity and energy conservation are the focus of research at the
Well Living Lab [49], which uses correlated color temperature (CCT) tunable fixtures within a restricted variable CCT range. At Rensselaer Polytechnic Institute
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(a)

(b)

Figure 5.1: The UNM smart lighting clinical testbed (a) prior to installation and (b)
after installation.
(RPI), a variable spectrum lighting system was installed in the Smart Conference
Room [40], with the support of the National Science Foundation (NSF) Engineering
Research Center in Lighting Enabled Systems and Applications (LESA). The Smart
Conference Room has been employed to investigate energy conservation through sensing of external lighting [40], integration of occupancy sensing and activity detection
with lighting controls [145, 146], and lighting to improve cognitive throughput [147],
amongst others.
LESA recently helped facilitate construction of an in-patient, smart lighting clinical testbed at the University of New Mexico (UNM) Hospital (Figure 5.1). The
testbed is located in the Clinical and Translational Science Center (CTSC), which is
part of an NIH-funded consortium for translation of fundamental science into technology for patient care. The UNM smart lighting clinical testbed is a unique facility
in the US: it is an integrated system that consists of full spectrum LED troffers,
time-of-flight sensors for occupancy detection, and color sensors. In contrast to other
deployed variable spectrum lighting systems, the additional sensing capabilities enables the potential for real-time, biometric feedback in lighting control. Further,
because the system is internet-based, the testbed can also be coupled with internet-
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based wearable devices. The testbed allows a wide variation in spectral power density,
and the capability of customization and adaptation to individual subjects. Additionally, the choice of software architecture and device management facilitates multi-day
experiments under controlled conditions, a duration necessary for experiments on the
time-scale of circadian processes.
A preliminary version of this work has been reported in [42], which focused on
the testbed hardware and installation. Here, we describe the results of a small, pilot
study conducted in the testbed, demonstrating its feasibility for use in future clinical
studies, and also describe the design of reliable and robust software and middleware,
which was critical for operation of the testbed over many consecutive days. The remainder of the paper is as follows: Section 5.2 describes the testbed design (including
hardware, middleware, and software) and installation. Section 5.3 presents the experiment design for the pilot study, which focused on circadian phase advancement.
Results of the pilot study are presented in Section 5.4 and discussed in Section 5.5.
A summary is presented in Section 5.6.

5.2
5.2.1

Background and Approach
Infrastructure elements

The UNM Smart Lighting Clinical Testbed is based on a design previously implemented at RPI in the Smart Conference Room [40]. Most elements of the RPI design
are duplicated, with some significant differences due to constraints arising from a clinical environment. The system (Figure 5.2) consists of 4 Telelumen Penta Luminaires
[148], 8 Iris IRMA MATRIX time-of-flight sensors [149], and 48 AMS TCS34725 color
sensors [150].
The Telelumen Penta Luminaire fixtures are controllable, variable spectrum light97
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Figure 5.2: Physical layout of testbed infrastructure.

Figure 5.3: (a) Network schematic to control variable spectrum luminaires. (b) Server
without (left) and with (right) customized plexiglass covering.
ing sources consisting of five LED channels: red, green, blue, and phosphor-converted
amber and white. The intensity of each channel can be varied individually, allowing
for a broad selection of colors and intensities. Empirically, the luminaires can generate white light in the range of 1800–10000 K, with a color rendition index (CRI)
greater than 66. Each color-tunable light fixture is connected, via ethernet, to an
ethernet switch, to enable communication to each source independently.
The color sensors, manufactured by AMS-TAOS, are small, low-voltage, 4-channel
RGBC sensors measuring red, green, blue, and clear (unfiltered) color intensities.
Each sensor communicates via an I2C interface and is powered over ethernet. The
sensors are connected to six, 8-channel multiplexors, which connect to a Raspberry Pi
microcontroller (Figure 5.3). The microcontroller has custom code for receiving data
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from the color sensors, and is connected to the local network to allow communication
with the rest of the testbed system.
The IRMA MATRIX time-of-flight devices each consist of an array of 25 × 20
single-pixel time-of-flight sensors. Each pixel time-of-flight sensor measures the approximate distance from the ceiling to an object underneath. The pixel time-of-flight
sensors are aligned at different angles of incidence from the ceiling, to provide a broad
field of view. The combined pixel sensors allow for a privacy preserving measurement
of objects or persons in the room. The time-of-flight sensors are intentionally coarse
to assure privacy, and can be polled as frequently as 10 Hz.
The IRMA MATRIX devices communicate through a proprietary messaging protocol that uses the Universal Datagram Protocol (UDP). Thus, communication with
the time-of-flight sensors must be implemented in C++, via the manufacturer’s (IrisGmbh) Application Programming Interface (API). Recent development in sensor technology has enabled small, inexpensive, time-of-flight sensors that have open communication protocols, such as the Heptagon OLIVIA [151].

5.2.2

System design

Two key design restrictions associated with the clinical environment were 1) the need
for ongoing use of the room as a standard hospital room, with standard lighting, when
not in use for research, and 2) the need for manual control of the sensors and actuators
by the study coordinator or the charge nurse. To address the former need, the variable
spectrum lighting system was installed alongside the existing lighting system (Figure
5.1(b)). Existing lighting fixtures and HVAC elements restricted placement of the
sensors and actuators (Figure 5.2). Regarding the latter need, a hard switch to shut
off power to the luminaires was installed, covered by a hinged box to discourage
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patient use but still allow the charge nurse to power the luminaires off, if necessary.
As shown in Figure 5.3(a), sensors and actuators are wired to an internet connected
server. The server is located in an adjacent clinical laboratory that is operated by the
CTSC. The laboratory maintains a College of American Pathologists certification,
which requires that all surfaces must be regularly wiped down to prevent particulate
contamination. Ethernet cabling that connects the devices to the remote server was
fed through the ceiling of the testbed (Figure 5.3(b), left), then into a custom designed
plexiglass covering for the server (Figure 5.3(b), right), for easy cleaning.
In an effort to avoid particulate contamination, physical access to the server room
was significantly limited. Hence, establishing remote access to the server for troubleshooting, maintenance, and testing was paramount. The remote system access is
protected by two layers of security: one in accessing the local intranet, and another
through password secured user accounts. A Raritan power distribution unit was installed to allow remote disconnection of the power, in the event of unexpected device
behavior, e.g. if the luminaires remained on even when the wall switch was turned
off.
The devices in the testbed communicate via socket communication, which is supported by most programming languages, e.g. Python, C++, C#, MATLAB, etc.

5.2.3

Software Design

Development of reliable middleware is of the utmost importance for implementation
of code that must run continuously for at least five days, and for which in-person
troubleshooting and testing is quite limited. We developed methodological approaches
for data management and fault handling (including diagnostics, alerting, “soft” fails,
consistent time-stamping, and other functionality), as well as a framework for code
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sharing (with history, version control, branching, tags, changes in ownership, etc.).
All of the developed code is stored in an online Git repository, to collaboratively
share code between the Smart Conference Room at RPI and the Smart Lighting
Clinical Testbed at UNM. The new repository and code sharing enabled developments
in the Smart Lighting Clinical testbed to be applied to the Smart Conference Room,
and vice versa.
The code for the clinical testbed was developed in Python, except for the code
for the time-of-flight sensors, which was written in C++, due to device requirements.
Python was selected for several reasons. First, it is open source, which eliminates
licensing requirements and potential errors arising from license expiration. Second, it
is an interpreted language, as opposed to a compiled language, which allows for fast
prototyping. Because of the very limited testing and debugging time available, this
was crucial. Finally, Python is a stable language with strong socket communication
interfacing, allowing it to successfully run for up to five days.
The code is structured in two categories: foundational elements, which include
class structures for controlling how to communicate with the luminaries and other
sensors, and user-defined elements, which are specific to an experiment design (Figure
5.4). This separation was critical for designing software that was functional across
multiple testbed environments. The foundational elements allowed for a consistent
communication language to be developed such that individual researchers could easily
create the commands necessary for a given experiment design. Each environment
contained a testbed configuration file, which defined the network location and type
of various elements in the testbed, allowing experiments to be developed that could
be implemented in different testbeds.

101

TESTBED

Figure 5.4: Software design schematic; foundational elements are consistent across
testbeds with testbed-specific configuration files and an event-driven controller design
so that researcher could design for multiple systems or create custom simulations.
To implement the desired lighting profiles for the pilot study, lighting commands
needed to be absolutely timed, e.g. “turn lights to 1800 K at 18:30 on September
12, 2017.” To achieve this, two features were implemented: 1) a queuing system
combining absolute date-time stamps and priority values (to resolve equal date-time
conflicts), and 2) a simulation controller that would check for available events from
the queue to execute. The simulation controller also checks the connections to the
various testbed elements, e.g. the luminaires, to ensure that there are no connectivity
problems.
Another challenge for implementation was the strict need for continuous execution
over a duration of up to five days. In order to ensure that the testbed operated correctly without failure for the entire duration of the experiment, extensive debugging
was performed on actions that could cause errors. Additionally, an error-reporting
system was created to handle both soft and hard errors. The error-reporting system
contacts an on-call administrator in the event of either soft or hard errors. Soft errors
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are errors that do not require that the simulation software be reset, such as a failure
to communicate with the color sensors (which would not affect patient experience
during the pilot study). A hard error, such as failure to connect to the Telelumen
luminaires, requires the immediate action of the administrator to reset the system.

5.2.4

System Installation and Validation

Installation of the variable spectrum lighting system required approval by and coordination amongst multiple entities, including NSF LESA, the UNM Center for High
Technology Materials, the UNM Hospital, the UNM Sleep Disorders Center, and
the CTSC. A core group of faculty who represented the research priorities for the
completed testbed held discussions with these entities individually as well as jointly.
A memorandum of understanding with the CTSC, that outlines responsibilities and
anticipated usage of the room after installation, was completed. Because the UNM
Hospital has extremely high usage (it is the only Level 1 trauma center in New Mexico), and is almost always near capacity, access to the room was typically determined
on extremely short notice (usually after an occupant was discharged).
Our approach to design of the system was based on that implemented in the
RPI Smart Conference Room. We first characterized the pre-existing light intensity:
data were gathered with a light meter at two heights, 30 and 46 inches, at locations
on a grid with 2 foot spacing in two directions, excluding the area occupied by the
bed. The room was modeled in LitePro 2.0, and the light output of the luminaires
predicted under several configurations. The selected configurations assure that light
levels have at least the same value as compared to standard hospital lighting, and
an acceptably uniform distribution of light at the two working heights. Uniformity
is typically represented as the ratio of the minimum illuminance with respect to the
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maximum illuminance in a given area [152], and captures the evenness of the spatial
distribution of light; values of 0.7 or higher are typically considered acceptable by the
architectural and lighting design community. Lastly, the placement of the time-offlight sensors was guided by the need for complete coverage with minimal overlap.
UNM Hospital Facilities requested bids for the installation from contractors familiar with the special requirements associated with a clinical environment (e.g.,
particulate containment and mitigation). Once a bid was selected, an installation
date was scheduled around known patient requirements, with 1.5 days for installation and 0.5 days for troubleshooting. Due to the room’s frequent use, additional
time for troubleshooting was scheduled opportunistically, based on room availability.
Blackout shades were installed for full control of light in the room. The hardware
installation was completed in November 2015, and all troubleshooting completed by
April 2016.

5.3

Methods and Procedures

Because the testbed is novel, and incorporates state-of-the-art technology for lighting,
sensing, and control, that is atypical of existing testbeds, the pilot study presents a
preliminary investigation to identify what changes would be necessary in preparation
for future, full-scale clinical studies in the testbed. The primary goal of the pilot study
is to demonstrate proof of concept, that is, to show that it is possible for the testbed
to a) deliver color-tunable lighting, to sense occupancy, and to sense spectral content
of the lighting sources, in an in-patient testbed over the duration of a multi-day study,
without service interruptions or other technical failures, and b) to successfully recruit
subjects who complete the full study. A secondary goal of the pilot study was to
to determine if established techniques for circadian regulation and testing of lighting
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can be used in this unique testbed. We chose to focus on circadian regulation, since
irregular and interrupted sleep can be common in hospital settings [153].

5.3.1

Subject Eligibility

The experiment protocol was approved by the UNM Human Research Review Committee through Study ID 16-178 on July 21, 2016.
Eligibility criteria for the pilot study included subjects between the ages of 18–65
with no diagnosed sleep disorders. Subjects additionally were required to refrain from
alcohol consumption for the duration of the hospital stay, as well as during the sleep
screening for two weeks prior. Three females, with ages 33, 62, and 37, participated
in the study.

5.3.2

Experiment Design

During the two weeks prior to admission to the hospital testbed, each subject wore
an ActiGraph wActiSleep-BT [154] actigraphy device, to monitor activity level. The
actigraphy device was worn continuously, except when bathing. Additionally, each
subject maintained a sleep diary to log sleep and wake times, that was updated each
morning. Subjects were told to refrain from consumption of alcohol during this twoweek monitoring phase, but were otherwise not restricted in their activities.
On the day of admission to the hospital testbed, each subject arrived midday.
Subjects returned the actigraph device for data collection, and had blue-light filters
[155] placed on any device that they intended to bring with them into the hospital
room, including phones, computers, or tablets. The filter characteristics, as described
by the manufacturer, are intended to block all wavelengths below 530 nm, and most
wavelengths below 550 nm, i.e., those corresponding to blue light. The subject then
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returned to the hospital sometime 17:00–18:00, at which time the subject was admitted by the nursing staff. The subject was given a new actigraph to wear for the
duration of the in-testbed portion of the study. Device model ActiGraph wActiSleepBT was used for subjects 010 and 012, and an ActiGraph GTX3+ [156] was used
for subject 006. The subject’s height, weight, and blood pressure were measured.
During the subject’s stay in the testbed, all food consumption was strictly regulated,
no alcohol consumption was allowed, and sleep-altering medications were not allowed.
In the testbed, the subject was allowed to move freely around the room and
use electronic devices with applied filters (including the television, and the subject’s
phones or computers). The experimental protocol required that:
• The subject was not allowed to leave the room, and the door to the hospital
room remained closed, except for when nursing or hospital staff entered or exited
the room.
• During dim-light melatonin onset (DLMO) measurements, the subject was not
allowed to use any electronic devices and was instructed to avoid physical activity.
• During periods of darkness (sleep opportunity), the subject was not allowed to
use any electronic devices.
To ensure that the subject did not use electronic devices during DLMO measurements and sleep periods, the devices were collected and stored in a locked container,
accessible only to the nursing staff. The devices were returned after the DLMO
measurements or sleep period ended.
Salivary melatonin measurements were collected twice during the subject’s stay,
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Figure 5.5: Lighting protocol for the UNMH pilot study for subject 006. Lighting was
set to 3 pre-selected color temperatures, 1800 K, 4600 K, 10 000 K, or was turned off.
The gray bars represent times that are not part of the study. Lighting illuminances
are shown in Table 5.1
on days 1 and 4. Samples were collected every 30 minutes for a period of 6 hours on
day 1 and 8 hours on day 4, for a total of 28 samples per subject.
Salivary samples followed the procedure in [157]. Samples were collected with
Salivettes (cat. 51.1534; Sarstedt Australia Pty. Ltd., Mawson Lakes, South Australia) while the subjects lay in a supine position in bed, in dim light (< 10 lux, 1800
K). Food and water were consumed only after saliva collection to reduce contamination or dilution of the sample. Participants were instructed to place the swab in their
mouth and accumulate saliva for 2 min. After collection, samples were stored at −20
Celsius. For analysis, samples were thawed and centrifuged for 10 min at 2500 rpm,
the swabs were removed from the casing, and the supernatant retained. A sensitive
(4.3 pM) direct radioimmunoassay using reagents from Buhlmann Laboratories AG
(Allschwil, Switzerland) was used to measure melatonin in the saliva.
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Figure 5.6: Spectral power of 1800K, 4600K, and 10 000K light settings as measured
by Sekonic Spectromaster C-7000 [3].

5.3.3

Lighting Protocol

We designed a lighting protocol, shown in Figure 5.5, based on one used in light-box
therapy [35], to phase advance subjects with troffer-based LED lighting. The protocol consisted of high color temperature light (10 000 K) in the mornings, standard
illumination (4600 K) during the day, and a 6 hour period of dim, low light (1800 K)
in the evening, before an 8 hour sleep period with no lighting (0 K). For comfort of
the subject, there was a smooth 15 minute transition between each color temperature
setting.
The starting sleep time for the study was determined via examination of the sleep
diary kept for the two weeks prior to admittance to the testbed. The sleep hour was
set one hour earlier each day to facilitate phase advancement. On the final day, an 8
hour dim light duration was used instead of the typical 6 hour duration to allow for
more melatonin sampling. After melatonin sampling on the fourth day, the subject
could either remain in the testbed to sleep the rest of the night or could be discharged
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CCT
1800 K
4600 K
10000 K

Radiometric and Photometric Values
[380, 780] [nm]
Photon Flux Irradiance
Photopic Illumi[cm/s2 ]
[µW/cm2 ]
nance [lux]
12
9.31 × 10
3.06
9.26
14
3.84 × 10
137
403
2.15 × 1014
80
191.0

Retinal Photopigment Weighted Illuminances
(α-opic lux)
CCT
S cone Melanopsin
Rod
M
L Cone
ipRGC
Cone
1800 K
0.70
2.41
3.61
6.45
9.60
4600 K
276
354
367
389
398
10000 K
222
320
279
230
203
Table 5.1: Representative photometric and photopigment parameters for the three
color temperatures used in the pilot study.

Figure 5.7: Actigraphy data for all three subjects, during the two weeks prior to the
in-patient study (left), and during the in-testbed portion of the experiment (right).
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Burgess and Eastman Method
Day 1 Day 4 Difference [min]
006 21:44 20:06
-98
010 20:09 18:46
-83
012 19:59 19:06
-53
Table 5.2: Dim-light Melatonin Onset threshold times using the Burgess and Eastman
2005 methods [4]. Negative values of phase difference indicate phase advancement.
immediately.

5.3.4

Spectral Measurement

For each color temperature used in the study, spectral measurements were taken at
four locations in the room, as indicated in Figure 5.2. At each location, five measurements were taken using a Sekonic Spectromaster c-7000: one facing the ceiling and
one facing each primary wall of the room. For all measurements, the Spectromaster
was raised 44 inches from the floor. Figure 5.6 shows a representative spectral power
density for each color temperature, as well as the mean and standard deviations of
the CRI and ∆uv values obtained from all measurements for each setting. The ∆uv
values satisfy the ANSI white specification, i.e. ∆uv ≤ 0.0054 [158, 159].
The photometric and photopigment parameters are shown in Table 5.1. The
photopigment parameters were computed from spectral power measurements using a
freely available, web-based toolbox [160]. This toolbox was adopted in a CIE report
and distributed internationally [161]. More recently, this toolbox has been developed
into an international standard [162].

5.4

Results

During the approximately 15 days of operation for the pilot study, no hard errors
occurred in the software. One soft error occurred while subject 006 was in the testbed;
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the color sensors refused a connection from the server due to an error made during
system start-up.
The salivary samples obtained during the in-patient study were analyzed using the
Burgess and Eastman 2005 method [163] for assessing DLMO. The DLMO threshold
times and resulting phase differences are shown in Table 5.2. All three subjects
experienced a phase advance in DLMO during the experiment.
The actigraphy data for each subject is shown in Figure 5.7.

5.5
5.5.1

Discussion
Testbed capabilities

The pilot study successfully demonstrates the ability to conduct multi-day experiments in which lighting was varied in both intensity and spectrum, while simultaneously gathering other non-invasive data. Despite limited physical access for troubleshooting, the robustness built into the software helped assure success of the testbed
in delivering the commanded lighting protocols and logging the sensed measurements.
There were no faults in the physical or software design that would cause interruption
or corruption of the data gathered during the study.
This testbed enables investigation of challenging research questions associated
with more realistic lighting conditions and living environments. First, research into
the design of spectral and intensity characteristics to affect human health is still in
nascent stages. Many studies test light emitting devices that emit single spectrums
of monochromatic, narrow bandwidth or broad bandwidth (e.g. fluorescent) light
[136, 164, 165], not found in typical indoor lighting environments. A testbed that
can vary both spectrum and intensity could facilitate research in how the spectral
content as well as the dynamic nature of the spectral content can affect human health.
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This could have impact on research on disorders for which light-box therapy has been
employed, such as traumatic brain injury [166], mood disorders [167, 168], Parkinson’s
disease [169], and dementia [170].
Second, the spectral power distribution emitted from the luminaires is necessarily
different than the spectral power distribution experienced by the subject. In conjunction with ongoing advances in wearable color sensors, the testbed’s capacity for active
feedback of color and intensity sensing can help drive lighting systems to precisely
deliver the necessary light.
Third, the rapid advances in wearable devices means that real-time, non-invasive
data can be integrated with this testbed, to facilitate both information gathering (i.e.,
non-photic influences on circadian rhythms) as well as personalized lighting control.
For example, continuously gathered actigraphy data has been used to non-invasively
estimate a subject’s circadian phase in an ongoing manner [171, 172, 173], but this
estimate could also be used to provide feedback-driven commands to the lighting
system in an ongoing fashion.

5.5.2

Circadian phase advancement

The circadian phase advancement observed in study participants could be the result
several factors, including shifting the timing of sleep, shifting the timing of light
exposure, as well as changing the spectral content and irradiance of the lighting.
Unfortunately, isolating the effect of any of these is not possible, due to the nature
of the pilot study. Further, the presence of device screens, albeit with blue-light
filters, further confounds the ability to causally identify factors responsible for the
phase shift. The phase advancement indicates that it is possible to implement a
circadian-altering protocol in the testbed.
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5.5.3

Study Limitations

A significant limitation of the current study is the small sample size of the pilot
group. Further studies would benefit from a larger cohort as well as using a more
homogenous participant pool. Factors to control in future lighting comparison studies
would include age, health status, including medication use, morningness/eveningness
of their sleep cycle, weight, as well as managing or eliminating caffeine, alcohol and
nicotine consumption. In addition, a study design using a parallel or crossover control
group also experiencing an advanced timing lighting condition but where exposures
remain fixed at a constant intensity and wavelength mixture as a comparison to
variable spectrum and intensity protocol could potentially lead to more conclusive
results.
Another limitation was the allowance of electronic, light-emitting devices, such as
phones and computers, in the study area. While these devices can affect a person’s
circadian phase, we opted to allow subject to use devices since for our population for
recruitment, students and others affiliated with the university, we anticipated that
banning devices for the duration of the experiment would make subject recruitment
and retention extremely difficult, if not impossible.
Additionally, when using tunable, solid state (LED) lighting, we face trade-offs in
achieving good visual performance, promoting beneficial health effects and limiting
energy use [134, 135]. Specifically, in the pilot study reported here, the 10 000 K
stimulus had a CRI of only 66, but the minimum CRI for good light quality is at
least 80 [152]. For the LED devices used, to achieve a 10 000 K stimulus, CRI could
not be raised to a minimum of 80. The solid state lighting system being installed
on the International Space Station faced the same problem [37]. As LED lighting

113

TESTBED
technology improves, achieving high CRI and high color temperature will likely be
attainable. The new Telelumen Octa Luminaires report the ability to generate high
CRI lighting up to 90 000 K [148].

5.6

Summary

The testbed facility constructed at the University of New Mexico Hospital is the
only active clinical testbed designed for circadian research that is equipped with
variable spectrum and intensity lighting technologies, occupancy sensing, and color
spectra sensing. A pilot study was conducted to demonstrate the operation of the
testbed and implementation of established protocols (based on light-box technology)
for circadian regulation. The capabilities associated with this testbed could facilitate
research and development of customized, feedback-based, spectrum-variable lighting
to improve health, safety, and productivity, in controlled lighting environments.
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Chapter 6
Conclusion
Application of safety-assured controllers to human circadian cycles is complicated by
the inherent stochasticity that is likely not characterized by a common disturbance,
e.g. Gaussian, the inobservability of the Kronauer state variables from gathered
data, and because experimentation requires an adequately designed facility that incorporates controllable lighting and data-collection for application of feedback-based
controllers. In this thesis, we address each of these problems.
First, using Lagrangian methods, we develop theoretical tools for approximating
stochastic reachable sets and obtaining safety-assured controllers for LTV systems
with arbitrary disturbance dynamics. These methods are very efficient for systems of
3-dimension or less, which includes the Kronauer system. We additionally detail how
the applicability of these Lagrangian methods can be extended to higher dimensions
allowing for a trade-off between conservativeness and computation time. Since these
methods are applicable for any arbitrary disturbance, they are a prime candidate for
providing controller for human circadian cycles. These methods are incorporated into
SReachTools, a stochastic reachability toolbox that is designed to provide efficient,
scalable methods for solving stochastic reachability problems. This software tool was
designed using object-oriented design principles and has been repeatability tested.
Second, we use a combination of signal processing and state estimation to estimate
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circadian phase and the Kronauer system states for subjects that have experienced
traumatic brain injury. This work is an investigation into how to effectively apply methods from signal processing and control theory to assess human circadian
rhythms. We additionally discovered, in our analysis, a unique, statistically significant relationship between circadian rhythms and subject health outcome, providing
another indication that the proper design of lighting in critical environments, e.g.
hospitals, could provide substantial health benefits.
Third, we discuss the design and implementation of the Smart Lighting Clinical
Testbed. This facility is a one-of-a-kind facility in the United States that incorporates
controllable color-tunable lighting, color and occupancy sensing, and data collection
capabilities in an active hospital room located at the University of New Mexico Hospital. Because of thoughtful software design, this facility was able to run a pilot study
to demonstrate that the lighting could be effective and accurately controlled for at
least a five day study. Three subjects participated and there were no lighting errors
during the total 15 days of experimentation.
The work from this thesis established a methodological practice for the design and
application of safety-assured controllers for human circadian regulation. Although
the focus is on human circadian cycles, the software design principles and stochastic
reachability theory are applicable to a much broader domain. Ultimately, the work
from this thesis will allow for more research intersecting stochastic reachability and
circadian control, and the software tools developed will continue to be used in future
research.
The software foundation provided by SReachTools will allow the methods developed, for example the Lagrangian methods of Chapter 2, to be used in theory, and
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in practice. While our Lagrangian implementation used polytopes, the methods can
be implemented using other set descriptions. Zonotopes could be used to provide a
fast approximation method for systems of higher dimensions, but additional conservativeness would be created from approximating zonotope intersections. Additionally
the code-base of SReachTools is currently being updated to also include reachability
techniques using Reproducing Kernel Hilbert Spaces, allowing for fast, data-driven
approximations of both the terminal and first hitting-time problems for nonlinear,
discrete-time stochastic systems.
The Smart Lighting Clinical Testbed, and the software developed for it, is another
facility that is expected to be used for future research. Discussions are currently
underway for upgrading the capabilities of the facility, e.g. additional additional light
sources and sensors, and using the facility to perform experiments on the effects of
dynamic lighting on subjects with treatment-resistant depression. This testbed would
continue to use the coding foundation described in this work.
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