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Abstract
We develop a covariant method for studying the effects of a reheating phase on the primordial
adiabatic and isocurvature perturbations in two-field models of inflation. To model the decay
of the scalar fields into radiation at the end of inflation, we introduce a prescription in which
radiation is treated as an additional effective scalar field, requiring us to extend the two-field
setup into a three-field system. In this prescription, the coupling between radiation and the
scalars can be interpreted covariantly in terms geometrical quantities that parametrize the
evolution of a background trajectory in a three-field space. In order to obtain concrete results,
we consider two scenarios characterized for having unsuppressed isocurvature fluctuations at
the end of inflation: (1) canonical two-field inflation with the product exponential potential,
which sources a large negative amount of non-gaussianity and, (2) two-field inflation with an
ultra-light field, a model in which the isocurvature mode becomes approximately massless, and
its interaction with the curvature perturbation persists during the entire period of inflation. In
both cases we discuss how their predictions are modified by the coupling of the scalar fields to
the radiation fluid.
1 Introduction
Single field slow-roll inflation represents the most successful framework to describe the dynamics
of the very early universe. It solves the classical shortcomings of the hot big-bang scenario: the
horizon, flatness, and monopole problems [1–6]. It also gives us a mechanism to explain the origin
of the large-scale structure (LSS) of the universe and the cosmic microwave background (CMB)
anisotropies [7–9]. Within this paradigm, the primordial curvature perturbations are the result of
quantum fluctuations of the inflaton scalar field during the inflationary expansion [10–15].
One of the salient points of single field slow-roll inflation is that the evolution of curvature
perturbations happens adiabatically. While the inflationary background evolves slowly, curvature
perturbations freeze, recording in their amplitude information about the background at the time of
horizon crossing. The subsequent evolution of modes is insensitive to the details of the universe’s
background evolution, and so the measurements of correlation functions in the CMB provides direct
information about the epoch of inflation when the fluctuations where produced.
This simple picture might break down in more realistic versions of inflation. More fundamental
theories, where the standard model interactions are unified with the gravitational interaction, such
as supergravity and string theory, require the existence of a large number of scalar fields. In these
models, many of the scalar fields have a geometrical role, and so they are not necessarily massive at
high energies. It is therefore not well understood how these scalar fields (isocurvature fields) could
have had a role during inflation, where the typical energy available to fluctuations during horizon
crossing is of the order of the grand unification theory scale.
One possibility is that isocurvature degrees of freedom did not affect the evolution of curvature
perturbations during inflation after all. In that case, regardless of how complicated the ultraviolet
theory underlying inflation is, one can understand the evolution of curvature perturbations in terms
of an effective field theory (EFT) describing the evolution of a canonical scalar field. Another
possibility is that isocurvature fields did not have a relevant kinematic role during inflation, but
their couplings to the inflaton still affected the evolution of curvature perturbations. In such cases,
the evolution of curvature perturbations continues to be well described by an effective field theory
of a single scalar degree of freedom, but this time the theory contains self-interactions incorporating
departures from the canonical picture [16–19]. An example of this, is the appearance of the sound-
speed cs of curvature perturbations that is able to generate potentially large values of equilateral
and orthogonal non-Gaussianity [20, 21].
Yet another possibility is that isocurvature degrees of freedom were both coupled to curvature
perturbations and kinematically relevant at the time of horizon crossing [22–50]. In this case, the
dynamics of curvature perturbations cannot be reduced to a single field EFT, and the computation
of correlation functions has to take into account the full multi-field nature of inflation during horizon
crossing. The wide range of potentially observable effects in this third possibility (multi-field
inflation) is far from having been studied exhaustively.∗ A crucial difference between single-field
and multi-field inflation is the presence of isocurvature perturbations. Because of these modes,
the slow-roll solution is no longer an attractor, leading to non-vanishing non-adiabatic pressure
perturbations and thus possible super-horizon evolution of the primordial curvature perturbation
[23, 25, 53].
∗For a comprehensive review on multi-field inflation, see Refs. [51, 52].
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Irrespective of the number of fields that drove inflation, at the end of the inflationary stage
the universe is typically found to be in a highly non-thermal state. The key feature of inflation,
allowing it to homogenize the universe, also means that it leaves the universe at an effectively zero
temperature. Hence, a successful theory of inflation must also explain how the universe was heated
to the high temperatures required by the standard hot big-bang picture. This is achieved at the
end of inflation by reheating [54, 55], a process in which the inflaton field starts oscillating around
the minimum of its potential. Reheating sets the post-inflationary conditions of the universe before
it enters the radiation era. Once the universe enters the radiation era, its evolution is described by
the physics of the hot big bang model.
Essentially, all elementary particles are produced during reheating. This makes reheating one of
the most fundamental phases of the very early universe. At the end of inflation all the energy stored
in the inflaton field is transferred to the thermal energy of the particles produced by the decay of
the inflaton. These particles interact and eventually thermalize into equilibrium at a reheating
temperature Trh which is rather model-dependent [56]. Once all the energy of the inflaton is
transferred to the particles, reheating ends and the Universe starts its radiation era. The details of
reheating are sensitive to the inflationary background, choice of parameters, and initial conditions.
In many inflationary models, reheating consists of distinct stages with different features, starting
with a stage called preheating [57], where parametric resonance of the inflaton field leads to particle
production, and then moving to a second stage of thermalization. For a treatment of preheating
after multi-field inflation, see Refs.[58–62].
A fundamental issue related to reheating is whether it can affect the evolution of super-horizon
primordial perturbations. Our models of inflation are tested with the help of CMB observations,
hence, if reheating modifies how the spectra of perturbations depend on the background during
horizon crossing, we might be unable to constrain the role of fundamental theories during inflation.
In the case of single field inflation, the conditions for the conservation of curvature perturbations
over superhorizon scales are well understood [15, 63]. Satisfying these conditions allows one to
constrain certain aspects of reheating with CMB observations [64].
On the other hand, if additional isocurvature fields (also known as entropy perturbations)
remain unsuppressed during reheating the situation may change drastically. This is possible if the
the effective mass of the entropy modes remain light compared to Hubble rate H during the whole
duration of inflation [23, 53]. For instance, it was shown in Ref. [65] that parametric resonance
during reheating may lead to an exponential amplification of super-horizon fluctuations. This has
been confirmed in Refs. [29, 66, 67]. However, these works did not take into account the possible
coupling of the perturbations (curvature and isocurvature) to radiation and pressureless matter
components. This issue was considered in Ref. [68], for a model of multi-field chaotic inflation.
There it was found that, as long as the isocurvature modes remain light, the total curvature
perturbation may experience large variations due to the non-adiabatic components. For latter
studies on reheating after multi-field inflation, see Refs. [69, 70].
It has been pointed out [71] that multi-field scenarios should a priori be considered as non-
predictive unless one demands the so called adiabatic limit, in which isocurvature perturbations
decay before the end of inflation. The models for which the adiabatic limit is not reached are
characterized by having isocurvature modes that remain nearly massless during the whole period
of inflation. However, there are well motivated examples of models where the adiabatic limit is not
reached, even at the end of inflation. One example is given by the product exponential potential
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V (φ1, φ2) = V0 φ
2
1 e
−λφ22 [72, 73]. Another example is offered by models with ultra-light entropy
modes, where the isocurvature mode remains nearly massless thanks to a non-trivial symmetry of
the two-field system [50].
The purpose of this article is to study the behavior of perturbations during reheating in models
of inflation where the curvature perturbation interacts continuously with a non-adiabatic mode
that remains approximately massless from horizon crossing until reheating [26, 28, 50, 74–76]. We
are particularly interested in addressing the possibility of having the fluctuations coupled to an
effective radiation component. We will show that a two-field system plus a radiation component
may be effectively treated as a system with three scalar fields. In this way, we may use the covariant
formalism in field-space, introduced in [25], to derive the complete set of background and perturbed
equations which describe the universe starting from two-field inflation up to reheating phase.
We have organized this article as follows. In Section 2, we derive the background equations
of motion for a two-field system coupled to a radiation fluid. There we show that the equations
of motion may be effectively understood in terms of a three-field system. Then, in Section 3
we deduce the equations of motion for gauge invariant perturbations, such as the total curvature
perturbation, the curvature perturbation associated with each individual component, and also the
equations governing the evolution of the isocurvature modes. In Section 4, we present the numerical
results based on two inflation models: the product exponential potential and a model of inflation
with ultra-light fields. We summarize our findings and present our conclusions in Section 5.
2 Two scalar fields plus radiation
Here we introduce a covariant prescription to study two-field systems coupled to a radiation fluid.
We will first consider the background equations of motion, and then move on to consider the
dynamics for the perturbations (next section).
2.1 Basic background equations
Let us start by considering the most general action describing a two-field system with two space-
time derivatives [52] coupled to a radiation field (setting the reduced Planck mass M2Pl = 1 for
simplicity):
S =
∫
d4x
√−g
[
1
2
R− 1
2
gµνγab∂µφ
a∂νφ
b − V (φ) + Lrad + Lint
]
. (2.1)
Here gµν and R are the usual metric and Ricci scalar respectively describing the gravitational
sector. On the other hand γab is the σ-model metric characterizing the two-dimensional target
space spanned by the fields φ1 and φ2 (with an inverse given by γab), and V is the scalar field
potential of the model. The term Lrad describes a radiation fluid that interacts with the fields
φa through an interaction term Lint. These contributions will be parameterized through effective
terms that will be introduced in what follows. The equations of motion for the scalar fields are
found to be
φa + Γabcgµν∂µφb∂νφc = V a + Ja, (2.2)
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where φa = gαβ∇α∇βφa = gαβ(∂α∂βφa − Γγαβ∂γφa), and V a ≡ γabVb with Vb = ∂bV . In the
previous expressions, both Γµαβ and Γ
a
bc correspond to the usual Christoffel symbols for the grav-
itational and scalar sectors respectively. For instance, in the case of the target space one has
Γabc =
1
2γ
ad (∂cγdb + ∂bγcd − ∂dγbc). Notice that we have introduced a source term Ja that appears
as a consequence of Lint. Now, if we take Eq. (2.2) at background level, the Klein-Gordon equation
is reduced to
Dφ˙a0
dt
+ 3Hφ˙a0 + V
a = −Ja0 , (2.3)
with DX
a
dt = X˙
a+Γabcφ˙
b
0X
c. The 0-label reminds us that we are dealing with background quantities.
Note that while V depends only on φa0, the source term J
a
0 may depend on both φ
a
0 and the
background radiation component.
Given that the source Ja0 is due to the interaction between the scalar fields and radiation, we
need to introduce a background equation of motion describing the evolution of the radiation energy
density ρ0R with a source term. This is given by:
ρ˙0R + 4Hρ
0
R = Q. (2.4)
Here, Q describes the energy transfer between the scalar fields and ρR. Notice that we have
demanded that the radiation pressure satisfies p0R =
1
3ρ
0
R. In order to find the dependence between
Ja0 and Q one may contract Eq. (2.3) by φ˙
a
0 to obtain:
ϕ˙0ϕ¨0 + 3Hϕ˙
2
0 + φ˙
a
0∂aV = −J0a φ˙a0, (2.5)
where we have defined ϕ˙20 ≡ γabφ˙a0φ˙b0. Now, in order to have energy-momentum conservation
∇µTµν = 0, we require
Q = J0a φ˙
a
0. (2.6)
One way to think about Q is that it corresponds to the zeroth component of a vector Qν = (Q, 0)
that defines the source for the radiation and scalar field contributions to the energy momentum
tensor as [81]:
∇µTµνR = Qν , (2.7)
∇µTµνφ = −Qν . (2.8)
Next, it is direct to verify that the Friedmann equation is given by:
3H2 = ρ0 =
1
2
ϕ˙20 + V + ρ
0
R. (2.9)
This equation, together with Eqs. (2.4) and (2.5) implies the following additional equation for H˙:
H˙ = −ρ
0 + p0
2
= −1
2
(
ϕ˙20 +
4
3
ρ0R
)
. (2.10)
Eqs. (2.2), (2.4) and (2.9) are the background equations of motion describing the system. The
dependence of Ja0 on the scalar fields and the radiation energy density is model dependent, and
needs to be supplied.
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2.2 Standard parametrization of multi-field background trajectories
The impact of the inflationary background on the evolution of perturbations may be studied by
the introduction of dimensionless parameters with clear geometrical interpretations. In particular,
given that we are dealing with a multi-field trajectory, we will have two classes of useful dimen-
sionless parameters: The first class corresponds to the set of slow-roll parameters, that give us
information about the gradual evolution of the quasi-de Sitter background. The second class con-
sists of quantities that parametrize the multi-field nature of the trajectory. In ref. [25] the following
set of parameters were introduced in order to deal with general multi-field inflationary models:
ε ≡ − H˙
H2
, (2.11)
ηa ≡ − 1
Hϕ˙0
Dφ˙a0
dt
. (2.12)
The function ε corresponds to the usual first slow-roll parameter that describes the rate at which
the quasi-de Sitter spacetime change in time. The quantity ηa, on the other hand, contains mixed
information about the evolution of the quasi-de Sitter spacetime and the multi-field inflationary
trajectory. To clarify the meaning of ηa, it is convenient to introduce a basis of vectors aligned
with the background inflationary trajectory. In the case of the present two-field system described
by Eq. (2.3) one may introduce the following two unit vectors, T a and Na, defined as:
T a =
φ˙a0
ϕ˙0
, (2.13)
Na = − 1
Ω
DT a
dt
, (2.14)
where Ω is a factor that keeps Na normalized, and that may be interpreted as the rate of turn of
the inflationary path whenever it bends. Now, these two vectors may be used to project Eq. (2.3)
along the inflationary trajectory, and orthogonal to it. One way of doing this is to directly compute
a covariant time derivative of T a with the help of the equations of motion (2.3). One finds:
DT a
dt
= −
(
ϕ¨0
ϕ˙0
+ 3H
)
T a − 1
ϕ˙0
(V a + Ja0 ) . (2.15)
Then, projecting this equation along T a, and using the fact that TaDT
a/dt = 0, one finds:
ϕ¨0 + 3Hϕ˙0 + VT = −Q/ϕ˙0, (2.16)
where VT = V
aTa. On the other hand, the projection of Eq. (2.15) along N
a gives
Ω =
1
ϕ˙0
(VN + J
a
0Na) , (2.17)
where we have defined VN = V
aNa. Coming back to Eq. (2.12), we may decompose η
a along the
two directions in the following way:
ηa = T aη|| +Naη⊥. (2.18)
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Then, it is direct to find that the components η|| and η⊥ are given by
η|| = −
ϕ¨0
Hϕ˙0
= 3H +
VT
ϕ˙0
+
Q
ϕ˙20
, (2.19)
η⊥ =
Ω
H
=
1
Hϕ˙0
(VN + J
a
0Na) . (2.20)
Now, it may be appreciated explicitly that this parametrization, based on Eq. (2.12), becomes
singular when φ˙0 → 0, which can happen at the end of inflation. In the following subsection
we offer a simple extension of this parametrization allowing the essentially the same geometrical
interpretation, but that has the benefit of avoiding any singular behavior at φ˙0 → 0.
2.3 Radiation as an effective scalar
We will now reconsider the previous set of background equations of motion by accommodating the
radiation energy density (hereby described as a perfect fluid) as an extra scalar [82]. The idea is to
extend our previous two-dimensional field space to a three-dimensional one by introducing a new
field φ
(3)
0 satisfying a Klein-Gordon equation
Dφ˙
(3)
0
dt
+ 3Hφ˙
(3)
0 + V(3) = −J (3)0 , (2.21)
where V(3) represents the derivative with respect to φ(3)0 of an extended potential V that will be
defined below [see Eq. (2.25)]. In order to achieve this, an effective field metric and an effective
potential with a radiation component must be defined in such a way that they are consistent with
Eqs. (2.3)-(2.10). The aim is to accommodate this equation as part of the set of field equations
describing multi-field inflation. With this in mind, we extend the set of two fields φa to the following
set of scalar fields
φA0 ≡
(
φa0
φ
(3)
0
)
, (2.22)
where φa0 stands for the original two fields. In addition, we extend the σ-model metric γab of the
two-field target space to
qAB =
(
γab 0
0 q(33)
)
, (2.23)
where q(33) is an arbitrary function of φ
(3). having defined these extended objects, we may achieve
Eq. (2.21), by identifying the radiation density with the kinetic energy of the new scalar field φ(3)
in the following way:
2
3
ρ0R =
1
2
q(33)
(
φ˙
(3)
0
)2
. (2.24)
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Then, the continuity equation (2.4) is equivalent to (2.21) as long as the effective potential V and
the source term J
(3)
0 are given by
V = V + 1
3
ρ0R, (2.25)
J
(3)
0 = −
Q
q(33)φ˙
(3)
0
. (2.26)
In the previous expressions, ρ0R may be thought of as an explicit function of φ
(3). But given that
φ(3) is an auxiliary field, the specific dependence of ρ0R on φ
(3) is in fact irrelevant. Instead, what
matters is that the radiation density is determined by the scalar field φ(3) in such a way that
Eq. (2.24) is satisfied. The auxiliary field φ(3) satisfies Eq. (2.21), and it is equivalent to (2.4)
multiply by q(33)φ˙
(3)
0 .
Now, the full system consisting of two scalar fields plus radiation may be formally described
through a covariant Klein-Gordon equation for three scalar fields given by:
Dφ˙A0
dt
+ 3Hφ˙A0 + VA = −J A0 , (2.27)
3H2 =
1
2
φ˙20 + V, (2.28)
H˙ = −1
2
φ˙20, (2.29)
where we have defined
φ˙20 ≡ qABφ˙A0 φ˙B0 = ϕ˙20 +
4
3
ρ0R. (2.30)
This time, the covariant time derivative acts on a given vector XA as
DXA
dt
= X˙A + ΓABC φ˙
B
0 X
C , (2.31)
where the Christoffel symbols are now given by ΓABC =
1
2q
AD (∂CqDB + ∂BqCD − ∂DqBC). In
addition, the source term J A0 of Eq. (2.27) is given by
J A0 =
(
Ja0 , −
J0b φ˙
b
0
q(33)φ˙
(3)
0
)
. (2.32)
In all of the previous expressions, the capital latin indices go from 1 to 3. Then, Eq. (2.27) with
A = 1, 2 correspond to (2.3), A = 3 to (2.4) and the Friedmann equations are given by (2.28) and
(2.29).
Following ref. [25], we introduce a set of orthogonal unit vectors to parameterize our new
three-dimensional field-space. First, we write the tangent vector to the inflationary trajectory as
T A = φ˙A0 /φ˙0. Then, by introducing it in Eq. (2.27), we obtain:
DT A
dt
= −
(
φ¨0
φ˙0
+ 3H
)
T A − 1
φ˙0
(VA + J A0 ) . (2.33)
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Now, by projecting this equation along T A, we obtain the following Klein-Gordon equation for the
field φ0:
φ¨0 + 3Hφ˙0 + VT = 0, (2.34)
where VT ≡ T A∂AV . Notice that, in order to derive the previous equation, we used that JT =
TAJ A0 = 0 and TADT
A
dt = 0. Next, we define two additional vectors, NA and BA, to complete an
orthogonal basis around the inflationary trajectory, such that T ANA = T ABA = NABA = 0 and
T ATA = NANA = BABA = 1 (for instance, see Ref. [77]). The normal vector NA is defined in such
a way that it remains parallel to the time variation of T A (that is NA ∝ DtT A). This definition
implies
DT A
dt
= −(VN + JN )
φ˙0
NA. (2.35)
Then, it is direct to verify that the combination VA + J A0 decomposes only along the subspace
spanned by T A and NA:
VA + J A0 = VT T A + (VN + JN )NA, (2.36)
where VN = VANA and JN = J A0 NA. This, in turn, implies that the bi-normal vector BA satisfies
VB + JB = 0. The time variations of NA and BA are found to satisfy
DNA
dt
=
(VN + JN )
φ˙0
T A − DB
B
dt
NBBA, (2.37)
DBA
dt
=
DBB
dt
NBNA. (2.38)
We present more details about these orthogonal vectors like a base of the space fields in Appendix
A, where we introduce a special parametrization to solve the equations of motion. We can now
introduce the slow-roll parameters ε and ηA, defined as:
ε ≡ − H˙
H2
=
φ˙20
2H2
, (2.39)
ηA ≡ − 1
Hφ˙0
Dφ˙A0
dt
=
(
3 +
VT
Hφ˙0
)
T A +
(VN + JN
Hφ˙0
)
NA, (2.40)
where we have used Eq. (2.27). It is interesting to mention that Eq. (2.40) corresponds to the
three-dimensional extension of ηa of Ref. [83]. We can decompose ηA along the normal and tangent
directions by introducing two independent parameters ηA = η‖T A + η⊥NA, with:
η‖ = −
φ¨0
Hφ˙0
= ε− ε˙
2Hε
, (2.41)
η⊥ =
VN + JN
Hφ˙0
. (2.42)
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We note that η‖ may be recognized as the usual η slow-roll parameter in single field inflation. On
the other hand η⊥ informs us about the rate with which T A rotates, and therefore it parameterizes
the rate of turn of the trajectory followed by the scalar fields.
Let us briefly emphasize an important aspect of this new parametrization. Notice that φ˙20 and
ϕ˙20 are related by Eq. (2.30). This implies that the new geometrical parameters appearing in (2.40)
will not be singular as ϕ˙0 → 0. As we shall see, after inflation ends, and we enter into the radiation
era, one has φ˙0 → 2H. In conclusion, this parametrization allows us to deal with well-defined
inflationary parameters using an effective potential V in addition to multi-field interactions. The
relevant equations relating geometrical dimensionless parameters and the potential V, are given by
V = H2(3− ε), (2.43)
VT = −Hφ˙0
(
3− η‖
)
, (2.44)
VN + JN = Hφ˙0η⊥, (2.45)
VB + JB = 0, (2.46)
and the equations of motion:
φ˙20 = 2H
2ε, (2.47)
DT A
dt
= −Hη⊥NA, (2.48)
DNA
dt
= Hη⊥T A −HCBA, (2.49)
DBA
dt
= HCNA, (2.50)
with C ≡ H−1DBBdt NB. Additionally, the initial conditions will be fixed in such a way that the
radiation density is null in the beginning of inflation. This means that T (3),N (3) → 0 and we can
choose:
BA =
(
0 , 0 ,
1√
q(33)
)
. (2.51)
More details about this are provided in Appendix A. Also, we describe the interaction contribution,
given by JN and JB, in Appendix B. Finally, in order to deal with the perturbative equations in
the next section, we introduce the following parameters:
ξ‖ ≡ −
η˙‖
Hη‖
, (2.52)
ξ⊥ ≡ − η˙⊥
Hη⊥
. (2.53)
3 Perturbations
In this section we consider the dynamics of scalar perturbations, parameterizing departures from
the homogeneous and isotropic background. This may be done by defining perturbations δφa, δgµν ,
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δΓγµν and δΓabc as
φa (t,x) = φa0 (t) + δφ
a (t,x) , (3.1)
gµν (t,x) = g
0
µν (t) + δgµν (t,x) , (3.2)
Γγµν (t,x) = Γ
γ0
µν (t) + δΓ
γ
µν (t,x) , (3.3)
γab (φ) = γ
0
ab (φ0) + δγab (φ0, δφ) , (3.4)
Γabc (φ) = Γ
a0
bc (φ0) + δΓ
a
bc (φ0, δφ) , (3.5)
where the 0-label denotes background quantities. The Greek and Latin indices correspond to the
coordinate space and field space respectively. So, Γγµν are the Christoffel symbols associated to gµν
and Γabc is related to γab.
We must consider perturbations to the homogeneous background space-time and the energy-
momentum tensor of the universe. The most general first-order perturbation to a spatially flat
FLRW metric is [81]:
ds2 = − (1 + 2Φ) dt2 + 2aBidxidt+ a2 ((1− 2Ψ) δij + 2Eij) dxidxj , (3.6)
where Φ is the lapse, Bi is the shift, Ψ is the spatial curvature perturbation, and Eij is the symmetric
shear tensor. The symmetries of the FLRW background space-time allow linear perturbations to
be decomposed into independent scalar, vector and tensor components. This reduces the linearized
Einstein equations to a set of uncoupled ordinary differential equations. So, the metric in Eq. (3.6)
can be rewritten as:
ds2 = −(1 + 2Φ)dt2 + 2a∂iBdxidt+ a2 ((1− 2Ψ) δij + 2∂i∂jE) dxidxj
+2aGidx
idt+ 2a2 (∂iCj + ∂jCi) dx
idxj + hijdx
idxj , (3.7)
where we have introduced the scalars B and E, the vectors Gi and Ci and the pure tensor field hij
to decompose the shift and the shear. For this decomposition to be unique, the fields Gi, Ci and
hij must satisfy the constraints ∂iGi = ∂iCi = ∂ihij = ∂jhij = hii = 0. Note that two of the four
scalar perturbations (Φ, B, Ψ and E) can be eliminated by the specific gauge choice. In the same
way, one of the vector perturbations (Gi and Ci) can be removed, but the tensor perturbation (hij)
is a gauge invariant. In this paper, we will rewrite the perturbation equations in a gauge-invariant
form, because these become particularly simple as we will see soon.
Then focusing our attention to the scalar degrees of freedom, the metric is found to be given
as:
gµν =
[− (1 + 2Φ) a∂iB
a∂iB a
2 ((1− 2Ψ) δij + 2∂i∂jE)
]
, (3.8)
whereas the inverse metric, up to linear order, is given by
gµν =
[− (1− 2Φ) a−1∂iB
a−1∂iB a−2
(
(1 + 2Ψ) δij − 2∂i∂jE)
]
. (3.9)
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On the other hand the Christoffel symbols become:
Γ000 = Φ˙, Γ
0
0i = Γ
0
i0 = ∂i (Φ + aHB) , (3.10)
Γ0ij = δija
2
(
H − 2H (Ψ + Φ)− Ψ˙
)
+ a2∂i∂j
(
2HE +
(
E˙ − B
a
))
, (3.11)
Γi00 = a
−2∂i
(
Φ + ˙(aB)
)
, (3.12)
Γi0j = Γ
i
j0 = δij (H −Ψ) + ∂i∂jE˙, (3.13)
Γijk = −aHδjk∂iB − δij∂kΨ− δik∂jΨ + δjk∂iΨ + ∂i∂j∂kE. (3.14)
From these, we may compute the perturbed Einstein tensor, whose components are given by:
δG00 = 6H
(
Ψ˙ +HΦ
)
− 2∂
2
a2
[
H(a2E˙ − aB) + Ψ
]
, (3.15)
δGij =
[
2
(
3H2 + 2H˙
)
Φ + 2H
(
Φ˙ + 3Ψ˙
)
+ 2Ψ¨− ∂2
(
d
dt
(
E˙ − B
a
)
+ 3H
(
E˙ − B
a
)
+
(Ψ− Φ)
a2
)]
δij + δ
ik∂k∂j
[
d
dt
(
E˙ − B
a
)
+ 3H
(
E˙ − B
a
)
+
(Ψ− Φ)
a2
]
, (3.16)
δGi0 =
2
a2
δij∂j
[
Ψ˙ +HΦ− H˙B
]
, (3.17)
δG0i = −
2
a2
∂i
[
Ψ˙ +HΦ
]
. (3.18)
In order to construct the perturbed field equations, we need to consider, besides the gravitational
fields, the effects that induce the matter perturbations. The components of the perturbed total
energy-momentum tensor can be expressed as [81]:
δT 00 = −ρ1, (3.19)
δT 0i = q
1
i , (3.20)
δT i0 =
δij
a2
[(
ρ0 + p0
)
∂jB − q1j
]
, (3.21)
δT ij = p
1δij + Σ
i
j , (3.22)
where q1i = −
(
ρ0 + p0
)
u1i is the 3-momentum density, and u
1
i is the velocity perturbation of the
matter content. Σij is a anisotropic stress tensor. To relate the metric and energy-momentum
perturbations, we must use the perturbed Einstein field equations at linear order given by:
2
∂2
a2
[
H
(
a2E˙ − aB
)
+ Ψ
]
− 6H
(
Ψ˙ +HΦ
)
= ρ1, (3.23)[
2
(
3H2 + 2H˙
)
Φ + 2H
(
Φ˙ + 3Ψ˙
)
+ 2Ψ¨− ∂2
(
d
dt
(
E˙ − B
a
)
+3H
(
E˙ − B
a
)
+
(Ψ− Φ)
a2
)]
δij
+δik∂k∂j
[
d
dt
(
E˙ − B
a
)
+ 3H
(
E˙ − B
a
)
+
(Ψ− Φ)
a2
]
= p1δij + Σ
i
j , (3.24)
−2∂i
(
HΦ + Ψ˙
)
= q1i . (3.25)
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In general, Σij for i 6= j contains a non diagonal component called viscous pressure. On the other
hand, the velocity perturbation can be decomposed into a scalar and vector components, where
the first one can be written as u1i = ∂iu
1. Then, the perturbed field equations, in the absence of
anisotropic stress, reduce to:
d
dt
(
E˙ − B
a
)
+ 3H
(
E˙ − B
a
)
+
(Ψ− Φ)
a2
= 0, (3.26)
2
∂2
a2
[
a2H
(
E˙ − B
a
)
+ Ψ
]
− 6H
(
Ψ˙ +HΦ
)
− ρ1 = 0, (3.27)
2
(
3H2 + 2H˙
)
Φ + 2H
(
Φ˙ + 3Ψ˙
)
+ 2Ψ¨− p1 = 0, (3.28)(
Ψ˙ +HΦ
)
+ H˙u1 = 0, (3.29)
where we used that ρ0 +p0 = −2H˙. To extract physical results it is useful to define gauge-invariant
combinations of the scalar metric perturbations. Two relevant quantities are known as the Bardeen
potentials, defined as [81]:
ΦB ≡ Φ− d
dt
[
a2
(
E˙ − B
a
)]
, (3.30)
ΨB ≡ Ψ + a2H
(
E˙ − B
a
)
. (3.31)
On the other hand, the matter perturbations are also gauge-dependent. However, it is possible to
construct a set of gauge-invariant quantities given by:
ρ1I = ρ1 +
ρ˙0
H
Ψ, (3.32)
p1I = p1 +
p˙0
H
Ψ, (3.33)
R = Ψ +Hu1. (3.34)
These correspond to gauge invariant expressions for the energy density, pressure, and the total
curvature perturbation, respectively. In terms of these gauge-invariant quantities, the perturbed
Einstein equations may be rewritten as:
ΦB −ΨB = 0, (3.35)
2
∂2
a2
ΦB − 6H2εR− ρ1I = 0, (3.36)
2HεR˙+ 2H2ε (3− 2η‖)R− p1I = 0, (3.37)
Φ˙B −HεR+H (1 + ε) ΦB = 0, (3.38)
for which we used the inflationary parameters given by Eqs. (2.39)-(2.42). In this work, we will
consider that the total matter content of the universe is given by a two-fields system interacting
with radiation. However, in the last section, radiation was represented by an additional scalar
12
field. This fact has to be taken into account to define the total density, pressure and scalar velocity,
presented in Appendix C where
(
δφ(3)
)
is introduced in the system. We will give more detail about
this later.
Now, we will perturb the Klein-Gordon equation (2.2) at first order. This yields:(
gαβ0 + δg
αβ
) [
∂α∂β (φ
a
0 + δφ
a)−
(
Γγ0αβ + δΓ
γ
αβ
)
∂γ (φ
a
0 + δφ
a)
]
(3.39)
+
(
Γa0bc + δΓ
a
bc
)
(gµν0 + δg
µν) ∂µ
(
φb0 + δφ
b
)
∂ν (φ
c
0 + δφ
c) = V a + ∂bV
aδφb + Ja0 + (δJ
a) .
Expanding, we note that the zeroth order term corresponds to the Klein Gordon equation. Now,
the first order term is:
¨(δφa)− ∂
2
a2
(δφa) + 3H ˙(δφa) + 2Γa0bc φ˙
b
0
˙(δφc) + φ˙b0φ˙
c
0 (δΓ
a
bc) + ∂b (γ
ac∂cV )
(
δφb
)
+2 (V a + Ja0 ) Φ− φ˙a0
(
Φ˙ + 3Ψ˙− ∂2
(
E˙ − B
a
))
+ (δJa) = 0, (3.40)
for which we used Eqs. (3.8)-(3.10). To write this equation in a covariant form, we have:
∂b (γ
ac∂cV ) = V
a
b − Γa0bc V c, (δΓabc) = ∂dΓa0bc (δφd), (3.41)
(δJa) = (∆Ja)− Γa0bc Jc0
(
δφb
)
, ˙(δφa) =
D (δφa)
dt
− Γa0bc φ˙b0 (δφc) , (3.42)
¨(δφa) =
D2 (δφa)
dt2
− 2Γa0bc φ˙b0
D (δφc)
dt
− Γa0bc
Dφ˙b0
dt
(δφc)
−φ˙b0φ˙c0
(
∂cΓ
a0
bd − Γa0beΓe0dc − Γa0deΓe0bc
) (
δφd
)
. (3.43)
Here, V ab = DbD
aV , where Da represents the covariant derivative in the field space, and (∆J
a) is
a vector in the field space. So, by using Eq. (2.3) and the expressions from above, the perturbative
Klein-Gordon’s equation becomes:
D2
dt2
(δφa)− ∂
2
a2
(δφa) + 3H
D
dt
(δφa) + V ab
(
δφb
)
− φ˙b0φ˙c0Rabcd
(
δφd
)
+2 (V a + Ja0 ) Φ− φ˙a0
(
Φ˙ + 3Ψ˙− ∂2
(
E˙ − B
a
))
+ (∆Ja) = 0, (3.44)
where Rabcd = ∂cΓa0bd − ∂dΓa0bc + Γa0ceΓe0bd − Γa0deΓe0bc is the Riemann tensor in the 2D-field space. Now,
just as we did with the background, we now extend Eq. (3.44) to a three-field version, in which
one of the perturbations
(
δφ(3)
)
corresponds to an auxiliary field identified with the radiation
perturbation. In other words, we define a fluctuation δφ(3) in such a way that the following set of
equations are valid:
D2
dt2
(
δφA
)− ∂2
a2
(
δφA
)
+ 3H
D
dt
(
δφA
)
+
(
VAB − φ˙20RAT T B
) (
δφB
)
+2
(VA + J A0 )Φ− φ˙0T A(Φ˙ + 3Ψ˙− ∂2(E˙ − Ba
))
+
(
∆J A) = 0, (3.45)
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where RAT T B ≡ T CT DRACDB corresponds to the 3D Riemann tensor with the metric qAB, men-
tioned in Section 2.1, and
(
∆J A) is the effective perturbative interaction. Recall that V =
V (φ
(1)
0 , φ
(2)
0 ) +
1
3ρ
0
R(φ
(3)
0 ), and so VA=1,2(3) = 0. In addition, the only non-zero component of the
Riemann tensor is R(1212). Therefore, it is easy to see that Eq. (3.45) with A = 1, 2 reduces
to (3.44). In Appendix C, we show that the third component of Eq. (3.45) is equivalent to a
perturbative equation of a perfect radiation fluid.
To continue, we will rewrite (3.45) in terms of gauge invariant quantities. For this, we define:
(
δφA
)
=
φ˙0
H
[
(R−Ψ) T A + SNNA + SBBA
]
, (3.46)(
∆J A) = (∆J A)I − 1
H
D
dt
(J A0 )Ψ, (3.47)
where the total curvature R, the isocurvature components SN and SB and
(
∆J A)I are gauge
invariant. Now, from Eq. (3.46), we have:
D
dt
(
δφA
)
= fT T A + fNNA + fBBA, (3.48)
D2
dt2
(
δφA
)
=
(
f˙T +Hη⊥fN
)
T A +
(
f˙N −Hη⊥fT +HCfB
)
NA +
(
f˙B −HCfN
)
BA,(3.49)
with C = NBH
D
dt
(BB), and:
fT ≡ TAD
dt
(
δφA
)
=
φ˙0
H
(
R˙ − Ψ˙
)
+ φ˙0
(
ε− η‖
)
(R−Ψ) + φ˙0η⊥SN , (3.50)
fN ≡ NAD
dt
(
δφA
)
=
φ˙0
H
S˙N + φ˙0
(
ε− η‖
)SN − φ˙0η⊥ (R−Ψ) + φ˙0CSB, (3.51)
fB ≡ BAD
dt
(
δφA
)
=
φ˙0
H
S˙B + φ˙0
(
ε− η‖
)SB − φ˙0CSN . (3.52)
In addition, from Appendix B, we have:
(∆JT )I = η⊥JNR+ φ˙0τN S˙N +
(
J˙N
H
+ CJB + φ˙0
(
τ˙N +H
(
3− 2η‖
)
τN
))SN
+φ˙0τBS˙B +
(
J˙B
H
− CJN + φ˙0
(
τ˙B +H
(
3− 2η‖
)
τB
))SB, (3.53)
(∆JN )I = −φ˙0τN R˙+ φ˙0j0S˙B +
(
J˙N
H
+ CJB + φ˙0 (τ˙N +H (3− 2ε) τN ) +Hφ˙0CτB
)
R
+Hφ˙0ΛNNSN +Hφ˙0
(
ΛNB +
(
ε− η‖
)
j0
)SB +Hφ˙0κNΦB, (3.54)
(∆JB)I = −φ˙0τBR˙ − φ˙0j0S˙N
+
(
J˙B
H
− CJN + φ˙0 (τ˙B +H (3− 2ε) τB) +Hφ˙0 (η⊥j0− CτN )
)
R
+Hφ˙0
(
ΛNB −
(
ε− η‖
)
j0 − η⊥τB
)SN +Hφ˙0ΛBBSB +Hφ˙0κBΦB. (3.55)
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On the other hand
VAB = VT T T ATB + VNNNANB + VBBBABB + VT N
(T ANB +NATB)
+VT B
(T ABB + BATB)+ VNB (NABB + BANB) , (3.56)
where the projections are defined as:
VT T = T AT BDADBV, VT N = NAT BDADBV, VT B = BAT ADADBV, (3.57)
VNN = NANBDADBV, VNB = NABBDADBV, VBB = BABBDADBV, (3.58)
where DA is the covariant derivative in the 3D field space. From Eqs. (2.39)-(2.52), we know that:
VT T = V˙T +Hη⊥VN
φ˙0
= H2
((
3− η‖
) (
ε+ η‖
)− η‖ξ‖ + η2⊥)− Hη⊥JN
φ˙0
, (3.59)
VT N = V˙N −Hη⊥VT +HCVB
φ˙0
= H2η⊥
(
3− ε− 2η‖ − ξ⊥
)− J˙N +HCJB
φ˙0
, (3.60)
VT B = V˙B −HCVN
φ˙0
= −H2Cη⊥ − J˙B −HCJN
φ˙0
. (3.61)
Finally, we can rewrite the perturbative Einstein equations (3.35)-(3.38) using Appendix C:
ΨB = ΦB, (3.62)
∂2
a2
ΦB = H
2ε
(
R˙
H
+ (2η⊥ + τN )SN + τBSB
)
, (3.63)
Φ˙B +H (1 + ε) ΦB = HεR. (3.64)
Then, with all these expressions and using Eqs. (3.30)-(3.31), the components of the perturbative
Klein-Gordon equation (3.45), become:
R¨ − ∂
2
a2
R+H (3 + 2ε− 2η‖) R˙ (3.65)
+H (2η⊥ + τN ) S˙N +H2
(
2η⊥
(
3 + ε− 2η‖ − ξ⊥
)
+
τ˙N
H
+
(
3 + ε− 2η‖
)
τN
)
SN
+HτBS˙B +H2
(
τ˙B
H
+
(
3 + ε− 2η‖
)
τB
)
SB = 0,
S¨N − ∂
2
a2
SN +H
(
3 + 2ε− 2η‖
) S˙N +H (2C + j0) S˙B (3.66)
+H2
(VNN
H2
+ ε (3 + 2ε− 2RNT T N )− η2⊥ − C2 − η‖
(
3 + 3ε− η‖ − ξ‖
)
+ ΛNN
)
SN
+H2
(
VNB
H2
− 2εRNT T B + C
(
3 + ε− 2η‖
)
+
C˙
H
+ ΛNB +
(
ε− η‖
)
j0
)
SB
−H (2η⊥ + τN ) R˙+H2
(
τ˙N
H
+ (3− 2ε) τN + CτB
)
R+H2κNΦB = 0,
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S¨B − ∂
2
a2
SB +H
(
3 + 2ε− 2η‖
) S˙B −H (2C + j0) S˙N (3.67)
+H2
(VBB
H2
+ ε (3 + 2ε− 2RBT T B)− C2 − η‖
(
3 + 3ε− η‖ − ξ‖
)
+ ΛBB
)
SB
+H2
(
VNB
H2
− 2εRNT T B − C
(
3 + ε− 2η‖
)− C˙
H
+ ΛNB −
(
ε− η‖
)
j0 − η⊥τB
)
SN
−HτBR˙+H2
(
τ˙B
H
+ (3− 2ε) τB + η⊥j0− CτN
)
R+H2κBΦB = 0.
We note that the background interaction, given by JN and JB, does not appear explicitly in
the perturbative equations. It is represented by the inflationary parameters in the coefficients of
Eqs. (3.62)-(3.67). However we have other parameters to represent the interaction in a perturbative
level. In Appendix C we show that only two parameters, τN and τB, represent the interaction in
the total fluid system. Actually, they are the only contribution by interaction in Eq. (3.65) and
produce curvature terms in (3.66)-(3.67). This means that the other six parameters represent the
internal effects of the interaction and they are related to τN and τB. Besides, it is clear that j0,
ΛNN , ΛNB and ΛBB are interaction parameters related to the isocurvature components, therefore
they are important, for instance, to understand how a particular interaction affects the isocurvature
evolution in the reheating era. On the other side, κN and κB are produced by a possible dependence
on the metric in the lagrangian interaction. These kind of terms could be uncommon, but they can
not be discarded.
All these parameters are completely arbitrary and could give us interesting properties. However,
in this paper, we will focus in the effects of the background interaction parameters represented by
JN and JB. So, to simplify the calculation, we will fix them to zero, but they will be considered
in future works.
Finally, it will be useful to express the cosmic time derivatives as derivatives with respect to
the number of e-folds, N , according to the following relations:
d
dt
= H
d
dN
, ()′ ≡ d
dN
. (3.68)
Additionally, we introduce the following useful dimensionless parameters:
Q = kaH , (3.69)
vNN =
VNN
H2
, vNB = VNBH2 , vBB =
VBB
H2
(3.70)
qN =
JN
H2
√
2ε
, qB = JBH2√2ε . (3.71)
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Then, the background equations of motion acquire the following forms:
V = H2 (3− ε) , (3.72)
φ′20 = 2ε, (3.73)
DT A
dN
= −η⊥NA, (3.74)
DNA
dN
= η⊥T A − CBA, (3.75)
DBA
dN
= CNA, (3.76)
and the projections of the covariant derivative of V are found to be given by:
VT = H2
√
2ε
(
η‖ − 3
)
, VN = H2
√
2ε (η⊥ − qN ) , VB = −H2
√
2εqB, (3.77)
where we have introduced the covariant derivative with respect to N as:
DXA
dN
= XA′ + ΓABCφ
B′
0 X
C , (3.78)
ΓABC =
1
2
qAD (∂CqDB + ∂BqCD − ∂DqBC) . (3.79)
In addition, the perturbative equations (3.62)-(3.67) become:
R′′ +Q2R+ (3 + ε− 2η‖)R′ + 2η⊥S ′N + η⊥ (3 + ε− 2η‖ − ξ⊥)SN = 0, (3.80)
S ′′N +Q2SN +
(
3 + ε− 2η‖
)S ′N
+
(
vNN − 2εRNT T N − η2⊥ − C2 − η‖
(
3 + 3ε− η‖ − ξ‖
)
+ 3ε+ 2ε2
)SN
+2CS ′B +
(
vNB − 2εRNT T B + C
(
3 + ε− 2η‖
)
+ C ′
)SB − 2η⊥R′ = 0, (3.81)
S ′′B +Q2SB +
(
3 + ε− 2η‖
)S ′B
+
(
vBB − 2εRBT T B − C2 − η‖
(
3 + 3ε− η‖ − ξ‖
)
+ 3ε+ 2ε2
)SB
−2CS ′N +
(
vNB − 2εRNT T B − C
(
3 + ε− 2η‖
)− C ′)SN = 0, (3.82)
Q2ΦB + ε
(R′ + 2η⊥SN ) = 0, (3.83)
Φ′B − εR+ (1 + ε) ΦB = 0, (3.84)
(recall that ΨB = ΦB). On the other side, each single matter component has an intrinsic entropy
perturbation associated. A single component perfect fluid, by definition, does not have any intrinsic
entropy perturbation, whereas for a multi-scalar field system, the intrinsic entropy perturbation is
defined as (see Ref. [81]):
Sφ =
p1nad
2H2
(
3− η‖
) , (3.85)
p1nad ≡ p1 −
p˙0
ρ˙0
ρ1 = p1I −
(
2
3
η‖ − 1
)
ρ1I , (3.86)
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where p1nad is the non-adiabatic pressure perturbation of our composite system. Using Eqs. (3.32)-
(3.33), it is easy to see that the intrinsic entropy is a gauge-invariant quantity. Using the density and
pressure components presented in Appendix C, the non-adiabatic pressure perturbation becomes:
p1nad = 2H
2ε
(R′ + (3− 2η‖)R)− (23η‖ − 1
)
2H2ε
(R′ − 3R+ 2η⊥SN )
=
4H2ε
3
((
3− η‖
)R′ + (3− 2η‖) η⊥SN ) . (3.87)
In Appendix A, a new basis
(T A,NA0 ,BA0 ) is introduced, where NA0 is such that N (3)0 = 0. The
equations, in this case, are given by Eqs. (A.11)-(A.13). In that new basis, similarly to Eq. (3.46),
we can write (δφA) as:
(
δφA
)
=
φ˙0
H
[
(R−Ψ) T A + SN0NA0 + SB0BA0
]
, (3.88)
where SN0 and SB0 represent the isocurvature elements in this basis. On the other side, we can
introduce the inflaton curvature ζφ ≡
(
ϕ˙0
φ˙0
)2Rφ (which is defined on hypersurfaces orthogonal to
comoving world-lines [81]) such that:
(δφa) =
ϕ˙0
H
((Rφ −Ψ) T a2D + FφN a2D) . (3.89)
Here, (T a2D,N a2D) is the 2D basis, with a = 1, 2 considering just the two inflatons, φ(1)0 and φ(2)0 ,
and Fφ is the inflaton isocurvature component. In this case, we have T a2D = φ˙
a
0
ϕ˙0
, so:
T a = T a2D cos(α), N a0 = N a2D, Ba0 = −T a2D sin(α), (3.90)
with cos(α) = ϕ˙0
φ˙0
, T a2DT 2Da = N a2DN 2Da = 1, T a2DN 2Da = 0 and we used Eq. (A.15) from Appendix
A. Therefore, if we compare Eq. (3.88) with (3.89), we obtain:
ζφ = cos
2(α)R− sin(α) cos(α)SB0, (3.91)
Fφ =
SN0
cos(α)
. (3.92)
From here, we conclude that SB0 represents the change of the contribution to the total curvature
from inflaton perturbations to radiation. On the other side, SN0 represents the inflaton’s isocurva-
ture. In fact, in the radiation epoch cos(α) = 0, so SN0 = ζφ = 0 as we expected it. Additionally,
we can define de radiation curvature as:
ζR ≡ R− ζφ = sin2(α)R+ sin(α) cos(α)SB0. (3.93)
In the next section, we will use all these definitions to describe the evolution of perturbations in
different cases.
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4 Analysis and Results
In this section we set ourselves to study a few concrete examples of multi-field models coupled
to radiation. Our analysis will benefit from the covariant formalism offered in the previous two
sections to parametrize the evolution of both, background fields and perturbations. All of the
models that we consider in the next subsections are characterized for having a diagonal metric in
the extended field space:
qAB =
 q(11) 0 00 q(22) 0
0 0 q(33)
 . (4.1)
With this form of the field-metric, we may work with the basis of unit vectors given in Eq. (A.14),
parametrized by the angles α, β and γ. Alternatively, we may work with the basis shown in (A.15)
parametrized by the same angles. Using this parametrization back in Eqs. (3.72)-(3.77), the β-angle
is found to be given by (see Appendix A)
tan(β) =
sin(α)
(
g (θ) +
(
1 + q1
(
1− cos2(α)3
))
cos(α)
)
f (θ) + q2
, (4.2)
where f(θ) and g(θ) are defined in Eqs. (A.17)-(A.18). On the other hand, the parameters q1 and q2
are defined to respect Eq. (B.5). That is, they parametrize the projection of the source J A0 on the
directions NA0 and BA0 respectively. It may be seen that q1 parameterizes the coupling of the two
fields system and radiation, whereas the self-interaction of the two fields system is parameterized
by q2. To continue, the inflationary parameters describing the background dynamics acquire the
form:
ε =
φ′20
2
=
3− V
H2
1 + sin
2(α)
2
, (4.3)
η‖ = 2 + cos2(α)
(
1 +
q1 sin
2(α)
3
)
+ g(θ) cos(α), (4.4)
η⊥ =
√
(f(θ) + q2)
2 + sin2(α)
(
g(θ) +
(
1 + q1
(
1− cos
2(α)
3
))
cos(α)
)2
. (4.5)
In this way, the equations of motion for the background are reduced to:
α′ − sin(α)
(
g (θ) +
(
1 + q1
(
1− cos
2(α)
3
))
cos(α)
)
= 0, (4.6)
θ′ − (f (θ) + q2)
cos(α)
+
√
ε
2
cos(α)
(
cos(θ)∂(2)q(11)√
q(22)q(11)
+
sin(θ)∂(1)q(22)√
q(11)q(22)
)
= 0, (4.7)
β′ − C + (f (θ) + q2) tan(α) = 0. (4.8)
Equation (4.2) comes from VB+JB = 0, hence (4.8) gives us an expression of C. In addition, from
Eq. (B.5) in Appendix B, we deduce:
qN = q2 cos(β) + q1 sin(α) cos(α) sin(β), (4.9)
qB = q2 sin(β)− q1 sin(α) cos(α) cos(β). (4.10)
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In order to solve the perturbative equations, we will need RNT T N , RNT T B and RBT T B. Given that
the field metric is given by (4.1), the only non-zero component of the Riemann tensor is given by:
R(1212) =
q(11)q(22)
2
R, (4.11)
with R the Ricci scalar given by:
R =
1
2q2(11)q
2
(22)
(
−2q(11)q(22)∂(2)∂(2)q(11) − 2q(11)q(22)∂(1)∂(1)q(22) + q(22)
(
∂(2)q(11)
)2
+q(22)
(
∂(1)q(11)
) (
∂(1)q(22)
)
+ q(11)
(
∂(2)q(11)
) (
∂(2)q(22)
)
+ q(11)
(
∂(1)q(22)
)2)
. (4.12)
Then, it follows that
RNT T N =
(
N (1)T (2)T (1)N (2) −N (1)T (2)T (2)N (1) −N (2)T (1)T (1)N (2)
+N (2)T (1)T (2)N (1)
)
R(1212)
= − cos2(α) cos2(β)R
2
, (4.13)
RNT T B =
(
N (1)T (2)T (1)B(2) −N (1)T (2)T (2)B(1) −N (2)T (1)T (1)B(2)
+N (2)T (1)T (2)B(1)
)
R(1212)
= − cos2(α) sin(β) cos(β)R
2
, (4.14)
RBT T B =
(
N (1)T (2)T (1)N (2) −N (1)T (2)T (2)N (1) −N (2)T (1)T (1)N (2)
+N (2)T (1)T (2)N (1)
)
R(1212)
= − cos2(α) sin2(β)R
2
. (4.15)
It is important to recall that the main motivation for developing the covariant formalism in a three-
dimensional field-space is that it provides us well-defined slow-roll parameters ε, η‖, and η⊥ during
inflation as well as the transition from inflation up to radiation-dominated epoch. In addition, we
stress that the present prescription necessarily introduces a coupling between the two-field system
and a radiation fluid, parameterized by q1, making the smooth transition into reheating possible.
On the other hand, q2 parameterizes the self-interaction of the two-field system. Thus, in order
to analyze the consequences of the interaction between the field fluctuations and the thermal bath
(and to simplify our analysis) we will set q2 = 0 from the beginning. As we shall see, the range of
acceptable values for q1 is somewhat restricted. If q1 is too small, the transition from inflation to the
radiation-dominated epoch becomes extremely oscillatory, and the thermalization of the universe
is not efficient. On the other hand, if q1 is too large, radiation will start to be produced too
early during inflation, drastically modifying the usual analytical predictions describing the epoch
at which the fluctuations crossed the horizon (we will come back to this issue later on).
In what follows, we apply the angular parametrization specified by (α, β, θ) and solve the
equations of motion for these angles, given by Eqs. (4.6)-(4.8). In this way, the slow-roll parameters
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ε, η‖, and η⊥ which describe the background evolution may be completely determined. Once the
background evolution of our system is known, we solve the set of Eqs. (3.80)-(3.84) for the variables
R, ΦB, SN , and SB numerically. By imposing the standard Bunch-Davies initial conditions, we
shall evolve these perturbations from the sub-Hubble to the super-Hubble scales, and analyze the
effects of the transition from inflation to the radiation dominated epoch on the evolution of the
large-scale perturbations.
4.1 Product-Exponential (PE) Potential
The first model we consider is the product-exponential (PE) potential. This is a canonical two-field
model with the product separable form:
V (φ1, φ2) = V0 φ
2
1 e
−λφ22 , (4.16)
where V0 sets the energy scale of the potential and is of mass dimension two. Its value sets the
scale of inflation and determines the amplitude of the primordial power spectrum. Inflation takes
place at super-Planckian values for the φ1 field and the exponential factor is very much suppressed,
i.e. λφ22  1. For this model φ1 is identified as the inflaton and φ2 as the sub-dominant field which
sources the isocurvature perturbations. Additionally, the field-space metric is given by Eq. (4.1)
with q(11) = q(22) = 1. This potential was first introduced in [73] to study the generation of
non-Gaussianity.
An interesting feature of this model is that the adiabatic regime is not reached during inflation,
and so the curvature perturbation R and its power spectrum will continue to evolve after inflation
has ended. In addition, the scale dependence of the curvature perturbation is not close to the
maximum likelihood value from current observational data. In particular, at the end of inflation
the spectral index of the curvature perturbations is around nR ' 0.794 [78, 79]. However, the effects
of reheating can not be neglected for this model. Indeed, the coupling of this model to radiation
makes it possible that the adiabatic limit be reached before the end of inflation. In addition, after
reheating the value of nR will be closer to the currently accepted value.
For the dimensionless parameter q1, which parameterizes the coupling of the two-field system
and radiation, we set the value q1 = 3.4. Regarding the choice for the parameter values of the
product exponential potential, firstly we consider λ = 0.03/M2p , which is close to the value used
in Refs. [78, 79]. Now, by regarding that this model may reach the adiabatic limit at the end of
reheating, V0 should be chosen to match the Planck 2015 maximum likelihood value PR ' 2.2×10−9
for the pivot scale k0 = 0.002 Mpc
−1 at that time. As it can be seen, the value V0 = 1.23×10−11M2p
sets the correct normalization of the power spectra at the end of reheating. For the results shown
here, the initial values taken for the scalar fields φ1 and φ2 are 17 Mp and 0.0025 Mp, respectively.
Finally, the initial value for the dimensionless density parameter for radiation is set to 3.46×10−17.
Figure 1 shows the transition from inflation to radiation-dominated epoch. In particular, Figure
1a presents the evolution of the ε slow-roll parameter from the last e-folds of inflation to a late
evolution where ε = 2, consistent with a radiation-dominated universe, after oscillating during a
few e-folds. On the other hand, Figure 1b presents the evolution of η‖ during the last e-folds of
inflation and the beginning of the radiation-dominated epoch. It is interesting to note that η‖ has
an oscillatory behavior with a larger amplitude than ε about the value 2, which is the expected
value that this takes when the universe becomes radiation-dominated. As it is depicted in Figure 1c,
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Figure 1: Transition from inflation to the radiation dominated era, through reheating, at back-
ground level for the product-exponential potential (4.16). Figures a and b show the evolution from
the last stage of inflation to the radiation dominated epoch for the slow-roll parameters ε and η‖,
respectively, which are plotted against the number of e-folds starting from the end of inflation. The
fields φ1 (solid blue line) and φ2 (dashed red line) as function of the number of e-folds from the last
e-folds of inflation to the end of reheating is depicted in Figure c. Figure d shows the evolution of
fractional contributions of the energy density from the inflaton fields (solid blue line) and radiation
(dashed red line).
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the φ1 field oscillates about its minimum and its kinetic energy is transferred to the radiation fluid.
As radiation becomes the dominant component, Hubble damping slows the motion of φ2, which
becomes a constant value. Finally, in Figure 1d, we have plotted the fractional contributions (with
respect to the total energy density) of the energy densities of the inflaton fields (solid blue line)
and radiation (dashed red line). Notice that the value of the fractional contribution of the energy
density from radiation at the end of inflation becomes ΩR ' 0.07, being negligible in comparison
the contribution of the inflaton fields. On the other hand, we also confirm that the universe reheats
properly in this model. We can see that as the model reheats, the proportion of energy density
stored in the fields drops to zero and is converted into radiation. The numerical computation stops
around 3 e-folds of reheating, when ΩR ' 0.994. Then we assume that reheating ends at that time.
Figure 2 shows the evolution of primordial perturbations during inflation as well as during
reheating. In first place, Figures 2a and 2b show the comparison of the power spectra PR (solid
blue line), PSN0 (dashed red line), and PSB0 (dotted green line) at the pivot scale k0 = 0.002 Mpc−1
during inflation and reheating, respectively. At this point we recall that, in the basis
(T A0 ,NA0 ,BA0 ),
SB0 represents the interaction between the inflaton fields and radiation at perturbative level, in
the sense that it interchanges the contribution to the total curvature from one of them to another,
as it can be inferred from Eq. (3.93). In addition, Eq. (3.92) shows that SN0 represents the
isocurvature of the inflaton fields. What is clear from Figure 2a is that, during inflation, the
isocurvature perturbation measured by SN0 has a significantly larger amplitude than the curvature
perturbation R which slowly increases. In particular, when inflation ends, the amplitude of the
isocurvature SN0 becomes 10−8, being one order of magnitude larger than the curvature power
spectra. In addition, an interesting feature produced by the small, but non-vanishing coupling
between the two-field system and the radiation fluid during inflation, is that the scalar spectral
index at the end of inflation becomes nR = 0.974. On the other hand, regarding the power spectra
of the isocurvature SB0, it has a lower value in comparison with the other ones during inflation. In
addition, as it can be seen from Figure 2b, the amplitude of the curvature perturbation remains
almost a constant value after the end of inflation and also presents an oscillatory behavior with
tiny amplitude. This behavior is more clearly shown in Figure 2b, which displays the evolution of
the magnitude of R in comparison to the Bardeen potential ΦB. During reheating, the amplitude
of SN0 also presents oscillatory patterns, staying almost the same value reached at the end of
inflation. Approximately at 2.5 e-folds after inflation ends, the power spectra of SN0 begins to be
suppressed and then, at the end of reheating, the curvature and isocurvature power spectra take
the values 2.2× 10−9 and 3.2× 10−10, respectively. Our results suggest that the adiabatic limit is
only reached at the end of reheating. This is due that φ1 asymptotes to a constant as we approach
to ΩR ' 1, then the trajectory in the field space does not evolve any longer and R approaches to
a constant value. However, the numerical computation needs to be improved in order to go more
e-folds further and obtain a more definitive result.
Regarding the post-inflationary evolution of both the Bardeen potential ΦB and the curvature
perturbation R, Figure 2c shows that at the end of the reheating phase, ΦB ' 0.669R, being in
agreement with the condition ΦB =
2
3R, which holds for a radiation-dominated phase [87]. The
comparison of the scale dependence of the power spectra at the end of reheating is displayed in
Figure 2b for the range 0.1 ≤ k/k0 ≤ 10. This plot illustrate the near scale invariance of the power
spectra. In particular, for the curvature power spectra (solid blue line), the scalar spectral index
becomes nR ' 0.973, which deviates from the maximum likelihood value from Planck 2015.
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Figure 2: Figures 2a and 2b show the comparison of the power spectra PR (solid blue line),
PSN0 (dashed red line), and PSB0 (dotted green line) at the pivot scale k0 = 0.002 Mpc−1 during
inflation and reheating, respectively, for the product exponential potential. In Figure 2c we present
the evolution of the amplitudes of the Bardeen potential ΦB and the total curvature perturbation
during reheating, which also has been plotted as a function of the number of e-folds N . The power
spectrum PR (solid blue line) in terms of the ratio k/k0 at the end of reheating is plotted in Figure
2d.
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Figure 3: Figures 3a and 3b show the evolution of the curvature perturbations (total as solid
blue line, dashed red and dotted green for the fields and fluid contribution, respectively) for the
product exponential potential during inflation and reheating as functions of the number of e-folds,
respectively.
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Alternatively, we may split the total curvature perturbation R as R = ζφ + ζR, where ζφ and
ζR are the individual curvature perturbations of the two-field system and radiation defined on
hypersurfaces orthogonal to comoving world lines, given by Eqs. (3.91) and (3.93), respectively.
The evolution of power spectra of ζφ (dashed red line) and ζR (dotted green line) during inflation
as well as during reheating, in comparison to the power spectra of R (solid blue line), is depicted in
Figure 3. Since we have introduced a coupling between the inflaton fields and radiation fluid from
the beginning of the numerical computation, Figure 3a confirms that during the last 20 e-folds
of inflation, ζφ deviates from R, however the contribution from the radiation fluid to curvature
perturbation may be regarded negligible. Around 0.5 e-folds after the end of inflation, the power
spectra of ζφ and ζR become equal, but shortly after, the power spectra of ζφ begins to increase
with oscillatory behavior and becomes equal to the power spectra of curvature perturbation, i.e.
R ' ζR, and hence the power spectra of ζφ rapidly gets suppressed, as can be seen from Figure 3b.
Our results show that during the first stages of reheating, although the energy stored in the fields
has not been totally transferred to radiation fluid, the main contribution to total curvature comes
from radiation fluid.
We have shown for this model that, at the end of reheating, the curvature perturbation be-
comes almost constant, achieving the adiabatic limit. Additionally, the initial conditions for the
perturbations during radiation-dominated phase are set at the end of reheating phase. Finally, the
tilt of the curvature power spectrum, measured by nR is enhanced during reheating, reaching a
value marginally consistent with the maximum likelihood from current Planck data.
4.2 An Ultra-Light Field (ULF) Coupled to Inflation
As it was mentioned in the introduction, the presence of light scalar field with masses much smaller
than the Hubble expansion rate are known to produce potentially large levels of isocurvature
perturbations, leading to super-Hubble evolution of curvature perturbations and possibly observable
features in the CMB. Motivated by this, in Ref. [50], the authors studied the consequences of
considering the extreme situation in which a non-adiabatic mode is approximately massless, and
its interaction with the curvature perturbation persists during the whole period of inflation, from
horizon crossing until reheating. The authors provided a concrete example in which an ultra-light
field emerges, that appears within a well studied class of models consisting of a multi-field action
with a non-canonical kinetic term [53], typical of supergravity and string theory compactifications.
For this class of models, the field-space metric is given by Eq. (4.1) with q(11) = e
2φ2/R0 and
q(22) = 1, which describes a two-dimensional hyperbolic manifold of curvature −2/R20.
In order to obtain concrete results, the authors studied the dynamics of the system for a
monomial potential of the form:
V (φ1) = V0 (φ1/φ0)
n , (4.17)
where φ0 is the value of the field φ1 at a given reference time t0. For this non-canonical model
with the monomial potential, the authors found that, in order to obtain 60 e-folds of inflation
and a value for the scalar spectral index nR close to the maximum likelihood value from Planck
2015, the power n must satisfy n < 4/5, implying that the potential V must be concave. For the
particular case n = 1/2, it is required that R0 = 2/3 which implies that ns = 0.967. This ensures
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a huge enhancement to the curvature power spectrum at super-horizon scales. Then, the presence
of such a light field implies non-vanishing isocurvature modes and a super-Hubble evolution of the
curvature perturbation R. This makes it really interesting to study the post-inflationary evolution
of this class of model to see how reheating modifies the evolution of the primordial observables.
A first point to note here is that if the power n of the monomial potential is an odd number,
the potential of Eq. (4.17) is not suitable to properly finish inflation. However, by introducing the
modified potential given by:
V1(φ1) = V0
(1 + (φ1
φ˜0
)2)n2
− 1
 , (4.18)
it is possible to address the end of inflation. For this modified potential, φ˜0 denotes the value of
the scalar field φ1 for which the potential changes its concavity. When φ1/φ˜0  1, this potential
behaves as the monomial one and also presents a minimum at φ1 = 0. On the other hand, by
adding an axion-like potential [84]:
V2(φ1) = Λ
4
[
1− cos
(
φ2
f
)]
, (4.19)
characterized by two mass scales f and Λ, with f  Λ, and provided that V0  Λ4, the effects of
this potential on the inflationary dynamics will be sub-dominant comparing to V (φ1), however, as
it will be shown, the new term will be relevant in the post-inflationary dynamics, since the light
field will acquire a small mass term, stabilizing its dynamics at the end of reheating and providing
the suppression of the isocurvature perturbation during reheating. Then, the total potential for
studying the inflationary dynamics together with the transition into reheating, is considered to be:
V = V1 + V2 = V0
(1 + (φ1
φ˜0
)2)n2
− 1
+ Λ4 [1− cos(φ2
f
)]
. (4.20)
In order to model reheating for this potential and determine the possible effects of the coupling
between the inflaton fields and the radiation fluid, parameterized by q1, and the value of the field φ1
for which the concavity of potential changes, in our numerical implementation, we will study three
different cases separately, namely i) q1 = 3.28 and φ˜0 = φ10/50, ii) q1 = 3.28 and φ˜0 = φ10/90,
and finally, iii) q1 = 3.33 and φ˜0 = φ10/50. For all cases to be studied, we use the following set of
values:
n =
1
2
, R0 =
2
3
, V0 = A× 10−11
(
φ˜0
φ10
)n
, (4.21)
Λ = 2× 10−2V 1/40 , f = 0.4Mp, (4.22)
φ10 = 11Mp, φ20 = −0.2R0Mp, (4.23)
where φ10 and φ20 denote the initial field values and A is a dimensionless parameter. These choices
allow us to compare our results with the previous work [50]. In addition, for each case, the A
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parameter must be set in order to give the correct normalization of the curvature power spectra.
Finally, the corresponding initial values for the dimensionless density parameter for radiation ΩR
are set to 9.74× 10−15, 1.21× 10−11, and 1.28× 10−11, respectively.
i) q1 = 3.28 and φ˜0 = φ10/50:
The smooth transition from inflation to the radiation dominated-epoch is depicted in Figure 4.
Particularly, Figure 4a shows the evolution of the ε slow-roll parameter from the last e-folds of
inflation to the radiation dominated-epoch. After oscillating during a few e-folds after the end of
inflation, ε reaches the constant value 2. Interestingly, at around 3 e-folds after inflation ends, ε
decreases and reaches a minimum value, and later it starts to increase and oscillate about 2. On
the other hand, Figure 4b presents the evolution of η‖ during the last e-folds of inflation and the
beginning of the radiation-dominated epoch. As the in previous model, η‖ also has an oscillatory
behavior about the value 2, consistent with a radiation-dominated universe, however the amplitudes
of oscillations of both ε and η‖ during reheating become smaller compared to the previous model.
In addition, there is a feature between 3 and 4 e-folds after the end of inflation. This feature in the
behavior of both ε and η‖ may be explained by studying the evolution of the fields during reheating,
which is depicted in Figure 4c. We observe that both field φ1 (solid blue line) and φ2 (dashed red
line) oscillate about their minimum and the kinetic energy stored in the fields is transferred to the
radiation fluid. As radiation becomes the dominant component, Hubble damping slows down the
motion of φ1 and φ2. In particular, φ1 decays to its minimum before than φ2. This result suggest
that most of the kinetic energy is stored in φ2, then the reheating phase for this case is driven by
φ2. This becomes clearer from Figure 5d, where we have plotted the fractional contributions of
the energy densities of the inflaton fields and radiation. Before decaying at the minimum of its
potential, φ2 reaches a maximum value during its oscillations to later invert its motion and finally
decay. This behavior yields to a suddenly decrease of the amplitude of the oscillating ε and η‖,
and a sudden increase of the fractional contribution of the inflaton field during a short period. The
fractional contribution of radiation at the end of inflation becomes ΩR ' 0.007, then our choice
for the values of parameters ensures that this contribution becomes negligible in comparison to the
contribution of the inflaton fields. We can see that at the moment when φ1 reaches its minimum,
most of the proportion of energy density in the fields comes from φ2 and, as the model reheats, the
proportion of energy density in φ2 drops to zero and is converted into radiation. For this case, the
numerical computation stops around 6 e-folds of reheating, when ΩR ' 0.993 (dashed red line).
Then, we set this time as the end of reheating.
Regarding the dynamics of perturbations, we can see from Figure 5a that, during inflation, the
curvature power spectrum at pivot scale k0 = 0.002 Mpc
−1 (solid blue line) increases monotonically,
whereas the spectrum of the isocurvature perturbation SN0 (red dashed line) is slowly decreasing
and, as inflation ends, it becomes four order of magnitude smaller than the curvature perturbation.
Since we are introducing a coupling between the two-field system and the radiation fluid from the
beginning of the inflationary phase, the choice of parameters for the case q1 = 3.2 and φ˜ = φ10/50
yields a value for the scalar spectral index of nR = 0.974 for the pivot scale at the end of inflation,
which deviates from the value obtained in [50], given by 0.967. An explanation for this discrepancy
may be found in the value we set for φ˜0 = φ10/50. Since that φ˜ represents the value for φ1 at which
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Figure 4: Transition from inflation to the radiation dominated era, through reheating, at back-
ground level for the case (i), corresponding to the potential (4.20). In particular, Figures a and b
show the evolution from the last stage of inflation to the radiation dominated epoch for the slow-roll
parametersε and η‖, respectively, which are plotted against the number of e-folds from the end of
inflation. The fields φ1 (solid blue line) and φ2 (dashed red line) as function of the number of
e-folds from the last e-folds of inflation to the end of reheating is depicted in Figure c. Figure d
shows the evolution of fractional contributions of the energy density from the inflaton fields (solid
blue line) and radiation (dashed red line).
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Figure 5: Figures 5a and 5b show the comparison of the power spectra PR (solid blue line), PSN0
(dashed red line), and PSB0 (dotted green line) at the pivot scale k0 = 0.002 Mpc−1 during inflation
and reheating, respectively, for the case (i). In Figure 5c we present the evolution of the amplitudes
of the Bardeen potential ΦB and the total curvature perturbation during reheating, which also has
been plotted as a function of the number of e-folds N . The power spectra PR (solid blue line), PSN0
(dashed red line), and PSB0 (dotted green line) in terms of the ratio k/k0 at the end of reheating
are plotted in Figure 5d.
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the potential changes its concavity in order to achieve the end of inflation, as φ˜0 is increased, nR
becomes greater than the maximum likelihood of Planck.
Regarding the analysis of post inflationary evolution of super-Hubble fluctuations, we recall
that in the basis
(T A,NA0 ,BA0 ), SB0 gives us an account on how the inflationary fields interact with
radiation. On the other hand, SN0 corresponds to the isocurvature fluctuation. In Figure 5b we
zoom into the evolution through the almost 6 e-folds of reheating. From Figure 5c we can see that
during the initial phase of reheating, the curvature perturbation R presents a small enhancement,
however this feature cannot be seen clearly in Figure 5b. Figure 5c also shows the evolution of the
Bardeen potential ΦB during reheating, and we notice that at the end of reheating, the curvature
perturbation and the Bardeen potential satisfy the relation, ΦB ' 0.655R, being close to the
condition ΦB =
2
3R, which is satisfied during the radiation-dominated phase. Back to Figure 5b,
the isocurvature perturbation SN0 begins to increase, presenting oscillatory patterns, but always
being smaller than the curvature perturbation, which is still evolving. At around 3 e-folds after the
end of inflation, it can be noticed that the isocurvature perturbation SN0 begins to be suppressed
and the curvature perturbation reaches an almost constant value when reheating ends. At this time,
the curvature power spectra has the value 2.28× 10−9, in agreement with Planck normalization of
PR, whereas the isocurvature perturbation SN0 becomes seven orders of magnitude smaller than
the curvature perturbation.
The comparison of the scale dependence of the several power spectra at the end of reheating
is displayed in Figure 5d, for scales within the range 0.1 ≤ k/k0 ≤ 10. This plot illustrates the
near scale invariance of the power spectra. In particular for the curvature power spectra (solid blue
line), the scalar spectral index becomes nR ' 0.989, which is very close to scale invariance. Clearly
this value presents a significant deviation from the maximum likelihood value from Planck 2015.
On the other hand, for all the range 0.1 ≤ k/k0 ≤ 10, the power spectrum of SN0 is about 7 orders
of magnitude smaller than the curvature power spectrum.
Finally, by splitting the total curvature perturbation R as R = ζφ + ζR, as it was done for
the product exponential potential, Figure 6a shows that, during inflation, the main contribution to
total curvature perturbation (solid blue line) comes from the individual curvature of inflaton fields
ζφ (dashed red line), and so its contribution due radiation fluid ζR (dotted green line) becomes
negligible. However, as it can be noticed in Figure 6b, 2 e-folds after inflation ends, ζR rapidly
becomes the main contribution to curvature perturbation whereas the individual curvature of the
inflatonary fields is rapidly suppressed although φ2 has not decayed totally in radiation. This result
confirms our assumption that in order to have a smooth transition from inflation to the radiation-
dominated epoch at background and perturbative level, the effects of radiation production must be
taken into account in the computations.
Then, we conclude that at the end of reheating for this case, the curvature perturbation be-
comes almost constant and the isocurvature mode becomes suppressed, achieving the adiabatic
limit. Additionally, the initial conditions for the perturbations during the radiation-dominated
phase are set at the end of the reheating phase. In addition, the curvature power spectrum is close
to scale invariance, but it deviates from the maximum likelihood from current Planck data.
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Figure 6: Figures 6a and 6b show the evolution of curvature perturbations (total as solid blue line,
dashed red and dotted green for the fields and fluid contribution, respectively) during inflation and
reheating as a function of the number of e-folds, respectively, for the case (i).
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Figure 7: Transition from inflation to the radiation dominated era, through reheating, at back-
ground level for the parameter choice (ii). In particular, Figures a and b show the evolution from
the last stage of inflation to the radiation dominated epoch for the slow-roll parameters ε and η‖,
respectively, which are plotted against the number of e-folds from the end of inflation. The fields
φ1 (solid blue line) and φ2 (dashed red line) as functions of the number of e-folds from the last
e-folds of inflation to the end of reheating is depicted in Figure c. Figure d shows the evolution of
fractional contributions of the energy density from the inflaton fields (solid blue line) and radiation
(dashed red line).
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ii) q1 = 3.28 and φ˜0 = φ10/90:
In order to see the effects of modifying φ˜0 on the dynamics, the second case to be studied corresponds
to q1 = 3.28 and φ˜0 = φ10/90, for which the background evolution from inflation to the radiation-
dominated epoch is displayed in Figure 7. In particular, Figures 7a and 7b show the evolution
of the slow-roll parameters ε and η‖ from the last e-folds of inflation up the radiation-dominated
epoch, respectively. For this case, the behavior of both ε and η‖ is smoother than in the previous
case, without any feature. As we can see, like the previous case φ1 decays before than φ2 does,
and so most of the kinetic energy is stored in φ2. After φ2 reaches the minimum of its potential,
the friction term produces a damping oscillation and finally decays into radiation. Regarding the
behavior of the fractional energy densities, the contribution coming from radiation at the end
of inflation becomes ΩR ' 0.021, which is smaller than the previous case. When the numerical
computation stops, 5.3 e-folds after inflation ends, we find that ΩR ' 0.9991, signaling the end of
reheating.
Figures 8a and 8b show the comparison of the power spectra PR (solid blue line), PSN0 (dashed
red line), and PSB0 (dotted green line) at the pivot scale k0 during inflation and reheating, re-
spectively. From Figure 8a, we observe that the behavior of the power spectra during inflation is
practically indistinguishable from the previous case. However, the crucial difference between both
cases comes from the tilt of the curvature power spectrum and the post inflationary evolution of
R. Regarding the value of the scalar spectral index at the the end of inflation, we found that
nR = 0.966, which is closer than that obtained in [50]. This value for the tilt of the curvature
power spectrum at the end of inflation can be achieved by decreasing the value of φ1 at which the
potential changes its concavity. Figure 8c shows the post-inflationary evolution of the curvature
perturbation R and the Bardeen potential, ΦB, which are plotted against the number of e-folds.
The curvature perturbation is still evolving during the first 2 e-folds after inflation ends, and then
becomes constant. A similar behavior is observed in ΦB, which presents an enhancement during
the first e-fold after the end of inflation, and then becomes constant until the end of reheating
like as R. In particular, at the end of reheating, these satisfy ΦB ' 0.666R, being closer to the
conditions which holds for radiation-dominated universe in comparison to previous case.
Back to Figure 8b, during the initial phases of reheating, the isocurvature SN0 is enhanced
displaying a structure of spikes, but always being smaller than the curvature perturbation. At
around 3 e-folds after inflation ends, it can be noticed that the isocurvature perturbation SN0
reaches a maximum value and, shortly after, it begins to be suppressed and by the end of reheating,
PSN0 becomes five orders of magnitude smaller than PR, whose value is 2.23× 10−9.
The comparison of the scale dependence of the several power spectra at the end of reheating
is displayed in Figure 8d, for scales within the range 0.1 ≤ k/k0 ≤ 10. For the curvature power
spectra (solid blue line), the scalar spectral index now becomes nR ' 0.965, which corresponds to
maximum likelihood value from Planck 2015. For all the scales within the range 0.1 ≤ k/k0 ≤ 10,
the power spectrum of SN0 is about 5 orders of magnitude smaller than the curvature power spectra.
By splitting the total curvature perturbation R as R = ζφ + ζR, Figure 9a shows that, during
inflation, the evolution of R, ζφ, and ζR becomes indistinguishable from the case (i). However,
from Figure 9b, it can be noticed that ζR becomes the main contribution to curvature perturbation
around one e-fold after inflation ends, before than case (i) (see Figure 6b). In a similar way, the
individual curvature of the inflaton fields ζφ is rapidly suppressed although φ2 has not decayed
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Figure 8: Figures 8a and 8b show the comparison of the power spectra PR (solid blue line), PSN0
(dashed red line), and PSB0 (dotted green line) at the pivot scale k0 = 0.002 Mpc−1 during inflation
and reheating, respectively, for the case (ii). In Figure 8c we present the evolution of the amplitudes
of the Bardeen potential ΦB and total curvature perturbation during reheating, which also has been
plotted as a function of the number of e-folds N . The power spectra PR (solid blue line), PSN0
(dashed red line), and PSB0 (dotted green line) in terms of the ratio k/k0 at the end of reheating
are plotted in Figure 8d.
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totally in radiation.
For this case we conclude that, for a value of φ˜0 closer to zero, the curvature perturbation does
not evolve during the initial stages of reheating and the isocurvature mode becomes suppressed,
achieving the adiabatic limit before the previous case. Additionally, the initial conditions for the
perturbations during the radiation-dominated phase are also set at the end of reheating phase.
Moreover, the scale dependence of the curvature power spectrum becomes compatible with maxi-
mum likelihood from current Planck data, since its value is smaller than in the previous case.
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Figure 9: Figures 9a and 9b show the evolution of curvature perturbations (total as solid blue line,
dashed red and dotted green for the fields and fluid contribution, respectively) during inflation and
reheating as a function of the number of e-folds, respectively, for the case (ii).
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Model nR(tend inf) r(tend inf) αR(tend inf) nR(tend rh) r(tend rh) αR(tend rh)
PE 0.974 2.113×10−2 -4.272×10−4 0.973 2.141×10−2 2.116×10−3
ULF (i) 0.974 6.548×10−4 1.680×10−3 0.988 4.524×10−4 2.040×10−3
ULF (ii) 0.964 6.853×10−4 1.637×10−3 0.965 6.717×10−4 1.678×10−3
ULF (iii) 0.978 6.147×10−4 1.622×10−3 0.984 5.243×10−4 1.769×10−3
Table 1: In this table we summarize the values for the scalar spectral index (nR), the tensor-to-
scalar ratio (r), and the running of the scalar spectral index (αR), at the end of inflation (tend inf)
and reheating (tend rh), respectively.
iii) q1 = 3.33 and φ˜0 = φ10/50:
In order to see whether by increasing q1 one modifies the results in comparison to the case (i), we set
q1 = 3.33 and φ˜0 = φ10/50. As it can bee seen from Figure 10, the transition from the last stage of
inflation up to the radiation-dominated epoch at background level is smoother than in case (i). The
reason for this behavior is that, in the present case, there is a stronger dissipation than in case (ii).
Regarding the evolution of the fractional energy densities, the contribution coming from radiation
at the end of inflation becomes ΩR ' 0.052, which is larger than the contribution of radiation
compared to case (i), since q1 = 3.3 leads to a stronger dissipation compared to q1 = 3.28. For
this case, the numerical computation stops around 5.3 e-folds after inflation ends, and ΩR ' 0.999,
signaling the end of reheating.
From Figure 11a, we observe that the behavior of the several power spectra during inflation is
similar to that of case (i), being of the same order at the end of inflation. However, the tilt of the
curvature power spectrum at the end of inflation becomes nR = 0.979, which is smaller than that
of case (i). Then, an enhancement of q1 produces a lowering on the value of the scalar spectral
index at the end of inflation. As it can be noticed from Figure 11c, the curvature perturbation
is stiil evolving during first 2 e-folds of reheating, and then becomes constant up to the end of
reheating. This behavior is due the non-vanishing of the isocurvature mode, which after reaching
a maximum value, displays a structure of spikes of decreasing amplitude, being suppressed until
reheating ends, as it can be noticed from Figure 11b. By the end of reheating, the curvature power
spectrum becomes 2.2× 10−9, in agreement with Planck normalization of PR, being grater by four
orders of magnitude than the isocurvature perturbation SN0. Moreover, at that time the ratio
between R and ΦB becomes 0.665.
Figure 11d displays the comparison of the scale dependence of the power spectrum at the end
of reheating, for the range 0.1 ≤ k/k0 ≤ 10. For the curvature power spectrum (solid blue line), the
scalar spectral index now becomes nR = 0.984, which also deviates from the maximum likelihood
value from Planck 2015 and is slower than in the previous cases. However, it is interesting to
mention that this value becomes smaller than that obtained in case (i) at the end of reheating,
which confirms the fact that, by increasing q1, it produces a smaller tilt of the curvature power
spectrum.
Finally, regarding the evolution of the individual contributions of the total curvature coming
from ζφ and ζR, we find that during and after inflation, we found that their behavior becomes
indistinguishable than in the previous cases (figure not shown).
Table 1 summarizes the corresponding values of the scalar spectral index nR at the end of
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Figure 10: Transition from inflation to the radiation dominated era, through reheating, at back-
ground level for the parameter choice (ii). Figures a and b show the evolution from the last stage
of inflation to the radiation dominated epoch for the slow-roll parameters ε and η‖, respectively,
which are plotted against the number of e-folds from the end of inflation. The fields φ1 (solid blue
line) and φ2 (dashed red line) as function of the number of e-folds from the last e-folds of inflation
to the end of reheating are depicted in Figure c. Figure d shows the evolution of the fractional
contributions of the energy density from the inflaton fields (solid blue line) and radiation (dashed
red line).
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Figure 11: Figures 11a and 11b show the comparison of the power spectra PR (solid blue line),
PSN0 (dashed red line), and PSB0 (dotted green line) at the pivot scale k0 = 0.002 Mpc−1 during
inflation and reheating, respectively, for the case (ii). In Figure 11c we present the evolution of
the amplitudes of the Bardeen potential ΦB and the total curvature perturbation during reheating,
which also has been plotted as a function of the number of e-folds N . The power spectra PR (solid
blue line), PSN0 (dashed red line), and PSB0 (dotted green line) in terms of the ratio k/k0 at the
end of reheating are plotted in Figure 11d.
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inflation as well as at the end of reheating for the PE model and the three cases corresponding to
the ULF model. In addition, we also have included the values of the tensor-to-scalar ratio r and
the running of the scalar spectral index αR both at the end of inflation and reheating.
5 Conclusions
We have studied the evolution of perturbations in two-field models of inflation in which the scalar
fields remain coupled to a radiation fluid. We have payed special emphasis on those cases where
the isocurvature mode remain nearly massless all the way from horizon crossing up to the reheating
phase. To do so, we have introduced a formalism that allows one to treat the radiation fluid as an
effective scalar field. This scalar field can be treated as the third partner of a three-field model,
and so one can treat the perturbation system covariantly, in terms of a three dimensional target
space.
By itself, the third scalar field φ(3) has no physical meaning. On the other hand, the energy
density ρR introduced in Eq. (2.24) does have a well defined meaning. This is in part behind the
power of the method introduced here: One may deal with the full scalar field system, including
the third fictitious scalar, as if it was a closed system. Another advantage of the present approach
is that it allows us to deal with the initial conditions for the perturbations in a simple way, by
imposing the Bunch-Davies conditions for the three scalar perturbations un sub-horizon scales.
We have checked well known results in the literature, and have examined how some observable
quantities, such as the spectral index of the power spectrum of primordial curvature perturbations
may change due to the coupling between the scalar fields and the thermal bath. Such a coupling
enables us to follow the post inflationary evolution, into reheating, for multi-field models having
a non-vanishing amount of isocurvature when inflation ends. For the models examined here, we
found that a non-vanishing coupling between the scalar fields and a radiation fluid (parametrized
by q1) forces the isocurvature modes to decay rapidly as the universe reheats. In general, when the
energy stored in the scalar fields is completely transferred to the radiation fluid we make contact
with the radiation-dominated epoch of the hot big-bang scenario, and the power spectra of the
isocurvature becomes completely negligible in comparison to the power spectrum of curvature. A
more careful analysis of this process should consider the details of how the isocurvature mode
decays into different species.
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A Fields Space.
In a field space with a metric qAB, we know that (T A,NA,BA) make a complete orthogonal basis
and:
qAB = TATB +NANB + BABB (A.1)
and:
DqAB
dt
= 0 → DT
A
dt
T B + T ADT
B
dt
+
DNA
dt
NB +NADN
B
dt
+
DBA
dt
BB + BADB
B
dt
= 0
→ −Hη⊥NAT B −Hη⊥T ANB + DN
A
dt
NB
+NADN
B
dt
+
DBA
dt
BB + BADB
B
dt
= 0. (A.2)
Then:
T BDqAB
dt
= 0 → −Hη⊥NA +NATBDN
B
dt
+ BATBDB
B
dt
= 0, (A.3)
NBDqAB
dt
= 0 → −Hη⊥T A + DN
A
dt
+NANBDN
B
dt
+ BANBDB
B
dt
= 0, (A.4)
BBDqAB
dt
= 0 → NABBDN
B
dt
+
DBA
dt
+ BABBDB
B
dt
= 0, (A.5)
where we used Eq. (2.48). Additionally, from the normalization of NA and BA, we have DNBdt NB =
DBB
dt BB = 0. Then, defining HC = DB
B
dt NB = −DN
B
dt BB, we obtain from these equations:
DNA
dt
= Hη⊥T A −HCBA, (A.6)
DBA
dt
= HCNA. (A.7)
They correspond to Eqs. (2.49) and (2.50) respectively. These vectors contain 9 parameters, but
they are constrained by T ATA = NANA = BABA = 1 and T ANA = T ABA = NABA = 0.
So, just three degrees of freedom will survive. During inflation, radiation must be negligible, so
T (3) = φ
(3)
0
φ0
→ 0, connecting with the two fields case, where T aTa = N aNa = 1 and T aNa = 0,
which means that N (3) = 0. Additionally, from T aBa = N aBa = 0, we obtain B(1) = B(2) = 0.
Therefore, the normalization is reduced to BABA = q(33)
(B(3))2 = 1. To summarize, the initial
conditions are given by:
BA =
 00
± 1√q(33)
 . (A.8)
41
On the other side, we can define another basis (T A,NA0 ,BA0 ), given by:
NA0 ≡ cos(β)NA + sin(β)BA, (A.9)
BA0 ≡ − sin(β)NA + cos(β)BA, (A.10)
where the equations of motion are:
DT A
dt
= −Hη⊥
(
cos(β)NA0 − sin(β)BA0
)
, (A.11)
DNA0
dt
= Hη⊥ cos(β)T A +
(
β˙ −HC
)
BA0 , (A.12)
DBA0
dt
= −Hη⊥ sin(β)T A −
(
β˙ −HC
)
BA0 . (A.13)
In this paper, we will use both bases to study the perturbative components (See Figure 12). Also,
we will study cases where qAB is given by Eq. (4.1). So, we can parameterize our vectors as:
T (1) = 1√
q(11)
cos(θ) cos(α),
T (2) = − 1√
q(22)
sin(θ) cos(α),
T (3) = 1√
q(33)
sin(α),
N (1) = 1√
q(11)
(sin(θ) cos(β) + cos(θ) sin(α) sin(β)) ,
N (2) = 1√
q(22)
(cos(θ) cos(β)− sin(θ) sin(α) sin(β)) ,
N (3) = − 1√
q(33)
cos(α) sin(β),
B(1) = 1√
q(11)
(sin(θ) sin(β)− cos(θ) sin(α) cos(β)) ,
B(2) = 1√
q(22)
(cos(θ) sin(β) + sin(θ) sin(α) cos(β)) ,
B(3) = 1√
q(33)
cos(α) cos(β) (A.14)
and:
N (1)0 =
1√
q(11)
sin(θ) , B(1)0 = −
1√
q(11)
cos(θ) sin(α),
N (2)0 =
1√
q(22)
cos(θ) , B(2)0 =
1√
q(22)
sin(θ) sin(α),
N (3)0 = 0 , B(3)0 =
1√
q(33)
cos(α). (A.15)
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Applying Eq. (A.8) in (A.14), we note that the initial conditions are given by sin(α) = sin(β) = 0.
Actually, α defines the magnitude of radiation density as sin(α) =
√
2ΩR
ε , where we used Eq. (2.24),
ρ0R = 3H
2ΩR and φ˙
2
0 = 2H
2ε. Then, α goes from 0, in the beginning of Inflation, to pi2 in the
Radiation era. On the other side, β is the angle to define the normal plane, such as VB + JB = 0
(See Figure 12). This means:
Figure 12: Representation of the basis vectors in field space. In Black, the tangent vector T A. In
Red, the normal vectors in the standard basis (NA,BA), given by Eq. (A.14). In Blue, the normal
vectors in the zero basis (NA0 ,BA0 ), given by Eq. (A.15). The β angle corresponds to ] NAONA0 .
This angle does not have a physical meaning; it is used to relate different bases. In the standard
basis, β is fixed in order to obtain VB + JB = 0.
tan(β) =
sin(α)
(
g (θ) + 1
H2
√
2ε
(
J0
(1)√
q(11)
cos(θ)− J
0
(2)√
q(22)
sin(θ)
)
+
(
1 + Q
3H3ε sin2(α)
)
cos(α)
)
(
f (θ) + 1
H2
√
2ε
(
J0
(1)√
q(11)
sin(θ) +
J0
(2)√
q(22)
cos(θ)
)) , (A.16)
with Q = J0a φ˙
a
0 and:
f (θ) =
1
H2
√
2ε
(
V(1)√
q(11)
sin(θ) +
V(2)√
q(22)
cos(θ)
)
, (A.17)
g (θ) =
1
H2
√
2ε
(
V(1)√
q(11)
cos(θ)− V(2)√
q(22)
sin(θ)
)
. (A.18)
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Finally, from Eq. (B.5) in Appendix B, we obtain that the β angle is given by:
tan(β) =
sin(α)
(
g (θ) +
(
1 + q1
(
1− cos2(α)3
))
cos(α)
)
f (θ) + q2
, (A.19)
where Q = 2H3εq1 sin
2(α) cos2(α).
B Interaction Analysis.
In this Appendix, we will do a brief analysis about interactions, showing how we obtain the final
expression used in this paper to describe the background and perturbative equations of motion. In
Eq. (2.1), the interaction is given by Lint and, in our prescription where we use a third scalar field
to represent the radiation, it depend on φA. Particulary, we expect that the interaction lagrangian
is a function of φA and ∂µφ
A. Then, the interaction in a background level is given by:
J 0A = −
δ¯Lint(φ0, φ˙0)
δ¯φA0
+
D
dt
(
δLint(φ0, φ˙0)
δφ˙A0
)
, (B.1)
where δ¯
δ¯φA0
represents a covariant variation on the field space and Ddt is the covariant time derivative.
On the other side, we have that:
L˙int(φ0, φ˙0) = φ˙A0
(
δ¯Lint
δ¯φA0
)
+
D
dt
(
φ˙A0
)(δLint
δφ˙A0
)
= −φ˙A0 J 0A +
d
dt
(
φ˙A0
(
δLint
δφ˙A0
))
=
d
dt
(
φ˙A0
(
δLint
δφ˙A0
))
,
→ Lint(φ0, φ˙0) = φ˙A0
(
δLint
δφ˙A0
)
, (B.2)
where we used that φ˙A0 = φ˙0T A and JT ≡ T AJ 0A = 0. A quick analysis of the last expression says
us Lint is a first order expression on φ˙A in a background level. Actually in general, Lint must be
linear on ∂µφ
A to obtain until a first order contribution in the equations of motion.
We can see that the Friedman equations (2.9)-(2.10) do not depend on the interactions. That
is because they take into account the complete system, producing JT = 0. This fact is related to
(B.2). Therefore, the interaction lagrangian and the source can be written in a background level
as:
Lint(φ0, φ˙0) = λ0A(φ0)φ˙A0 , (B.3)
J 0A =
(
DBλ
0
A(φ0)−DAλ0B(φ0)
)
φ˙B0 , (B.4)
where the covariant derivative DA appears because J 0A must be define like a vector in the field
space. Now, Eq. (B.4) means JT = 0, however a more convenient expression to the interaction
source can be defined using Eq. (A.15) from Appendix A. That is:
J A0 = H2
√
2ε
(
q2NA0 − q1 sin(α) cos(α)BA0
)
, (B.5)
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where q1 and q2 are arbitrary and dimensionless functions to represent different contributions from
the interaction. They are related to λ0A(φ0) in a particular but irrelevant way, because the form of
Lint at this moment is not important. For this reason, we will work with q1 and q2. Besides, they
are defined in such a way that J A0 is well-behaved for all values of α. A third degree of freedom of
λ0A(φ0) is apparently irrelevant to the equations of motion. In Appendix C, we will see that it is
necessary to guarantee the equivalence between the radiation fluid and the additional scalar field.
Now, using Eq. (B.5), we can see that Q = 2H3εq1 sin
2(α) cos2(α) and (2.3)-(2.4) are:
Dφ
(1)′
0
dN
+ (3− ε)φ(1)′0 +
V(1)
H2q(11)
= −
√
2ε√
q(11)
(
q2 sin(θ) + q1 sin
2(α) cos(α) cos(θ)
)
, (B.6)
Dφ
(2)′
0
dN
+ (3− ε)φ(2)′0 +
V(2)
H2q(22)
= −
√
2ε√
q(22)
(
q2 cos(θ)− q1 sin2(α) cos(α) sin(θ)
)
, (B.7)
Ω′R + 2 (2− ε) ΩR =
2q1
3
ε sin2(α) cos2(α). (B.8)
From these equations, we know that q1 > 0 is related to decays from inflatons (φ
(1)
0 , φ
(2)
0 ) to radia-
tion (ΩR) and q2 gives us the interaction between φ
(1)
0 and φ
(2)
0 , depending on θ.
On the other side, we need an expression to the perturbative interaction. We do not know
enough about interactions during reheating in this level, but we can obtain a general expression to
understand the behavior of our fields. Previously, we said that Lint must be a first order function
of ∂µφ
A, so the perturbative interaction, (∆JA) = JA −J 0A, must be linear too. Additionally, Lint
can be dependent on the metric, so some perturbative element in Eq. (3.8) must be taken into
account. So, if we use (3.46) and (3.47) to define the invariant component in a way:
(
δφA
)
=
(
δφA
)I − φ˙A0
H
Ψ, (B.9)(
∆J A) = (∆J A)I − 1
H
D
dt
(J A0 )Ψ, (B.10)
and Eqs. (3.35) and (3.38) to reduce the metric contribution, then the most general expression to
the invariant perturbative interaction can be written as:
(∆JA)I = IAB
(
δφB
)I
+ JABD
dt
(
δφB
)I
+KAΦB, (B.11)
with IAB and JAB are respectively symmetric and antisymmetric matrices. In Appendix C, some
components of this parameters are fixed to guarantee that the radiation fluid can be represented
by an additional scalar field. It is proved that the tangent component of Eq. (B.11) is given by
(C.56). Using Eq. (C.27), it is reduced to:
(∆JT )I = η⊥JNR+ φ˙0τN S˙N +
(
J˙N
H
+ CJB + φ˙0
(
τ˙N +H
(
3− 2η‖
)
τN
))SN
+φ˙0τBS˙B +
(
J˙B
H
− CJN + φ˙0
(
τ˙B +H
(
3− 2η‖
)
τB
))SB, (B.12)
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With this result, we can obtain the other components. They are:
(∆JN )I = −φ˙0τN R˙+ φ˙0j0S˙B +
(
J˙N
H
+ CJB + φ˙0 (τ˙N +H (3− 2ε) τN ) +Hφ˙0CτB
)
R
+Hφ˙0ΛNNSN +Hφ˙0
(
ΛNB +
(
ε− η‖
)
j0
)SB +Hφ˙0κNΦB, (B.13)
(∆JB)I = −φ˙0τBR˙ − φ˙0j0S˙N
+
(
J˙B
H
− CJN + φ˙0 (τ˙B +H (3− 2ε) τB) +Hφ˙0 (η⊥j0− CτN )
)
R
+Hφ˙0
(
ΛNB −
(
ε− η‖
)
j0 − η⊥τB
)SN +Hφ˙0ΛBBSB +Hφ˙0κBΦB, (B.14)
where τN , τB and:
j0 =
JNB
H
, ΛNN =
INN
H2
− η⊥τN − Cj0, (B.15)
ΛNB =
INB
H2
, ΛBB =
IBB
H2
− Cj0, (B.16)
κN =
KN
Hφ˙0
, κB =
KB
Hφ˙0
(B.17)
are the perturbative interaction parameters. These expressions will be used to obtain the pertur-
bative equations in Section 3. From Eq. (B.5), we can see that the interaction becomes completely
determinate by two parameters in a background level. They are given by q1 and q2, represented by
JN and JB in Eqs. (B.12)-(B.14). In the perturbative equations (3.65)-(3.67), both parameters do
not appear explicitly, so they are not relevant, however we have additional parameters to represent
the interaction in a perturbative level.
In first place, we have τN and τB as the only not-fixed parameters in Appendix C to represent the
interaction. This means that they are not independent of the other six parameters. Additionally,
they define the perturbative interaction in the tangent component or, in the same way, the effect of
the interaction on the total fluid, affecting directly to the curvature R. Then, the other parameters
represent the internal effect. On one side, we have j0, ΛNN , ΛNB and ΛBB as the interaction
parameters related to the isocurvature components. On the other side, we have κN and κB, related
to a geometric contribution in the interaction. At the beginning, we do not have information about
these parameters, so they are completely arbitrary. For that, we need to know the interaction
lagrangian. Each one of them could give us interesting properties, but in this paper we will fix
them to zero in order to simplify the calculations. We present more details in Section 3.
C Fluid Components.
In this Appendix, we will describe the different components of the total fluid, particulary the per-
turbative contribution, in order to restrict the interaction contribution in our prescription where
the radiation component is represented by an additional scalar field. In first place, we will find a
general expression of density and pressure, and then fix the parameters. Finally, we will connect
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these results with
(
∆JA
)
defined in Appendix B.
The Energy-Momentum tensor is given by:
Tµν =
2√−g
δ
δgµν
(√−gLM) = 2δLM
δgµν
+ gµνLM , (C.1)
where LM is the matter lagrangian. In our case, we have two inflatons and a radiation fluid, given
by Eq. (2.1). However, in this paper, a third scalar field is used to represent the radiation fluid,
moreover we introduce the coupling between inflatons and this additional field at the Lagrangian
level following the procedure of Refs.[85, 86]. This means that the lagrangian and the energy-
momentum tensor must be given respectively by:
LM = −1
2
gµν qˆAB∂µφ
A∂νφ
B − V + Lint, (C.2)
Tµν = qˆAB∂µφ
A∂νφ
B + 2Hˆµν − gµν
(
1
2
gαβqˆAB∂αφ
A∂βφ
B + V − Lint
)
, (C.3)
where qˆAB is a non-perturbative version of qAB and Hˆµν = δLintδgµν . So, using Tµν = (ρ+ p)uµuν +
pgµν , we can deduce the total density, pressure and the 4-velocity from Eq. (C.2). They are:
ρ =
(
2uαuβ + gαβ
)
2
qˆAB∂αφ
A∂βφ
B + V − Lint + 2uαuβHˆαβ, (C.4)
p =
(
2uαuβ − gαβ)
6
qˆAB∂αφ
A∂βφ
B − V + Lint +
2
(
uαuβ + gαβ
)
3
Hˆαβ, (C.5)
uµuν =
qˆAB∂µφ
A∂νφ
B + 2Hˆµν − gµν3
(
uαuβ + gαβ
) (
qˆAB∂αφ
A∂βφ
B + 2Hˆαβ
)
ρ+ p
. (C.6)
From these equations, we can obtain the background components:
ρ0 =
1
2
φ˙20 + V(φ0)− λ0A(φ0)φ˙A0 + 2H00, (C.7)
p0 =
1
2
φ˙20 − V(φ0) + λ0A(φ0)φ˙A0 , (C.8)
where Eq. (B.3) from Appendix B was used to represent Lint in the background approximation and
we will assume that Hˆµν = Hµν + δHµν . These expressions are the components of the total fluid
in the system, so Eqs. (C.7) and (C.8) have to satisfy (2.9)-(2.10), then:
Lint(φ0) ≡ λ0A(φ0)φ˙A0 On−Shell−−−−−−−→ 0, (C.9)
H00 On−Shell−−−−−−−→ 0. (C.10)
Basically, (C.9) means that λ0A(φ0) has two effective degrees of freedom and they are represented
by q1 and q2 in Eq. (B.5) from Appendix B. Additionally, we can use the fluid reference frame
where:
u0µ =
(
1 0 0 0
)
. (C.11)
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In this case, (C.6) says that Hij = Hi0 = H0i = 0. Therefore, the complete condition on Hµν is:
Hµν On−Shell−−−−−−−→ 0. (C.12)
In any case, we will evaluate this condition to the end.
On the other side, we need the perturbative component of the fluid. At the first order, the
interaction lagrangian can be write as:
δLint =
(
δ¯Lint(φ0, φ˙0)
δ¯φA0
)(
δφA
)
+
(
δLint(φ0, φ˙0)
δφ˙A0
)
D
dt
(
δφA
)
+OA(φ0, φ˙0)
(
δφA
)
+ω0A(φ0)
D
dt
(
δφA
)
, (C.13)
where δLint = Lint(φ, ∂µφ)−Lint(φ0, φ˙0) and we used the same variation presented in Eq. (B.1) to
covariantize the expression, and the last two terms are additional contributions in the lagrangian
interaction in a perturbative level, given by OA(φ0, φ˙0) and ω0A(φ0). Using Eq. (B.3) in (C.13), we
obtain:
δLint =
(
φ˙B0
(
DAλ
0
B
)
+OA
) (
δφA
)
+
(
λ0A + ω
0
A
) D
dt
(
δφA
)
. (C.14)
With all these, the perturbative components are given by:
ρ1 =
(
φ˙0A − λ0A − ω0A
) D
dt
(
δφA
)− φ˙20Φ + (VA − φ˙B0 (DAλ0B)−OA) (δφA)
+2δH00 + 4uα0uβ1Hαβ, (C.15)
p1 =
(
φ˙0A + λ
0
A + ω
0
A
) D
dt
(
δφA
)− φ˙20Φ− (VA − φ˙B0 (DAλ0B)−OA) (δφA)
+
2
(
2uα0u
β
1 + δg
αβ
)
3
Hαβ, (C.16)
u1(0) = Φ (C.17)
u1(i) =
(
φ˙0TA∂i
(
δφA
))
+ δH0i
φ˙20 + 2H00
, (C.18)
where we used Eq. (3.9) and qˆAB depends on φ
A. In particular, the expression in (C.18) is
completely inconvenient. u1i is usually used to define the curvature, presented in Eq. (3.34), so
it must be directly related to the tangent component of
(
δφA
)
, without interaction terms. So, we
need the On-Shell condition:
δH0i On−Shell−−−−−−−→ 0. (C.19)
Additionally, we know that Hˆ00 is linear in φ˙A, then δH00 depends on Ddt
(
δφA
)
and
(
δφA
)
. Besides,
any term proportional to Φ in δH00 will be zero when we impose Eqs. (C.9) and (C.12). With all
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these, the fluid components in our prescription using (C.9) and (C.12) are finally given by:
ρ0 =
1
2
φ˙20 + V(φ0), (C.20)
p0 =
1
2
φ˙20 − V(φ0), (C.21)
u0µ =
(
1 0 0 0
)
(C.22)
ρ1 =
(
φ˙0A + χ
0
A − λ0A
) D
dt
(
δφA
)− φ˙20Φ + (VA − φ˙B0 (DAλ0B)− UA) (δφA) , (C.23)
p1 =
(
φ˙0A + ω
0
A + λ
0
A
) D
dt
(
δφA
)− φ˙20Φ− (VA − φ˙B0 (DAλ0B)−OA) (δφA) , (C.24)
u1(0) = Φ (C.25)
u1i ≡ ∂iu1 → u1 =
TA
(
δφA
)
φ˙0
, (C.26)
These expressions give us the more general relation between the scalar fields and the fluid. Now,
we can fix some of these parameters to restrict the fluid components using particular rules. In first
place, we can write Eqs. (C.23)-(C.26) in term of invariant components using (B.9)-(B.10). Now,
Eq. (C.25) is just the Newtonian Potential, obeying Eq. (3.30), and Eq. (C.26) is given by (3.34),
where:
(
δφA
)I
=
φ˙0
H
(RT A + SNNA + SBBA) . (C.27)
On the other side, ρ1 and p1 are respectively given by Eqs. (3.32)-(3.33) with:
ρ1I =
(
φ˙0A + χ
0
A − λ0A
) D
dt
(
δφA
)I
+
VA − φ˙B0 (DAλ0B)− UA −
(
φ˙20 + χ
0
Bφ˙
B
0
)
2H
φ˙0A
(δφA)I
+
(
3Hχ0Aφ˙
A
0 + χ
0
A
(VA + J A0 )+ φ˙A0 UA)(ΦBH − f
)
+ χ0Aφ˙
A
0
(
ΦB + f˙
)
, (C.28)
p1I =
(
φ˙0A + ω
0
A + λ
0
A
) D
dt
(
δφA
)I
−
VA − φ˙B0 (DAλ0B)−OA +
(
φ˙20 + ω
0
Bφ˙
B
0
)
2H
φ˙0A
(δφA)I
+
(
3Hω0Aφ˙
A
0 + ω
0
A
(VA + J A0 )− φ˙A0 OA)(ΦBH − f
)
+ ω0Aφ˙
A
0
(
ΦB + f˙
)
, (C.29)
where f = a2
(
E˙ − Ba
)
and we used the background equations in Section 2.3, Eqs. (3.30), (3.31),
(3.35) and (3.38). f is a non-invariant element, so we need additional conditions on the interactions
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given by:
χ0Aφ˙
A
0 = 0, (C.30)
ω0Aφ˙
A
0 = 0, (C.31)
φ˙A0 UA = −χ0A
(VA + J A0 ) = −χ0NHφ˙0η⊥, (C.32)
φ˙A0 OA = ω0A
(VA + J A0 ) = ω0NHφ˙0η⊥, (C.33)
and Eqs. (C.28)-(C.29) are reduced to:
ρ1I =
(
φ˙0A + χ
0
A − λ0A
) D
dt
(
δφA
)I
+
(
VA − φ˙B0
(
DAλ
0
B
)− UA − φ˙20
2H
φ˙0A
)(
δφA
)I
=
φ˙20
H
R˙ − 3φ˙20R+
(
χ0N − λ0N
)
φ˙0
H
S˙N
+φ˙0
(
2φ˙0η⊥ +
(
χ0N − λ0N
) (
ε− η‖
)− χ0BC − λ˙0N + UNH
)
SN
+
(
χ0B − λ0B
)
φ˙0
H
S˙B + φ˙0
((
χ0B − λ0B
) (
ε− η‖
)
+ χ0NC −
λ˙0B + UB
H
)
SB, (C.34)
p1I =
(
φ˙0A + ω
0
A + λ
0
A
) D
dt
(
δφA
)I −(VA − φ˙B0 (DAλ0B)−OA + φ˙202H φ˙0A
)(
δφA
)I
=
φ˙20
H
R˙+ (3− 2η‖) φ˙20R+ (ω0N + λ0N ) φ˙0H S˙N
+φ˙0
((
ω0N + λ
0
N
) (
ε− η‖
)− ω0BC + λ˙0N +ONH
)
SN
+
(
ω0B + λ
0
B
)
φ˙0
H
S˙B + φ˙0
((
ω0B + λ
0
B
) (
ε− η‖
)
+ ω0NC +
λ˙0B +OB
H
)
SB, (C.35)
where we used the background equations of motion and Eq. (C.27) in the last steps. On the other
side, the perturbative Einstein equations say that p1I satisfy Eq. (3.37), so we need that:
ω0A = −λ0A, (C.36)
OA = −λ0NHη⊥TA −
(
λ˙0N +HCλ
0
B
)
NA −
(
λ˙0B −HCλ0N
)
BA
= −Dλ
0
A
dt
. (C.37)
These conditions satisfy Eqs. (C.31) and (C.33), and we can see from (C.14) that the interaction
lagrangian must be represented by:
Lint(φ, φ˙) = φ˙A0 λ0A(φ0)− J 0A(φ0, φ˙0)
(
δφA
)
+O
(
(δφ)2
)
(C.38)
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and Hˆµν = δLintδgµν gives us a first order contribution, all these in the on-shell approximation. There-
fore, we can rewrite Eqs. (C.34)-(C.35) as:
ρ1I =
(
φ˙0A +HϑA
) D
dt
(
δφA
)I
+
(
VA + J 0A +Hφ˙0τA −
φ˙20
2H
φ˙0A
)(
δφA
)I
=
φ˙20
H
R˙ − 3φ˙20R+ ϑN φ˙0S˙N + φ˙0
(
φ˙0 (2η⊥ + τN ) +H
((
ε− η‖
)
ϑN − CϑB
))SN
+ϑBφ˙0S˙B + φ˙0
(
φ˙0τB +H
((
ε− η‖
)
ϑB + CϑN
))SB, (C.39)
p1I = φ˙0A
D
dt
(
δφA
)I −(VA + J 0A + φ˙202H φ˙0A
)(
δφA
)I
=
φ˙20
H
R˙+ (3− 2η‖) φ˙20R, (C.40)
with:
χ0A = λ
0
A +HϑA, (C.41)
UA = −Dλ
0
A
dt
−Hφ˙0τA, (C.42)
and the remaining parameters of the interaction satisfy:
JT = 0, (C.43)
ϑT = 0, (C.44)
τT =
Hη⊥ϑN
φ˙0
. (C.45)
Finally, we need to verify that Eqs. (C.23)-(C.26) obey the perturbative equation of motion of a
fluid. From [81], we know that it is given by:
ρ˙1 + 3H
(
ρ1 + p1
)
+
∂2
a2
q1 − (ρ0 + p0)(3Ψ˙− ∂2(E˙ − B
a
))
= 0, (C.46)
where q1 = −(ρ0 +p0)u1. Besides, from Eqs. (C.23)-(C.26) and considering (C.36)-(C.42), we have:(
φ˙0A +HϑA
) D
dt
(
δφA
)
= ρ1 + φ˙20Φ−
(
VA + J 0A +Hφ˙0τA
) (
δφA
)
,(
2
(VA + J 0A)+Hφ˙0τA) (δφA) = ρ1 − p1 −HϑADdt (δφA) ,
φ˙A0
(
δφA
)
= −q1. (C.47)
Now, in this paper is proposed that the perturbative equation of the scalar fields in our formalism
is given by Eq. (3.45). If we Project it on
(
φ˙0A +HϑA
)
, we obtain:
ρ˙1 + 3H
(
ρ1 + p1
)
+
∂2
a2
q1 − φ˙20
(
3Ψ˙− ∂2
(
E˙ − B
a
))
+
(
φ˙A0 +Hϑ
A
)
(∆JA)
−∂
2
a2
HϑA
(
δφA
)
+ 2HϑA
(VA + J 0A)Φ−H (DϑAdt −HεϑA + φ˙0τA
)
D
dt
(
δφA
)
−
(
D
dt
(
J 0A +Hφ˙0τA
)
+ 3H2φ˙0τA −HϑB
(
VAB − φ˙20RAT T B
))(
δφA
)
= 0. (C.48)
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This means that Eqs. (3.45) and (C.46) are equivalent if:(
φ˙A0 +Hϑ
A
)
(∆JA)I = ∂
2
a2
HϑA
(
δφA
)I
+H
(
DϑA
dt
−HεϑA + φ˙0τA
)
D
dt
(
δφA
)I
(C.49)
+
(
D
dt
(J 0A)+Hφ˙0Ddt (τA) +H2φ˙0 (3− ε− η‖) τA
−HϑB
(
VAB − φ˙20RAT T B +
φ˙0A
(VB + J 0B)
H
))(
δφA
)I
,
where we used (3.30), (3.31), (3.35), (3.38) and (B.9). From Eq. (B.11) in Appendix B, we know
that (C.49) implies:(
φ˙B0 +Hϑ
B
)
IBA = HϑA∂
2
a2
+
D
dt
(J 0A)+Hφ˙0Ddt (τA) +H2φ˙0 (3− ε− η‖) τA
−HϑB
(
VAB − φ˙20RAT T B +
φ˙0A
(VB + J 0B)
H
)
, (C.50)
(
φ˙B0 +Hϑ
B
)
JBA = H
(
DϑA
dt
−HεϑA + φ˙0τA
)
, (C.51)(
φ˙B0 +Hϑ
B
)
KB = 0. (C.52)
In this paper, we will discard the Laplacian term in Eq. (C.50), because we do not expect that
second order terms appear in the interaction contributions, however could be considered in a future
work. Taking all these into consideration, we will use ϑA = 0, so:
IT A = 1
φ˙0
D
dt
(J 0A)+HDdt (τA) +H2 (3− ε− η‖) τA, (C.53)
JT A = HτA, (C.54)
KT = 0, (C.55)
and:
(∆JT )I = HτAD
dt
(
δφA
)I
+
(
1
φ˙0
D
dt
(J 0A)+HDdt (τA) +H2 (3− ε− η‖) τA
)(
δφA
)I
, (C.56)
with JT = 0 and τT = 0. The final expression of (∆JT )I and the other components of perturbative
interaction used in this paper are presented in Eqs. (B.12)-(B.14) from Appendix B. Finally, in
relation to the fluid components, they are given by:
ρ0 =
1
2
φ˙20 + V, p0 =
1
2
φ˙20 − V, (C.57)
ρ1I =
φ˙20
H
R˙ − 3φ˙20R+ φ˙20 (2η⊥ + τN )SN + φ˙20τBSB, (C.58)
p1I =
φ˙20
H
R˙+ (3− 2η‖) φ˙20R. (C.59)
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This final result prove that a system with two inflatons and a radiation fluid can be represented
by our prescription with three scalar fields, where the perturbative Klein-Gordon equation is given
by Eq. (3.45), and the interaction for the total fluid is given by τN and τB. In fact, if we use
Eqs. (C.58)-(C.59) in (C.46), we obtain (3.65). Besides, (C.58) is used to obtain (3.63) from (3.36)
to complete the perturbative system equations.
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