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 2 
Abstract 23 
Cyclone clusters are a frequent synoptic feature in the Euro-Atlantic area. Recent studies have 24 
shown that serial clustering of cyclones generally occurs on both flanks and downstream 25 
regions of the North Atlantic storm track, while cyclones tend to occur more regulary on the 26 
eastern side of the North Atlantic basin near Newfoundland. This study explores the 27 
sensitivity of serial clustering to the choice of cyclone tracking method using cyclone track 28 
data from 15 methods derived from ERA-Interim data (1979-2010). Clustering is estimated by 29 
the dispersion (ratio of variance to mean) of winter (DJF) cyclones passages near each grid 30 
point over the Euro-Atlantic area. The mean number of cyclone counts and their variance are 31 
compared between methods, revealing considerable differences, particularly for the latter. 32 
Results show that all different tracking methods qualitatively capture similar large-scale 33 
spatial patterns of underdispersion / overdispersion over the study region. The quantitative 34 
differences can primarily be attributed to the differences in the variance of cyclone counts 35 
between the methods. Nevertheless, overdispersion is statistically significant for almost all 36 
methods over parts of the Eastern North Atlantic and Western Europe, and is therefore 37 
considered as a robust feature. The influence of the North Atlantic Oscillation on cyclone 38 
clustering displays a similar pattern for all tracking methods, with one maximum near Iceland 39 
and another between the Azores and Iberia. The differences in variance between methods are 40 
not related with different sensitivities to the NAO, which can account to over 50% of the 41 
clustering in some regions. We conclude that the general features of underdispersion / 42 
overdispersion of extra-tropical cyclones over the North Atlantic and Western Europe is 43 
robust to the choice of tracking method. The same is true for the influence of the North 44 
Atlantic Oscillation on cyclone dispersion.  45 
Keywords: Poisson process; extra-tropical cyclones, clustering, dispersion statistics, North 46 
Atlantic, Europe, IMILAST, reanalysis. 47 
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1. Introduction 48 
Extra-tropical cyclones over the North Atlantic play a key role in determining the weather and 49 
climate of Western Europe. Cyclones have a tendency to serially cluster close to Europe 50 
(Mailer et al., 2006), particularly extreme ones (Vitolo et al., 2009; Pinto et al., 2013), which 51 
can lead to severe socio-economic impacts and cumulative losses. A recent example is the 52 
unusually large number of storms that affected the British Isles during the winter of 2013/2014 53 
(Matthews et al., 2014).  The winter of 2013/2014 was characterized by exceptionally wet and 54 
windy conditions in this region, and the resulting wind damage and widespread coastal and 55 
inland flooding had a considerable impact on infrastructure and transportation (Huntingford et 56 
al., 2014). Such stormy winters are characterized by the frequent occurrence of cyclone 57 
families (Bjerknes and Solberg, 1922).  58 
Pinto et al. (2014) recently provided evidence that the occurrence of cyclone clusters is 59 
governed by a persistent, zonally orientated and extended eddy-driven polar jet stream over 60 
the Eastern North Atlantic and Western Europe, which drives the North Atlantic cyclones 61 
towards the British Isles and sometimes further into Central Europe. The maintenance of these 62 
large-scale conditions is supported by two-sided Rossby wave breaking over the North 63 
Atlantic (Hanley and Caballero, 2012; Gómara et al, 2014; Messori and Caballero, 2015). 64 
Pinto et al. (2014) demonstrated for four selected stormy periods 1990, 1993, 1999 and 2007, 65 
that secondary cyclogenesis (new storms develop on the trailing fronts of previous storms, cf. 66 
Parker, 1998) further contributes to the occurrence of cyclones clusters arriving into Western 67 
Europe in rapid succession. 68 
If cyclone occurrences at a certain area were completely random, then they can be statistically 69 
modelled as Poisson (point) process. Deviations from a Poisson process can indicate whether 70 
cyclones occur either in a more clustered (cyclones occur in groups) or a more regular way 71 
(time between occurrences almost constant). Thus, implementing Poisson models to cyclone 72 
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count data can be used as a way of quantifying the amount of clustering/regularity (e.g., 73 
Mailier et al., 2006; Vitolo et al., 2009; Pinto et al., 2013; Blender et al., 2015; Economou et 74 
al., 2015). The common result from these publications is that cyclone clustering 75 
(overdispersion) occurs on both flanks and downstream of the North Atlantic storm track 76 
(Mailier et al., 2006, their Fig. 6), while regularity (underdispersion) is found near the core of 77 
the storm track by Newfoundland. This pattern is a robust feature in different reanalysis 78 
datasets (Pinto et al., 2013, their Fig. 3). Global circulation models also broadly capture this 79 
spatial pattern of overdispersion / underdispersion over the North Atlantic and Western 80 
Europe (Economou et al., 2015, their Fig. 2).  81 
Previous studies (Mailier et al., 2006; Vitolo et al., 2009) have shown that large-scale 82 
atmospheric modes of variability such as the North Atlantic Oscillation (NAO, e.g. Hurrell et 83 
al., 2003) have a strong influence on cyclone clustering. The NAO is the dominant large-scale 84 
atmospheric pattern over the North Atlantic and Western Europe. The NAO has two centers of 85 
action, the Azores high and the Icelandic low, and its index is a proxy for the strength of the 86 
westerlies over the Northeast Atlantic. Thus, the NAO largely determines the weather 87 
conditions over this area, particularly in wintertime. The NAO varies on time scales ranging 88 
from days to centuries, but with dominant interdecadal to decadal time scales (Pinto and 89 
Raible, 2012). Cyclone tracks are shifted northward and extended downstream in positive 90 
NAO phases, while they are shorter and shifted southward in negative NAO phases (e.g., 91 
Pinto et al., 2009). Furthermore, the NAO and other large-scale modes affect both the 92 
frequency and intensity of extratropical cyclones over the North Atlantic (Hunter et al., 2016). 93 
The existence of clustering has been associated with NAO variability (e.g. Mailier et al., 94 
2006), as a prolonged time period with a dominant NAO phase will tend to direct cyclones 95 
over the North Atlantic towards a specific area (Pinto et al., 2009), thus enhancing (reducing) 96 
the number of cyclone counts in that specific area (other areas). Simple models have been 97 
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developed to analyse the relationship between NAO and cyclone activity, revealing that a 98 
considerable part of the clustering is related to NAO variability (e.g. Mailier et al., 2006; 99 
Vitolo et al., 2009; Economou et al., 2015). This is true for both reanalysis datasets and global 100 
climate models. 101 
Publications quantifying cyclone clustering over the North Atlantic have used single cyclone 102 
tracking methods, either Hodges (1994), Murray and Simmonds (1991) or Blender et al. 103 
(1997). As noted by Neu (2013), there is no single scientific definition of what an extratropical 104 
cyclone is, and thus no consensus on the best atmospheric variable to use, leading to different 105 
approaches for identifying and tracking cyclones. As a consequence, cyclone statistics and 106 
characteristics differ depending on the cyclone tracking method and/or the key variable used 107 
(e.g., Hoskins and Hodges, 2002; Raible et al., 2008; Rudeva et al., 2014). One of the 108 
objectives of the Intercomparison of Mid-Latitude Storm Diagnostics (IMILAST) project is to 109 
understand which cyclone statistics are robust to the choice of tracking algorithm (Neu et al., 110 
2013). Such an assessment is necessary to be able to provide objective information to 111 
stakeholders regarding cyclone activity in general and windstorms in particular (Hewson and 112 
Neu, 2015).  113 
The present manuscript is a contribution to the IMILAST project.  The main question explored 114 
in this study is how robust the general features of underdispersion / overdispersion over the 115 
study area are to the choice of cyclone tracking method. With this aim, we perform for the first 116 
time a multi-tracking approach analysis of clustering over the North Atlantic and Europe. The 117 
second aim is to evaluate how the NAO influence on cyclone clustering depends on the choice 118 
of tracking method. Section 2 describes the datasets and methodologies used. The 119 
quantification of cyclone passages is explained in section 3, together with a description of 120 
mean and variance of counts. Section 4 presents the clustering as identified for all the 15 121 
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methods and investigates spread between methods. Section 5 quantifies the links between 122 
clustering and the NAO variability. A short conclusion follows. 123 
 124 
2. Data and Methods 125 
The IMILAST project cyclone track dataset 126 
One of the main objectives of the IMILAST project is to document and understand the 127 
sensitivity of the representation of cyclone activity and extreme windstorms in reanalysis 128 
datasets and global climate model simulations to the choice of cyclones tracking method. In 129 
particular, the IMILAST team has been evaluating which cyclone features are largely 130 
independent of the tracking method used (and hence can be regarded as robust), and which 131 
features differ between tracking methods. In a first analysis, Neu et al. (2013) concluded that 132 
differences between methods are typically small for long-lived, transient, deep, intense lows 133 
over large oceanic basins. This is not unexpected, as extremes associated with extratropical 134 
cyclones (e.g., minimum sea level pressure, vorticity, peak winds) are strongly inter-related 135 
(Economou et al., 2014). On the other hand, considerable discrepancies between tracking 136 
methods are found for short-lived, shallow, and slow moving systems, particularly over areas 137 
like the Mediterranean or over the continents (Neu et al., 2013; Lionello et al., 2016). More 138 
details on the inter-comparison strategy, general results and proposed future directions of 139 
research are discussed in Hewson and Neu (2015). 140 
The cyclone track database from the IMILAST project is used here to estimate the dispersion 141 
of cyclone counts over the North Atlantic and Europe. The cyclone tracks were derived with 142 
multiple cyclone tracking methods (see Neu et al., their Table 1) based on European Centre for 143 
Medium-Range Weather Forecasts (ECMWF) Interim Reanalysis (ERA-Interim; Dee et al., 144 
2011). The horizontal resolution of the dataset is T255 (approximately 0.75°x0.75° latitude / 145 
longitude), with 60 vertical levels from surface up to 0.1 hPa. The data was interpolated to 146 
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1.5°x1.5° and made available to all IMILAST participants. The investigation period is 147 
December 1979 to February 2010 (at 6-hourly resolution), and only winter months are 148 
analysed (December, January, February: DJF). Here, we consider results from 14 tracking 149 
methods from the IMILAST project (cf. Table 1, M02-M22). Additionally, we considered also 150 
cyclone tracks derived with the Hodges tracking method (Hodges, 1994, 1999; Hodges et al., 151 
2011, HOD) for the same time period and set up as the IMILAST tracking data. Tracks over 152 
high orography (>1500 m) are not considered (e.g. Greenland, Atlas Mountains) and such 153 
areas are disregarded in this study. All tracks have a lifetime of at least 24 hours (five time 154 
frames). For specific details on the individual methods see references inserted in Table 1. 155 
Comparisons between the tracking methods are presented in e.g., Raible et al. (2008), Neu et 156 
al. (2013), Rudeva et al. (2014) and Lionello et al. (2016). Several case studies are discussed 157 
in Hewson and Neu (2015), including comparisons to observations. The colors of the method 158 
in Figures 1 and 5 correspond to the type of method (cf. Table 1): Green colours for 850 hPa 159 
vorticity (M07, M18, M21, HOD), grey for 850 hPa geopotential height minimum contour 160 
(M14), orange/brown for mean sea level (MSLP) minimum (M12, M15, M16, M20), red for 161 
MSLP gradient or minimum contour (M06, M08, M22), and blue for Laplacian of MSLP 162 
(M02, M09, M10). 163 
 164 
Quantification of clustering 165 
The occurrence of random events in time can be represented by the homogeneous Poisson 166 
process (Cox and Isham, 1980). If the events (cyclones) arise with a rate of occurrence λ, then 167 
the number of events y in a time interval T is Poisson distributed (random), with mean (?̅?) and 168 
sample variance (s𝑦
2) both equal to λT, and thus s𝑦
2 / ?̅? = 1. Deviations from the Poisson 169 
process indicate a non-random arrival of cyclones over time, in the sense that events 170 
systematically occur in a more clustered (in groups) or a more regular way (equal spacing in 171 
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time; cf. Fig. S1). These deviations from the Poisson process can be used to assess the degree 172 
of clustering, and following Mailier et al. (2006), we use the dispersion statistic: 173 
 𝜙 =
s𝑦
2
?̅?
− 1.          (1) 174 
A Poisson process (s𝑦
2 = ?̅?) with a constant rate of occurrence λ implies 𝜙 = 0. Positive 175 
values of 𝜙indicate clustering (overdispersion; s𝑦
2 > ?̅?), and negative values of 𝜙 indicate 176 
regularity (underdispersion; s𝑦
2 < ?̅?; cf. Fig. S1). Following Pinto et al. (2013), events are 177 
defined as cyclone tracks intercepting a radius of influence around a certain grid point. An 178 
identification radius of 700 km was selected based on considerations related to cyclone sizes 179 
and potential impacts, so the rate is the number of cyclones that pass through this region with 180 
an area of 𝜋 ∙ 700km² (see Pinto et al., 2013 for more details). When a cyclone track intercepts 181 
the circle for a selected grid point, the time corresponding to the nearest position to the circle 182 
center is counted (cf. Fig. 1a for an example). In this way, time series are obtained for each 183 
method (Fig. 1b). This approach is applied at each location (grid point) and was recently used 184 
to estimate clustering of cyclones simulated by CMIP5 global climate models (Economou et 185 
al., 2015). For each winter (DJF), cyclone counts (𝑦𝑖) are computed for the period 1979/80-186 
2009/10 to produce a time-series of counts {𝑦1, 𝑦2, … , 𝑦𝑛} at each grid point, where n is the 187 
number of winters. 188 
 189 
Relationship with the North Atlantic Oscillation 190 
As explained in Economou et al. (2015), overdispersioncan be approximated by 191 
𝜙′ = 4(𝑠√𝑦)
2
-1.          (2) 192 
where (𝑠√𝑦)
2
 is the sample variance of √𝑦, and thus 193 
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(𝑠√𝑦)
2
=
1
𝑛
∙ ∑ (√𝑦𝑖 − √𝑦
̅̅ ̅̅ )
2
= ?̅?𝑛𝑖=1 − (√𝑦
̅̅ ̅̅ )
2
.      (3) 194 
The square root transformation stabilizes the variance, i.e. removes the dependence between 195 
mean and variance. Economou et al. (2015) showed that this also allows a regression of √𝑦 on 196 
the NAO, in order to quantify the possible influence of the NAO on dispersion: 197 
√𝑦 = 𝛼 + 𝛽𝑥 + 𝜀;     𝜀~𝑁(0, 𝜎2)       (4) 198 
where 𝑥 is the seasonal mean of NAO. Parameters 𝛼 and 𝛽 are estimated from the data, and 199 
represent the intercept and slope parameters of the assumed linear relationship between √𝑦 200 
and the NAO. The term 𝜀 represents the error about the straight line, and is assumed to follow 201 
a Normal distribution with variance 𝜎2, which is also estimated from the data. To investigate 202 
whether the assumption that NAO is linearly related to √𝑦 holds across all methods, we have 203 
additionally implemented an extended regression assuming a quadratic relationship: 204 
√𝑦 = 𝛼 + 𝛽𝑥 + 𝛾𝑥2 + 𝜀;     𝜀~𝑁(0, 𝜎2)      (5) 205 
The estimated linear and quadratic relationships for two exemplary grid points near the Azores 206 
and Iceland are shown in Figures S2 and S3. In general, these plots indicate that there is no 207 
real difference between the linear and quadratic fits, so that the linear fit is retained. The NAO 208 
index is calculated following the methodology by Barnston and Livezey (1987), which is 209 
based on Rotated Principal Component Analysis. The monthly time series for December, 210 
January and February were provided by the Climate Prediction Center from the National 211 
Oceanic and Atmospheric Administration and averaged for each winter (DJF).  212 
Using equation (4), it can be shown that 213 
𝜙′ = 4(𝑠√𝑦)
2
− 1 = 4𝛽2(𝑠𝑥)
2 + 4σ2 − 1      (6) 214 
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where (𝑠𝑥)
2 is the sample variance of the NAO-index x. This allows to diagnose how much of 215 
the underdispersion can attributed to modulation of counts by NAO (the parameter 𝛽). 216 
 217 
3. Quantification of cyclone passages on a grid point basis 218 
Time series of cyclone counts for all 15 methods are first analysed at each grid point. As an 219 
example, we consider the grid point 55°N, 5°W centered over the British Isles and cyclone 220 
counts for January 2007 (Fig. 1), a period characterized by a large number of storms over this 221 
area (Pinto et al., 2014). The corresponding 700 km identification radius is shown in Fig. 1b.  222 
The cyclone passages within this area are indicated in the time line (Fig. 1a) and show some 223 
similarities but also differences for the individual methods: for example, the number of 224 
identified cyclones for this grid point and month ranges from 5 (M22) to 25 (M18). On the 225 
other hand, the main cyclones passing through this area (9, 10, 12, 13, 15, 18 and 20 January; 226 
cf. Pinto et al., 2014; their Figure 3) are captured by most methods. Fig. 1b shows the 227 
individual tracks for all methods for the cyclone passing on 13 January (named storm “Hanno” 228 
by the Free University of Berlin). The tracks show generally a good agreement for all methods 229 
in the main development phase, when all tracks are found within a corridor of a few 100 230 
kilometers. Small differences between the tracks at this development stage are typical, given 231 
that the methods use different key variables for tracking: for example, the MLSP minima and 232 
850 hPa vorticity maxima do not exactly overlap in an extra-tropical cyclone (e.g. Pinto et al., 233 
2005; their Figure 1), with the vorticity maxima (e.g., M07, M18, HOD) typically being 234 
located south of the former (e.g. M02, M06). Less agreement is found at the beginning 235 
(different starting points) and particularly at the end of the cyclone tracks, which show 236 
diverging trajectories over Eastern Europe: while most methods show a zonal track towards 237 
southern Finland and further into Northern Russia, some of the vorticity methods (green) show 238 
 11 
a track towards the Caspian Sea. Similar results have been found in previous case studies 239 
analysed in the IMILAST project (Neu et al., 2013; their Figs 4 and 5). 240 
Following this methodology, time series of cyclone counts are derived for each grid-point in 241 
the domain 30°N – 70°N and 80°W – 20°E and for the whole study period (winters 1979/80 to 242 
2009/10). The mean of counts ?̅? and their variance (𝑠𝑦)
2, the two components needed to 243 
estimate  are displayed in Figures 2 and 3 for all 15 cyclone tracking methods. The number 244 
of tracks passing through a certain area (?̅?; Figure 2) is comparable to a cyclone track density 245 
field, and depict higher magnitudes in areas with many transient cyclones. This is unlike 246 
cyclone count statistics, in which cyclones can be counted multiple times in the same location 247 
(cf. Pinto et al., 2005). Therefore, some intrinsic differences are found between Figure 2 and 248 
Figure 1 from Neu et al. (2013), which shows cyclone count statistics. This reveals a larger 249 
discrepancy between the algorithms compared to Neu et al. (2013), e.g. there is no common 250 
peak south of Greenland for all methods (Figure 2).  251 
Differences between tracking methods are identified both in terms of total numbers, position 252 
of the North Atlantic storm track and regional aspects such as Mediterranean cyclones: For 253 
example, methods M14, M21 and M22 show generally small cyclone numbers and relatively 254 
weak activity over the Mediterranean Basin (Figure 2). This is not the case for other methods 255 
such as M02, M06, M15 and M20.  However, the general spatial pattern in mean counts over 256 
the North Atlantic storm track qualitatively agrees between methods. Some of the spatial 257 
differences between methods can be explained by the choice of variable used in the tracking. 258 
For example, cyclone tracks based on 850 hPa vorticity (VORT) are typically displaced 259 
southwards to cyclone tracks derived from MSLP pressure minimum (cp. M15 and M18). 260 
Systematic discrepancies between the various cyclone track algorithms also play a role for the 261 
identified differences. See also Neu et al. (2013) for more details. Specific differences within 262 
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the Mediterranean Basin are discussed in Lionello et al. (2016) and will not be further 263 
analysed here. 264 
The variance of counts (𝑠𝑦)
2 shows more diverse results (Figure 3). Spatial patterns typically 265 
display a maximum of activity south of Greenland, which often extends towards Northern 266 
Europe. However, the relative maximum over Western / Central Europe is not found for some 267 
methods (e.g. M16, M21), or is displaced in others (M06, M18) to around 50°N–55°N over 268 
the Eastern North Atlantic. While this relative maximum is also found for other methods (e.g. 269 
M02, M15) it is not the dominant feature. In terms of numbers, the differences in (𝑠𝑦)
2 270 
between methods are even larger than for ?̅?, with values differing by an order of magnitude in 271 
some areas, e.g. south of Greenland.  272 
 273 
4. Quantification of clustering 274 
The estimates of 𝜙 for the different methods are shown in Figure 4. The general spatial pattern 275 
qualitatively agrees between tracking methods, e.g. an area of 𝜙<0 identified over the western 276 
North Atlantic (regularity or underdispersion; blue colours), while 𝜙>0 (clustering or 277 
overdispersion; red colours) is found on northern and southern flanks and the downstream 278 
region of the North Atlantic storm track (cp. Mailier et al., 2006; Pinto et al., 2013). 279 
Considering the whole study area, overdispersion (red) tends to dominate for some methods 280 
(e.g., M15, M20), while underdispersion (blue) dominates for others (e.g., M21, M22). 281 
However, most methods show a balance between the two features (e.g. M02, M06, M18), in 282 
line with previous works (Mailier et al., 2006; Pinto et al., 2013). While all methods show 283 
overdispersion over Western Europe, the magnitude of 𝜙 clearly differs between methods. For 284 
the example grid point 55°N, 5°W, 𝜙 is positive for all methods (clustering), but ranges from 285 
0.27 (M21) to 4.73 (M20). Differences appear to be dominated primarily by the variance of 286 
winter counts (cf. Figure 3).  287 
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To provide further insight into the differences between methods, we analyse in detail the 288 
relations between ?̅? and (𝑠𝑦)
2 for 55°N, 5°W. In Figure 5, the mean is plotted against the 289 
variance, and the lines corresponding to 𝜙 =0, 1, 2, 3, 4, and 5 are shown for orientation. Half 290 
of the methods are found in the range between 𝜙 =0.86 and 1.32, and four methods around 2.0 291 
(M07, M08, M09, M14). Methods M15, M20 and M21 are outliers: the two former methods 292 
(both based on MSLP) display a much higher (𝑠𝑦)
2 compared to ?̅?, while for the latter (𝑠𝑦)
2 293 
and ?̅? are small and roughly equal. The statistical significance bounds for the Poisson 294 
distribution (𝜙 =0) is estimated using parametric bootstrapping: 10000 time series of 30 295 
counts are generated for each mean value (1-55) assuming a Poisson distribution. For each 296 
mean value, the empirical 95% quantile of those 10000 variance values is used to construct a 297 
95% confidence interval (gray area around 𝜙 =0 in Figure 5). This implies that dispersion 298 
values for all but two methods (M21, HOD) significantly deviate from Poisson. Similar results 299 
are found for other grid points over the Eastern North Atlantic and Western Europe (not 300 
shown), revealing the robustness of overdispersion of cyclone counts for this area.  301 
The range of the horizontal axis (in Figure 5), which shows the mean, is much smaller than the 302 
range of the vertical axis, which shows the variance. This indicates that differences in (𝑠𝑦)
2 303 
are the primary driver behind the differences in 𝜙. For example, ?̅? is actually quite similar for 304 
M20 and M21 (20.9 and 18.5, respectively), while (𝑠𝑦)
2 and thus 𝜙 are very different. On the 305 
other hand, the consistency of results between M02 and M10 is noteworthy: these approaches 306 
basically use the same tracking method with different parameters, and provide very similar 307 
values of 𝜙 (1.21 and 1.32) despite the differences in ?̅?. Methods displaying underdispersion 308 
over most of the study area (e.g., M21, M22) typically have a small number of cyclone counts 309 
(cf. Fig. 2), but the dominant factor for the differences in 𝜙 remains (𝑠𝑦)
2. It is noteworthy 310 
that the two methods with the highest 𝜙  values (M15, M20) are MSLP minimum methods 311 
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(orange/brown). However, other MSLP minimum methods (M12, M16) show values closer to 312 
the other approaches. It is therefore difficult to associate the diversity of 𝜙 results with 313 
particular features of tracking methods. This result is consistent with the conclusions of Neu et 314 
al. (2013) and Rudeva et al. (2014) regarding cyclone characteristics and their possible 315 
dependence on the tracking method.  316 
 317 
5. Relationship with the NAO 318 
The recent study by Economou et al. (2015) showed that a considerable part of the 319 
overdispersion identified based on ERA-Interim reanalysis cyclone tracks derived with the 320 
HOD approach is due to the modulation of cyclone counts by the NAO. In order to investigate 321 
the NAO influence on cyclone clustering, dispersion is now quantified following Economou et 322 
al. (2015), where 𝜙 is approximated by 𝜙′ = 4(𝑠√𝑦)
2
-1 (equation 2). Results are shown in 323 
Figure 6 for each tracking method. The two estimation methods for 𝜙 are very similar (cp. 324 
Figs 4 and 6), implying that the 𝜙′ is a good approximation to 𝜙. In the following, we use this 325 
approximation to estimate the contribution of the NAO index to the dispersion index 326 
according to equation (6).  327 
The linear relationship between the strength of the NAO x and √𝑦 is quantified by the 328 
parameter β. The result is a dipolar structure, revealing a positive pole near Iceland and a 329 
negative pole over the Azores (cf. Figure 7). This systematic influence of the NAO-Phase on 330 
clustering can now be quantified as 4𝛽2(𝑠𝑥)
2 (equation 6). Figure 8 shows the NAO 331 
contribution for each method, revealing two maxima, one north and one south of the North 332 
Atlantic storm track. This general spatial pattern is in good agreement with Economou et al. 333 
(2015) who considered cyclone tracks derived with HOD method and ERA-40 data (Uppala et 334 
al., 2005). The North Atlantic storm track moves latitudinally depending on the NAO-phase, 335 
leading to the two maxima of NAO influence on clustering on the flanks of the storm track. 336 
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However, there are differences in the detail between the 15 methods, both in terms of spatial 337 
pattern and magnitude. This can be partly explained by the relationship between the NAO 338 
influence on dispersion and the magnitude of dispersion itself per method (compare Figures 4 339 
and 8). For example, a strong influence of the NAO on the clustering of cyclones is found in 340 
regions and methods where overdispersion is high (cp. Figure 4 and Figure 8 for M07, M08, 341 
M15, M20 near the Alps). The spatial pattern of NAO influence also shows some differences 342 
over Europe: for example, while the region with low NAO influence (white) is located over 343 
Northern Europe for most methods, a few methods have this region over Central Europe 344 
(M10, M18) or over France (M20). The spatial variability of the NAO-influence is high for 345 
some methods (M07, M08, M15), which indicates a larger uncertainty of the β estimate. In 346 
general, it is difficult to associate the different types of methods (e.g. using vorticity or MSLP 347 
as the cyclone tracking variable) with a specific type of behavior regarding the NAO influence 348 
on cyclone clustering over the North Atlantic and Europe, but the general agreement between 349 
the methods is encouraging. 350 
The large differences in the number of counts between the methods leads to strong differences 351 
in β and therefore also on the absolute contribution of the NAO to overdispersion. As all the 352 
effects contributing to clustering can be quantified as 4𝛽2(𝑠𝑥)
2 + 4σ2 (equation 6), the 353 
relative contribution of the NAO is defined as 4𝛽2(𝑠𝑥)
2 (4𝛽2(𝑠𝑥)
2 + 4σ2 )⁄  and shown in 354 
Figure 9. A similar pattern to Figure 8 is revealed, with the two maxima near Iceland and the 355 
Azores, plus additional maxima over Central Europe or near Newfoundland. The relative 356 
contribution of the NAO to clustering exceeds 50% for some methods, particularly south of 357 
Iceland and in the region between Azores and Iberia. The intensity and extension of the area 358 
around each of the two maxima differ. For example, for M02, both maxima are approximately 359 
equally strong, while for M18 the southern maximum is more pronounced. This suggests a 360 
stronger (weaker) contribution of other processes than the NAO to the clustering for one 361 
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(other) maximum. Comparing the figures 3 and 9, it is quite apparent that there is no clear link 362 
between the difference in variance between methods and the sensitivity to the NAO. 363 
 364 
6. Conclusions 365 
The main objective of this paper was to assess if the cyclone clustering over the eastern North 366 
Atlantic and Europe is a robust feature using results from 15 cyclone tracking methods. A 367 
second objective was to evaluate whether the relationship between NAO and clustering 368 
depends on the choice of the tracking method. The main findings of this study are as follows:  369 
 370 
 The general spatial pattern of the cyclone dispersion statistic (𝜙), as previously 371 
identified with single tracking methods, is qualitatively captured by all methods: 372 
underdispersion (regularity) is identified near the core of the North Atlantic storm 373 
track near Newfoundland, while overdispersion (clustering) can be found over the 374 
eastern North Atlantic and Western Europe, particularly on both sides and downstream 375 
of the North Atlantic storm track.  376 
 Quantitative differences in the values of 𝜙 are identified between methods. Some 377 
methods display predominantely underdispersion (regularity) over the study area, 378 
while others indicate overdispersion (clustering) over almost the whole study area.  379 
 The differences in 𝜙 can be primarily attributed to the differences in the variance of 380 
cyclone counts between the methods.  381 
 Significant overdispersion is identified for almost all methods over parts of the Eastern 382 
North Atlantic and Western Europe, indicating the robustness of cyclone clustering in 383 
this area. Still, the magnitude of 𝜙 may vary strongly between methods. 384 
 The statistical link between NAO and clustering of cyclone tracks found for all 385 
methods and is thus a robust feature: in accordance with previous studies, maxima on 386 
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both sides of the main storm track are identified, though with slightly different 387 
magnitudes and spatial extension. 388 
 The explained variance of the NAO on clustering exceeds 50% for some tracking 389 
methods and locations. The differences in the variance of cyclone counts cannot be 390 
attributed to different sensitivities to the NAO. 391 
 392 
We conclude that both the general pattern of underdispersion / overdispersion  over the North 393 
Atlantic and Western Europe and the dipolar pattern of NAO influence on dispersion are 394 
largely independent from the choice of tracking method and hence from the definition of a 395 
cyclone. In particular, overdispersion of cyclone counts is identified for all methods over the 396 
Western Europe, and can therefore be considered as a robust feature. This is important and 397 
valuable information for stakeholders, such as the insurance industry, for whom the clustering 398 
of extreme cyclones is a major economic risk.  399 
The present results suggest that estimates of cyclone clustering obtained with single tracking 400 
methods can be regarded as qualitatively representative for a wider range of tracking methods. 401 
This is particularly important because cyclone clustering may change under future climate 402 
conditions (Pinto et al., 2013). Given the large sampling uncertainty, such potential changes 403 
may not be detectable in single 30-year climate model simulations (Economou et al., 2015). 404 
Still, Karremann et al. (2014) has recently provided evidence based on a large ensemble of 405 
simulations with a single global circulation model that cumulative annual losses associated 406 
with extra-tropical cyclones may increase over most of Europe in future decades due to a 407 
combination of changes in potential loss magnitude and changes in storm clustering. 408 
Future research could analyse differences between tracking methods also in higher resolution 409 
reanalysis datasets such as NASA-MERRA (Rienecker et al., 2011). The higher spatial and 410 
temporal resolution will permit a better quantification of the features identified here and a 411 
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more detailed dynamical analysis similar to Pinto et al. (2014). Another interesting line of 412 
research is to quantify the role of the jet location and intensity for cyclone clustering across 413 
Western Europe. Preliminary results (for the grid point 55°N, 5°W) indicate that winters with 414 
a stronger jet also have a higher number of counts for all methods, particularly when the jet is 415 
located  around 45°N-50°N (not shown). Finally, it will be interesting to investigate clustering 416 
of extratropical cyclones in global circulation models in more detail, taking into account how 417 
cyclones and cyclone clustering are represented at different resolutions, evaluating the 418 
representation of the associated physical processes, and analysing how results depend on the 419 
tracking method.  420 
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Figures  580 
 581 
 582 
Figure 1:  (a) Cyclone count time series of cyclone passages in January 2007 for different 583 
methods (M02-M22, cf Table 1) for the grid point 55ºN, 5ºW (black dot in b). Events on 584 
January 13th are marked in colour for each method. (b) Map with tracks corresponding to 585 
marked events in a). Closest position of the track to the grid point is marked by +. 586 
 587 
 588 
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 590 
Figure 2: Average number of DJF cyclone passages ?̅? for each of the 15 methods (M02-M22, 591 
HOD) derived from ERA-Interim (1979-2010).  592 
 593 
 594 
 595 
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 597 
 598 
Figure 3 Variance of DJF cyclone passages (𝑠𝑦)
2
 for each of the 15 methods (M02-M22, 599 
HOD) derived from ERA-Interim (1979-2010).  600 
 601 
 602 
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 604 
 605 
Figure 4: Dispersion statistic 𝜙 for each of the 15 methods (M02-M22, HOD) derived from 606 
ERA-Interim (1979-2010).  607 
 608 
 609 
 610 
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 611 
 612 
 613 
Figure 5: Variance (𝑠√𝑦)
2
(y-axis) and mean of cyclone track counts per winter ?̅? (x-axis) for 614 
the grid point 55ºN, 5ºW for each method (M02-M22,HOD). Isolines of dispersion statistic 𝜙 615 
are depicted in black (for values 0 to 5). The gray area depicts a 95% (bootstrap) confidence 616 
interval for the variance, under the assumption of no overdispersion. 617 
 618 
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 620 
 621 
Figure 6: Estimated dispersion statistic 𝜙′ quantified with 4 ∙ (𝑠√𝑦)
2
-1 for each of the 15 622 
methods (M02-M22, HOD) derived from ERA-Interim (1979-2010). 623 
 624 
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 626 
 627 
Figure 7: Regression coefficient 𝛽 (see EQ.3) for each of the 15 methods (M02-M22, HOD) 628 
derived from ERA-Interim (1979-2010).629 
 32 
630 
Figure 8: Effect of NAO on dispersion following 4𝛽2(𝑠𝑥)
2 for each of the 15 methods (M02-631 
M22, HOD) derived from ERA-Interim (1979-2010). 632 
 633 
 33 
634 
 Figure 9: Relative effect of NAO on dispersion following 𝛽2(𝑠𝑥)
2/(𝑠√𝑦)
2
 for each of the 15 635 
methods (M02-M22, HOD) derived from ERA-Interim (1979-2010). 636 
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Table 1: List of cyclone tracking methods used in this study according to the IMILAST 640 
project denominations (Code M02-M22, HOD),  main references of the method description, 641 
and main variable used (MSLP: mean sea level pressure; VORT: vorticity or Laplacian of 642 
MSLP; Z850 VORT: vorticity at 850 hPa; Z850: geopotential height at 850 hPa; grad.: 643 
gradient of MSLP; min: minimum). 644 
 645 
Code Main references for method description Main variable used 
M02 Murray and Simmonds (1991), Pinto et al. (2005) MSLP (min), VORT 
M06 Hewson (1997), Hewson and Titley (2010) MSLP (min. grad.) 
M07 Flaounas et al. (2014)  Z850 VORT 
M08 Trigo (2006) MSLP (min. grad.) 
M09 Serreze (1995), Wang et al. (2006) MSLP (min. grad.), VORT 
M10 Murray and Simmonds (1991), Simmonds et al. (2003) MSLP (min), VORT 
M12 Zolina and Gulev (2002), Rudeva and Gulev (2007) MSLP (min) 
M14 Kew et al. (2010) Z850 (min. contour) 
M15 Blender et al. (1997), Raible et al. (2008) MSLP (min) 
M16 Lionello et al. (2002) MSLP (min) 
M18 Sinclair (1994, 1997) Z850 VORT 
M20 Wernli and Schwierz (2006) MSLP (min) 
M21 Inatsu (2009) Z850 VORT 
M22 Bardin and Polonsky (2005), Akperov et al. (2007) MSLP (min. contour) 
HOD Hodges (1994), Hodges (1999), Hodges et al. (2011) Z850 VORT 
 646 
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Supplementary Material 648 
 649 
 650 
 651 
Figure S1: Examples of time series with randomness, regularity and clustering of counts. For 652 
more details see text. 653 
 654 
 655 
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 656 
 657 
Figure S2: Scatter plot of NAO index and √𝑦 of the grid point 40ºN, 20ºW for each of the 15 658 
methods (M02-M22, HOD) derived from ERA-Interim (1979-2010) including the linear 659 
(black line) and the quadratic (red line) fits. 660 
 661 
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 662 
 663 
Figure S3: Scatter plot of NAO index and √𝑦 of the grid point 62.5ºN, 20ºW for each of the 664 
15 methods (M02-M22, HOD) derived from ERA-Interim (1979-2010) including the linear 665 
(black line) and the quadratic (red line) fits. 666 
 667 
 668 
