Abstract: In this paper, event-triggered algorithm and self-triggered algorithms are proposed to establish the formation with connectivity preservation for multi-agent systems. Each agent only needs to update its control input by sensing the relative state information and to broadcast its triggering information to its neighbors at its own triggering times, and to listen and to receive its neighbors' triggering information at their triggering times. Two types of system dynamics, single integrators and double integrators, are considered. As a result, all agents converge to the formation exponentially with connectivity preservation, and Zeno behavior can be excluded. Numerical simulations show the effectiveness of the theoretical results.
INTRODUCTION
In the last two decades, numerous contributions have been given in the study of distributed cooperative control, including consensus control and formation control, etc, for multi-agent systems, see e.g., Jadbabaie et al. (2003) , Olfati-Saber and Murray (2004) , Moreau (2004) , Ren and Beard (2005) , Liu et al. (2011) . In these contributions, there are two common assumptions that are assumed expressly or implicitly. One is that all agents must maintain a (strongly or weakly) connected communication graph either for all time or in an average sense. Another one is that the information can be continuously transmitted or broadcasted between agents or each agent can continuously sense the relative information, such as relative positions. However, it is not straightforward to verify the connectivity since the states of agents change during the evolution of the system and thus the connection between two agents may changes. Moreover, it may be also impractical to require continuous broadcasting or sensing in real applications.
One the other hand, one common method to avoid continuous communication is using periodical sampling. However the drawbacks of this method are that it normally requires a large amount of agents take action in a synchronous manner and it is not efficient. Motivated by the future trend that agents can be equipped with embedded microprocessors with limited capabilities to communicate information, event-triggered control was introduced byÅström and Bernhardsson (1999), Tabuada (2007) . Instead of using the continuous state to realize desired convergence properties, the control in the event-triggered control strategy is piecewise constant between the triggering times which need to be determined. A key challenge in event-triggered control is how to design the triggering conditions to determine the triggering times, and to exclude the Zeno behavior. For continuous-time multi-agent systems, the Zeno behavior is the behavior that there are infinite number of triggers in a finite time interval, see Johansson et al. (1999) . To name a few existing works on multi-agent systems with eventtriggered controllers, see e.g., Dimarogonas et al. (2012) , Garcia et al. (2013) , Seyboth et al. (2013) , Fan et al. (2013) , Meng et al. (2015) , Nowzari and Cortés (2016) .
To further overcome the drawbacks in event-triggered control, for example continuous checking the triggering conditions is needed when performing the event-triggered approaches, self-triggered approaches were considered by researchers for single-loop and networked systems, see e.g., Velasco et al. (2003) , Wang and Lemmon (2009) , Anta and Tabuada (2010) . Normally, event-triggered approaches together with self-triggered approaches are termed as event-based approaches. Some researchers considered selftriggered control for multi-agent systems see e.g., Dimarogonas et al. (2012) , . As a result, continuous measurement of the neighbors states could be avoided. However, one disadvantage of these two papers and other papers used a similar approach is that continuous listening is still needed. To overcome this disadvantage, some researchers introduced local clock variables to design the self-triggering policy see e.g., De Persis and Frasca (2013) , and some researchers combined event-triggered control with sampled-data, see e.g., Meng and Chen (2013) , and some researchers presented cloudsupported control algorithm, see e.g., Adaldo et al. (2015) , Nowzari and Pappas (2016) , Adaldo et al. (2016) . Different from this paper, these papers do not consider the connectivity preservation.
In this paper, we study formation control for multi-agent systems with connectivity preservation and event-based controllers. We propose distributed conditions for agents to determine their triggering times and one corresponding algorithm for each agent to avoid continuous checking of its own triggering condition. The advantages of this algorithm are that absolute measurements of states are avoided and it is only at its triggering times that each agent needs to update its control input by sensing the relative positions, to broadcast its triggering information, including current triggering time, the relative states and control input at this time, to its neighbors. The main disadvantage is that continuous listening is still needed. To overcome this, we then present two self-triggered algorithms. The main idea of avoiding continuous listening in the presented self-triggered algorithms is that each agent predicts its next triggering time and broadcasts it to its neighbors at the current triggering time. Thus each agent only needs to sense and broadcast at its triggering times, and to listen for incoming information from its neighbors at their triggering times. Two types of system dynamics, single integrators and double integrators, are considered. We show that under the proposed event-triggered and selftriggered algorithms all agents converge to a formation exponentially with connectivity preservation. In addition, Zeno behavior can be excluded by proving that the interevent times are lower bounded by a positive constant. Two related existing papers are Yu and Antsaklis (2012) , Fan and Hu (2015) . However, Yu and Antsaklis (2012) didn't explicitly exclude the Zeno behavior, but it is well known that such behavior can cause problem, see Johansson et al. (1999) . And it was under the assumption that no agent exhibits Zeno behavior, Fan and Hu (2015) proved asymptotic rendezvous can be achieved.
The rest of this paper is organized as follows. Section 2 introduces the preliminaries. The main results are stated in Section 3 and Section 4. Simulations are given in Section 5. Finally, the paper is concluded in Section 6.
Notions: }¨} represents the Euclidean norm for vectors or the induced 2-norm for matrices. |S| is the cardinality of set S. 1 n denotes the column vector with each component 1 and dimension n. I n is the n dimension identity matrix. ρp¨q stands for the spectral radius for matrices and ρ 2 p¨q indicates the minimum positive eigenvalue for matrices having positive eigenvalues. Given two symmetric matrices M, N , M ě N means M´N is a positive semi-definite matrix. The notation A b B means the Kronecker product of matrices A and B. The notation :" is the assignment of a new variable.
PRELIMINARIES
In this section we review some definitions and results from algebraic graph theory and formation control, for more details see Mesbahi and Egerstedt (2010) .
Algebraic Graph Theory
For a undirected graph G " pV, E, Aq with n nodes (vertices), the set of nodes V " t1, . . . , nu, set of edges E Ď VV , and the adjacency matrix A " pa ij q P R nˆn given by a ij " a ji " 1 if pi, jq P E, and a ij " 0 otherwise. Let N i " tj P V|pi, jq P Eu and degpiq " n ř j"1 a ij denotes the neighbors and degree of agent i, respectively. The degree matrix of graph G is defined as Deg " diagprdegp1q,¨¨¨, degpnqsq. The Laplacian matrix is defined as L " Deg´A.
Similarly, we can define the weighted graph G " pV, E, Ωq with Ω " pω ij q P R nˆn is a nonnegative symmetric matrix and ω ij ą 0 if pi, jq P E. And we denote the corresponding Laplacian matrix as L ω .
A path of length k between agent i and agent j is a subgraph with distinct agents i 0 " i, . . . , i k " j P V and edges pi j , i j`1 q, j " 0, . . . , k´1. A graph is connected if there is a path between any two agents.
Let m denotes the number of edges in G, i.e., m " |EpGq| and label the edges in G as e 1 ,¨¨¨, e m . And denote W " diagtωpe 1 q,¨¨¨, ωpe m qu, where ωpe k q " ω ij with e k being the label of edge pi, jq. After assigning a direction to each edge, the nˆm incidence matrix D " pd ij q is defined as
if agent i is the tail of edge e j , 1 if agent i is the head of edge e j , 0 otherwise.
J P Φ and let y i ptq " x i ptq´τ i for i " 1, . . . , n. Then, we can rewrite the above multi-agent system as 9
For }y i´yj } ă ∆´}d ij }, the edge-tension function ν ij (introduced first in Ji and Egerstedt (2007) ) is defined as 
where k i ptq " arg max k tt i k ď tu with the increasing time sequence tt i k u 8 k"1 , which is named as triggering times. We assume t 
Event-Triggered Approach
In the following theorem, we will give triggering conditions to determine the triggering times such that the formation with connectivity preservation can be established and the Zeno behavior can be excluded. Theorem 3.1. Given a graph G which is undirected and connected and a formation associated with G which satisfies Assumption 2.3. Consider the multi-agent system (3) with event-triggered controller (8) associated with G. Assume that at the initial time t " 0, }x i p0q´x j p0q´d ij } " }y i p0q´y j p0q} ă ∆´}d ij }, (9) for all pi, jq P EpGq. Given α ą 0, and 0 ă β ă β 0 with β 0 " ρ2pDD J q ∆0 and ∆ 0 " max pi,jqPEpGq ∆´}d ij }, and given the first triggering time t i 1 " 0, agent i determines the triggering times tt
where
Then the multi-agent system (3) with event-triggered controller (8) converges to the formation exponentially with connectivity preservation, and there is no Zeno behavior.
Proof. This theorem holds if we can prove that ‚ }x i ptq´x j ptq} ď ∆, @pi, jq P EpGq, @t ě 0; ‚ lim tÑ8 x i ptq´x j ptq " d ij , @pi, jq P EpGq, exponentially; ‚ there exists ξ i ą 0, such that t i k`1´t i k ě ξ i , @i P V and @k " 1, 2, . . . .
(i)
We define the total tension energy of G as νp∆, yq " 1 2 
for all 0 ă a ă 1. From (10), we know that
(15) Then, for any pi, jq P EpGq and t ě 0, we have
and thus connectivity maintenance is established.
(ii) Let eptq " pe J 1 ptq, . . . , e J n ptqq J ,ȳptq " 1 n ř n i"1 y i ptq and δptq " yptq´1 n bȳptq " pK n b I p qyptq. We consider the Lyapunov candidate
Then its derivative along the trajectories of the multiagent system (4) with event-triggered controller (7) is
where the first inequality holds since W is diagonal and its diagonal elements are all not smaller than 2 ∆0 and the second inequality holds from Lemma 2.2. Hence
Thus
exponentially.
(iii) For pi, jq P EpGq, define
We can easily check that both f ij plq, g ij plq and h ij plq are increasing functions on r0, ∆´}d ij }q. Then from (16), we have 0 ă ω ij ptq ă f ij pk ij q, @pi, jq P EpGq, @t ě 0.
From
we have
Thus, a sufficient condition to guarantee (10), i.e.,
In other words, for all t P rt
Apparently, in order to check the inequality in the triggering condition (10), continuous sensing of the relative positions between neighbors is needed, which is a drawback. In the following we will give an algorithm to avoid this. In other words, the following algorithm is an implementation of Theorem 3.1 but it only requires agents to do sensing and broadcasting at the triggering times. We name this algorithm as Event-Triggered Algorithm-1. The idea is illustrated as follows.
For any agent i, at any time s ě 0, it knows its last triggering time t i kipsq and its control input u i psq " u i pt i kipswhich is a constant until it determines its next triggering time. If agent i also knows the relative position x i psq´x j psq and u j psq " u j pt j kj pswhich is a constant until agent j determines its next triggering time, for j P N i . Then agent i can predict 
k`1 q by sensing the relative positions between itself and its neighbors, broadcasts its triggering information to its neighbors, resets k " k`1, and goes back to Step 3; 9: end if Remark 3.2. In order to implement ETA-1, β 0 should be known first. However β 0 is a global parameter since it relates to ρ 2 pDD J q and ∆ 0 . We can lower bound β 0 by 4 npn´1q∆ since ∆ 0 ă ∆ and ρ 2 pDD J q ě 4 npn´1q , see Mohar (1991) .
Self-Triggered Approaches
When applying ETA-1, although continuous sensing and broadcasting are avoided, each agent still needs to continuously listen for incoming information from its neighbors since the triggering times are not known in advance. If each agent can predict its next triggering time and broadcast it to its neighbors at the current triggering time, then each agent only needs to sense and broadcast at its triggering times, and to listen for incoming information from its neighbors at their triggering times. Inspired by this, in the following we will propose an algorithm such that at time t i k each agent could estimate t i k`1 in a more precise way than t i k`ξ i . The idea is illustrated as follows. From (16) and (24), we have
Then, from (30), we have
From (4), we have 9 y i ptq´9 y j ptq " u i ptq´u j ptq. Then, 
, t 1 ij ptq and t 2 ij ptq.
Fig. 1 illustrates the relation of t
Then, from (40) and (41), we have
Thus, from (32), (33), (43) and (41), we have
Hence, a sufficient condition to guarantee (10), i.e., αe´β t ě }e i ptq}, @t P rt
In other words, if at time t
q for all j P N i , then it can estimate its next triggering time t i k`1 by solving (49). In conclusion, we propose the following algorithm.
Self-Triggered Algorithm-1 (STA-1):
1: Choose α ą 0 and 0 ă β ă β 0 ; 2: Agent i P V sends t}d ij }, pi, jq P EpGqu to its neighbors; 3: Initialize t Actually, broadcasting, receiving and listening can be ruled out except at the beginning, and each agent only needs to sense the relative positions between itself and its neighbors and to update its control input at its triggering times. The idea is illustrated as follows.
From (40), (30) and (34), we have
2 Agent i uses t Table 1 .
Then, similar to the way to determine ξ i in (38)
In conclusion, we propose the following algorithm.
Self-Triggered Algorithm-2 (STA-2): 1: Choose α ą 0 and 0 ă β ă β 0 ; 2: Agent i P V sends t}d ij }, pi, jq P EpGqu to its neighbors; 3: Initialize t The following theorem shows that the formation with connectivity preservation can be established and the Zeno behavior can be excluded. Theorem 3.3. Under the same settings as Theorem 3.1. All agents perform STA-1 or STA-2, then the multi-agent system (3) with event-triggered controller (8) converges to the formation exponentially with connectivity preservation, and there is no Zeno behavior.
Proof. Under both STA-1 and STA-2, }e i ptq} ď αe´β t holds for all i P V and t ě 0. Then by the same arguments as in the proof of Theorem 3.1, one can prove this theorem. Remark 3.4. In order to perform STA-1 and STA-2, the global parameters n, β 0 , k ν defined in (15) and k V defined in (23) are needed to be known in advance. Firstly, from Remark 3.2, we can estimate β 0 by 4 n 2 ∆ . Secondly, one way to avoid using k ν is by choosing an arbitrary small ε ą 0. Then, from (17), we havê
Thus,k ij pεq can be used to replace k ij since f ij p¨q defined in (26) and g ij p¨q defined in (27) are increasing functions. Thirdly, k V can be estimated if we know the upper bound of V p0q defined in (19). From the underlying graph G is connected, we have }y i p0q´y j p0q} ă pn´1q∆, for any i, j P V. Then }y 1 p0q´ȳp0q} ă ∆. Hence V p0q ă 1 2 n∆ 2 . Thus, the only global parameter that is needed to perform STA-1 and STA-2 is n the number of agents. Table 1 summaries when the different kinds of communication are needed for agent i P V when performing ETA-1, STA-1 and STA-2.
The comparison of the inter-event times determined by ETA-1, STA-1 and STA-2 is shown as below. Property 3.5. Consider the multi-agent system (3) with event-triggered controller (8). For agent i, assume t i k has been determined, let t i,E1 k`1 , t i,S1 k`1 and t i,S2 k`1 be the next triggering time determined by ETA-1, STA-1 and STA-2 respectively, then t
Proof. From (36) and (50), we know c i e´β t ěĉ i ptq, @t ě 0 since (40), and f ij p¨q defined in (26) and g ij p¨q defined in (27) are increasing functions. Thus t
From (48) and (50) 
FORMATION CONTROL WITH CONNECTIVITY PRESERVATION: DOUBLE INTEGRATORS
In this section, we extend the results in above section to the case when the dynamics of agents can be modeled as double integrators given by " 9 x i ptq " q i ptq,
where x i ptq P R p still denotes the position of agent i at time t, q i ptq P R p denotes the speed and u i ptq P R p is the control input. We can also rewrite (53) as
Denote
then we can rewrite (54) as 9 z i ptq " pC b I p qz i ptq`pB b I p qu i ptq, One can easily check that pC, Bq is controllable and pI 2 , Cq is observable. Hence, from Kucera (1972) , we know that there exist positive constants k 0 , k 1 and k 2 such that
with P "
Similar to the event-triggered controller (8) 
where k 3 is a constant which will be determined later. Here we should highlight that this controller needs continuous feedback because of the item k 3 q i ptq.
Event-Triggered Approach
Similar to Theorem 3.1, we have the following results. Theorem 4.1. Given a graph G which is undirected and connected and a formation associated with G which satisfies Assumption 2.3. Given 0 ă β 1 ď β 0 , determine P by (55). Consider the multi-agent system (53) with eventtriggered controller (57) associated with G. Assume the initial position condition is also satisfied (9) for all pi, jq P EpGq. Given 0 ă k 3 ă 
where E i ptq "k 1 e i ptq`k 2 e qi ptq,
Then the multi-agent system (53) with event-triggered controller (57) converges to the formation exponentially with connectivity preservation, and there is no Zeno behavior.
Proof. This theorem holds if we can prove that
, @i P V and @k " 1, 2, . . . ; ‚ lim tÑ8 q i ptq " 0, @i P V.
(i) We define the total tension energy of G as
Then time derivative of ν d p∆, yptqq along the trajectories of the multi-agent system (54) with event-triggered controller (56) is 9 ν d p∆, yptqq
for all 0 ă b ă k 3 . From (58), we know that
Then, for any pi, jq P EpGq and t ě 0, we have
(65) Then, we have
and thus connectivity maintenance is guaranteed.
(ii) Noting B J P " r k 1 k 2 s, we can rewrite the control input (56) as
one can easily check that ρp
, we havé
Then from above two inequalities and the following inequality
where the second inequality holds from (55). Hence
and lim
(iii) Similar to (31), we have } 9 q i ptq´9 q j ptq}
where c
Similar to (32), we have 9 e i ptq " ÿ jPNi r 9 ω ij ptqpy i ptq´y j ptqq`ω ij ptqp 9 y i ptq´9 y j ptqqs
and
Similar to (35), we have
Similar to the way to find ξ i , we can find
such that t (73) and (74), we know that lim tÑ8 u i ptq " k 3 lim tÑ8 q i ptq. Thus lim tÑ8 q i ptq " 0.
Similar to the analysis after Theorem 3.1, in order to check the inequality in the triggering condition (58), continuous sensing of the relative positions and speeds between neighbors is needed. In the following we will give an algorithm to implement Theorem 4.1 and at the same time to avoid continuous sensing by using the same idea as before. 
until t ď mintt (84) and (85) to predict the relative position x i ptq´x j ptq and the relative speed q i ptq´q j ptq, @j P N i ; 5: Agent i substitutes these into E i ptq and finds out τ i k`1 which is the smallest solution of equation
if there exists j P N i such that agent j broadcasts its triggering information at t 0 P ps, τ i k`1 q then 7: agent i updates s " t 0 and goes back to Step 4; 8: else 9:
by sensing the relative positions and relative speeds between itself and its neighbors, broadcasts its triggering information to its neighbors, resets k " k`1, and goes back to Step 4; 10: end if
Self-Triggered Approaches
As noted earlier, each agent still needs to continuously listen for incoming information from its neighbors. In order to avoid this, in the following we will first give an algorithm which is similar to STA-1 such that each agent only needs to listen at its neighbors triggering times. Then, we will give an algorithm which is similar to STA-2 such that broadcasting, receiving, and listening only occur at the beginning.
From (64) and (72) 
(87) Then, we have (88) From (54) and (56), we have
Then, similar to (43), we have 
Hence, then, from (87) and (90), we have
From (54), we know 9 y i ptq " q i ptq. Then, from (89), we have
Hence, then, from (86) and (94), we have }y i ptq´y j ptq} ďk y ij ptq, @pi, jq P EpGq, t P rt 
Then from (89), (93), (78), (79), (91), (96) and (80), we have
Hence, a sufficient condition to guarantee (58), i.e., 
In other words, if at time t q for all j P N i , then it can estimate its next triggering time t i k`1 by solving (100). In conclusion, we propose the following algorithm.
Self-Triggered Algorithm-3 (STA-3):
1: Choose 0 ă β 1 ď β 0 and determine P by (55);
, α d ą 0 and 0 ă β d ă p2´k 4 qρ 2 pP q; 3: Agent i P V sends t}d ij }, pi, jq P EpGqu to its neighbors; 4: Initialize t (100) 4 , and broadcasts its triggering information tt Similar to the single integrators case, broadcasting, receiving and listening can be ruled out except at the beginning, and each agent only needs to sense the relative positions between itself and its neighbors and to update its control input at its triggering times. The idea is illustrated as follows.
From (86), (87), (75) and (80), we have 
4 Agent i uses t
The following theorem shows that the formation with connectivity preservation can be established and the Zeno behavior can be excluded. Theorem 4.2. Under the same settings as Theorem 4.1. All agents perform STA-3 or STA-4, then the multiagent system (53) with event-triggered controller (57) converges to the formation exponentially with connectivity preservation, and there is no Zeno behavior.
Proof. Under both STA-3 and STA-4,
holds for all i P V and t ě 0. Then by the same arguments as in the proof of Theorem 4.1, one can prove this theorem. Remark 4.3. In real systems, it is reasonable to assume the initial speed of each agent is zero. By this assumption and Remark 3.4, we know that the only global parameter that is needed to perform STA-2 and STA-3 is n the number of agents. Remark 4.4. The absolute measurements of positions are not needed when performing ETA-1, STA-1, STA-2, ETA-2, STA-3, and STA-4.
Similar to Table 1 , we can summaries when the different kinds of communication are needed for each agent when performing ETA-2, STA-3 and STA-4. Since it is same as Table 1 , we omit it here. Moreover, the comparison of the inter-event times determined by ETA-2, STA-3 and STA-4 is similar to Property 3.5.
SIMULATIONS
In this section, two numerical examples are given to demonstrate the effectiveness of the presented results.
Consider a network of n " 3 agents in R 2 whose Laplacian matrix is given by Firstly, we consider the situation that the three agents are modeled as single integrators. The initial positions of agents can be randomly selected as long as the initial condition (9) can be satisfied. Here, the initial position of agents are given by x 1 p0q "ˆ2 4˙, x 2 p0q "ˆ3 .5 7˙, x 3 p0q "ˆ4 .5 5.5˙. One can easily check that both Assumption 2.3 and initial condition (9) hold. Choose α " 100 and β " β0 50 , by applying the STA-1, we get the evolution of the formation shown in Fig. 3 (a) , where "circles" denote the initial positions and "triangle" denotes the desired formation, and the triggering times of each agent shown in Fig. 3 (b) , respectively. When every agent performs STA-2, Fig. 2 (a) and 2 (b) show the formation evolution and the triggering times, respectively. Secondly, we consider the situation that the three agents are modeled as double integrators. The initial positions of agents are given as before. The initial speeds of agents can be randomly selected and here we choose q 1 p0q "ˆ1 2˙, q 2 p0q "ˆ´1 2˙, q 3 p0q "ˆ´1 1˙.
We have P " , by applying the STA-3, we get the evolution of the formation shown in Fig. 4 (a) , where "circles" denote the initial positions and "triangle" denotes the desired formation, and the triggering times b) show the formation evolution and the triggering times, respectively. It can be seen that the formation is achieved when any one of the four self-triggered algorithms is performed, but the formation could be achieved in different positions. Moreover, we can see that double integrators have more smooth trajectories compared with single integrators.
CONCLUSIONS
In this paper, formation control for multi-agent systems with limited communication, including sensing, broadcasting, receiving and listening radius is addressed. We first consider the situation that agents are modeled as single integrators. We propose an event-triggered algorithm and two self-triggered algorithms for each agent to avoid continuous communication. Each agent only needs to communicate at its and its neighbors' triggering times. As a result, the desired formation can be established exponentially with connectivity preservation and Zeno behavior can be excluded. Then, these results are extended to double integrators. Future research directions of this work include developing connectivity preservation event-triggered control for agent groups with more general dynamics.
