Abstract. We study the high-energy asymptotics of the steady velocity distributions for model systems of granular media in various regimes. The main results obtained are integral estimates of solutions of the hard-sphere Boltzmann equations, which imply that the velocity distribution functions f (v) behave in a certain sense as C exp(−r|v| s ) for |v| large. The values of s, which we call the orders of tails, range from s = 1 to s = 2, depending on the model of external forcing. The method we use is based on the moment inequalities and careful estimating of constants in the integral form of the Povzner-type inequalities.
Introduction
Multi-particle systems with inelastic interactions are model systems for granular media. In the simplest case granular particles can be thought of as perfectly shaped hard spheres which interact with each other by means of binary collisions, similarly to the molecules in an ideal gas. An important feature of such interactions is their inelastic character: a certain fraction of kinetic energy is dissipated in each collision. Obtaining an adequate macroscopic (hydrodynamic) description of such media based on the principles of the particle dynamics is an important problem which in many aspects is still open. We refer the reader to the review articles [11, 22, 23] for a general exposition of the subject.
One of the possible approaches to the above problem is based on kinetic equations, which in this context should be thought of as models that preserve some basic features of the dynamics without being completely accurate. Kinetic models, based on the Boltzmann, Enskog and similar equations, are intermediate in the level of detail and their complexity between the molecular dynamics and the revised hydrodynamics of granular media, and provide an important tool for systematic derivation of hydrodynamic equations. Such models have also proven themselves useful for numerical studies of the problems arising in granular dynamics [9, 30, 29, 3, 21] .
Despite the analogy with the ideal gases, the dynamics of the inelastic hard spheres is certainly more complex than the dynamics of the "hard sphere" ideal gases. One of the remarkable features that has been studied actively in the recent years is the non-gaussian behavior of the typical velocity distributions observed in the granular media. In fact, experimental data, theoretical predictions and numerical evidence suggest that typical velocity distributions in granular media have high-energy asymptotics (or "tails") given by the "stretched exponentials" exp(−r|v| s ) with s generally not equal to 2 (the Gaussian, or Maxwellian, case), or display power-like decay for |v| large (see [19, 16] and references therein). The precise form of the asymptotics is determined by several factors, among which are the details of interactions and external conditions on the granular system (such as thermal baths, excitations from rapidly moving boundary, through-flow of air, etc), which are typically represented by forcing terms in the kinetic equations. In the present paper we study the high-energy asymptotics for the hard-sphere model with four types of forcing terms. We distinguish between the cases of (i) diffusion (Gaussian heat bath), (ii) diffusion with friction (Fokker-Planck type terms), (iii) negative friction (obtained in a self-similar transformation in the homogeneous cooling problem), and (iv) anisotropic friction which appears in the shear flow transformation.
We obtain integral estimates for steady solutions using functionals of the form (1.13), which indicate that solutions have high-energy "tails" given by the "stretched exponentials" exp(−r|v| s ), with s depending on the forcing terms. We obtain the values s = 3 2 for the pure diffusion case, s = 2 for the diffusion-friction heat bath, s = 1 for the negative friction case and s ≥ 1 in the case of the shear flow. Our method is based on representing functionals (1.13) in terms of symmetric moments, studying the infinite system of inequalities satisfied by these moments and estimating constants using the integral form of the so-called Povzner-type inequalities (Section 2) which are the crucial tool of the analysis. We expect that the estimates obtained for the moment inequalities can be used for studying the time-dependent moments and time-evolution of the "tails", which should be an object of a separate study.
The problem of the high-energy asymptotics of solutions for the hard-sphere model has been studied previously by Esipov and Pöschel [18] who derived formally the high-energy asymptotics f (v) ∼ C exp(−r|v|) for the scaling solutions in the free cooling regime. The problem of a granular gas in a heat bath was addressed by van Noije and Ernst [33] who used arguments similar to [18] to obtain the asymptotics f (v) ∼ C exp(−r|v| 3/2 ). The method of obtaining the formal asymptotics of solutions was further developed by Ernst and Brito [16] . For the problem with a heat bath, Gamba et al. [19] obtained existence-uniqueness-regularity results, and proved rigorously a lower estimate f (v) ≥ C exp(−r|v| 3/2 ) by using maximum principle techniques. The problem has also been studied numerically by a number of authors [30, 31, 21] .
Another series of results was obtained for the so-called inelastic Maxwell models of interactions [5, 25, 27] . Maxwell models in granular dynamics are obtained as "mean field" approximations of the hard-sphere model, by assuming that the collision rate depends on the thermal speed rather than on the relative velocity of the colliding particles. The equations of Maxwell models are structurally similar to the hardsphere Boltzmann equations; however, the particular form of the collision rate makes these models much more accessible from the analytical point of view. In particular, the moment equations build a closed infinite system in the Maxwell case, and the collision operator simplifies significantly by using the Fourier transform method [5, 27] .
Steady solutions for the Maxwell model with the Gaussian heat bath were studied by methods of expansions by Carrillo et al. [10] . Bobylev and Cercignani [6] studied the moment equations for the Maxwell models and established the convergence to a unique steady solution with the "tail" exp(−r|v|) in the problem with the Gaussian heat bath. More recently, scaling solutions with power-like tails were discovered for the one-dimensional Maxwell models by Baldassarri et al. [2] . Such solutions were studied in general dimension by Ernst and Brito [15] and Krapivsky and Ben-Naim [26] . Ernst and Brito have also conjectured [17] that such solutions determine a universal long-time asymptotics of the time-dependent solutions. This conjecture has been recently proved rigorously by Bobylev and Cercignani [7] .
It is clear, however, that while Maxwell models may give reasonable approximations of the macroscopic quantities, the details of the velocity distributions may differ significantly from the hard-sphere case. In particular, this is true with respect of the high-energy asymptotics which depends crucially on the behavior of collision rate for large relative velocities, as can be easily seen from the scaling arguments of the type presented in [18, 33, 16] . On the other hand, there is an noticeable gap in the development of rigorous mathematical theory, between the Maxwell and hard sphere models. Therefore, the aim of this paper is to develop rigorous methods that would allow us to study solutions of the hard-sphere Boltzmann equation, with a particular attention to the high-energy asymptotics.
The paper is organized as follows. In Section 1 we present the problem and formulate the main results. One of the the most important technical aspects of our study is obtaining a precise integral form of the Povzner-type inequalities, which we study in Section 2. Section 3 is devoted to the moment inequalities specific to the hard-sphere case. We formulate the inequalities in terms of the normalized symmetric moments which appear as the coefficients of power series expansions of functionals (1.13). We further study the dependence of the inequalities on the parameters to find the conditions under which the sequences of the normalized moments have geometric growth. Finally, Section 4 presents the proofs of the main theorems.
Preliminaries and main results
We study kinetic models for space-homogeneous granular media, in which the one-particle distribution function f (v, t), v ∈ R 3 , t > 0 is assumed to satisfy the following equation:
Here Q(f, f ) is the inelastic Boltzmann collision operator, expressing the effect of binary collisions of particles, and G(f ) is a forcing term. We will consider three different examples of forcing. The first one is the pure diffusion thermal bath [36, 33, 19] , in which case
where µ > 0 is a constant. The second example is the thermal bath with linear friction
where λ and µ are positive constants.
The third example relates to self-similar solutions of equation (1.1) for G(f ) = 0 [30, 16] . We denote
,
Then, the equation forf (ṽ,t) coincides (after omitting the tildes) with equation (1.1), where
(1.4) Finally, the last type of forcing is given by the term appearing in the shear flow transformation (see, for example, [12, 8] )
where κ is a positive constant. We assume the granular particles to be perfectly smooth hard spheres performing inelastic collisions characterized by a single parameter: the coefficient of normal restitution 0 < e < 1. To define the collision operator we write 6) where the "loss" term
and the "gain" term Q + (f, f ) is most easily defined through its weak form: 8) where u = v − w is the relative velocity of two particles about to collide, and v ′ is the velocity after the collision. The collision transformation that puts v and w into correspondence with the post-collisional velocities v ′ and w ′ can be expressed as follows:
where we set β = 1+e 2 , and 0 < e < 1 is the restitution coefficient. Notice that we always have 1 2 < β < 1.
Combining (1.7) and (1.8) and using the symmetry that allows us to exchange v with w in the integrals we obtain the following symmetrized weak form
where
The weak form (1.8) will be sufficient for the purposes of our study. The usual strong form [11, 22, 23] can be obtained from (1.8) by taking ψ(v) = δ(v − v 0 ) (see also [19] ). We will assume that the solutions are normalized as follows
Since the expected behavior of solutions for |v| large is C exp(−r|v| s ), we introduce the following functionals: 13) and study the values of s and r for which these functionals are finite. This motivates the following definition.
Definition. We say that the function f has an exponential tail of order s > 0, if the following supremum
is positive and finite.
In the case s = 2 the value of (r * s ) −1 is known as the tail temperature of f [4] . It is easy to see that the number s in the above definition is determined uniquely. Indeed, if for certain s > 0, 0 < r * s < +∞, then we have r * s ′ = +∞, for every s ′ < s, and also r * s ′ = 0, for every s ′ > s.
Another useful representation of the functionals (1.13) is obtained by using the symmetric moments of the distribution function. Setting 15) and expanding the exponential function in (1.13) into the Taylor series we obtain (formally)
Then the value r * s from (1.14) can be interpreted as the radius of convergence of the series (1.16), and the order of the tail s is therefore the unique value for which the series has a positive and finite radius of convergence.
We can now formulate the main results of this study. Our first result concerns the steady states of equation (1.1) corresponding to the first three types of forcing. For the shear flow model (1.5), we obtain the following weaker result. Remark. The assumption of finiteness of moments of all orders is obviously required for the functionals (1.13) to be finite and for the expansions (1.16) to make sense. However, the moment inequalities we establish below also imply the following apriori estimates for all cases of the solutions: Suppose that a moment m p 0 of any order p 0 > 1 is finite. Then, in fact, all moments are finite and the solutions have exponential tails of the corresponding order. This observation is important, since it excludes the possibility of power-like decay for solutions of the considered equations, as soon as solutions have finite mass and finite moment of any order higher than kinetic energy.
The approach that we take in order to establish the above results is based on the moment method, in the form developed by one of the authors [4] , for the classical space-homogeneous Boltzmann equation. We study the moment equations obtained by integrating (1.1) against |v| 2p :
(in the steady case the time-derivative term drops out), where
To investigate the summability of the series (1.16) we look for estimates of the sequence of moments (m p ), with p = sk 2
, k = 0, 1, 2 . . ., and study the dependence of the estimates on s. We will be interested in the situation when the series has a finite and positive radius of convergence, which means that the sequence of the coefficients satisfies
for certain constants q and Q > 0.
Povzner-type inequalities for inelastic collisions
In this section we establish an important technical result that will allow us to control the contribution of the "gain" operator in the moment equations (1.17). We consider radially symmetric test functions ψ(v) = Ψ(|v| 2 ). The weak form (1.8) of the "gain" operator can then be written as
A series of results [32, 14, 24, 13, 35, 4, 28] obtained in the case of the classical Boltzmann equation develops the general idea that for convex functions Ψ the expression (2.1) is in a certain sense "smaller" than the corresponding contribution of the "loss" term, which is given by
This type of results is generally known as Povzner-type inequalities. An approach for obtaining such inequalities in the case of inelastic collisions has recently been developed in [19] . However, for the purposes of the present study we need a better control of the constants in the inequalities than those provided by the results of [19] . We will therefore establish a sharper version of the Povzner-type inequality for inelastic collisions, using the ideas of [4] . The key point, as in [4] , is to look for estimates of the integral quantity (2.1), rather than for pointwise estimates of the integrand.
, 1] there exists a functionḡ β (µ), on µ ∈ (−1, 1), which we define explicitly in the course of the proof, such thatḡ β (µ) is nonnegative, continuous, even, nondecreasing for µ ∈ [0, 1], satisfies
and for every smooth function Ψ(x), defined for x > 0, nondecreasing and convex,
Remarks. 1) The above inequality is a generalization of inequalities (12), (16) from [4] to the inelastic case, under the extra assumption of Ψ being nondecreasing. Indeed, from the conditions onḡ β (µ) it is easy to see that in the elastic case β = 1 we must haveḡ 1 (µ) = 1. Then the inequality of the lemma reduces to
which is equivalent to the form used in [4] .
2) The smoothness assumption on Ψ can be dispensed with relatively easily, by elaborating some of the arguments we use in the proof. On the other hand, in the most important examples Ψ(x) = x p with p > 1, which will be used in the moment estimates, the needed smoothness is readily available.
Proof. In the proof we use repeatedly the following argument: suppose that ψ(v), v ∈ R 3 is a convex function. Then, for almost every a ∈ R 3 , and for every b ∈ R 3 ,
is a nondecreasing function of t > 0. (To see this differentiate (2.2) in t and notice that a convex function has almost everywhere a nondecreasing directional derivative in every direction.) To apply this argument we notice that since Ψ(x) is convex and nondecreasing, then also ψ(v) = Ψ(|v| 2 ) is convex as a function of v ∈ R 3 . In order to introduce the symmetric structure (2.2) into the integrand of (2.1) we then rewrite v ′ and w
is the velocity of the center of mass, and u ′ is the relative velocity after the collision. We then have, according to (1.9),
where u is the relative velocity before the collision. Further, we pass to the spherical coordinates (ρ, ω) in u ′ by setting
Denoting by ν the unit vector in the direction of u and using (2.3), we can write
We then perform the change of variables from σ to ω in the integral (2.1). To do so, notice that for every test function ϕ(k), k ∈ R 3 , we can formally extend the integration from S 2 to R 3 by writing
where δ is the one-dimensional δ-function.
Changing variables from k to
and then passing to the spherical coordinates (ρ, ω) we can rewrite the integral (2.5) as 1 β 3
The radial integration in (2.6) can be performed explicitly, since
After the radial integration, ρ in (2.6) will be expressed through µ = (ν ·ω) according to
(2.7) (The last equation is nothing but the condition |k| 2 = 1 expressed in the new variables.) Thus, we obtain the formula
Applying identity (2.8) to (2.1) we get
Our next goal is to simplify (2.10) to get a convenient upper bound. First, due to the convexity of Ψ(| · | 2 ), the expression in braces, considered as a function of λ > 0, is monotonically increasing. Using (2.7) it is easy to see that
for all µ ∈ [−1, 1]. Thus, estimating λ by one and setting
we find:
where 13) and m is the unit vector in the direction of U.
We further symmetrize (2.12) by using the change of variables ω → −ω. Since the expression in braces is invariant under this transformation, we can replace the function g β (µ) in (2.12) by its symmetrized version
It is now a somewhat tedious but straightforward computation to check thatḡ β (µ) has the properties listed in the formulation of the lemma. Noticing that 2|U||u| E ≤ 1 and using the convexity argument again, this time for the function Ψ(E(
)), we can replace ξ in (2.12) by (m · ω).
Next, we see that, for |U| and |u| fixed, the integral (2.12) has the structure
where ϕ 1 and ϕ 2 are nonnegative, even and monotonically increasing on [0, 1]. It is easy to show that the maximum value of the integral is attained when the vectors ν and m are parallel (thethe integral (2.12) is bounded by
Using thatḡ β is an even function of µ and performing the change of variables z = (1 + µ)/2, we arrive at the conclusion of the lemma.
In the case when the function Ψ(x) is a power function of x, the bounds of the lemma take a more explicit form, and we obtain the following important corollary. 
Corollary 3. Let ψ(v)
=
}.
Proof. Taking Ψ(x) = x p , we can write
Using Lemma 1 with Ψ(x) = x p we get the bound
By Lemma 1, γ 1 = 1, and so, since z p < z for all z ∈ (0, 1), we have
for all p > 1. On the other hand, estimatingḡ β (µ) by its maximum
we get
This completes the proof.
Remark. The expression (2.16) for the constant γ p simplifies in the cases β = 1 (elastic interactions), when
and in the case β = 1/2 ("sticky" particles), when
.
In the general case the integrand of (2.16) is too complicated to yield an answer in closed form. However, the bound (2.17) is quite useful for p > 3 and shows the correct "inverse first power" decay for p large.
Moment inequalities
The estimate of Corollary 3 is a crucial step to obtaining the moment inequalities in the form characteristic for the Boltzmann equation with "hard interactions": [13, 4] . The basic estimate takes a particularly simple form when p is an integer, since then the binomial formula can be used to obtain the inequality . Then for all x, y > 0 the following inequalities hold
Remarks. 1) The binomial coefficients for non-integer p are defined as
2) In the case when p is an odd integer the first of the inequalities becomes an equality which then coincides with the binomial formula for (x + y) p .
Proof. The proof will be achieved by induction on n = k p = 1, 2, 3 . . . In the case k p = 0 the following inequality is satisfied for −1 < p ≤ 1:
Next, for n = 1 and 1 < p ≤ 3, using the above inequality and the identity
which provides the base for the induction. Assuming now that the inequalities (3.1) are true for 2n − 1 < p ≤ 2n + 1, we write
By induction hypothesis, the right-hand side of (3.2) is bounded from below by
and from above by a similar expression with k p − 1 replaced by k p . Performing the integration, using the identity
and noticing that k p + 1 = k p+2 , we obtain the lower bound for (3.2) in the form
and the upper bound with k p+2 − 1 replaced by k p+2 . This completes the induction argument.
We now establish the following bounds for the moments of the collision term Q p defined in (1.18) in terms of moments m p of the distribution function.
Lemma 3. For every p > 1,
and γ p is the constant from Corollary 3.
Proof. Multiplying the inequality of Corollary 3 by f (v)f (w) |v − w| and integrating with respect to v and w, we obtain
f (w) |v − w| dv dw. The inner integral in the last term can be estimated as
The last inequality follows by Jensen's inequality, since f is normalized to have unit mass and zero mean, and the function |v − w| is convex in w for every v fixed. Thus, the last integral term in (3.4) is estimated below by
In the first integral term in (3.4) we use the inequality |v − w| ≤ |v| + |w| and the upper estimate of Lemma 2 to get
Substituting the estimate (3.5) into (3.4) and performing the integration we obtain the upper bound of the Lemma.
For the lower bound we use the splitting (1.6), neglecting the nonnegative Q + term and estimating the moments of Q − in the same way as we did for the second integral term in (3.4) . This completes the proof.
We next apply the bounds for the moments of the collision terms obtained in Lemma 3 to the steady moment equations
obtained from (1.17) . Under suitable conditions on smoothness and decay for |v| large of the solutions f (v), the moments of the forcing terms are calculated as follows.
In the case of pure diffusion (1.2) we have
In the case of diffusion with friction ( 1.3) , we obtain
Setting µ = 0 and λ = −κ in the above identity, we obtain the case of the self-similar solutions: (1.4)
(3.9) Finally, for the shear flow term (1.5), we obtain the inequality
Hence, combining the bounds of Lemma 3 with the above identities, we find for every p > 1, in the first three cases of forcing the double inequalities 11) and in the case of the shear flow the one-sided inequality 12) where G p are given by (3.7), (3.8) and (3.9) , and S p is given by (3.3) .
Notice that since the terms G p and S p depend on the moments m k of order at most p (p − 1 2 in the case of S p ), inequalities (3.11) and (3.12) can be "solved" recursively. More precisely, assuming some properties of the moments of lower order we can use the recursive inequalities to obtain information about the behavior of the moments m p , for p large.
In order to study the summability of the series (1.16), it is convenient to formulate the moment inequalities in terms of the normalized moments
where a and b are constants to be determined. Indeed, the coefficients of the power series (1.16) represent a particular case of (3.13), with p = sk 2
, a = 2 s and b = 1. We will therefore study the conditions on a and b under which the sequences of normalized moments z p = zsk 2 have geometric (exponential) bounds.
We will first look for estimates of the term S p in the moment inequalities (3.11) and (3.12), expressed in terms of the normalized moments z p . We recall the definition of the Beta function
which will be used in the proof of next lemma. 
and A = A(a, b) is a constant independent of p.
Proof. Substituting (3.13) in the expression (3.3) for S p we get
Using (3.14), we can rewrite (3.16) as
Next, we estimate the products z k+1/2 z p−k and z k z p−k+1/2 by their maximum Z p , obtaining the following bound for the sum in (3.17)
Since the expression in braces depends monotonically on a, we estimate it from above by setting a = 1. Further, using the lower bound of Lemma 2, the right-hand side of (3.18) is bounded above by 19) where χ p = 0 if p is an odd integer, and 1, otherwise. Neglecting the negative terms in 1 − s p − (1 − s) p and using the definition of the Beta function again, we obtain the bound
The first term of (3.20) is a constant independent on p; to estimate the second term we recall the following asymptotic formula for the Gamma functions [1] :
for all r, s > 0. Therefore, taking the first Beta function in the second term of (3.20) for definiteness, we obtain
A similar inequality can be obtained for the other Beta function term. It is clear now that the second term in (3.20) is O(p −1 ) for p → ∞, and since it also is locally bounded for p ≥ 0, it is bounded uniformly in p. Denoting now by A = A(a, b) the uniform bound of (3.20) we obtain the conclusion of the lemma.
Remark. A more careful analysis of the expression (3.18) would allow us to obtain a sharper upper bound C p −a Z p (3.22) for that expression, at least for 1 ≤ a ≤ 2. Thus, the factor Γ ap + a 2 + b in the estimate of the lemma could be improved to Γ ap − a 2 + b . However, the result in the present formulation will be sufficient to obtain the necessary bounds for the moments, so we will not pursue the improved estimates based on the bound (3.22) .
We next obtain the simplified inequalities for the normalized moments (3.13). Substituting (3.13) in the inequalities (3.11) and using the estimate of Lemma 4 we obtain in the case of pure diffusion (3.7)
for all p ≥ 1. In the case of diffusion with friction (3.8), the terms
will be added to the left and the right-hand sides of (3.23), respectively. For the shear flow case (3.10) we obtain
Using Corollary 3, for every ε > 0 and for all p > 1 + ε, the constants involving γ p can be estimated as follows:
and
Further, using the identities z Γ(z) = Γ(z + 1) and z (z + 1) Γ(z) = Γ(z + 2) and estimating
we can reduce the inequalities (3.23) to
For the additional terms (3.24) appearing in the equation with friction, we use the inequalities
to estimate them as
Finally, for the self-similar solution case we obtain the inequalities 30) the last of which is also true in the shear flow case.
We now study the inequalities (3.28)- (3.30) for the values of a = 2 s corresponding to the proposed orders of tails of the solutions. In the case of pure diffusion we take a = 4 3 and the inequalities (3.28) take the form
for p > 1 + ε. We notice that if b < 1, the asymptotic formula (3.21) allows us to control the factor in front of the Z p term in (3.31) in the following way:
if we take p 1 sufficiently large. Inequality (3.31) then becomes
In the case of diffusion with friction the choice a = 1 gives us the inequalities and choosing p 1 large enough, we obtain using (3.21),
We can then use (3.31) to obtain the following simple inequalities
for all p ≥ p 1 . Finally, in the case of self-similar solutions we take a = 2, and (3.30) becomes
We then take b < 1 and choose p 1 large enough to obtain
Inequality (3.38) then simplifies to
The second of these inequalities is also satisfied in the shear flow case.
We have now obtained inequalities for the normalized moments (3.13) in the form which is simple enough to be analyzed and which, as we will see below, will allow us to prove the results about the tail behavior stated in Section 1. Abstracting now from the precise meaning of the terms in inequalities (3.33), (3.36), (3.37) and (3.40) we can say that they express the balance between the "loss terms" (moments of order p+ 1 2 ), "gain terms" (terms involving Z p ), diffusion (moments of order p−1) and friction or the force terms in the shear flow (moments of order p). We notice also that inequalities in the form (3.28), (3.29) and (3.30) together with the asymptotic formula (3.21) can be used to actually derive the values of a for which the series (1.16) has finite and positive radius of convergence. For the sake of simplicity, since these values are already known from the formal arguments, we will not perform these computations here.
Proofs of Theorems 1 and 2
Proof of Theorem 1. We will establish the following statement that will imply the conclusion of the Theorem (see also the Remark that follows Theorem 2). We show that for every p 0 > 1 there are positive constants c, q, depending on m 0 and m 1 only, and C, Q, depending on m 0 , p 0 and m p 0 only, such that
, where s = 3 2 in the case of the pure diffusion, s = 2 in the case of diffusion with friction, and s = 1 for the self-similar solutions (1.4). Equivalently, we can set a = 4 3 , a = 1 and a = 2 in the respective cases and look for the estimates
2) for all p ≥ 1, with z p defined as in (3.13) . (The constants in (4.2) have to be modified to match those in (4.1).)
Notice that it would be sufficient to prove (4.2) for a certain value of b > 0 in the definition of z p (3.13). Indeed, since
changing the value of b in (3.13) essentially results in the multiplication of z p by the factor Cp b 1 −b 2 , which can be compensated for by adjusting the constants in (4.2). We fix the value of b < 1 so that inequalities (3.31), (3.33) and (3.34) are available for p sufficiently large.
The proof of the inequalities (4.2) will be accomplished in two steps. The first one will be to show that (4.2) holds on the initial interval, 1 ≤ p ≤ p 1 , where p 1 (dependent on p 0 and b) is chosen so that inequalities (3.32) and (3.35) hold with ε = 1−p 0 2 .
Step 1: Initial interval. We notice that for 1 ≤ p ≤ p 1 , the Gamma function is bounded both from above and from below:
where for a > 0 and b > 0 the constants c 0 and C 0 depend only on a, b and p 0 . Thus, on the initial interval it suffices to estimate m p instead of z p in (4.2).
To obtain the desired estimate, we first use Jensen's inequality to derive for every 0 < p ′ < p < p ′′ the inequalities , use the bounds (3.26) and (3.27) in the moment inequalities (3.11), (3.7) and estimate We then obtain, for all p > 1 + ε, the inequalities
Now we see that using (4.7) we can extend the bounds (4.5) (by augmenting the constants q and Q if necessary) to the interval Further, by iterating inequalities (4.7) we can cover the interval p 0 ≤ p ≤ p 1 by a fixed number of subintervals of length at most 1 2 , so that finally inequalities (4.5), with the constants depending on m 0 , m 1 , p 0 and m p 0 only, will be extended to the whole interval 1 ≤ p ≤ p 1 .
Step 1: Diffusion with friction. We argue as in the previous case and obtain using (3.11), (3.8) the following upper bounds for m p+ . This allows us to extend the lower bound (4.5) iteratively to the interval 1 ≤ p ≤ p 1 .
Step 1: Self-similar solutions. Using the moment inequalities (3.11), (3.9) and arguing as above we obtain
We can now complete the proof of Theorem 1 by an induction argument.
The above proof contains the proof of Theorem 2 as a special case: indeed the inequalities for the normalized moments in the shear flow case coincide with the upper inequalities for the case of self-similar solutions. The result of Theorem 2 is weaker than in the latter case, since we were not able to obtain suitable lower bounds for the moments in the shear flow problem.
Concluding Remarks
The estimates for the normalized moments that we established certainly deserve more attention that we were able to give them in the framework of the steady solutions to the kinetic equations. In fact, we hope to return to the problem of the time-evolution of the tails by the moment method in a separate paper. Another promising direction of study stems from the use of the integral bounds together with maximum principles for kinetic equations, in the form suggested by C. Villani [34] . There are indications that such methods may yield more precise asymptotics (in particular, pointwise upper bounds) for some cases of kinetic equations [20] .
