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RESUMEN
En este trabajo se propone un me´todo para la deteccio´n de malezas en ima´genes ae´reas de
campos agrı´colas. Las ima´genes fueron obtenidas desde un vehı´culo ae´reo no tripulado con
una ca´mara RGB en un campo de frijol. El objetivo final fue la obtencio´n de un mapa geo-
rreferenciado de densidad de malezas a partir de las ima´genes obtenidas. El me´todo propuesto
consiste en cuatro pasos principales: 1) segmentacio´n de la vegetacio´n, 2) estimacio´n de la
orientacio´n media de las filas de cultivos, 3) identificacio´n de las filas de cultivo, y 4) segmen-
tacio´n de las malezas y generacio´n del mapa de densidad de malezas. La deteccio´n de malezas
se llevo´ a cabo de manera completamente auto´noma, empleando un a´rbol de decisio´n como
algoritmo de clasificacio´n en la etapa final, pero sin requerir la seleccio´n manual de muestras
para el entrenamiento. Los resultados obtenidos en la evaluacio´n del desempen˜o del me´todo
propuesto fueron satisfactorios. El modelo de regresio´n lineal entre las densidades de maleza
estimadas y observadas arrojo´ un coeficiente de determinacio´n de 0.987 y un error cuadra´tico
medio de 0.075. Del a´rea total del campo de estudio, se estimo´ un 84 % con menos del 1 % de
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En la actualidad, la agricultura se enfrenta a inmensos retos, dada la necesidad de aumen-
tar la produccio´n de alimentos y la creciente preocupacio´n por los problemas ambientales y el
cambio clima´tico. El rendimiento agrı´cola ha aumentado notablemente durante los u´ltimos 30
an˜os, como resultado de la intensificacio´n en la gestio´n de los cultivos, ası´ como las mejoras
en los sistemas de riego y fertilizantes [1]. Satisfacer la futura demanda de alimentos depen-
dera´, en primer lugar, del crecimiento continuo del rendimiento de las cosechas. Sin embargo,
actualmente la tasa de aumento del potencial de rendimiento es mucho menor que el aumento
esperado de la demanda [2].
Uno de los enfoques propuestos para resolver estos desafı´os es la intensificacio´n sostenible
de la agricultura, que tiene como objetivo aumentar la produccio´n de alimentos de las tierras
existentes, minimizando el impacto ambiental, para asegurar las necesidades de las generacio-
nes presentes y futuras [3]. El logro de una produccio´n consistente con estos niveles elevados
sin causar dan˜os ambientales requiere mejoras en la calidad del suelo y un manejo preciso de
todos los factores de produccio´n en el tiempo y el espacio. Por tanto, este progreso requerira´
claramente la integracio´n de los principales enfoques en la investigacio´n y el desarrollo de la
agricultura.
2Dentro de la dimensio´n te´cnica de la agricultura sustentable a gran escala, la agricultura de
precisio´n (AP) desempen˜a un importante papel e introduce un cambio de paradigma al consi-
derar a los campos como entidades heteroge´neas con variaciones en mu´ltiples dimensiones [2].
Se ha argumentado que varios tipos de sistemas de las tecnologı´as de la informacio´n y las
comunicaciones serı´an los principales contribuyentes a la transicio´n hacia la sostenibilidad, y
los sistemas agrı´colas de apoyo a la toma de decisiones constituyen un importante ejemplo.
La AP es un concepto de gestio´n agrı´cola basado en la observacio´n, la medida y la actuacio´n
frente a la variabilidad espacial y temporal de los cultivos. El objetivo de la AP es definir un
sistema de apoyo a las decisiones para la gestio´n de los cultivos con el objetivo de optimizar el
rendimiento de los insumos y preservar los recursos [4].
La AP implica una mejor gestio´n de los recursos e insumos agrı´colas, tales como fertilizan-
tes, agua, herbicidas y plaguicidas, realizando la gestio´n correcta de los cultivos en el lugar y
momento adecuados. Mientras que en la mayorı´a de los grandes campos agrı´colas bajo manejo
convencional estos insumos se aplican de manera uniforme, con la AP, los campos se pueden
dividir en diferentes zonas de manejo a las cuales se destinan los recursos en funcio´n de las
caracterı´sticas de cada zona en particular. La AP busca mejorar la productividad y rentabilidad
de los cultivos a trave´s de una mejor gestio´n de los recursos agrı´colas, para lo cual se basa en
la recopilacio´n y el procesamiento intensivo, en el tiempo y el espacio, de datos e informacio´n
sobre los cultivos. Por tanto, se requiere la obtencio´n de mapas precisos del crecimiento de los
cultivos, malezas, infestaciones de insectos, deficiencias de nutrientes y otras condiciones del
cultivo y del suelo. La recoleccio´n de estos datos se lleva a cabo mediante la teledeteccio´n.
En la literatura se reportan varias aplicaciones de la teledeteccio´n a la AP. Estas incluyen
la estimacio´n del rendimiento y de la biomasa [5, 6], la deteccio´n del estre´s hı´drico y de los
nutrientes de los cultivos [7–9], el mapeo de las infestaciones de malezas [10,11], la presencia
de insectos y enfermedades [12,13] y la determinacio´n de diferentes propiedades del suelo [14–
17].
31.2. Planteamiento del problema y justificacio´n
Las malezas pueden ocasionar pe´rdidas directas o indirectas en los cultivos y por tanto su
control es una tarea de gran importancia en la produccio´n agrı´cola [18–21]. Cuando el con-
trol de malezas se realiza de manera inapropiada se afecta el rendimiento de los cultivos y
se incrementan los impactos negativos sobre el medio ambiente [22, 23]. Uno de los me´todos
ma´s empleados en la actualidad para el control de malezas es el uso de herbicidas. Aunque
efectivos, los me´todos de control de malezas mediante la aplicacio´n de herbicidas no siempre
son eficientes [24, 25]. En muchos casos, del volumen total de herbicidas aplicados, una parte
significativa se pierde debido a la evaporacio´n, la imprecisio´n de los sistemas de aplicacio´n o
debido a que se depositan sobre los cultivos o el suelo, y como resultado so´lo una pequen˜a
parte del herbicida aplicado alcanza de manera efectiva a las malezas. Otro factor que afecta la
eficiencia es la distribucio´n no uniforme de las malezas a trave´s de los campos de cultivos [26].
Varias propiedades fı´sicas y quı´micas del suelo, tales como el pH, los niveles de nutrientes, la
elevacio´n topogra´fica, el contenido de materia orga´nica y la capacidad de intercambio catio´ni-
co, contribuyen a esta distribucio´n no homoge´nea. A pesar de esto, los herbicidas se suelen
aplicar en iguales cantidades a lo largo de los sembrados.
En adicio´n al impacto ambiental potencialmente adverso y las crecientes preocupaciones
sobre los posibles efectos de los residuos de plaguicidas en la salud humana [27], los herbici-
das y su aplicacio´n representan un costo variable significativo en la produccio´n agrı´cola. Estas
preocupaciones han llevado a la creacio´n de regulaciones legales en relacio´n al uso de her-
bicidas en varios paı´ses. Una parte esencial del progreso hacia una gestio´n sostenible de las
malezas, econo´mica y ambientalmente, es la reduccio´n del volumen de quı´micos aplicados.
Para poder aplicar los herbicidas de forma regulada en funcio´n de los requerimientos de
cada zona del campo, es necesario como paso previo realizar un mapeado de la distribucio´n de
las malezas. Los mapas de distribucio´n de malezas pueden ser empleados en la generacio´n de
mapas de prescripcio´n para el tratamiento con herbicidas. Considerando la variabilidad espacial
en la distribucio´n de las malezas, es posible lograr una disminucio´n significativa en la cantidad
de herbicida aplicado mediante el uso de los mapas de prescripcio´n.
4Hace algunos an˜os, la exploracio´n manual intensiva era el u´nico medio de proporcionar
informacio´n acerca de las distribuciones de malezas. Estas labores manuales de mapeo de ma-
lezas son laboriosas y requieren mucho tiempo [28,29]. Durante la u´ltima de´cada, se han desa-
rrollado e implementado una amplia gama de nuevas tecnologı´as para la recopilacio´n y pro-
cesamiento de informacio´n de los campos de cultivos. Entre estas tecnologı´as se encuentran
las asociadas a la adquisicio´n y procesamiento de ima´genes de los cultivos desde plataformas
terrestres, satelitales y ae´reas. Estas plataformas y sus sistemas de adquisicio´n de ima´genes
asociados pueden distinguirse en base a la altitud de la plataforma, la resolucio´n espacial de
las ima´genes y la frecuencia en la obtencio´n de los datos. Hasta el presente, el uso de las pla-
taformas satelitales ha estado limitado por sus elevados costos, los retardos considerables en la
obtencio´n de los datos y las bajas resoluciones espaciales de las ima´genes [30–34].
Con los recientes avances en el desarrollo de los vehı´culos ae´reos no tripulados o drones,
estos se han convertido en una alternativa prometedora para el monitoreo de los cultivos. El
uso de drones en la AP ofrece tres ventajas fundamentales sobre otros sistemas de monitoreo
de cultivos: (1) menores costos por a´rea de cultivo, en comparacio´n con el monitoreo mediante
ima´genes satelitales, (2) elevada precisio´n, debido a que las ima´genes se toman en vuelos de
baja altura y por tanto se pueden obtener resoluciones espaciales en el orden de los centı´metros,
(3) gran rapidez en la obtencio´n de los datos, lo cual garantiza que se puedan tomar las medidas
de control de manera oportuna.
1.2.1. Hipo´tesis
Mediante el ana´lisis de las ima´genes de un campo agrı´cola tomadas desde un vehı´culo ae´reo
no tripulado es posible detectar las malezas presentes en el campo.
1.2.2. Objetivo General
Desarrollar un me´todo para la generacio´n de mapas georreferenciados de infestacio´n de
malezas basado en el ana´lisis de ima´genes tomadas desde un vehı´culo ae´reo no tripulado.
51.2.3. Objetivos Particulares
1. Establecer una metodologı´a para la adquisicio´n de las ima´genes ae´reas.
2. Disen˜ar e implementar un me´todo para detectar las malezas en las ima´genes adquiridas.
3. Validar el me´todo disen˜ado mediante la comparacio´n con los resultados derivados de la
inspeccio´n humana en muestras representativas del campo.
1.3. Metodologı´a
Para alcanzar los objetivos de la investigacio´n, primeramente se llevo´ a cabo una fase de
planificacio´n y seleccio´n de la tecnologı´a durante los primeros tres meses de trabajo. Una vez
seleccionada la tecnologı´a, se procedio´ a adquirir el todo equipamiento necesario para llevar a
cabo la investigacio´n. En el siguiente paso se coordino´ con los agricultores los procedimientos
necesarios para adquirir las ima´genes de los cultivos.
En la siguiente fase de la investigacio´n se realizo´ el trabajo de campo siguiendo una meto-
dologı´a con los siguientes pasos fundamentales:
1. Planificacio´n del vuelo y adquisicio´n de las ima´genes.
2. Pre-procesamiento de las ima´genes.
3. Ana´lisis de las ima´genes.
La u´ltima fase de la investigacio´n involucro´ la participacio´n de algunos grupos de intere´s
locales, de conjunto con los cuales se llevo´ a cabo la revisio´n y validacio´n de los resultados
preliminares.
1.4. Estructura de la tesis
El presente documento se estructura en introduccio´n, capitulario, conclusiones, recomen-
daciones y referencias bibliogra´ficas. En el Capı´tulo 1 se establecen los fundamentos teo´ricos
necesarios para abordar la problema´tica de investigacio´n general. En este capı´tulo se exponen
los resultados del estudio realizado sobre las te´cnicas de procesamiento de ima´genes aplicadas
en la agricultura. En el Capı´tulo 2 se presenta y argumenta la solucio´n del problema a la que
se arriba como resultado de la investigacio´n. En este capı´tulo se presentan los algoritmos de
6procesamiento de ima´genes desarrollados. En el Capı´tulo 3 se presentan los resultados expe-
rimentales obtenidos y se evalu´a el desempen˜o de los algoritmos desarrollados en funcio´n de




En este capı´tulo se establecen los fundamentos teo´ricos necesarios para abordar la pro-
blema´tica de investigacio´n. En el epı´grafe 2.1 se describen las caracterı´sticas de las malezas
y las afectaciones que producen en los campos agrı´colas. En el epı´grafe 2.2 se analizan va-
rias te´cnicas de procesamiento de ima´genes que son de intere´s para nuestro trabajo. En el
epı´grafe 2.2.1 describen algunos me´todos de segmentacio´n de vegetacio´n. Seguidamente, en el
epı´grafe 2.2.2 se abordan las te´cnicas que se han utilizado en trabajos precedentes para detectar
las filas de cultivos. Finalmente, en el epı´grafe 2.2.3 se discuten algunos estudios previos sobre
deteccio´n de malezas.
2.1. Malezas
En [35] se definio´ una maleza como “una planta que forma poblaciones capaces de ingresar
a ha´bitats cultivados u ocupados por el hombre, y potencialmente deprimir o desplazar las
poblaciones de plantas residentes que se cultivan deliberadamente o son de intere´s ecolo´gico
y/o este´tico”. Las malezas pueden prosperar bajo las condiciones generadas por las pra´cticas
agrı´colas de labranza, irrigacio´n, fertilizacio´n y separacio´n entre hileras que minimizan las
tensiones debido a la sequı´a, baja fertilidad, luz limitada y altos niveles de plagas. Entre los
problemas especı´ficos que pueden causar las malezas se incluyen los siguientes:
Reduccio´n del rendimiento agrı´cola: El control de malezas es una parte costosa pero
necesaria de la produccio´n agrı´cola, que afecta directamente el precio de los alimentos
y otros productos agrı´colas. Sin embargo, tales productos serı´an menos abundantes y
8ma´s caros si no se aplicara el control de malezas. El rendimiento agrı´cola se reduce
principalmente por la competencia entre la maleza y el cultivo por el agua y los nutrientes
del suelo, la luz y el dio´xido de carbono. Ciertas malezas tambie´n pueden reducir los
rendimientos del cultivo al liberar compuestos alelopa´ticos.
Uso menos eficiente de la tierra: La presencia de malezas en un terreno determinado
puede reducir la eficacia ma´xima del uso de ese terreno de varias maneras. Estas incluyen
mayores costos de produccio´n y cosecha, reforestacio´n y mantenimiento no agrı´cola, ası´
como tambie´n reduccio´n en el crecimiento de las plantas, limitacio´n de los cultivos que
se pueden cultivar y reduccio´n del valor de la tierra.
Mayores costos de control de plagas: Las malezas pueden albergar organismos dan˜inos
para los cultivos. Por ejemplo, el gorgojo y la mosca de la zanahoria pueden ser alojados
por la zanahoria silvestre, y luego atacar la zanahoria cultivada. Los a´fidos y los gusanos
de la raı´z de la col viven en la mostaza y luego atacan la col, la coliflor, el ra´bano y los
nabos.
Reduccio´n de la calidad de los productos: Todos los cultivos son susceptibles a una
reduccio´n de la calidad debido a la presencia de malezas. Algunos ejemplos son las
semillas de malezas y los bulbos de cebolla en granos y semillas, los restos de malezas
en el heno y el algodo´n.
Problemas de gestio´n del agua: Las malezas acua´ticas pueden ser un problema importan-
te en los sistemas de riego y drenaje, lagos, estanques, embalses y puertos. Restringen el
flujo de agua, interfieren con actividades comerciales y recreativas, y pueden emitir sabo-
res y olores indeseables en los suministros de agua dome´sticos. Su control es a menudo
difı´cil y costoso. Las malezas terrestres que crecen en los bordes de los sitios acua´ticos
tambie´n pueden ser un problema.
Menor eficiencia humana: El control de malezas constituye una gran parte del trabajo
de un agricultor requerido para producir un cultivo. Este esfuerzo afecta directamente el
costo de la produccio´n de cultivos y, por lo tanto, el costo de los alimentos. Nos afecta
a todos, ya sea que cultivemos o no. Las malas hierbas reducen la eficiencia humana a
trave´s de alergias y envenenamiento. La fiebre del heno, causada principalmente por el
9polen de las malezas, por sı´ sola representa tremendas pe´rdidas en la eficiencia huma-
na. La hiedra venenosa, el roble venenoso y el zumaque venenoso causan pe´rdidas en
te´rminos de tiempo y sufrimiento humano.
2.1.1. Prevencio´n, control y erradicacio´n de malezas
La prevencio´n, que significa evitar que una especie de maleza determinada contamine un
a´rea, es a menudo el medio ma´s pra´ctico para controlar las malezas. Entre las medidas que to-
man los agricultores para prevenir las infestaciones de malezas se encuentran las siguientes: (1)
evitar que nuevas semillas de malezas sean introducidas mediante semillas de cultivos, alimen-
tos o maquinaria contaminados, (2) evitar que las malezas ya presentes produzcan semillas, (3)
prevenir la propagacio´n de malezas perennes que se reproducen vegetativamente.
El control, por otro lado, tiene como objetivo limitar infestaciones de malezas existentes. El
grado de control suele ser una cuestio´n de economı´a, un balance entre los costos involucrados y
el aumento esperado de las ganancias. Cada agricultor tiene la capacidad de decidir el nivel de
control de malezas adecuado para alcanzar los objetivos del sistema de cultivo. En las zonas no
cultivadas, a menudo es deseable eliminar esencialmente toda la vegetacio´n durante un perı´odo
especı´fico de tiempo, de modo que las malezas sean limitadas a un nivel que no les permita
interferir con las actividades humanas. La mayorı´a de los programas de control biolo´gico que
utilizan un organismo altamente especı´fico como agente de control se basan en la obtencio´n de
un manejo econo´mico adecuado de una maleza, pero no en la erradicacio´n.
La erradicacio´n es la eliminacio´n total de todas las malezas, incluidos sus propa´gulos ve-
getativos y semillas. La erradicacio´n es mucho ma´s difı´cil que la prevencio´n o el control. En
general, esta´ justificada solo para la eliminacio´n de infestaciones graves de malezas en un a´rea
limitada. La parte ma´s difı´cil de la erradicacio´n es la eliminacio´n de los propa´gulos vegetativos
y las semillas en el suelo. Las semillas de muchas malezas pueden permanecer latentes durante
varios an˜os, y en este estado latente no suelen ser eliminadas por las pra´cticas comunes de con-
trol de malezas. Los propa´gulos vegetativos y muchas semillas de malezas se pueden erradicar
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mediante la fumigacio´n del suelo. Se suelen utilizar herbicidas persistentes; sin embargo, de-
bido a su larga persistencia en el suelo, impiden el crecimiento de especies deseables durante
perı´odos de tiempo sustanciales.
Los me´todos empleados para manejar malezas varı´an, dependiendo de la situacio´n, la in-
formacio´n disponible, las herramientas, la economı´a y la experiencia. La tecnologı´a agrı´cola
mejorada a lo largo de los siglos ha contribuido en gran medida al aumento de la produccio´n
de alimentos y, en consecuencia, al aumento del nivel de vida de las personas. Los avances en
las pra´cticas de control de malezas han sido una parte importante de estos resultados.
Las pra´cticas de control de malezas son tan antiguas como el cultivo de alimentos y han
evolucionado desde me´todos que requerı´an grandes aportaciones de trabajo humano a me´todos
donde se minimiza el gasto de energı´a humana mediante la mecanizacio´n de las labores y uso
de quı´micos. Progresivamente, y con un impulso creciente, los humanos aprendieron a usar sus
propias manos, herramientas manuales, fuerza animal y la potencia de vehı´culos a motor para
manejar las malezas. Las labores asociadas al control de malezas cambiaron radicalmente a
partir de 1947 con la introduccio´n de los herbicidas. A partir de entonces se han desarrollado
numerosos herbicidas nuevos y se han utilizado ampliamente, lo que ha provocado que la
energı´a quı´mica se convierta en la principal herramienta de control de malezas en muchos
paı´ses.
2.2. Tecnologı´as de visio´n artificial en la agricultura
Las tecnologı´as de visio´n artificial han sido ampliamente utilizadas y estudiadas en la agri-
cultura para identificar y detectar la vegetacio´n (cultivos y malezas). A pesar de los desafı´os
existentes, estas tecnologı´as han demostrado un elevado potencial para su aplicacio´n exitosa en
varios sistemas automatizados de control de malezas descritos en estudios recientes [11, 36–
39].
2.2.1. Segmentacio´n de la vegetacio´n
El primer paso de procesamiento en la mayorı´a de las aplicaciones de ana´lisis de ima´ge-
nes en la agricultura es segmentar los pı´xeles de la imagen en dos clases: vegetacio´n y suelo.
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La segmentacio´n de imagen es un proceso mediante el cual los pı´xeles que comparten de-
terminadas caracterı´sticas se agrupan para formar diferentes regiones siguiendo algu´n criterio
de homogeneidad. Este primer paso de procesamiento es esencial, ya que la precisio´n de la
segmentacio´n inicial influira´ directamente en el desempen˜o de las etapas posteriores de pro-
cesamiento. En la literatura se han propuesto varios me´todos para segmentar la vegetacio´n en
ima´genes de campos agrı´colas. Los me´todos de segmentacio´n ma´s empleados se pueden di-
vidir en dos grupos: (1) me´todos basados en ı´ndices de vegetacio´n y (2) me´todos basados en
aprendizaje automa´tico. En las siguientes secciones se describira´n ambos tipos de me´todos de
segmentacio´n.
2.2.1.1. Segmentacio´n basada en ı´ndices de vegetacio´n
Los me´todos de segmentacio´n basados en ı´ndices de vegetacio´n se encuentran entre los
ma´s utilizados en aplicaciones agrı´colas. Se denomina ı´ndice de vegetacio´n a una funcio´n que
permite transformar una imagen RGB a una imagen de un solo canal en la cual existe un mayor
contraste de los pı´xeles de vegetacio´n con respecto al resto de los pı´xeles. Sea A una imagen
RGB donde solo existen dos clases de pı´xeles: vegetacio´n y suelo. Una funcio´n f : R3 → R se
denomina ı´ndice de vegetacio´n ideal si para cualquier A se cumple que
B(p) = f(Ar(p),Ag(p),Ab(p)) : B(q) ≥ B(r) ∀ q ∈ RVA, r ∈ RSA, (2.1)
donde B es la imagen del ı´ndice de vegetacio´n, Ar, Ag y Ab representan los canales rojo,
verde y azul de A, respectivamente, y RVA y RSA representan los conjuntos de coordenadas
de los pı´xeles de vegetacio´n y suelo de la imagen A, respectivamente. Aunque en la pra´ctica
resulta difı´cil encontrar una funcio´n f que cumpla de manera estricta la condicio´n (2.1) para
cualquier imagen A, esta definicio´n de ı´ndice de vegetacio´n ideal puede ser empleada como
base para comprender y evaluar los diferentes ı´ndices de vegetacio´n que se han propuesto en la
literatura. En la tabla 2.1 se presentan algunos de los ı´ndices ma´s utilizados en investigaciones
precedentes. En esta tabla, para simplificar la notacio´n, los valores deAr(p),Ag(p) yAb(p) se
representan como R, G y B, respectivamente. Debido a la relativa simplicidad de las funciones
de ca´lculo de estos ı´ndices de vegetacio´n, su costo computacional es muy bajo en comparacio´n
con otros me´todos de segmentacio´n ma´s complejos que se han propuesto.
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Tabla 2.1: I´ndices de vegetacio´n
Me´todo Funcio´n f(R,G,B) Ref.








I´ndice de exceso de rojo (ExR) 1,4R−G [42]
I´ndice de color de extraccio´n de vegetacio´n (CIVE) 0,441R− 0,811G+ 0,385B + 18,787 [43]







I´ndices combinados 1 (COM1) ExG + CIVE + ExGR+VEG [46]
I´ndice de exceso de verde modificado (MExG) 1,262G− 0,884R− 0,311B [47]
I´ndices combinados 2 (COM2) 0,36ExG + 0,47CIVE + 0,17VEG [48]
Despue´s de calcular el ı´ndice de vegetacio´n de cada pı´xel de la imagen A, la imagen ob-
tenida B se transforma en una imagen binaria V mediante un proceso de umbralizacio´n, esto
es
V(p) =
1, B(p) > Vth0, B(p) ≤ Vth , (2.2)
donde Vth es el umbral de binarizacio´n.
En la figura 2.1 se ilustra la idea de la segmentacio´n basada en ı´ndices de vegetacio´n. La
figura 2.1a es una imagen RGB de un campo de cultivo. Las funciones de densidad de proba-
bilidad (PDF) de los canales R, G y B de esta imagen se muestran en la figura 2.1b. Utilizando
el ı´ndice de vegetacio´n ExG, la imagen RGB se transformo´ en la imagen monocroma´tica de la
figura 2.1c, cuya PDF se muestra en la figura 2.1d. No´tese que en la figura 2.1c existe un con-
traste significativo entre las regiones de vegetacio´n y suelo. En el histograma de la figura 2.1d
se distinguen claramente dos picos dominantes, correspondientes a las regiones de vegetacio´n
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y suelo. El pico ma´s prominente y cercano al cero corresponde a los pı´xeles de suelo, mien-
tras que el pico de menor taman˜o y mayor dispersio´n corresponde a los pı´xeles de la regio´n
de vegetacio´n. Cuando el nu´mero total de pı´xeles de vegetacio´n es comprable al nu´mero de
pı´xeles de suelo, como es el caso del ejemplo de la figura 2.1, en la PDF del ı´ndice de vege-
tacio´n se distinguen claramente los picos correspondientes a ambas regiones. En estos casos,
que ocurren generalmente cuando el cultivo se encuentra en una etapa de desarrollo avanzada,
es posible emplear un me´todo automa´tico (como por ejemplo, el me´todo de Otsu [49]) para
encontrar el umbral de binarizacio´n Vth. Sin embargo, no siempre es factible el uso de me´todos
automa´ticos para encontrar Vth, ya que si el a´rea cubierta de vegetacio´n es mucho menor que
el a´rea total del campo (como suele ocurrir en etapas tempranas de desarrollo del cultivo), no
aparece un pico de vegetacio´n distinguible en el histograma del ı´ndice de vegetacio´n.
En [50] se compararon los ı´ndices de vegetacio´n ExG, ExGR y NDI aplicados a la segmen-
tacio´n de plantas de frijol de soya. Se consideraron condiciones de cultivo en invernadero y a
campo abierto. En los resultados obtenidos en esta investigacio´n concluyo´ que el ı´ndice ExGR
con Vth = 0 presento´ el mejor desempen˜o en ambos tipos de entornos, con un factor de calidad
medio del 90 %. En condiciones de invernadero el factor de calidad de los ı´ndices ExG y NDI
fue similar, con un valor de alrededor del 50 %. En cultivos abiertos el desemen˜o del ı´ndice
ExG fue del 90 % (similar al de ExGR), mientras que el de NDI disminuyo´ hasta el 25 %.
En [51] se evaluaron los ı´ndices de vegetacio´n ExG y CIVE, considerando diferentes con-
diciones en cuanto a tipo de cultivo, iluminacio´n y tipo de suelo. Se segmentaron cuatro tipos
de ima´genes diferentes: ima´genes con vegetacio´n verde sin sombra (GV), ima´genes con ve-
getacio´n verde con sombra (GVS), ima´genes con vegetacio´n no verde sin sombra (NGV) e
ima´genes con vegetacio´n no verde con sombra (NGVS). En general, el ı´ndice ExG tuvo un
mejor desempen˜o que CIVE en ima´genes con sombra (GVS y NGVS). Tanto ExG como CIVE
tuvieron un pobre desempen˜o en ima´genes GVS, mientras que en ima´genes NGV el desempen˜o
de ExG fue muy superior al de CIVE.
En [52] se tomaron ima´genes en diferentes campos de frijol de soya, en varios momentos
del dı´a. Se compararon los ı´ndices NDI, ExGR y CIVE, con Vth seleccionado por el me´todo
de Otsu. Los resultados mostraron un desempen˜o similar para los tres indices estudiados. Sin
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Figura 2.1: Segmentacio´n basada en ı´ndices de vegetacio´n. (a) Imagen RGB de un campo de
cultivo. (b) PDF de los canales R, G y B. (c) Imagen monocroma´tica del ı´ndice ExG. (d) PDF
del ı´ndice ExG.
embargo, se sen˜ala en la investigacio´n que este desempen˜o no fue estable y presento´ una gran
variabilidad entre ima´genes En algunas ima´genes el desempen˜o de los ı´ndices NDI y CIVE fue
superior al del ExGR, mientras que en otras ima´genes ocurrio´ todo lo contrario.
Los ı´ndices ExG, CIVE, ExGR y VEG fueron comparados en [53]. La comparacio´n se
llevo´ a cabo en ima´genes de campos maı´z, considerando varias condiciones de iluminacio´n. En
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este estudio los ı´ndices ExG, ExGR y VEG presentaron un desempen˜o similar entre el 88 % y
el 90 %, mientras que el ı´ndice CIVE presento´ un desempen˜o del 68 %.
La correcta eleccio´n del umbral de binarizacio´n es fundamental para garantizar un adecuado
desempen˜o de los me´todos de segmentacio´n basados en ı´ndices de vegetacio´n. En la literatura
se han propuesto varias te´cnicas de umbralizacio´n. En [54] la seleccio´n del umbral se baso´ en
la entropı´a del histograma. Esta te´cnica es efectiva cuando el histograma es bimodal, pero re-
sulta difı´cil de aplicar cuando los picos del histograma varı´an significativamente en taman˜o. El
me´todo de Otsu [55] es uno de los me´todos de seleccio´n automa´tica del umbral ma´s utilizados.
Con el me´todo de Otsu se obtiene el valor de un umbral que minimiza la varianza interclases
entre dos regiones a segmentar. En el me´todo de ca´lculo del umbral propuesto en [56], se cal-
culo´ para cada pı´xel un factor de homogeneidad local a partir del cual se determino´ un umbral
local. Este me´todo puede ser u´til en la segmentacio´n de regiones de vegetacio´n pequen˜as y
debido a que se considera informacio´n local, su desempen˜o no se ve degradado en ima´genes
con iluminacio´n variable. Los autores de [57] asumieron que los valores de intensidad de los
pı´xeles de vegetacio´n y suelo siguen distribuciones gaussianas. Los pı´xeles pertenecientes a la
distribucio´n gaussiana con el menor valor medio se clasificaron como vegetacio´n. De mane-
ra similar, los pı´xeles pertenecientes a la distribucio´n gaussiana con el mayor valor medio se
clasificaron como suelo.
De acuerdo con algunos de los estudios considerados anteriormente, los me´todos de seg-
mentacio´n basados en ı´ndices de vegetacio´n tienen algunas limitaciones. La ma´s notable de
todas es que los resultados que se obtienen para un mismo me´todo son muy sensibles a las
condiciones en que se tomo´ la imagen a segmentar. Otra de sus desventajas es que requieren
la optimizacio´n del umbral de binarizacio´n para lograr un adecuado desempen˜o. Adema´s, son
adecuados para la segmentacio´n solo cuando color dominante de la plantas es el verde. Sin
embargo, tienen algunas ventajas, tales como su simplicidad de implementacio´n y bajo costo
computacional, lo que los hace apropiados para aplicaciones de tiempo real. Asociado a su baja
complejidad tambie´n esta´ el hecho de que, a diferencia de otros me´todos basados en aprendi-
zaje automa´tico, no requieren entrenamiento. El hecho de que en los estudios publicados se
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han utilizado diferentes datos de prueba dificulta la comparacio´n directa. Pocos estudios se han
llevado a cabo utilizando un conjunto comu´n de datos de prueba.
2.2.1.2. Segmentacio´n basada en aprendizaje automa´tico
Aunque en varias investigaciones se ha demostrado la efectividad de los me´todos de seg-
mentacio´n basados en ı´ndices de vegetacio´n, en algunos casos particulares su desempen˜o se de-
grada significativamente. Estos casos particulares pueden presentarse, por ejemplo, en ima´ge-
nes tomadas en dı´as muy soleados o nublados. Como resultado, en varios estudios se han
investigado me´todos de segmentacio´n ma´s sofisticados, entre ellos los me´todos basados en
aprendizaje automa´tico, supervisados y no supervisados. Algunos de los me´todos propuestos
son los siguientes:
Algoritmo de clusterizacio´n con lo´gica difusa [58].
Algoritmo de desplazamiento medio (mean-shift) con una red neuronal de retropropaga-
cio´n [51].
Algoritmo de desplazamiento medio con discriminante lineal de Fisher [52].
Ma´quinas de soporte vectorial [48].
A´rboles de decisio´n [59].
Clusterizacio´n por propagacio´n de afinidad [53].
Modelacio´n morfolo´gica [60].
Clusterizacio´n mediante optimizacio´n de enjambre de partı´culas y modelacio´n mor-
folo´gica [61].
Como se ha demostrado en estudios precedentes, los me´todos basados en aprendizaje au-
toma´tico tienen un mejor desempen˜o que los me´todos basados en el ı´ndices de vegetacio´n,
ya que emplean una fase de entrenamiento previa. Sin embargo, esta caracterı´stica puede re-
presentar una desventaja en aplicaciones de tiempo real. Adema´s, para obtener resultados de
segmentacio´n fiables se requiere un nu´mero considerable de muestras de entrenamiento.
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2.2.2. Deteccio´n de filas de cultivos
En la literatura se han propuesto diferentes me´todos de procesamiento de ima´genes para
la deteccio´n de filas de cultivo en ima´genes de campos agrı´colas. En algunos de los me´todos
propuestos se combinan dos o ma´s te´cnicas y en todos se aplican condicionamientos previos
en forma de diferentes restricciones. Por ejemplo, se asumen como conocidos uno o ma´s de
los siguientes elementos: el nu´mero de filas de cultivos a detectar, la geometrı´a del sistema de
la ca´mara, el espaciamiento entre filas de cultivos, las orientaciones y posiciones esperadas de
filas de cultivos, los para´metros intrı´nsecos y extrı´nsecos de la ca´mara. Algunos de las te´cnicas
que se han utilizado para la deteccio´n de filas de cultivos son los siguientes:
Transformada de Hough (TH): inicialmente propuesta por Hough [62], su aplicacio´n pa-
ra la deteccio´n de filas de cultivos se basa en la acumulacio´n y conteo de los pı´xeles de
vegetacio´n de las filas. La TH se ha aplicado en la deteccio´n de filas rectas en varios ti-
pos de cultivos (coliflor, remolacha azucarera y trigo) [63–69]. Modificaciones de la TH
tambie´n fueron aplicadas en [70] y [71]. Los autores de [72] aplicaron el conocimiento
previo acerca de la posicio´n y direccio´n de las filas de cultivos con el propo´sito de res-
tringir la bu´squeda en el espacio de la TH. En [73] se propuso un me´todo para detectar
curvas parabo´licas mediante la reduccio´n del taman˜o del acumulador.
Regresio´n lineal: La idea principal de este enfoque es asumir que las filas de cultivos se
pueden aproximar mediante lı´neas rectas y estimar los para´metros de la ecuacio´n de cada
lı´nea empleando el me´todo de mı´nimos cuadrados [45, 74–79].
Divisio´n de la imagen en franjas: la imagen se divide en mu´ltiples regiones de intere´s
formadas por franjas continuas que abarcan toda la imagen, asumiendo que cada franja
corresponde a una fila de cultivo. Luego, dentro de cada franja se estima la posicio´n de
la fila de cultivo mediante mı´nimos cuadrados o la TH [47, 76, 80, 81].
Punto de fuga: En proyeccio´n de perspectiva, las filas de cultivo paralelas se cruzan en el
punto de fuga de la imagen. La idea de este me´todo es considerar u´nicamente estas filas
de cultivos que se cruzan en el punto de fuga [81, 82].
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Filtrado: Las filas de cultivos paralelas muestran caracterı´sticas y patrones especı´ficos en
las ima´genes en perspectiva despue´s de aplicar algunos tipos de filtros. En [83] se utilizo´
un filtro pasa-banda en el dominio de la frecuencia, mientras que en [84,85] se utilizaron
filtros wavelet de Gabor.
Uso de ca´maras estereosco´picas: las ubicaciones de las filas de cultivo se obtuvieron a
partir de una ca´mara estereosco´pica en [86], mientras que en [87] la informacio´n obtenida
de la ca´mara estereosco´pica fue combinada con un sistema inercial de medicio´n.
Correspondencia de plantillas: la correspondencia de plantillas (template matching) con
programacio´n dina´mica fue utilizada en [79] para la deteccio´n de filas de cultivo rectas y
curvas en diferentes tipos de cultivos (maı´z, apio, patata, cebolla, girasol y soja) y etapas
de crecimiento. En este trabajo se demostro´ que el me´todo propuesto puede ser efectivo
sin necesidad de conocer a priori el nu´mero de filas. Sin embargo, se basa en la asuncio´n
de que el espaciamiento entre filas es uniforme y el costo computacional del algoritmo
se incrementa significativamente con el aumento de la resolucio´n de la imagen, lo cual
se traduce en tiempos de ejecucio´n elevados.
2.2.3. Deteccio´n de malezas
La deteccio´n de malezas basada en el ana´lisis de ima´genes es un tema que ha sido investi-
gado en varios trabajos precedentes. Dentro de las investigaciones ma´s recientes en esta a´rea se
pueden establecer distinciones en cuanto a las plataformas empleadas para la obtencio´n de las
ima´genes y los algoritmos de procesamiento de las ima´genes. En relacio´n a las plataformas, se
distinguen dos tipos: terrestres [11,36–39] y ae´reas [30,31,34,88–91]. Algunas de estas inves-
tigaciones donde se emplean plataformas terrestres tienen como caracterı´stica que la deteccio´n
de las malezas se realiza en tiempo real y a nivel de plantas individuales [11,36,39]. En cuanto a
los algoritmos de procesamiento, en te´rminos generales pueden dividirse en dos grupos: los que
se basan en modelos que requieren entrenamiento supervisado con seleccio´n manual de mues-
tras [11, 36–38, 88–90], y los que no requieren ningu´n tipo de entrenamiento para detectar las
malezas [30, 31, 34, 91]. La deteccio´n de malezas basada en clasificadores con aprendizaje su-
pervisado requiere el entrenamiento de los algoritmos con muestras de las regiones a clasificar
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y por tanto los datos de entrenamiento deben ser cuidadosamente seleccionados por expertos
para garantizar el adecuado desempen˜o del algoritmo. Estos algoritmos se ven limitados por
las caracterı´sticas del conjunto de datos empleado para entrenar el algoritmo y pueden fallar
cuando se emplea en un campo donde el cultivo o las malezas son diferentes a las del conjunto
de entrenamiento. En [34] las ima´genes fueron segmentadas en objetos homoge´neos emplean-
do el algoritmo de segmentacio´n multiresolucio´n y las malezas fueron detectadas en base a su
distancia a las filas de cultivos. Estrategias similares fueron presentadas en [30, 31, 91].
Capı´tulo 3
Materiales y me´todos
En este capı´tulo se describen los materiales y me´todos utilizados a lo largo de las diferentes
etapas de experimentacio´n y procesamiento de datos. En el epı´grafe 3.1 se describe el campo
agrı´cola de estudio en el que se tomaron las ima´genes. En el epı´grafe 3.2 se detallan las condi-
ciones en que se adquirieron las ima´genes y los procedimientos que se utilizaron para ello. En
el epı´grafe 3.3 se describe el proceso de generacio´n del ortomosaico a partir de las ima´genes
adquiridas. A continuacio´n, en el epı´grafe 3.4 se presentan los algoritmos de procesamiento de
ima´genes desarrollados. La segmentacio´n de la vegetacio´n se describe en el epı´grafe 3.4.1. En
el epı´grafe 3.4.2 se describe el algoritmo de estimacio´n de la orientacio´n media de las filas de
cultivo. El algoritmo de identificacio´n de las filas de cultivo se describe en el epı´grafe 3.4.2.
Finalmente, en el epı´grafe 3.4.4 se describe el me´todo de deteccio´n y mapeado de las malezas.
3.1. Campo agrı´cola de estudio
Para llevar a cabo nuestro estudio se tomaron ima´genes ae´reas de un campo de frijol
de la variedad Flor de Mayo localizado en Morelos, Estado de Zacatecas, Me´xico (Latitud
22,854547oN , Longitud 102,654144oW ). Las ima´genes fueron tomadas el 26 de junio de 2017
entre las 11:53 y las 11:58. El frijol (Phaseolus vulgaris L.) es uno de los cultivos ma´s im-
portantes en Me´xico, donde el estado de Zacatecas es el principal productor. En Zacatecas, las
malezas que con mayor frecuencia afectan los campos de frijol son Amaranthus palmeri (queli-
te), Brassica campestris L. (mostacilla) y Bidens spp. (aceitillas). La competencia por recursos
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Figura 3.1: Sector de una las ima´genes ae´reas tomadas en el campo agrı´cola de estudio.
de humedad, luz y nutrientes de estas hierbas durante el desarrollo vegetativo del frijol puede
resultar en una reduccio´n considerable del rendimiento de la cosecha.
En el campo agrı´cola de estudio, el frijol fue sembrado en condiciones de temporal en sur-
cos espaciados a 1,60 m. En cada surco se sembraron dos filas de cultivos separadas 0,40 m.
Para la fecha en que se tomaron las ima´genes las plantas de frijol se encontraban en la etapa
principal 1 (tercera hoja trifoliada, co´digo 13) de la escala BBCH (Biologische Bundesanstalt,
Bundessortenamt und CHemische Industrie) extendida [92]. El campo se encontraba infestado
de manera natural con las malezas Amaranthus palmeri y Bidens odorata, las cuales presen-
taban un taman˜o similar, y en algunos caso menor, al de las plantas de frijol. La figura 3.1
muestra un sector de una las ima´genes ae´reas tomadas en el campo agrı´cola de estudio, donde
se pueden observar las plantas de frijol y las malezas.
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Tabla 3.1: Caracterı´sticas te´cnicas del Phantom 4 Pro.
Para´metros generales
Peso 1388 g
Longitud (diagonal) 350 mm
Tiempo de vuelo ma´ximo 30 min
Velocidad ma´xima de traslacio´n 72 km/h
Velocidad ma´xima de ascenso 6 m/s
Sistema de posicionamiento GPS/GLONASS
Alcance ma´ximo del control remoto 7 km
Para´metros de la ca´mara
Taman˜o y tipo del sensor 1′′ CMOS
A´ngulo de visio´n 84o
Lentes 24 mm f/2,8− f/11
Resolucio´n ma´xima 5472× 3648
3.2. Adquisicio´n de las ima´genes
Para la adquisicio´n de las ima´genes a´reas se utilizo´ un cuadrico´ptero modelo Phantom 4
Pro. Este dron puede realizar vuelos controlados de forma manual, mediante un control re-
moto, o de forma auto´noma, con la ayuda de un sistema de navegacio´n a bordo basado en
GPS/GLONASS. Se encuentra equipado adema´s con una ca´mara de 20 Megapixeles montada
en un sistema de suspensio´n con estabilizacio´n en los tres ejes y libertad de movimiento en el
picth. En la tabla 3.1 se resumen las principales caracterı´sticas te´cnicas del Phantom 4 Pro.
El plan de adquisicio´n de las ima´genes se disen˜o´ tomando en cuenta los siguientes para´me-
tros: (1) la resolucio´n de muestreo a nivel del suelo requerida, (2) el a´rea de intere´s del campo
de cultivo y (3), el porcentaje de solapamiento frontal y lateral de las ima´genes. La resolu-






Lente de la cámara
Área del suelo abarcada por la imagen
Imagen
Figura 3.2: Relacio´n geome´trica entre las dimensiones del a´rea del suelo abarcada por la imagen
y las dimensiones de la imagen, para una altitud de vuelo hf y un a´ngulo de visio´n de la ca´mara
αc.
dimensiones del a´rea del suelo abarcada por la imagen y las dimensiones de la imagen, pa-
ra una altitud de vuelo dada. Asumiendo que el sistema de suspensio´n mantiene el lente de









donde Wc = 5472 y Hc = 3648 representan el ancho y la altura de la imagen, respectivamente,
hf es la altitud del vuelo y αc = 84o es el a´ngulo de visio´n de la ca´mara. En la figura 3.2 se ilus-
tra la relacio´n geome´trica entre estos para´metros. La altitud del vuelo requerida para garantizar
la resolucio´n de muestreo deseada se determino´ empleando (3.1). En nuestro estudio emplea-
mos un valor de Gs = 100 px/m, a partir del cual se determino´ la altitud de vuelo requerida
hf = 36 m. Para la planificacio´n de la misio´n del dron se utilizo´ el software DroneDeploy. Este
software toma como entradas la altura del vuelo y los porcentajes de solapamiento (frontal y
lateral) de las ima´genes, y a partir de la delimitacio´n del a´rea del cultivo, planifica la trayectoria
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de vuelo, el intervalo entre la toma de fotografı´as sucesivas y la velocidad del dron. Para ga-
rantizar una adecuada precisio´n en la construccio´n del ortomosaico es necesario que exista un
solapamiento significativo entre las ima´genes adyacentes, por lo cual se tomaron las ima´genes
con un solapamiento frontal y lateral del 75 % y el 65 %, respectivamente. Durante la misio´n
se tomaron un total de 65 ima´genes, para cubrir un a´rea total de 0,66 ha.
3.3. Generacio´n del ortomosaico
La informacio´n que se puede obtener a partir de las ima´genes ae´reas individuales se encuen-
tra limitada por varios factores, entre ellos la distorsio´n producida por el lente de la ca´mara, la
posible falta de verticalidad de la toma de las ima´genes, las deformaciones producidas por el
relieve del terreno [93]. Por tanto, fue necesario realizar la ortoproyeccio´n fotogra´fica de las
ima´genes tomadas por el dron como paso previo a su ana´lisis. Para ello utilizamos OpenDrone-
Map [94], un conjunto de herramientas de software de co´digo abierto para el procesamiento de
ima´genes ae´reas. Con el uso de estas herramientas se obtuvo, a partir de las ima´genes ae´reas,
una imagen georreferenciada en la que se corrigieron las distorsiones geome´tricas de las fo-
tografı´as individuales mediante la ortorrectificacio´n, pasando de una representacio´n en pers-
pectiva co´nica del campo de cultivo a una perspectiva ortogonal. Esta imagen georreferenciada
se conoce como ortofotografı´a u ortomosaico. El ortomosaico mantiene toda la informacio´n
de la fotografı´a ae´rea, permitiendo adema´s medir a escala tanto distancias como superficies,
garantizando el ajuste con mapas existentes [93].
En te´rminos generales, el proceso de ortoproyeccio´n en OpenDroneMap consta de los si-
guientes pasos: (1) un procesamiento inicial en el que se realiza una bu´squeda y alineacio´n de
puntos clave en las ima´genes, se optimiza el modelo de ca´mara y se registra la informacio´n de
geolocalizacio´n contenida en las ima´genes, (2) la construccio´n de un modelo 3D a partir de la
estimacio´n de la posicio´n y pose de la ca´mara en cada una las ima´genes, y (3) la generacio´n del
ortomosaico mediante un proceso denominado ortorrectificacio´n con el cual se elimina la dis-
torsio´n de perspectiva de las ima´genes, para posteriormente combinarlas en una u´nica imagen
que es el ortomosaico.
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3.4. Ana´lisis de las ima´genes
Para el desarrollo los me´todos de ana´lisis de las ima´genes del campo de cultivo asumimos
que:
1. Existe una regio´n de intere´s principal dentro de la imagen del campo de cultivo, la cual,
en el caso general, no coincide con toda el a´rea de la imagen. Dentro de la regio´n de
intere´s principal solo existen a´reas de vegetacio´n y suelo.
2. Cada fila de cultivos se extiende a lo largo de una lı´nea recta y todas las filas del campo
tienen aproximadamente la misma orientacio´n. La desviacio´n ma´xima de la orientacio´n
de cualquier fila con respecto a la orientacio´n media de todas las filas es mucho menor
que la separacio´n media entre filas.
Empleamos una metodologı´a que consta de cuatro pasos fundamentales: (1) segmentacio´n
de la vegetacio´n, (2) estimacio´n de la orientacio´n media de las filas de cultivos, (3) identifi-
cacio´n de las filas de cultivos y (4) segmentacio´n de las malezas y generacio´n del mapa de
densidad de malezas. En las siguientes secciones se describen los procedimientos seguidos en
cada uno de los pasos del ana´lisis. Las siguientes notaciones y definiciones sera´n empleadas en
la descripcio´n de los algoritmos:
Imagen del campo de cultivo O: Ortofotografı´a del campo de cultivo, la cual es una
imagen RGB con dimensiones Wo ×Ho.
Ma´scara de vegetacio´n V: Imagen binaria que resulta del proceso de segmentacio´n de la
vegetacio´n en O. Cada pixel de esta imagen puede tomar un valor de 0, para los pı´xeles
de las regiones del suelo, o 1, para los pı´xeles de las regiones de vegetacio´n.
Ma´scara de la regio´n de intere´s VR: Imagen binaria que representa la regio´n de intere´s
dentro de V .
Segmento de lı´nea Sp,
−→n
V : Conjunto de pares de coordenadas de los pı´xeles con valor 1
contenidos en el segmento de lı´nea con origen en el punto p, paralelo al vector −→n y
longitud ||−→n ||, dentro en la imagen V .
Un par de coordenadas de un pı´xel de una imagen se representara´ con una letra minu´scu-
la, por ejemplo, p, q o r. Las coordenadas x e y de un pı´xel p se denotara´n como p(x) y
26
p(y), respectivamente. El valor de intensidad de un pı´xel p en una imagen X de un solo
canal se denotara´ como X(p).
Dos conceptos clave para el desarrollo de los me´todos propuestos son el de densidad lineal
de vegetacio´n y el de perfil de vegetacio´n. A continuacio´n se definen ambos conceptos.
Densidad lineal de vegetacio´n ρp,
−→n
V : Razo´n entre el nu´mero de pares de coordenadas de




VR y el nu´mero de pares de coordenadas de pı´xeles
contenidas en Sp,
−→n
VR , si S
p,−→n










, si |Sp,−→nVR | > εs
0, en caso contrario
, (3.2)
donde |x| denota en nu´mero de elementos del conjunto x y εs es un umbral que representa el
taman˜o mı´nimo del segmento de lı´nea Sp,
−→n
VR por debajo del cual la densidad lineal de vege-
tacio´n se toma como cero. Es decir, que para una ma´scara de vegetacio´n donde la regio´n de
intere´s coincide con toda la imagen, la densidad lineal de vegetacio´n representa la cantidad de
pı´xeles de vegetacio´n por unidad de longitud en un segmento de lı´nea dado. El umbral εs se
introduce con el propo´sito de evitar las singularidades que ocurren cuando |Sp,−→nVR | = 0, las cua-
les pueden ocurrir, por ejemplo, en los bordes de la regio´n de intere´s. El concepto de densidad
lineal de vegetacio´n se ilustra en la figura 3.3. En esta figura los cuadros claros y oscuros re-
presentan los pı´xeles con valor 1 y 0, respectivamente, de ima´genes binarias. En la figura 3.3a
se muestra la ma´scara de la regio´n de intere´s VR, en la cual se define el segmento de lı´nea
Sp,
−→n
VR = {(2, 6), (3, 5), (4, 4), (5, 3)}. Similarmente, en la figura 3.3b se muestra la ma´scara de
vegetacio´n V , donde se define el segmento de lı´nea Sp,−→nV = {(2, 6), (5, 3), (6, 2)}. La densidad
lineal de vegetacio´n, ρp,
−→n








VR | = 1/2, con εs = 0.
Perfil de vegetacio´n P (p, Ep), p ∈ Sq,
−→m
V : Es una funcio´n que hace corresponder a cada
punto p del segmento de lı´nea Sq,
−→m
V la densidad lineal de vegetacio´n en p, ρ
p,−→n
V , donde se cumple
que −→n ⊥ −→m y ||−→n || = Ep. El para´metro Ep es una constante y se denomina extensio´n del
perfil. El resto de los para´metros que definen el perfil de vegetacio´n son la longitud,Lp = ||−→m||,
la orientacio´n, θp = ∠−→m y el punto de origen q.
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3.4.1. Segmentacio´n de la vegetacio´n
El objetivo de este primer paso fue obtener la ma´scara de vegetacio´n V a partir del proce-
samiento de la imagen del campo de cultivo O. Se evaluaron varios me´todos de segmentacio´n
de vegetacio´n, incluyendo algunos de los me´todos basados en ı´ndices de vegetacio´n descritos
en la seccio´n 2.2.1. En particular, se consideraron los ı´ndices de vegetacio´n NDI, ExG, ExR,
ExGR, VEG, MExG.
Adicionalmente, se desarrollo´ un me´todo de segmentacio´n de vegetacio´n basado en apren-
dizaje automa´tico, empleando un algoritmo de clasificacio´n. Con el propo´sito de simplificar el
proceso de seleccio´n manual de muestras de entrenamiento se disen˜o´ un sistema que integra
el entrenamiento progresivo del clasificador con una interfaz de usuario para la seleccio´n de
muestras. En la figura 3.4 se muestra un diagrama en bloque del sistema disen˜ado. El a´rea
principal de la interfaz de usuario muestra una imagen del campo de cultivo. En esta imagen el
usuario puede seleccionar de manera iterativa regiones poligonales de muestra que representan
las dos clases de intere´s: vegetacio´n y suelo. Despue´s de seleccionar una regio´n de muestra,
esta es etiquetada con la clase activa (vegetacio´n o suelo) y enviada al clasificador. Progresi-
vamente, el clasificador va almacenando muestras de entrenamiento. En cualquier momento
(a) Ma´scara de la regio´n de intere´s VR (b) Ma´scara de vegetacio´n V
Figura 3.3: Ilustracio´n del concepto de densidad lineal de vegetacio´n.
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el usuario puede iniciar el entrenamiento del clasificador. El desempen˜o del clasificador, en
te´rminos del error de validacio´n cruzada, se muestra en la interfaz de usuario despue´s de ca-
da entrenamiento. De este modo, si el usuario observa que el desempen˜o no es satisfactorio,
puede seleccionar mayor nu´mero de muestras y repetir el entrenamiento hasta que consiga los
resultados deseados.
En la figura 3.5 se muestra una captura de pantalla de la interfaz gra´fica desarrollada, donde
se resaltan las caracterı´sticas principales de la misma. La interfaz se disen˜o´ de modo que al
interactuar con ella el usuario pueda:
Seleccionar una muestra delimitando una regio´n poligonal dentro de la imagen.
Cambiar la imagen mostrada por otra que se seleccionada aleatoriamente del banco de
ima´genes conectado al sistema al presionar la barra espaciadora.
Iniciar el entrenamiento del clasificador presionando la tecla T.
Cambiar la clase activa que etiqueta la muestra seleccionada presionado la tecla C.
Visualizar la ma´scara de vegetacio´n que se obtiene al segmentar la imagen actual con el
clasificador al presionar la tecla S.
Cada muestra i-e´sima enviada al clasificador contiene un conjunto de Mt,i pı´xeles que con-
forman la regio´n seleccionada por el usuario. Las muestras se almacenan en forma de una













Figura 3.4: Diagrama en bloque del sistema de entrenamiento progresivo del clasificador para
la segmentacio´n de vegetacio´n basada en aprendizaje automa´tico.
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Figura 3.5: Interfaz de usuario del sistema de entrenamiento progresivo del clasificador para la
segmentacio´n de vegetacio´n basada en aprendizaje automa´tico.
R, G y B de cada pı´xel de la muestra. El sistema completo se implemento´ en Matlab. Como
clasificador empleamos un a´rbol de decisio´n binario, implementado en la clase Classification-
Tree del toolbox de estadı´sticas y aprendizaje automa´tico de Matlab. Una vez entrenado, el
clasificador toma como entrada un vector de los valores RGB de un pı´xel y devuelve la clase
(vegetacio´n o suelo) a la que pertenece el pı´xel.
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3.4.2. Estimacio´n de la orientacio´n media de las filas de cultivos
La idea principal del algoritmo de estimacio´n de la orientacio´n media de las filas de cultivos
se ilustra en la figura 3.6. En la figura 3.6a se muestra una ma´scara de vegetacio´n donde se han
calculado varios perfiles de vegetacio´n con un mismo punto de origen q pero con diferentes
orientaciones θp,k = kpi/4, k ∈ {0, 1, 2, 3}. En la figura 3.6b se muestran las gra´ficas de los
cuatro perfiles de vegetacio´n calculados. Como puede notarse en la figura 3.6b, los perfiles
de vegetacio´n tienden a mostrar picos ma´s prominentes y con una distribucio´n ma´s uniforme
en el perfil que corresponde a θp,0, o sea, cuando su orientacio´n se acerca a una direccio´n
perpendicular a la de los surcos, que en este caso es de aproximadamente 90o. El algoritmo
desarrollado se basa en esta variacio´n de las caracterı´sticas de los perfiles de vegetacio´n en
funcio´n de su direccio´n con respecto a las filas de cultivos para estimar la orientacio´n de las
filas.
Dada una ma´scara de vegetacio´n V , para estimar la orientacio´n de los surcos en la vecindad
de un punto q, calculamos los perfiles de vegetacio´n de Nd segmentos de lı´nea que parten del
punto q en a´ngulos espaciados uniformemente θp,k = kpi/(Nd − 1), k ∈ {0, 1, ..., (Nd − 1)}.
Para seleccionar el perfil con los picos ma´s prominentes, se determino´ para cada perfil k-e´simo
su variacio´n pico a pico, ∆Pk. Entonces, la orientacio´n estimada de los surcos en la vecindad
de q, ψq, se calculo´ como
ψq =
pi/2 + θp,k, si θp,k < pi/2pi/2− θp,k, en caso contrario , k = arg maxk{∆Pk} (3.3)
Para hacer el algoritmo ma´s robusto, la orientacio´n de las filas se estimo´ en Md puntos
seleccionados aleatoriamente y distribuidos uniformemente dentro de la ma´scara de la regio´n
de intere´s. La orientacio´n global de los surcos, ψ, se obtuvo como la mediana de los valores
estimados en cada uno de los puntos de muestreo. De este modo se descartaron los posibles
valores atı´picos (outliers) que pudieran aparecer en las estimaciones locales.
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Figura 3.6: Estimacio´n de la orientacio´n media de las filas de cultivos. (a) Ma´scara de vegetacio´n
donde se calcularon cuatro perfiles de vegetacio´n a lo largo de los vectores sen˜alados, todos
con el mismo punto de origen q. (b) Perfiles de vegetacio´n calculados.
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3.4.3. Identificacio´n de las filas de cultivos
El paso que sigue a la estimacio´n de la orientacio´n media de las filas de cultivos es su
identificacio´n. El algoritmo que se desarrollo´ con este propo´sito consta de los siguientes pasos
principales:
1. Alineacio´n de las filas de cultivos: Las ima´genes O, V y VR se rotaron en un a´ngulo
−ψ, obtenie´ndose las ima´genesO′, V ′ y V ′R, respectivamente, con dimensiones W ′o×H ′o
cada una. Con esta operacio´n, las filas de cultivos quedaron orientadas horizontalmente
en las ima´genes O′ y V ′.
2. Ca´lculo de los perfiles de vegetacio´n: En la imagen V ′ se calcularon Kp perfiles de ve-
getacio´n con una orientacio´n perpendicular a las filas de cultivos y con un espaciamiento
horizontal uniforme Ep, donde Kp = bW ′o/Epc y bxc denota el entero ma´s pequen˜o me-
nor o igual que x. La extensio´n de cada perfil coincide con el espaciamiento entre perfiles,
Ep. Debido a la rotacio´n previa de la imagen, la direccio´n del vector de densidad lineal
de vegetacio´n de los perfiles coincide con la orientacio´n de los surcos. El i-e´simo perfil
de vegetacio´n se calcula sobre un segmento con origen en el punto qi = (iEp, 0), con
i = 0, 1, . . . , (Kp − 1) y se denota como Pi(p, Ep), p ∈ Sqi,
−→m




3. Identificacio´n de los picos dominantes en los perfiles de vegetacio´n: El objetivo de
este paso es determinar la posicio´n de los picos dominantes en cada uno de los perfiles
de vegetacio´n calculados en el paso anterior. Debido a que los perfiles se encuentran
orientados perpendicularmente a las filas de cultivos, las posiciones de los picos domi-
nantes de cada perfil coinciden con las posiciones de las filas que atraviesan el perfil de
vegetacio´n. En cada perfil de vegetacio´n Pi(p, Ep), p ∈ Sqi,
−→m
V ′ , un punto p se conside-
ra un pico dominante si se cumple que Pi(p, Ep) > Pv,i(r, Ep),∀ r ∈ Sqi,
−→m
V ′ (p, 2d) y
Pi(p, Ep) > h · ma´xr Pv,i(r, Ep), {p, r} ∈ Sqi,
−→m
V ′ , donde S
qi,
−→m
V ′ (p, d) representa el con-
junto de puntos en una vecindad centrada en p y de taman˜o 2d + 1 en el segmento de
lı´nea Sqi,
−→m
V ′ . Los para´metros d y h se denominan distancia mı´nima entre picos y altura
mı´nima de picos relativa. Como paso previo a la identificacio´n de los picos se aplico´ un
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filtro de promedio mo´vil de taman˜o ωm a cada perfil de vegetacio´n, con el objetivo de
reducir el ruido y evitar la deteccio´n de falsos picos.
4. Enlazado de los picos de vegetacio´n: El objetivo de este paso es obtener, para cada
una de las filas de cultivos, un segmento de lı´nea continuo a trozos alineado y centrado
con respecto a la fila. Para esto se lleva a cabo un proceso de alineacio´n de los picos
pertenecientes a perfiles adyacentes, de modo que un pico en la posicio´n pi se enlaza
con un pico en la posicio´n pj perteneciente a un perfil adyacente si el desplazamiento
vertical de pj con respecto a pi es menor que un umbral δp. Cada pico se puede enlazar
u´nicamente con los picos de los perfiles adyacentes y por tanto el nu´mero ma´ximo de
enlaces por cada pico es dos. Como resultado de este proceso se obtiene un conjunto de
segmentos de lı´nea continuos a trozos, cada uno de los cuales se asume que representa
una fila de cultivo si el nu´mero de puntos del segmento de lı´nea es mayor que un umbral
Smin. Cada segmento de lı´nea asociado a una fila de cultivo se denomina lı´nea de cultivo
y se denota como Lc,i, i ∈ {1, 2, ..., Kˆr}, donde Kˆr es el nu´mero de filas de cultivos
identificadas. La lı´nea de cultivo Lc,i esta´ formada por una serie de puntos sucesivos
enlazados, esto es, Lc,i = {pi,k}, k ∈ {1, 2, . . . ,Mc,i}, donde Mc,i es el nu´mero de
puntos que forman la i-e´sima lı´nea de cultivo. En la figura 3.7 se ilustra mediante un
ejemplo el procedimiento previamente descrito.
3.4.4. Deteccio´n y mapeado de las malezas
Para el desarrollo del algoritmo de deteccio´n de malezas nos basamos en sus patrones de
distribucio´n observados en el campo de cultivo. Mientras que los cultivos generalmente se
distribuyen uniformemente a lo largo de los surcos, las malezas tienden a presentar una mayor
densidad de distribucio´n en los espacios entre filas de cultivos adyacentes y se ubican de manera
ma´s dispersa en relacio´n a las filas. La idea principal es seleccionar los pı´xeles que por su
posicio´n con respecto a las filas de cultivos se pueden clasificar como cultivo o maleza con
una alta certeza y utilizarlos para entrenar un algoritmo de clasificacio´n que permita clasificar
el resto de los pı´xeles. Asumimos que los pı´xeles de vegetacio´n ma´s cercanos a las lı´neas de
cultivos tienen una alta probabilidad de pertenecer al cultivo, mientras que los pı´xeles ma´s
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alejados tienen una alta probabilidad de pertenecer a las malezas. El algoritmo desarrollado
consta de los siguientes pasos principales:
1. Generacio´n de las lı´neas de malezas: A partir del conjunto de lı´neas de cultivo se gene-
raron las lı´neas de maleza. Se denomina lı´nea de maleza al segmento de lı´nea continuo
a trozos localizado en entre dos lı´neas de cultivo adyacentes. Cada punto de discontinui-
dad de una lı´nea de malezas es equidistante de los puntos de discontinuidad de las lı´neas
de cultivo circundantes localizados en la misma vertical. Una lı´nea de maleza se denota
como Lw,i, i ∈ {1, 2, ..., (Kˆr − 1)}.
Figura 3.7: Enlazado de los picos de vegetacio´n en el algoritmo de identificacio´n de las filas de
cultivos.
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2. Asociacio´n de los pı´xeles de vegetacio´n a las lı´neas de cultivo y maleza: Para cada
pı´xel de vegetacio´n con coordenadas p se calculan dos para´metros, la distancia de culti-
vo Dc(p), y la distancia de maleza Dw(p). Los para´metros Dc(p) y Dw(p) representan
las menores distancias del pı´xel de vegetacio´n a las lı´neas de cultivo y maleza ma´s cer-
canas, respectivamente. Si Lc,i es la lı´nea de cultivo ma´s cercana al pı´xel p y Lw,j es la
lı´nea de maleza ma´s cercana al pı´xel p, entonces se dice que p esta´ asociado a Lc,i y a
Lw,j . Los conjuntos de pı´xeles asociados a Lc,i y a Lw,j se denotan como Rc,i y Rw,j ,
respectivamente. El procedimiento descrito en este paso se ilustra en la figura 3.8.
3. Clasificacio´n parcial de los pı´xeles de vegetacio´n: Para cada conjunto Rc,i se calcula
el valor medio de las distancias de cultivo de los pı´xeles del conjunto, Dc,i. De manera
similar, para cada conjunto Rw,i se calcula el valor medio de las distancias de maleza
de los pı´xeles del conjunto, Dw,i. Un pı´xel de vegetacio´n p tal que p ∈ Rc,i y p ∈ Rw,j
es clasificado como cultivo si se cumple que Dc(p) ≤ λcDc,i y Dw(p) > λwDw,j , o
como maleza si se cumple que Dw(p) ≤ λwDw,j y Dc(p) > λcDc,i. Los para´metros
λc y λw se denominan factores de ponderacio´n de la distancia de cultivo y de malezas,
respectivamente.
4. Clasificacio´n de los pı´xeles de vegetacio´n indeterminados: Con las coordenadas de
los pı´xeles clasificados como cultivo o maleza en el paso anterior se seleccionaron los
valores de intensidad de los pı´xeles RGB en la imagen O′ y se utilizaron estos valores
para entrenar un algoritmo de clasificacio´n basado en a´rboles de decisio´n [95]. Una vez
entrenado, el a´rbol de decisio´n se empleo´ para predecir la clase (cultivo o maleza) a la
que pertenece cada uno de los pı´xeles de la imagen O′ que no fueron clasificados en el
paso anterior.
5. Generacio´n del mapa de densidad de malezas: Se genero´ una imagen binariaWest con
las mismas dimensiones que V ′ denominada ma´scara de malezas estimada y en la cual
cada pı´xel con valor 1 representa un pı´xel de maleza. La ma´scara de malezas se dividio´
en celdas rectangulares empleando una cuadrı´cula uniforme de dimensiones Cw×Ch. En
cada celda, se calculo´ la densidad de malezas como la razo´n entre el nu´mero de pı´xeles
de maleza y el nu´mero total de pı´xeles dentro de la celda.
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Figura 3.8: Asociacio´n de los pı´xeles de vegetacio´n a las lı´neas de cultivo y maleza en el algo-
ritmo de deteccio´n y mapeado de las malezas.
Capı´tulo 4
Resultados y discusio´n
En este capı´tulo se presentan los resultados experimentales obtenidos. En el epı´grafe 4.1 se
analiza el desempen˜o de los me´todos de segmentacio´n de la vegetacio´n. Seguidamente, en el
epı´grafe 4.2 se discuten los resultados obtenidos en la evaluacio´n del desempen˜o del algoritmo
de identificacio´n de las filas de cultivos. Finalmente, en el epı´grafe 4.3 se evalu´a el algoritmo
de deteccio´n y mapeado de las malezas.
4.1. Evaluacio´n de los me´todos de segmentacio´n de vegetacio´n
La evaluacio´n de los me´todos de segmentacio´n de vegetacio´n se llevo´ a cabo utilizando co-
mo referencia un sector de una de las ima´genes del campo (figura 4.1a). La vegetacio´n conteni-
da dentro de este sector se segmento´ de forma manual, obtenie´ndose la ma´scara de vegetacio´n
de referencia mostrada en la figura 4.1b. La imagen de la figura 4.1a se segmento´ empleando
cada uno de los me´todos de segmentacio´n de vegetacio´n evaluados y se obtuvo en cada caso
una ma´scara de vegetacio´n estimada. El desempen˜o de cada me´todo de segmentacio´n se evaluo´
en te´rminos del factor de calidad de la segmentacio´n [50]. Denotando la ma´scara de referencia
de la figura 4.1b como Vs,ref , y la ma´scara estimada mediante segmentacio´n como Vs,est, el
factor de calidad de la segmentacio´n, Qseg, puede escribirse como
Qseg =
|{i ∈ (Vs,ref ∧ Vs,est) : i = 1}|
|{j ∈ (Vs,ref ∨ Vs,est) : j = 1}| , (4.1)
donde los operandos ∧ y ∨ representan las operaciones AND lo´gico y OR lo´gico, elemento
a elemento, entre dos matrices binarias, respectivamente. El numerador de (4.1) representa el
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(a) (b)
Figura 4.1: Sector de una de las ima´genes del campo empleado como referencia en la evaluacio´n
de los algoritmos de segmentacio´n de vegetacio´n (a) Imagen RGB. (b) Ma´scara de vegetacio´n
correspondiente.
nu´mero de pı´xeles de vegetacio´n de Vs,ref clasificados correctamente como vegetacio´n, mien-
tras que el denominador incluye todos los pı´xeles de vegetacio´n de Vs,ref ma´s los pı´xeles de
suelo que fueron clasificados erro´neamente como vegetacio´n.
4.1.1. Segmentacio´n basada en ı´ndices de vegetacio´n
En la figura 4.2 se muestran los histogramas de los ı´ndices de vegetacio´n calculados para
la imagen de referencia (figura 4.1a). Puede notarse claramente que todos los histogramas
son unimodales, con un u´nico pico dominante que puede asociarse a los pı´xeles de la regio´n
del suelo. Esto significa que en este caso no resulta factible utilizar un me´todo de seleccio´n
automa´tica del umbral de binarizacio´n. Este resultado esta´ en correspondencia con lo planteado
en la seccio´n 2.2.1 en relacio´n a la efectividad de los me´todos de seleccio´n automa´tica del
umbral en ima´genes donde la densidad de vegetacio´n es relativamente baja. No´tese tambie´n
que los rangos de valores de los ı´ndices de vegetacio´n son diferentes en todos los casos. Como
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Figura 4.2: Histogramas de los ı´ndices de vegetacio´n calculados para la imagen de referencia
(figura 4.1a) (a) I´ndice de diferencia normalizado (NDI). (b) I´ndice de exceso de verde (ExG).
(c) I´ndice de exceso de rojo (ExR). (d) I´ndice de exceso de verde menos rojo (ExGR). (e)
I´ndice vegetativo (VEG). (f) I´ndice de exceso de verde modificado (MExg).
resultado, no se puede definir una u´nica estrategia para la seleccio´n del valor apropiado del
umbral, va´lida para todos los ı´ndices de vegetacio´n.
La correcta eleccio´n del umbral de binarizacio´n es fundamental en los me´todos basados en
ı´ndices de vegetacio´n. En la figura 4.3 se muestra el factor de calidad de la segmentacio´n en
funcio´n del umbral de binarizacio´n, para los diferentes ı´ndices de vegetacio´n. En esta gra´fica
puede observarse que todos los ı´ndices, excepto NDI y MExG, tienen un desempen˜o ma´ximo
similar. El ı´ndice de peor desempen˜o fue el NDI, corroborando lo ya reportado en investigacio-
nes precedentes [50,52]. Aunque los ı´ndices ExG, ExR, ExGR y VEG presentan un desempen˜o
similar, se observa que el ı´ndice ExGR es el de menor sensibilidad a la variacio´n del umbral,
ya que presenta una caı´da ma´s lenta del factor de calidad alrededor del punto ma´ximo, con res-
pecto a los dema´s ı´ndices. Otro elemento importante que debemos hacer notar y que se observa
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Figura 4.3: Factor de calidad de la segmentacio´n en funcio´n del umbral de binarizacio´n para los
me´todos de segmentacio´n basados en ı´ndices de vegetacio´n.
en estos resultados es que la efectividad de la segmentacio´n basada en ı´ndices de vegetacio´n
es sensible a la variacio´n del umbral, ya que el factor de calidad cae ra´pidamente cuando el
umbral se aleja del valor o´ptimo. A partir de estos resultados se puede entender la importancia
de la correcta seleccio´n del umbral.
4.1.2. Segmentacio´n basada en aprendizaje automa´tico
En el me´todo de segmentacio´n basada en aprendizaje automa´tico, el a´rbol de decisio´n se
entreno´ con 3088740 muestras (pı´xeles) en total, de las cuales el 4,78 % fueron pı´xeles de
vegetacio´n y el resto suelo. El desempen˜o de este me´todo de segmentacio´n se resume en la
tabla 4.1, en la que se muestran tres para´metros de desempen˜o: el error de resustitucio´n, el
error de validacio´n cruzada y el factor de calidad de la segmentacio´n.
El error de resustitucio´n es el error cuadra´tico medio entre la respuesta de los datos de
entrenamiento y la respuesta que predice el clasificador a los datos de entrenamiento de entrada.
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Tabla 4.1: Para´metros de desempen˜o de la segmentacio´n basada en aprendizaje automa´tico
Para´metro Valor
Error de resustitucio´n 3,22× 10−4
Error de validacio´n cruzada 61,2× 10−4
Calidad de la segmentacio´n 0,988
Si el error de resustitucio´n es alto, no se puede esperar un buen desempen˜o del clasificador. Sin
embargo, obtener un bajo error de resustitucio´n no garantiza predicciones correctas para nuevos
datos. El error de resustitucio´n a menudo es una estimacio´n optimista del error predictivo en
nuevos datos. En nuestro caso obtuvimos un error de resustitucio´n de 3,22× 10−4.
Para obtener una mejor idea de la exactitud de prediccio´n del a´rbol para nuevos datos utili-
zamos como me´trica el error de validacio´n cruzada. La validacio´n cruzada divide los datos de
entrenamiento en 10 partes de forma aleatoria. Luego, el algoritmo entrena 10 nuevos a´rboles
de decisio´n, cada uno con 9 de las partes en que se dividen los datos de entrenamiento. A con-




1 0 1 0 1
0 1 0 0
1 0 1 0
R<158.5 
G<103.5 R<172.5 
R<129 G<130 R<190.5 
G<141.5 G<150 R<201.5 
B<101.5 G<144.5 B<132.5 G<173.5 
G<140.5 B<108 G<161.5 
R<174 R<196.5 
R>=158.5
 G>=103.5  R>=172.5
 R>=129  G>=130  R>=190.5
 G>=141.5  G>=150  R>=201.5
 B>=101.5  G>=144.5  B>=132.5  G>=173.5
 G>=140.5  B>=108  G>=161.5
 R>=174  R>=196.5
Figura 4.4: Estructura del a´rbol de decisio´n del me´todo de segmentacio´n basada en aprendizaje
automa´tico.
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nuevo a´rbol, tomando como entradas los datos no incluidos en el entrenamiento de ese a´rbol.
Esta me´trica, que fue de 61,2×10−4 para el a´rbol entrenado, proporciona una buena estimacio´n
de la precisio´n predictiva del a´rbol. No´tese que el error de validacio´n cruzada es casi 20 veces
mayor que el error de resustitucio´n.
La siguiente me´trica de desempen˜o, el factor de calidad de la segmentacio´n Qseg, indica
que el desempen˜o de este me´todo de segmentacio´n fue muy superior al de los me´todos basados
en ı´ndices de vegetacio´n. Se obtuvo un valor de Qseg = 0,988, mientras que el mayor valor de
que Qseg para los me´todos basados en ı´ndices de vegetacio´n fue de 0,74.
El a´rbol se configuro´ con un nu´mero ma´ximo de divisiones de decisio´n por nodo de 30. En
la figura 4.4 se muestra la estructura del a´rbol resultante, donde puede notarse que el nu´mero
de divisiones del nodo raı´z fue de 18.
4.2. Evaluacio´n del algoritmo de identificacio´n de las filas de cul-
tivos
La evaluacio´n del algoritmo de identificacio´n de las filas de cultivo se llevo´ a cabo com-
parando las lı´neas de cultivo identificadas por el algoritmo con las que se identificaron de
forma manual en una de las ima´genes del campo (figura 4.5a). Para propo´sitos de compara-
cio´n, el desempen˜o del algoritmo tambie´n se evalu´o en una imagen de un campo de cultivo
(figura 4.5b) con caracterı´sticas diferentes a las del cultivo objeto de estudio. La imagen de la
figura 4.5b fue tomada sobre un campo de chile a 50 m de altura, para una resolucio´n de mues-
tro de 73 px/m. Adema´s del tipo de cultivo y la altura a la que fueron tomadas, las ima´genes de
las figuras 4.5a y 4.5b se diferencian en cuanto a la densidad de vegetacio´n y a la distribucio´n
de las filas. Mientras que la imagen del campo de frijol presenta una densidad de vegetacio´n
muy baja (de alrededor del 5 %) debido a las etapas tempranas de crecimiento del cultivo, la
imagen del campo de chile presenta una densidad de vegetacio´n alta (de alrededor del 50 %)
debido a que se trata de un cultivo en las etapas finales de desarrollo. En el campo de frijol
las filas de cultivos se agrupan en pares separados 0,40 m con una distancia entre pares de
filas de 1,60 m, mientras que en el campo de chile las filas de cultivos tienen un espaciamiento
uniforme de 1,65 m.
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(a) (b)
Figura 4.5: Sector de una de las ima´genes del campo empleado como referencia en la evaluacio´n
de los algoritmos de segmentacio´n de vegetacio´n (a) Imagen RGB. (b) Ma´scara de vegetacio´n
correspondiente.
Sobre cada fila de cultivo se trazo´ una lı´nea recta centrada y orientada con respecto a la
fila correspondiente, como puede notarse en la figura 4.5. A cada lı´nea j-e´sima se hizo corres-
ponder una ecuacio´n de la forma y = ajx + bj, j ∈ {1, 2, . . . , Kr}, donde Kr es el nu´mero
de filas de cultivos presentes en la imagen. Posteriormente, para cada lı´nea de referencia se
calculo´ la raı´z cuadrada del error cuadra´tico medio (RMSE) con respecto a todas las lı´neas de
cultivo identificadas. El RMSE de la j-e´sima lı´nea de referencia con respecto a la i-e´sima lı´nea






[pi,k(y)− (ajpi,k(x) + bj)]2, i ∈ 1, 2, . . . , Kˆr (4.2)
donde Kˆr es el nu´mero de lı´neas de cultivo identificadas y Mc,i es el nu´mero de puntos que
forman la i-e´sima lı´nea de cultivo identificada. Se considero´ que la fila de cultivo j-e´sima fue
correctamente identificada si se cumple que
mı´n
i
{RMSEj,i} ≤ RMSEmax, (4.3)
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Tabla 4.2: Valores de los para´metros de los algoritmos de estimacio´n de la orientacio´n e identi-
ficacio´n de las filas de cultivo.
Estimacio´n de la orientacio´n media de las filas de cultivos
Nu´mero de perfiles de vegetacio´n por punto de muestreo, Nd 360
Nu´mero puntos de muestreo, Nd 40
Identificacio´n de las filas de cultivo
Extensio´n de los perfiles de vegetacio´n, Ep 0,2m ≤ Ep ≤ 3,0m
Distancia mı´nima entre picos, d Wr/2
Altura mı´nima de picos relativa, h 0,2
Taman˜o del filtro de promedio mo´vil, ωm Wr/2
Umbral de enlace de picos adyacentes, δp Wr/2
Umbral de conformacio´n de las lı´neas de cultivos, Smin 3
donde RMSEmax es el ma´ximo RMSE permisible. Para una evaluacio´n cuantitativa del al-






donde Ndc es el nu´mero de lı´neas de referencia detectadas correctamente, Ndi es el nu´mero de
filas que fueron detectadas pero que no se asociaron a ninguna lı´nea de referencia y Nud es el
nu´mero de lı´neas de referencia que no fueron detectadas. Se cumple que Ndc + Nud = Kr y
Ndc +Ndi = Kˆr.
En la tabla 4.2 se muestran los valores asignados a los para´metros de los algoritmos de
estimacio´n de la orientacio´n e identificacio´n de las filas de cultivo. Por conveniencia, los valores
de los para´metros Ep, d, ωm y δp aparecen expresados en unidades de longitud. En particular,
d, ωm y δp se presentan en funcio´n de la distancia estimada entre filas de cultivos, Wr. La
conversio´n a unidades de pı´xeles (requerida por los algoritmos) se puede realizar multiplicando
los valores por la resolucio´n de muestreo de la imagen analizada. Se considero´ RMSEmax =
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Figura 4.6: Desempen˜o del algoritmo de identificacio´n de las filas de cultivos para la imagen
de la figura 4.5a (a) Factor de calidad de identificacio´n de las filas (Qr) en funcio´n extensio´n
de los perfiles de vegetacio´n (Ep) (b) Factor de calidad de identificacio´n de las filas (Qr) en
funcio´n extensio´n de la distancia estimada entre filas de cultivos (Wr).
15 cm, el cual es un valor razonable si tenemos en cuenta que la menor distancia entre filas de
cultivos es de 40 cm, para ambas ima´genes.
En las figuras 4.6a y 4.6b se muestra la variacio´n del factor de calidad de identificacio´n de
las filas (Qr) en funcio´n extensio´n de los perfiles de vegetacio´n (Ep) y la distancia estimada
entre filas de cultivos (Wr), respectivamente. Estos resultados fueron obtenidos para la imagen
de la figura 4.5a. En la figura 4.6a puede observarse que algoritmo tiene un desempen˜o satis-
factorio (Qr > 95 %) para valores de Ep mayores a 0,5 m cuando Wr = {0,1, 0,2, 0,5} m. Es
notable que la gra´fica correspondiente a Wr = 0,4 m presenta un comportamiento completa-
mente opuesto: su desempen˜o solo es satisfactorio para Ep < 0,5 m y luego cae abruptamente.
No´tese que Wr = 0,4 m corresponde a la distancia real entre los pares de filas de cultivos.
En la figura 4.6b puede observarse que el valor de Qr se mantiene por encima del 89 % para
todos los valores de Ep, pero existe una caı´da significativa para 0,3 m < Wr < 0,5 m. Este
comportamiento esta´ en correspondencia con el observado en la figura 4.5a, donde se observo´
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Figura 4.7: Desempen˜o del algoritmo de identificacio´n de las filas de cultivos para la imagen
de la figura 4.5b (a) Factor de calidad de identificacio´n de las filas (Qr) en funcio´n extensio´n
de los perfiles de vegetacio´n (Ep) (b) Factor de calidad de identificacio´n de las filas (Qr) en
funcio´n extensio´n de la distancia estimada entre filas de cultivos (Wr).
que el peor desempen˜o ocurrio´ para Wr = 0,4 m. Tambie´n puede notarse que las gra´ficas con
peor desempen˜o son las que corresponden a Ep = 0,2 m y Ep = 2,7 m.
En la figura 4.7a se muestra el desempen˜o del algoritmo de identificacio´n de las filas de
cultivos para la imagen de la figura 4.5b. En la figura 4.7a puede observarse que algoritmo
tiene el mejor desempen˜o para las gra´ficas correspondientes a Wr = 0,5 m y Wr = 0,7 m, y
que para estas gra´ficas el valor de Qr es del 100 % cuando Ep > 1,5 m. Puede notarse tambie´n
que la tendencia en todas las gra´ficas es al aumento del valor de Qr con el aumento del valor de
Ep, aunque el desempen˜o para Wr = {0,2, 1,0, 1,3}m fue pobre independientemente del valor
de Ep. Los resultados que se muestran en la figura 4.7b esta´n en correspondencia con los de la
figura 4.7a. No´tese que para todas las gra´ficas existe un ma´ximo en el valor de Qr alrededor
de Wr = 0,6 m. Todas las gra´ficas, excepto la que corresponde a Ep = 0,2 m, presentan un
desempen˜o satisfactorio (Qr > 90 %) para 0,4 m < Wr < 0,8 m.
La identificacio´n de las filas de cultivo con el algoritmo propuesto puede verse afectada por
diferentes factores. La aparicio´n de altas densidades de malezas con caracterı´sticas similares
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a los cultivos en los espacios entre filas puede conducir a la falsa identificacio´n de filas. Por
otro lado, discontinuidades en las filas de cultivo debido a la no germinacio´n de plantas puede
causar que no se identifique una fila de cultivo. La influencia negativa de estos factores puede
ser controlada con la seleccio´n adecuada de los valores de los para´metros del algoritmo. En
general, el algoritmo es capaz de identificar correctamente las filas de cultivo para valores de
d, ωm y δp en el orden de la mitad de la distancia estimada entre filas. Como en el cultivo
de estudio el valor mı´nimo de esta distancia es 40 cm, a estos para´metros mencionados se les
asigno´ un valor de 20 cm. El valor de Ep debe de estar en el orden de unos pocos metros, lo
suficiente para cubrir una distancia en la fila de cultivo con baja probabilidad de ocurrencia de
discontinuidades. Teniendo en cuenta los resultados discutidos previamente, se utilizo´ Ep =
1,0 m.
4.3. Evaluacio´n del algoritmo de deteccio´n y mapeado de las ma-
lezas
Para evaluar el desempen˜o del algoritmo de deteccio´n y mapeado de las malezas, se llevo´
a cabo un detallado proceso de segmentacio´n manual de todas las malezas observadas en la
imagen O′. Como resultado, se obtuvo una ma´scara de malezas Wref a partir de la cual se
genero´ un mapa de densidad de malezas de referencia, siguiendo el mismo procedimiento des-
crito en la seccio´n 3.4.4. Comparando las densidades de malezas estimadas y las de referencia
se realizo´ la evaluacio´n cuantitativa del algoritmo. En la tabla 4.3 se muestran los valores asig-
nados a los para´metros del algoritmo de deteccio´n y mapeado de las malezas. En la figura 4.8
se muestra una sector del campo de cultivo, rotado en direccio´n contraria y en la misma mag-
nitud que la orientacio´n de las filas de cultivos detectada, y donde se destacaron las regiones
de cultivo y malezas detectadas. El me´todo propuesto fue capaz de identificar el 100 % de las
filas de cultivo del campo.
En la figura 4.9 se muestra el mapa de densidad de malezas generado y en la figura 4.10
se muestra la relacio´n entre la densidad de malezas estimada y la observada. Del a´rea total
del campo de estudio, se estimo´ un 84 % con menos del 1 % de cobertura malezas, lo cual
indica un alto potencial para la reduccio´n del volumen de herbicidas aplicados. Como puede
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Tabla 4.3: Valores de los para´metros del algoritmo de deteccio´n y mapeado de las malezas.
Deteccio´n y mapeado de las malezas
Factor de ponderacio´n de la distancia de cultivo, λc 0,5
Factor de ponderacio´n de la distancia de maleza, λw 0,5
Dimensiones de la cuadrı´cula del mapa, Cw × Ch 2m× 1,5m
Figura 4.8: Regiones de cultivo y maleza detectadas.
notarse, las estimaciones obtenidas con el algoritmo desarrollado fueron satisfactorias, con
un coeficiente de determinacio´n R2 = 0,9875 y un error RMSE = 0,0747. Los valores de
densidad de maleza estimados estuvieron entre el 0 % y el 6,0 %, mientras que los observaros
estuvieron entre el 0 % y el 7 %. Para las regiones observadas con cero malezas existe una
cierta sobrestimacio´n, como puede notarse en la gra´fica de la figura 4.10 cerca del origen. Para
densidades de maleza mayores al 1 % se observa una ligera subestimacio´n, dado que la lı´nea
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Figura 4.9: Mapa de densidad de malezas.
de regresio´n permanece por debajo de la lı´nea ideal 1 : 1. Desde el punto de vista agrono´mico,
la sobrestimacio´n resulta preferible a una subestimacio´n, ya que en la pra´ctica los agricultores
no suelen asumir el riesgo asociado a dejar sin tratamiento de herbicidas a zonas con probable
presencia de malezas.
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Figura 4.10: Relacio´n entre la densidad de malezas estimada y la observada.
51
Conclusiones
Mediante el ana´lisis de las ima´genes ae´reas del campo agrı´cola de estudio fue posible detec-
tar las malezas presentes en el campo, con lo cual se corrobora la hipo´tesis de la investigacio´n.
En base a los conceptos de densidad lineal de vegetacio´n y perfil de vegetacio´n se desarrollaron
los algoritmos de estimacio´n de la orientacio´n e identificacio´n de las filas de cultivos. Explo-
tando el conocimiento previo acerca de las diferencias entre los patrones de distribucio´n de
los cultivos y malezas, se logro´ implementar con e´xito el algoritmo de deteccio´n de malezas.
El algoritmo identifico´ correctamente todas las filas de cultivo presentes en el campo agrı´cola
y se obtuvo una alta correspondencia entre los valores de densidad de maleza observados y
estimados.
El me´todo propuesto depende de varios para´metros que pueden ser configurados para adap-
tarse a condiciones diferentes a las descritas en la presente investigacio´n. En combinacio´n con
la tecnologı´a de los vehı´culos ae´reos no tripulados, los resultados presentados en esta inves-
tigacio´n pueden ser de utilidad en la implementacio´n de medidas para el uso sostenible de
herbicidas, mediante la utilizacio´n de dosis apropiadas para los niveles de infestacio´n de male-
zas detectados en cada zona del campo.
Si bien se han logrado avances notables en la investigacio´n sobre las tecnologı´as de visio´n
artificial aplicadas a la agricultura, au´n persisten varios desafı´os asociados al desarrollo de
algoritmos que sean robustos ante diferentes condiciones adversas, tales como:
Variaciones en las condiciones de iluminacio´n de las ima´genes tomadas en exteriores.
Presencia de sombras, tanto del tipo que proyectan las plantas sobre el suelo como del
tipo de sombra proyectada por otros objetos sobre las plantas.
Presencia de objetos, tales como residuos de paja, piedras y tuberı´as de agua, que pueden
afectar la segmentacio´n de las plantas.
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Estos factores siguen siendo un desafı´o para los me´todos de segmentacio´n de vegetacio´n,
deteccio´n de filas de cultivos y deteccio´n de malezas. Por tanto, se requieren ma´s investiga-
ciones para optimizar al ma´ximo la tecnologı´a de visio´n por computadora para las complejas
condiciones de segmentacio´n de ima´genes de campos agrı´colas.
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Recomendaciones
Se considera que las siguientes recomendaciones pueden ser de utilidad para enriquecer el
estudio realizado y los resultados obtenidos:
Utilizar el me´todo desarrollado para detectar malezas en otros tipos de cultivos y evaluar
su desempen˜o.
Extender el me´todo desarrollado para detectar las malezas en tiempo real para su posible
utilizacio´n en un sistema integrado a bordo de un vehı´culo terrestre.
Extender el algoritmo de identificacio´n de las filas de cultivos para identificar las filas en
ima´genes de cultivos en proyeccio´n de perspectiva.
Desarrollar un me´todo para evaluar los patrones de crecimiento y evolucio´n de las ma-
lezas mediante la superposicio´n de los mapas de densidad de malezas obtenidos en dife-
rentes etapas de desarrollo de los cultivos.
Desarrollar una interfaz gra´fica accesible desde la web en la cual se integren los algorit-
mos de procesamiento de ima´genes.
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