Large-eddy simulation (LES) of wake vortex evolution from vortex generation until decay is performed by combining Reynolds-averaged Navier-Stokes (RANS) simulation and LES. An aircraft model and a surrounding flow field obtained from high-fidelity RANS simulation are swept through a ground fixed computational domain to initialize the wake. After the initialization, time integration of the wake is performed until vortex decay (2-3 minutes). The present paper describes the approach and some results from the simulations where the aircraft is represented by the DLR-F6 wing-body model. The results show that moderate mesh resolution in the wake initialization phase results in lower vortex circulation of wake vortex after roll-up, although the overall distribution of vorticity is not sensitive to the mesh resolution. Boundary condition in the flight direction is one of the key points to continue the time integration of wake vortex after its initialization. Periodic boundary conditions used in this study induce disturbances propagating from boundaries into the computational domain, which leads to faster decay of wake vortex.
I. Introduction
Wake vortex generated behind a flying aircraft becomes a potential risk for the following aircraft.
1
In addition, it is pointed out that condensation trails (contrails) originated from aircraft may trigger the formation of cirrus clouds (contrail cirrus), which have been suspected to have influence on climate.
2 Wake vortex is related to a broad scale of flows ranging from few millimeters to several tens kilometers. Specifically, flows around aircraft's main wing, fuselage, slat, flap, jet engine and tail plane, and their interactions may affect the generation of wake vortex in particular in a high-lift condition. 3 On the other hand, contrails generated by cruising aircraft spread several tens kilometers.
2
The formation process of wake vortex is divided into four regimes: 4 (1) jet regime, (2) vortex regime, (3) dissipation regime, and (4) diffusion regime. Although numerical simulation of the atmosphere is one of the effective approaches to tackle this problem, the applicable flow scale of a numerical simulation code is usually limited to each of those regimes. High-fidelity Reynolds-averaged Navier-Stokes (RANS) simulations could handle flows around aircraft and subsequent roll-up process of wake vortex in the jet regime. Then, the time evolution of wake vortex is continued by large-eddy simulation (LES). 5 On the other hand, dynamics of wake vortex in the vortex and dissipation regime has been studied mainly by LES or direct numerical simulation (DNS). In these researches, detailed time evolution of a vortex pair with a longitudinally constant velocity profile is investigated, where short-wave (elliptic) instability [6] [7] [8] and Crow instability 9, 10 may develop. In addition, various atmospheric conditions of turbulence, stability and wind shear are considered to assess the effect of these factors on wake vortex evolution and decay. [11] [12] [13] Large-eddy simulation of wake vortex in the late dissipation and diffusion regimes is performed along with microphysical processes of contrails, where meteorological features of a numerical simulation code are important.
14 This study describes a consistent approach to simulate wake vortex from its generation until vortex decay which is under development. The approach is based on a combination of high-fidelity RANS simulation which can produce a detailed flow field around aircraft and LES which can realize longer vortex age until vortex decay (2-3 minutes). The integration of RANS and LES is conducted by using the RANS solution as a forcing term in the LES computation. Similar approach might be referred to as the fortified solution algorithm (FSA), 15 or a nudging technique used in meteorological community. 16 To initialize aircraft's wake, the current approach employs a ground fixed computational domain and the RANS solution is swept through the domain as if it would be flying through. Then, LES computation is continued to simulate wake vortex until its decay. The ground fixed LES domain makes possible to use experiences on the previous wake vortex researches such as an ambient turbulence generation methodology, vortex tracking and evaluation methods.
17
This paper describes the approach and some results from simulations using a RANS solution around the DLR-F6 wing-body model.
II. Methods

II.A. Governing equations and numerical methods
LES is performed by using incompressible Navier-Stokes code MGLET developed at Technische Universtät München. 18 To perform wake vortex simulation in various atmospheric conditions, an equation for potential temperature is also solved to take into account buoyancy effects (Boussinesq approximation).
where u i , p and θ represent velocity components in three spatial directions (i=1, 2 or 3), pressure and potential temperature, respectively. Summation convention is used for velocity components u i and δ ij denotes Kronecker's delta. The primes for pressure and potential temperature show that these are defined by the deviation from the reference states: p = p 0 + p , θ = θ 0 + θ . In this study, typical values of air density and potential temperature at flight altitude are employed; ρ 0 =0.35 kg/m 3 , θ 0 =332.1 K. 19 In the Boussinesq approximation, the potential temperature is coupled to momentum equations through the vertical velocity component. The resulting equation set is energy conserving system. 20 Kinematic viscosity in Eq. (1) is defined by the sum of molecular viscosity and eddy viscosity obtained by a subgrid-scale model. Corresponding diffusion coefficient κ in Eq. (2) is obtained by assuming constant molecular and turbulent Prandtl numbers of 0.7 and 0.9, respectively. In addition to the above, equations for passive tracer are employed in which velocity induced advection and diffusion by molecular and turbulent viscosity are considered.
The above equations are solved by a finite-volume approach with the fourth-order finite-volume compact scheme. 21, 22 A split-interface algorithm is used for the parallelization of the tri-diagonal system, which realize smaller overhead time and scalability in parallel environment compared to the existing parallel tri-diagonal matrix solvers. 23 In addition, a divergence free interpolation is employed for obtaining advection velocity, which ensures conservation of velocity and passive tracer fields. A pressure field is obtained by the velocitypressure iteration method by Hirt et al. 24 The iteration is performed until the divergence of the velocity field becomes smaller than a threshold value of 1.0×10 −5 s −1 . The third-order Runge-Kutta method is used for the time integration. 25 Lagrangian dynamic model is employed for a turbulence closure. 26 The use of standard Smagorinsky model results in excessive eddy viscosity in the center of vortex, hence, a correction procedure is usually used together with the standard Smagorinsky model. 27, 28 An alternative way to handle vortex flow is the use of a dynamic-type subgrid scale model as in the present study. The Lagrangian dynamic model does not require specific direction for the averaging process of subgrid model coefficients which is usually required in dynamic-type models for stable computation, therefore, the Lagrangian dynamic model is appropriate for wake vortex simulation where there is no relevant direction for the averaging. All computations are performed in parallel by a domain decomposition approach.
II.B. Integration of RANS and LES solutions
In this study, a RANS solution of the DLR-F6 wing-body model is employed to initialize its wake in a computational domain. The RANS solution is obtained by the DLR TAU-code with hybrid unstructured mesh, where the number of mesh points is approximately 8.5 million. 29 The flow conditions of Mach number M = 0.75 and Reynolds number Re = 5.0 × 10 6 are considered here. Vorticity distribution from the RANS solution is shown in Fig. 1 . Since LES of wake vortex is performed in dimensional scale, the model and the surrounding flow field are simply scaled so that the span becomes realistic value, that is, 60.3 m is assumed in this study. The flow field obtained from RANS simulation is integrated to LES by replacing the RANS solution with LES solution in the region close to wall surface of the model. It is simply expressed as follows:
Here, a velocity field is represented by a combination of RANS velocity field V RANS and LES velocity field V LES with a weighting function f (y). Figure 2 shows a schematic of the weighting function around an object. In this study, V RANS is provided as a constant forcing term of Navier-Stokes equations solved in the LES. Since the aircraft model is swept through a computational domain, the forcing term of a RANS solution acts as a moving boundary condition for the LES. This kind of approach might be referred as the fortified solution algorithm, 15 or a nudging technique in meteorological community. 16 And a combination of RANS and LES through a boundary condition 30 would be referred as an approach similar to the present study although its details are different. We do not take the approach of hybrid LES-RANS method for turbulent flows because of limited mesh resolution in the present LES, that is, a boundary layer profile around the model is not handled by the LES mesh. In addition, only a one-way coupling of RANS and LES solutions is used.
The threshold for switching the solutions could simply be a distance from body surface, or other physical quantity such as velocity magnitude. Here, we employed the following function to enable a smooth transition between the solutions.
where a hyperbolic tangent function is used to realize smooth transition from RANS to LES. The constants A and d w represent slope of the transition and wall-distance to switch the solutions, respectively. It should also be mentioned that the current approach uses a combination of compressible and incompressible codes, which is because of the requirement of large time step in wake vortex simulation. In a ground fixed frame, a flow around an aircraft model is dragged with the speed of flight (here, 270 m/s), and the influence is reduced as the distance from the model increases. Therefore, the threshold d w has a role that the region with low flow velocity is solved by an incompressible code in the LES part. This is one of the reasons to choose a ground fixed frame for wake initialization. The CFL condition is applied to the moving aircraft model. The advancements of 1.0 and 0.5 m mesh width per time step do not show large difference in the initialized wake.
For using the unstructured RANS solution from TAU-code in the Cartesian mesh LES, a mapping of flow quantities of the unstructured mesh onto the Cartesian mesh is performed. It is done by a linear interpolation only once before starting a new simulation (new RANS solution). Figure 4 shows the DLR-F6 model geometry and examples of Cartesian meshes with a mesh spacing of 0.5 and 1.0 m. Even with 0.5 m mesh spacing, the mesh resolution is coarse compared to DLR-F6 model geometry and unstructured mesh around it (the unstructured mesh is not shown here). The mesh resolution in the order of 1.0 m is a typical value for the LES initialized with a fully rolled-up wake pair. To fill the gap of mesh resolution, zonal mesh refinement or mesh stretching would be required. The procedure of the simulation can be divided into two phases. In the first phase, an aircraft model starts to move impulsively from the one side of a computational domain. After the movement of the domain length, the aircraft model comes back to its original position because of periodic boundary conditions as shown in Fig. 5(a) . The solution integration procedure described above is applied in this phase to initialize the wake of an aircraft model. In the second phase, a right side part of the domain (within red dashed line) in Fig. 5(a) is cut out to produce a smaller domain which does not include the aircraft model used for wake initialization. Then, LES is continued in the small domain to simulate wake vortex evolution. Since the interaction of an aircraft model and its own wake occurs as shown in Fig. 5(a) , relatively large domain length should be used during the wake initialization phase to avoid disturbances in the small domain. Appropriate boundary condition for the small domain is one of the crucial points in the second phase. Currently, we have used periodic boundary condition because of its stability in wake vortex flows. Since there is a certain time-lag between left and right boundaries in Fig. 5(b) , the application of periodic boundary condition is not favorable. On the other hand, open boundary condition based on the extrapolation of flow variables could be used, however, the stable computation of wake vortex which directly connected to the boundaries is not straight forward. The influence of periodic boundary condition in the second phase is discussed later.
The dimensions of the computational domain in Fig Figure 6 shows vorticity magnitude within planes at three different positions where the DLR-F6 model flies through in time. The interval of the planes is 40 m. Large vorticity produced from wing-tip and fuselage appears in the planes after the passage of the DLR-F6 model. Note that the number of mesh points is halved in each spatial direction in Fig. 6 . It is confirmed that the fuselage produces relatively large vorticity in the wake. The resolution of the Cartesian mesh affects the resolution of wake, therefore, the wake of fuselage might become tighter with finer Cartesian mesh. In addition, relatively large vorticity is produced behind inboard wing. Overall vorticity distribution is similar in both cases, however, less captured vorticity peak might affect time evolution of wake vortex at a later time. Fig. 8(b) , vorticity disturbance appears above the wake of the main wing. This is because a high speed flow over the main wing is solved by a incompressible code. On the other hand, such kind of vorticity disturbance is not seen in d w =6.0 m and A=1.0 case as shown in Fig. 8(c) . Figure 9 shows the time evolution of vorticity distribution on a ground fixed vertical plane from T =2.1 until 38.9 s, which correspond to the distances of 567 to 10,503 m from the aircraft model, respectively. Vorticity from fuselage decays quickly as shown in Fig. 9(b) , on the other hand, the vorticity from wing-tips is preserving its peak value. The vorticity from inboard wing rotates around wing-tip vortex because of strong circulation induced by the wing-tip vortex. In the later time, the flow field is reorganized to single vortex pair, which is often assumed in the simulation study of wake vortex. Figure 10 shows the time evolution of wake vortex by iso-surfaces of vorticity magnitude where positive and negative values from each vorticity component are displayed. These figures show a view from the top. It is confirmed from Fig. 10(a) that the wake develops during a flight of 400 m, i.e., only 1.48 s in the present case. As shown in Fig. 10(b) , the wake of fuselage is quickly disturbed. At the same time, wing-tip vortices are also disturbed near boundary, which is due to the application of periodic boundary condition. The development of wake during the flight violates the periodicity of the flow. For the sake of reasonably stable computation, we employed periodic boundary condition in this study. The disturbed fuselage wake and vorticity from an inboard wing rotate around wing-tip vortex as shown in Figs. 10(c) and (d) . In Fig. 10(e) , a single vortex pair is reorganized and the deformation starts to appear. There are secondary vortices wrapping around wing-tip vortex, which is known as a mechanism of wake vortex decay in a strong ambient turbulence condition. The secondary vortices appear from disturbances at the boundaries and partially from highly disturbed fuselage wake. Finally, the vortex pair is largely deformed and the vorticity strength is weakened. Figure 11 shows the time evolution of vortex parameters, averaged circulation Γ 5−15 and vortex core radius. The value of circulation is smaller than the value of 548 m 2 /s estimated from the lift coefficient C L = 0.5 assuming an elliptic load distribution. It is due to the lack of mesh resolution during the wake initialization phase and a subsequent loss of vorticity from wing-tip vortex. The evolution of vortex core radius is reasonable compared to the previous experimental and numerical researches, however, the core radius might appear smaller with the use of finer mesh.
III. Results
III.A. Roll-up process of wake vortex
(a) d w =4.0m, A=1.0 (b) d w =4.0m, A=2.0 (c) d w =6.0m, A=1.0 (d) d w =6.0m, A=2.0
III.B. Time evolution until vortex decay
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IV. Conclusions
LES of wake vortex evolution from vortex generation to decay is performed by combining solutions from RANS and LES computations. Velocity distribution around the DLR-F6 model obtained from RANS simulation is used to initialize wake vortex by sweeping it through a ground-fixed LES domain. Steady RANS solution is employed in LES computation as a constant forcing term during the initialization of wake. The transition between RANS and LES is realized by a hyperbolic tangent function where wall-distance from the model surface is used as a threshold.
Parameters for the integration procedure of RANS and LES as well as mesh resolution in LES have been investigated. Finer mesh resolution realizes higher peaks of vorticity distribution in the wake. However, the global structure of aircraft wake is already achieved with the coarse mesh resolution. It turns out that coarser mesh resolution, i.e., lower vorticity peak results in lower circulation than the value calculated from aerodynamic lift. A parametric study of the weighting function parameters indicates that smoother transition and larger overlap region realize smoother vorticity distribution in the aircraft wake. Currently, relatively large threshold values of 4.0 to 6.0 m are used, however, finer mesh resolution in LES would make these smaller to realize similar results.
Based on the wake initialized by the DLR-F6 model, LES is performed until the time of vortex decay. Vorticity production from the fuselage was relatively large in the present case, however, it decays quickly unlike the wing-tip vortex. Vorticity from inboard wing is also relatively large, which has same rotation orientation with the wing-tip vortex and it is merged during time evolution. Periodic boundary conditions currently used in this phase induce disturbances from the boundary, which result in earlier decay of the wake vortex.
For future work, the influence of mesh resolution needs to be further investigated. Detailed flow structures and vorticity peaks should be captured to obtain a reasonable circulation value of a rolled-up vortex pair. Another issue is a periodic boundary condition after wake initialization. The time evolution of wake vortex is sensitive to physical and numerical disturbances, therefore, the numerical disturbances originated from a boundary condition need to be carefully reduced to investigate the effect of physical disturbances. In addition, turbulence fluctuation modeled as eddy viscosity in RANS simulation could be considered explicitly in LES.
