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We consider the problem of the relative complexity of the connectivity and 
reachability (s-t-connectivity) problems, in a model resembling the one used for 
graph properties. In our model an oracle answers queries about edge-induced 
subgraphs, and we count the number of queries made. The main result is that in 
order to determine whether t is reachable from s one has to ask L2(n2) questions 
about the connectivity of edge-induced subgraphs. For non-adaptive strategies we 
show that (;) questions are necessary for n > 6. Several other results are included. 
0 1991 Academic Press, Inc. 
1. INTRODUCTION 
This work has been motivated by the paper by Karchmer and 
Widgerson (1988), who proved that monotone circuits for reachability 
(often called also s-t-connectivity) must have depth Q(log’ n). Though 
at first glance it seems almost obvious that the lower bound for graph 
connectivity should be the same, whether this is true was left in (Karchmer 
and Wigderson, 1988) as an open problem. Only very recently have Raz 
and Widgerson (1989) proven that the same lower bound holds for 
connectivity. However, this new proof does not use the lower bound for 
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reachability and is in fact even more difficult. It appears that, despite the 
similarity between the two problems, there is no simple reduction of 
reachability to connectivity. 
The aim of this paper is to shed some light on this difficulty, by 
considering the relative complexity of these problems, in an appropriately- 
defined oracle model of computation. 
Let us define the problems we consider. 
Connectivity. Given a graph G, determine if G is connected. 
Reachability. Given a graph G and two vertices s and t, determine if 
there is a path from s to t. 
We will usually that the vertices of G are numbered 1, 2, . . . . n, and that 
s=l, t=n. 
We base our work on a model similar to that used in the area of graph 
complexity. Graph complexity deals with decision problems for graphs. 
Having such a decision problem, we investigate how many questions of the 
form “is (u, v) an edge of G?” have to be asked in order to determine 
whether a given graph has a desired property or not. (Throughout, both 
(u, u) and (v, U) will refer to the undirected edge between vertices u and v.) 
It is not hard to show, for example, that connectivity requires (;) ques- 
tions; we have to ask about all edges in the worst case. To prove this, we 
prove that in a game in which Player d asks questions and Player 9s goal 
is to force & to query all edge slots, SI has a winning strategy. (Every 
potential edge (u, v), for 1 < u # v ,< n, is known as an edge sZot.) The 
strategy is to answer “no” as long as possible. 643 starts with a complete 
graph G, and removes from G some edges during the game. Given a query 
about an edge (u, v), g checks if removing (u, v) disconnects G. If not, C53 
removes (u, v) and answers “no.” Otherwise, S? leaves (u, v) in G and 
answers “yes.” It is easy to see that all edges must be queried when &? 
applies this strategy. 
Properties like connectivity which require (;) questions are called 
evasive. It is not hard to prove that reachability is evasive, too. 
We study relative graph complexity by asking how difficult it is to 
determine reachability in a graph, given an oracle for connectivity, and vice 
versa. We consider both adaptive and non-adaptive strategies. An adaptive 
strategy is one in which the choice of J&S queries can depend on previous 
answers. In a non-adaptive strategy, A simply gives B a collection of ques- 
tions at once and uses the answers to determine whether or not a given 
property holds. Of course, adaptive strategies are more difficult to analyze. 
Hajnal, Maass, and Turin (1988) (see also Lovasz and Saks, 1988) 
investigated the communication commplexity of graph properties and used 
their results about communication complexity to prove lower bounds for 
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graph properties in a model in which the oracle answers queries of the form 
“does the set X of edge slots contain at least one edge of G?” In their 
model, both connectivity and reachability have complexity @(n log n). For 
non-adaptive strategies they proved an Q(n*/log* n) lower bound for the 
connectivity problem. Their model can also be viewed in terms of relative 
graph complexity, though the queries are fairly simple: about non-empti- 
ness of a subgraph. In the related work of Aggarwal, Coppersmith, and 
Kleitman (1989), the oracle, given a set X of vertices, returns the number 
of edges in the subgraph induced by X. They showed that to reconstruct a 
graph O(n2/log n) queries are necessary and sufficient. 
Our main result is that in order to determine whether t is reachable from 
s in a graph G, one has to ask Q(n’) queries about the connectivity of edge- 
induced subgraphs of G. We also improve slightly the trivial upper bound 
for this problem. 
Another lower bound concerns non-adaptive strategies. We prove that 
for n > 6, exactly (‘;) queries are necessary and sufficient to determine 
reachability given an oracle for connectivity, and thus we could instead 
query all edges. (For n < 5 it is possible to do a little better.) 
2. REDUCING CONNECTIVITY TO REACHABILITY 
The results in this section are quite easy and are included only for com- 
pleteness. Let G = (I’, EG) be a graph. We will often fix I/= { 1,2, . . . . n}, 
while the set of edges E, is unknown. If U c V, then by E(U) we denote 
all edge slots in U, that is, the set {(u, u) I U, u E U, u < u>. E(u,, . . . . ok) will 
be synonymous with E( { ul, . . . . uk}). For a set Xc_ E( 5’) of edge slots, by 
Glx we denote the subgraph of G induced by those edges of G that are in 
X. In other words, the vertices of Glx are the endpoints of the edge slots 
in X, and the set of edges is X n EG. We allow only questions of the form 
(*) Given a nonempty set XS E(V) and vertices S, t of Gj x (S # t), is 
there a path from s to t in GI,? 
THEOREM 2.1. & has a strategy which makes n - 1 queries of the form 
(*), in the worst case, to determine if G is connected, and no strategy with 
fewer. 
Proof d’s strategy is to ask all questions (*) with X= E( I’), s = 1 and 
t = 2, . ..) n. If the answers are all “yes” then G is connected. Otherwise it is 
not. 
Now consider the lower bound. Let the first question of & be (X, S, t). 
33 decides that the only edge incident to t is (s, t) and answers accordingly. 
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Now d has to determine whether the subgraph G’ of G induced by V - {t j 
is connected having no information about the edges of G’. An inductive 
argument shows that JZZ must ask at least n - 1 queries in total. 1 
Note that the upper bounds is, in fact, achieved by a non-adaptive 
strategy. In this case, being adaptive does not help. 
Sometimes, instead of just determining whether a graph is connected or 
not, we want to know its connected components. It is obvious that both 
reachability and connectivity reduce in one step to finding connected com- 
ponents. 
However, in the other direction we need in general to ask (i) questions. 
We prove this fact for the connectivity oracle. 99 simply answers “no” to all 
questions: d cannot know the connected components before he queries all 
edge slots. If he does not query {(u, u)] then he cannot tell whether the 
graph is empty or contains only one edge, (u, u). 
3. REDUCING REACHABILITY TO CONNECTIVITY 
First we introduce our model and some definitions. We allow d to ask 
only questions of the form 
(*) For nonempty Xr E(V), is Cl, connected? 
By C(n) we denote the maximum number of questions asked when & 
uses his best strategy, and the graphs in question have n nodes. 
We first consider non-adaptive strategies. By C,(n) we denote the com- 
plexity of non-adaptive strategies in our model. 
THEOREM 3.1. 
for n > 6, 
for n = 2, 3, 4, 5. 
Prooj The upper bound is obvious, since we can either query all edge 
slots, or query the vertex sets of all potential 1 -n paths. In the first case 
we have (‘;) questions, while in the second, all 2”-2 queries E( (1, n} u Y) 
for YC (2, . . . . n- 1). 
Now we prove the lower bound. Let r be the set of queries made by &. 
For 2 dv< u<n- 1, let r,,~ r be the set of queries Q such that 
(0, U) E Q E E(1, u, U, n). In order to distinguish between the case EG = 
{(l, v), (u,n)} and the case EG= ((1, u), (u, u), (u, n)}, r,,, must be non- 
empty. Arbitrarily choose a QVU E r,,. Similarly, for UJ E (2, . . . . n - 1 }, let r, 
be the set of queries Q such that Q c E( 1, w, n) and w  is an endpoint of an 
edge slot in Q. r,, must be nonempty, in order to distinguish between the 
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cases ,?&=a and EG= ((1, w), ( w, n)>. Arbitrarily choose a Q, E Tw. By 
a similar argument, we must have that Q, = { (1, n)} must also be in r. The 
rvU’s and T,‘s are together pairwise disjoint and they do not contain QO. 
Hence, counting only QDU’s, Qw’s, and Qo, we find that 
Jr12 *;* ( > 
n-l 
+(n-2)+1= 2 ( > +l. 
This gives the lower bound for n = 2, 3, and 4. 
We assume now that n >, 5 and show that there must exist other queries 
besides QUU’s, Qw’s, and Q,,. Let d be any cyclic permutation on 
2, 3, . ..) n-l and let l<u<n. If lrVur,,,(,)(>3, let R,E~~u~,,~(~)- 
{Q”, Qv,o~v~}. If instead IT, u r,,,t,, I < 2, then Ir, I = 1 and I~v,o~v~ I = 1. It 
is easy to verify that jr, 1 = 1 implies that ( 1, u), (u, n) E Q”. This, together 
with the condition (T,,,cv, 1 = 1, implies that (1, v), (u, a(u)) E Q,.,,D,. Now, 
in order to distinguish between the cases 
E,= ((1,~ -‘(u)), (a-‘(u), 01, (4~1, *I}, 
E,= ((1, g-’ (u)h (a-‘(u), uh (u, a(u)), (4~1, *I>, 
we see that there must be a query R, E r for which all three vertices a-‘(u), 
u, and O(U) are in GIRv and R, cE(1, a-‘(u), IJ, a(u), n). Therefore, in both 
cases we have found a query R, in r which has not yet been counted. 
For n = 5, the R,‘s give at least one additional query and the claimed 
lower bound follows. If n > 6, then all R,‘s are distinct and thus 
Now we consider adaptive strategies. We show first that the upper 
bound can be slightly improved. Specifically, we exhibit a strategy for d 
that makes at most (“; *) + n - 1 queries. d first asks all questions {(u, u)} 
for each U, u E (2, . . . . n - 1 }, u < u. After this d knows the connected com- 
ponents of the subgraph of G induced by vertices 2, . . . . n - 1. For each of 
these connected components X, &’ now queries E(Xu { 1, n}). If there is a 
path of length at least two, then this path will now be found by ~2. Finally, 
& queries { (1, n)}. Clearly, we have here at most (‘; ‘) + n - 1 questions. 
This upper bound can still be improved, as implied by the following 
theorem. 
THEOREM 3.2. For each n > 2, 
C(n) < n-2 ( > 2 + Llog,(n - 1) J + 2. 
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Proof Sketch. d’s algorithm consists of two phases. Let H be the sub- 
graph of G induced by V\{n}. First, by an appropriate choice of queries, 
d constructs a sequence of vertices 
y,=l,y, ,..., yn-+{I,2 ,...) n-1) 
such that there is a k, 1 < k<n - 1, for which {yi, y,, . . . . yk} is the 
connected component of H containing vertex yi = 1 and for 1 < i 6 k, the 
subgraph induced by (y,, y,, . . . . yi} is connected. (Given y,, . . . . yi, to find 
Yi+l we ask n - i- 2 questions E( y,, y,, . . . . yi, x) for n - i- 2 of the 
n - i- 1 elements XE V\{n, y,, . . . . y,}. Define yj+ i to be the first x for 
which the answer is “yes” or the remaining element if all answers are “no.“) 
We can then find the connected component of vertex 1 in H by doing 
binary search through the sequence y,, . . . . y,_ 1; with one more question 
we will know if n is connected to this connected component. 1 
In the case of adaptive strategies it is much harder to prove the lower 
bound. There are two problems here. First, there is a simple strategy which 
asks at most kn questions if the distance between 1 and n is at most k. 
Therefore, in order to “fool” d we cannot concentrate on short paths, as 
in the non-adaptive case. Second, given a sequence of queries and responses 
to those queries, it is NP-complete to determine if they are consistent, i.e., 
if there is an n-node graph consistent with the given responses to the 
specified queries. This is true even if all queries are of the form E(U), for 
sets U satisfying 1 UI < 4. If all queries are of the form E(U) for sets U of 
size at most three, then the problem can be solved in polynomial time. 
These facts are proven in the next section. 
THEOREM 3.3. C(n) is 52(d). 
ProoJ Nodes s’ and t’ will be varying elements of V. Player g has 
partition (S, W, T) of V satisfying the following properties: 
1. The subgraph induced by S is an s -s’ path, viewed as directed 
from s to s’. There are no edges between S and V\S except possibly some 
of those incident to s’. 
2. The subgraph induced by T is a t - t’ path, viewed as directed 
from t to t’. There are no edges between T and V\T except possibly some 
of those incident to t’. 
W will denote V\S\T. 39 hides from .J%’ all edges and nonedges in the 
subgraph induced by Wu {s’, t’} (of course, d may learn something about 
WV {s’, t’] from the responses to his queries). All other edges and non- 
edges are revealed by .@ to d. 
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Initially S= {s}, T= {t}, s’=s, t’= t, and W= V\{s, t}. The idea is to 
extend S and T gradually, in such a way that each extension requires C!(n) 
queries. In order to do this, we keep track of past queries which are of a 
certain form. 
First, some terminology and notation. As S and T both induce paths, we 
speak of an interval of a path as a nonempty consecutive sequence of nodes 
in the path. A suffix of a path is either the empty set or an interval of the 
path that contains the final vertex. 
To append a node to a path is to add than one node to the end of the 
path, adding the single edge between it and the previous endpoint. The 
concatenation of directed paths P and Q is denoted PO Q, while the reverse 
of P is denoted PR. 
Let CI, /I, and y be constants such that 0 < Q < fl< y < 1; their exact values 
will be determined later. By f we denote the set of queries that have 
already been made. 
Let P= (U, D) be a path in a graph. We say that a query Q 
approximates P if 
D&QcE(U). 
In other words, (a) only edge slots between (possibly non-consecutive) 
vertices of P may occur in Q, and (b) every edge slot between consecutive 
vertices of P is in Q. We will have to deal especially carefully with queries 
approximating paths that consist of a suffix of S (or T) followed by a 
vertex x from W-if we answer “no” to such a query we cannot extend 
S to x without contradicting our response. 
We introduce the following notation: 
l Z, is the set of all XE W such that for no nonempty suffix S, of S 
has any query approximating the path S1 0 x been made. 
l Similarly, Z, is the set of all x E W such that for no nonempty suffix 
T, of T has any query approximating the path T, 0 x been made. 
l For xE W, Zs,x is the set of all y E W\(x) such that for no suffix S1 
of S (possibly empty) has any query approximating the path S, 0 x oy been 
made. 
l For XE W, Z,, is the set of all y E W\ {x} such that for no suffix 
T, of T (possibly empty) has any query approximating the path T, 0 x oy 
been made. 
The reader will see later that Zs is the set of those x that can be appended 
to S without contradicting our previous responses, and Z,, is the set 
which will become Zs is x is appended to the path induced by S. 
Analogous statements hold for Z, and Z,,. Here is 9Ys algorithm. 
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S := {s}; T := {t}; W:= V\S\T; 
S’ .=s. t’ .= t. . 7 . , 
repeat run21 times 
begin 
Let Q c E( V) be the current query; 
if Q approximates an interval of S or of T, then reply “yes” 
else begin 
reply “no” to the query Q; 
Adjust ZS,*, Z,, for all x and Z, and Z,, if necessary; 
if JZ,I 6 fin then 
if there is an x E Z, s.t. IZ,,, 1 >, yn then 
begin 
Choose such a node x; 
Announce to d that (s’, x) is the only edge between S and 
v\s; 
w:= W\{x}; s:=sox; s’:=x; 
Adjust ZS,x, Z,, for all x and Z, and Z,, if necessary 
end 
else HALT; 
if JZTI < /?n then 
if there is an x E Z, s.t. IZ,,X 1 > yn then 
begin 
Choose such a node x; 
Announce to d that (x, t’) is the only edge between V\T 
and T; 
W := W\{x}; T := Tax; t’ :=x; 
Adjust ZS,.rr Z,, for all x and ZS and Z,, if necessary 
end 
else HALT 
end 
end 
The structure of the proof is as follows. First we assume that & con- 
tinues to play as long as 39’s algorithm does not halt. With this assumption, 
we prove that by the time that g’s algorithm halts, d must have made 
J?(n*) queries and still he does not have enough information to determine 
whether there is a path from s to t. Clearly, this implies that z? could not 
possibly have stopped the game earlier, before W decides to do so. 
Claim A. Whenever g halts, ) W( 2 6n - 3, for 6 = 1 - cr/(y -/?), if n is 
sufficiently large. 
Note that one complete execution of the main loop might decrease (Zs/ 
by one, or decrease JZ,I by one, or neither, but not both. The first queries 
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will be known as IZ, I-decreasing queries, the second, IZ,(-decreasing 
queries. We show that strictly between any two extensions of S there must 
be at least (y - j3) n IZ,l-decreasing queries. 
After x is appended to S the new value of lZ,I is at least yn, because 
IZ,,,( was at least yn before x was appended to S, and the new value of 
Z, is the old value of Z,,,. The next extension of S is possible only when 
IZ,I d/In. Thus, there must be at least (y - /?) n (Z,j-decreasing queries 
between any two consecutive extensions of S. Analogous statements hold 
for T. Therefore, since initially 1 S( = 1 T I = 1, at termination 
(ISI + ITI -wvLw6r~~‘-l, 
which easily implies Claim A. 
Claim B. By the time when 23 halts, d has asked at least 
min{an2, $[Pn- l][n(J-Y)-41) 
queries. (Provided that 6 > y, this is a quadratic function of n,) 
Claim B is obvious if the main loop is executed all ran21 times. The 
algorithm halts earlier only if at some time IZ, ( Q j&r and IZ,,, I < yn for all 
XEZ,, or IZ,I 6 ,h and IZ,, I < yn for all x E Z,. By symmetry, assume 
that the first happens. Then IZ,l B [fin - 11, because a query can decrease 
IZ, I by at most one. For each x E Z,, for each y E W\Z,.Y\{ x>, there is 
a suffix S, of S for which there was a query Q approximating the path 
S1 oxoy. A query may contribute twice (if x, YE Z,, YE W\Z,,,, and 
XE W\Z,,.), but no more. Thus the number of queries is at least 
This completes the proof of Claim B. 
Claim C. After $$I halts, d still does not have enough information to 
decide whether there is a path from s to t. 
Obviously, there is always a way to complete the graph so that there is 
no path from s to t: simply omit all potential edges not already known to 
exist. We have to show that it is still possible to construct G in such a way 
that there is a path from s to t and G is consistent with the responses to 
the previous queries. G will consist of an s - t path and the remaining 
vertices will be isolated. 
This path is found as follows. Consider all potential paths 
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for x E Z,, y E ZT, x # y. For two distinct vertices x E Z, and y E Z,, con- 
sider the path P,,.. If a query Q E r does not approximate an interval of 
P,. then we have- answered “no” to Q. If Q approximates an interval of S 
or T then we have answered “yes.” Also, because of the choice of x E Z, 
and y E Z,, there is no past query approximating an interval of P,, con- 
taining exactly one of x and y. The only possibility that P,,. may not be 
consistent with Q occurs if Q approximates an interval of P,,,‘that contains 
x and y. Let us say that in this case Q eliminates P,,.. One query can 
eliminate two paths, P,,. and P?,,, but no more. But the number of paths 
P,,. is at least 
TPn - 1lrBn - 21, 
because whenever and however the algorithm halts, (Zsl and IZ,I are at 
least [fin - 11. 
Therefore, if j12/2 > CI and n is large enough, there are x0 E Z, and y, E ZT 
with x0 # y,, such that P,xO,, is not eliminated by any query in K The graph 
consisting of P, y. and the remaining points isolated is consistent with r. 
This completes the proof of Claim C. 
Combining all the restrictions on our constants, we have 
(a) S=l-a/(7-P)>y, 
(b) O<P<Y< 1, 
(c) 0 < a < /?/2. 
These conditions hold, for example, for tl = &, B = 3, y = f, and 6 = $. 
The proof of Theorem 3.3 is now complete. 1 
4. ON DETERMINING CONSISTENCY 
In this section we consider the problem of checking the consistency of a 
set of responses to queries about connectivity of induced subgraphs. The 
problem is 
Connectivity Consistence. COCO: Given I’= (1, 2, . . . . n} and two sets 
Tr, rN of queries Q E E( V), is there a graph G = (I’, E) such that 
(a) each subgraph Gj o for Q E Tr is connected, and 
(b) each subgraph Gl o for Q E Tw is not connected. 
THEOREM 4.1. The problem COCO is NP-complete, even if all queries 
have the form Q = E(Z) for sets Z of size at most four. 
Proof: Clearly COCO E NP. We reduce 3-SAT to COCO. Let xi, . . . . x, 
be the variables and let C= C, A ... A C, be the instance of 3-SAT, with 
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1 Ci 1 = 3 for all i. We transform this instance into an instance of COCO. We 
take 
v= {Xl, x,, . . . . x,, X”, z}, 
where z is an additional vertex. rY contains the queries 
1. ((xi, x,)>, ((xi, Xi)>, ((Xi, xj)>, ((Xi, .?,)I, for all 1 <i<j<n. 
2. E(C,u {z}), for all i= 1, .,., k. 
rN contains the queries 
1. {(xi,Xi)), for all i= 1, . . . . n, 
2. E(xi, Xi, z), for all i= 1, . . . . n. 
Note that at most one edge of (xi, z), (Xi, z) may be in G. G corresponds 
to a satisfying assignment f such that (xi, z) is an edge in G if and only if 
f(xJ is “true.” It is quite easy to see that this polynomial-time transforma- 
tion has the required properties. 1 
The theorem below shows that the results above cannot be improved to 
queries of size three, unless P = NP. 
THEOREM 4.2. (Chengdian Lin). If all queries are of the form E(Z) for 
a set Z of size at most 3, then COCO can be solved in polynomial time. 
Proof. We show that in this case the problem can be reduced to 2-SAT. 
Regard each edge slot e as a boolean variable, and if f is a truth assign- 
ment, f(e) = 1 means that e is an edge, and f (e) = 0 means that e is not an 
edge. For vertices x, y E I’, x < y, let e.ry be the boolean variable for slot 
(x, y). We construct a set %? of clauses as follows. Suppose Q = E(x, y, z), 
x < y <z. Observe that the subgraph induced by Q is connected if it 
contains at least two edges, and is disconnected if it contains at least two 
nonedges. If Q E Tr, then add to $9 the clauses {e, v e,;}, (e, v eYZ}, and 
b v 4 If Q E&, then add to %? the clauses { 2, v e,,}, {e.XY v e,,}, 
and {e,= v PYZ}. If Q = {(x, y)} (for x < y) is in E, or Tlv, simple add 
clause {e,} or {eXV}, respectively. It is easy to see that this set of clauses 
has a satisfying assignment if and only if there is a graph G consistent with 
the responses to the queries. 1 
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