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Abstract : We analyze the dynamics of weakly coupled finite temperature U(N) gauge theories
on S3 by studying a class of effective unitary matrix model. Solving Dyson-Schwinger equation
at large N , we find that different phases of gauge theories are characterized by gaps in eigenvalue
distribution over a unit circle. In particular, we obtain no-gap, one-gap and two-gap solutions
at large N for a class of matrix model we are considering. The same effective matrix model can
equivalently be written as a sum over representations (or Young diagrams) of unitary group. We
show that at large N , Young diagrams corresponding to different phases can be classified in terms
of discontinuities in number of boxes in two consecutive rows. More precisely, the representation,
where there is no discontinuity, corresponds to no-gap and one-gap solution, where as, a diagram
with one discontinuity corresponds to two-gap phase, mentioned above. This observation allows us to
write a one to one relation between eigenvalue distribution function and Young tableaux distribution
function for each saddle point, in particular for two-gap solution. We find that all the saddle points
can be described in terms of free fermions with a phase space distribution for no-gap, one-gap and
two-gap phases.
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I. INTRODUCTION AND SUMMARY
The large N limit of SU(N) gauge theories has many qualitative features similar to QCD, primarily confinement-
deconfinement transitions. Moreover, from the AdS/CFT perspective, large N gauge theories are conjectured to be
dual to certain string theories on an AdS background. Different phases of strongly coupled large N theories correspond
to different phases of asymptotically AdS black holes. For example, confinement/deconfinement transitions in large
N gauge theories on sphere are identified with gravitational phase transitions between AdS black hole and global
AdS (known as Hawking-Page phase transition). This conjecture has opened up a new avenue to study different
thermodynamic properties and phase diagrams of large N Yang Mills theories on a compact manifold.
There are different ways to study non-abelian gauge theories on a compact manifold. In [1], authors argued that
the thermal partition function of a gauge theory with gauge group SU(N) on a compact manifold can be written
in terms of a unitary matrix model. [2] was the first to obtain the unitary matrix model of the finite temperature
partition function counting the number of states in free theory. To be precise, let us consider an Euclidean gauge
theory on S3 with an Euclidean time direction S1. S1 has a circumference β which is inversely proportional to the
temperature of the theory. In zero ’tHooft coupling limit (λ = g2YMN → 0) all the modes (expanding the fields in
spherical harmonics) become massive, with mass scale proportional to inverse of the radius of S3, except the time
component of the gauge field,
α =
1
VS3
∫
S3
A0. (I.1)
3α is strongly interacting even in zero coupling limit. One can integrate out all the massive modes and the theory can
be described by an effective action written purely in terms of α. In fact the actual variable turns out to be a N ×N
unitary matrix
U = eiβα. (I.2)
Finally, the thermal partition function in terms of holonomy matrix U is given by,
Z(β) =
∫
[dU ] exp
[ ∞∑
n=1
an(β)
n
TrUnTrU†n
]
(I.3)
where [dU ] is the Haar measure and the coefficients an(β) are given by
an(β) = zB(x
n) + (−1)n+1zF (xn), x = e−β . (I.4)
Here zB(x) and zF (x) are single particle partition functions of the bosonic and fermionic modes respectively. They
completely capture the field content of the gauge theory.
Moving to weak coupling limit, one can write a more generic matrix model in the weak ’t Hooft coupling limit ([1]
for details):
Z(β) =
∫
[dU ] exp[S1eff(U)] (I.5)
where,
S1eff =
∑
~n
a~n(λ, β,N)
Nk
k∏
i=1
TrUni (I.6)
with the integers ni obeying
∑
i ni = 0 and the coefficients a~n, is a term with k traces, making their first appearance
at (k − 1) loops in perturbation theory and consequently having a planar contribution starting with λk−2.
One can analyze this partition function in the large N limit and obtain different phases of the system. The main
goal of this paper is to find phase space distribution corresponding to each saddle point or phase. Before we elaborate
the importance of phase space distribution (see section (I.C)), we briefly discuss how one obtains a phase space
distribution corresponding to different saddle points.
A. Phase diagram from integral equation : Eigenvalue analysis
The Haar measure and the effective action are invariant under unitary transformation hence one can go to a diagonal
basis where
U → eiθnδnm. (I.7)
In this basis the Haar measure and the traces can be written as∫
[DU ] =
∏
i
∫ pi
−pi
dθi
∏
i<j
sin2
(
θi − θj
2
)
Tr[Un] =
N∑
j=1
ei nθj . (I.8)
In N →∞ limit the partition function can be written in terms of continuous variables θ(x) defined as,
θ(x) = θi, x =
i
N
,
Z =
∫
[Dθ] eN2Seff(θ) (I.9)
where, Seff(θ) corresponds to the effective action along with the contribution of the determinant factor coming from
the Haar measure of the unitary group. For the zero ’t Hooft coupling case we have the full effective action as:
∞∑
n=1
an(β)
n
∫
dx cosnθ(x)
∫
dy cosnθ(y) +
1
2
∫
dx−
∫
dy ln sin2
(
θ(x)− θ(y)
2
)
(I.10)
4The above unitary matrix models can be analyzed using standard techniques in the large N limit1. In the large N
limit, the dominant contribution to the partition function comes from the extremum condition,
δSeff(θ)
δθ(x)
= 0 (I.11)
which can be written as,
−
∫
dy cot
(
θ(x)− θ(y)
2
)
= V ′(θ(x)) (I.12)
where V (θ) is potential obtained by taking the large N limit of S1eff[U ] only in the zero ’t Hooft coupling case.
Introducing the eigenvalue density
σ(θ) =
1
N
N∑
i=1
δ(θ − θi) = ∂x
∂θ
(I.13)
the above saddle point equation can be rewritten in terms of the density σ(θ) as:
−
∫
dθ′σ(θ′) cot
(
θ − θ′
2
)
= V ′(θ) , (I.14)
with the additional implicit normalization condition∫
dθ σ(θ) = 1. (I.15)
Thus, given the effective action (or V ′(θ)) one has to solve this integral equation to find the saddle point configura-
tions for σ. The solution to this equation depends on the parameters of the theory and the condition that σ(θ) > 0.
As we vary the values of the parameters of the theory, the system jumps from one phase to another phase, which
demonstrates the phase transition in the system.
B. Phase diagram from algebraic equation
We follow a method, which is not so well studied, to find different phases of the system and their dependence on
the parameters without solving the integral equation (I.12), which in general is difficult to handle. We solve Dyson-
Schwinger equation, derived for U(N) matrix model on S3, at large N and obtain the complete phase diagram. This
method is advantageous because, in the large N limit Dyson-Schwinger equation becomes algebraic, hence easy to
solve. In fact, solution of Dyson-Schwinger equation also gives the eigenvalue density σ(θ) for different phases. One
can compute free energy of different phases in this method as well. This technique was applied to compute phase
diagram of single or multi plaquette model in [5]. This is an useful technique to solve simple models like σ model,
Gross-Neveu model, random matrix model etc. [6]. [6] also used this equation to write down the complete string
equation of U(∞) lattice gauge theory.
In standard Quantum field theory, the invariance property of the measure can be used to construct functional
equations that correlation functions of the theory satisfy. These functional equations are called Dyson-Schwinger
equations. Exploiting the fact that the Haar measure [dU ] of a unitary group is invariant under left multiplication
and introducing a “Resolvent”R(z) = N−1Tr[(1− zU)−1], one can write down an algebraic equation for R(z) in large
N limit. This is the Dyson-Schwinger equation in unitary matrix model. This equation can be simplified further using
the fact that product of single trace operators can be factorized in large N limit i.e. 〈g f〉 = 〈g〉〈f〉, (f, g) being single
trace operators).
C. Phase diagram from Young diagram and free fermions
The integral over unitary matrices in equation (I.5) can as well be done in a different way. Expanding the exponential
in terms of character χ of conjugacy classes of a symmetric group and using the orthogonality relation between the
1 See [3] for a review.
5characters of U(N) in different representations, it is possible to write down the partition function in terms of character
χ and a sum over representations of unitary group of rank N [7, 8]. Since representations of a unitary group can be
described by Young diagrams, this is, therefore, equivalent to finding the Young tableaux distribution which dominates
the partition function in the large N limit.
It was suggested in [9] that the large N limit of unitary matrix models admits a phase space description. This follows
from the fact that eigenvalues of the holonomy matrix behave like position of free fermions whereas, the number of
boxes in the Young tableaux are like momentum. This means eigenvalue distribution is like position distribution and
arrangements of boxes in the Young diagram is like momentum distribution for N non-interacting fermions. An exact
phase space description of different saddle points of a unitary matrix model was constructed in [4]. More precisely,
[4] found phase space distribution for three different phases, which appear in a “restricted” class 2 of unitary matrix
models.
These three phases are following.
(a) Trivial representation/constant
eigenvalue distribution ↔ Thermal
AdS.
(b) Representation with finite number of rows empty -
symmetric distribution of eigenvalues from −pi to pi ↔ small
black hole.
(c) Representation with all the rows are filled - eigenvalue distribution is
symmetric and has a finite gap ↔ big black hole.
FIG. 1: Phase space distribution for different phases of a class of unitary matrix model.
• The first phase corresponds to a trivial representation : no box in the Young diagram. This saddle point
correspond to trivial (constant) distribution of eigenvalues.
• The second saddle point is nontrivial. It corresponds to a distribution of boxes in a Young diagram where a
finite number of rows are empty. This corresponds to a symmetric distribution of eigenvalues between −pi and
pi, without any gap.
• For the third phase all the N rows of the Young diagram are filled. This phase has one gap in eigenvalue
distribution. This is called one-gap phase3.
Phase space distribution corresponding to these three phases are given in the figure 1.
The shape of the phase space regions is not modified in functional form when one includes perturbative corrections
in terms of an effective action involving only the relevant winding number one modes (powers of TrUTrU†) or adds a
chemical potential. This free fermi picture is very intriguing. One can ask why there should be a free fermion picture
for large N saddle points of an interacting theory. We do not think the answer to this question is well understood. On
the other hand, it has been discussed in [13] that different phases of dual gravity theory are identified with different
phases on the weak coupling side in the context of the AdS/CFT correspondence (see figure 1). However, it is not clear
what is the phase on the gravity side corresponding to two gap solution on the weak coupling side. Free fermi phase
space distribution could be of great help to understand a dual description of weakly coupled saddle points. However,
we must emphasize here that there is no direct way to construct the phases on the string theory (or gravity) side from
the phase space distribution, but the nature of transition from one phase to another phase and other characteristics
on the weak coupling side may help to understand the properties of phases on the gravity side. Hence, it is interesting
2 The phase space description holds for a special class of unitary matrix model where the effective action depends on TrUTrU† and its
power.
3 This phase is also called one-cut phase, for a reason which will be discussed in the main section.
6and important to understand first if the free fermi description of a large N matrix model is universal, in the sense, if
all the large N saddle points have an underlying free fermi picture.
[4] did not consider one important phase which appears in the class of matrix model they studied. This phase
pops up in the same regime where the third (one-gapped) phase appears. The eigenvalue distribution corresponding
to this phase has two gaps. We call this phase as two-gap solution or two-cut solution. In the context of unitary
model we are considering, this phase has more free energy than the third one and hence always thermodynamically
disfavoured. However, that does not stop this branch of solution to exist. In fact single-plaquette model considered in
[5, 11] has a stable two-gapped or two-cut phase for a large range of parameters. Large N Chern-Simons theory with
a Gross-Witten-Wadia potential also exhibits a stable two-gap solution [12]. Therefore, it is interesting and important
to understand the phase space distribution for two-gap branch. To find the distribution in phase space we need to
first compute the momentum distribution i.e how boxes are distributed in a corresponding Young diagram. The goal
of this paper is to find the Young tableaux distribution and phase space distribution corresponding to two-gap solution.
While analyzing different saddle points in terms of dominant unitary representations, we observe that one can
classify different solutions depending on number of discontinuities (order N jumps) in hi, where, hi is related to λi,
number of boxes in ith row of a Young diagram by hi = λi + N − i and hi ≥ hi+1, ∀ i = [1, N ]. More precisely, we
classify the distribution into two different classes,
1. hi−hi+1N ∼ 0, ∀ i = [1, N ]. This implies number of boxes in a Young diagram smoothly decreases from h1−N+1
to hN in the large N limit.
2.
hi′−hi′+1
N ∼ O(1) for some i′ ∈ [1, N ]. This corresponds to an O(N) jump in the number of boxes at i = i′.
There can be more than one such jumps.
The first class was considered in [4]. This class has two subclasses depending on whether all the rows of a diagram
are filled up or a finite number of rows are empty. The first subclass corresponds to one-gap solution whereas, the
second subclass maps to no-gap distribution in eigenvalue side. In this paper we show that the second class with one
O(N) jump (or one discontinuity) in hi corresponds to two-gaps in eigenvalue distribution. Having found the Young
tableaux distribution we immediately identify that there exists a relation between eigenvalue distribution and Young
tableaux distribution which gives rise to phase space distribution for two-gap solution, like other two phases.
Organization of this paper is following. In section II we review the basics of the Dyson-Schwinger equation in
quantum field theory and derive the same for a class of unitary matrix model. In section III we discuss the phase
diagram of free theory solving the Dyson-Schwinger equation for a1 model, explicitly, where we have only one coupling
a1 and the rest an, for n > 1 are assumed to be zero. We obtain all the three phases, namely no-gap, one-gap and
two-gap phases and their free energies. We also discuss how to generalize our procedure to find different phases for a
generic model. The phase diagram for weakly coupled theory is discussed in section IV. Section V explains momentum
distribution or Young tableaux distribution corresponding to different saddle points of the theory. In section VI we
find relation between the Young Tableaux and Eigenvalue distributions which enables us to draw the phase space
distribution for different saddle points in section VII. In Appendix A we derive the Dyson-Schwingerequation for
the most generic Unitary matrix model relevant for our case. Then in Appendix B we discuss the resolvent and the
spectral densities for the most generic cases, while in Appendix C we particularly concentrate on a model with only
two cycles namely (a1−a2) model, and describe its phase space in full detail. Next we move onto the Young Tableaux
side and discuss the important properties of the resolvent function for the Young Tableaux distribution in Appendix
D, and finally discuss a possible approach to generalize the construction of the resolvent for the (a1 − a2) case in
Appendix E.
II. DYSON-SCHWINGER EQUATION AND UNITARY MATRIX MODEL
A. The Dyson-Schwinger equation
Path integral quantization of any field theory gives us a prescription to directly compute the correlation functions
bypassing the Hamiltonian construction, Hilbert space of states and equations of motion. The underlying symmetries
of the theory become manifest in path integral formalism. For example, lets consider scalar field theory for simplicity.
In the Hamiltonian formalism the Lorentz symmetry was not manifest, as we define the field momentum varying
the Lagrangian with respect to time derivative of the scalar field and impose commutation relation between the field
momentum and the field. Although the correlation functions are Lorentz invariant but the construction was not
manifestly Lorentz invariant.
7Let us consider a n point correlation function 〈X〉 = 〈Φ(x1) · · ·Φ(xn)〉,
〈X〉 = 1
Z
∫
[DΦ] exp (−S[Φ]) Φ(x1) · · ·Φ(xn). (II.1)
Since the translation invariance of measure [DΦ] is the defining property of the path integral, we have the following
identity
1
Z
∫
[DΦ] δ
δΦ(x)
exp (−S[Φ]) Φ(x1) · · ·Φ(xn). = 0 (II.2)
This yields the following identity between the correlation functions〈
δS[φ]
δΦ(x)
〉
=
n∑
i=1
δ(x− xi)〈Φ(x1)..Φ(xi−1)Φ(xi+1)..Φ(xn)〉 (II.3)
This is called the Dyson-Schwinger equation associated with a given model in quantum field theory.
While the above identity was constructed using the invariance of the measure under translation, there exists more
general identities constructed from invariance of the partition function under continuous symmetries. Global symme-
tries of classical Lagrangian give rise to some currents which are conserved on-shell. This is Noether’s theorem. We
ask what is the consequence of invariance of functional integral under a symmetry. We shall see that the answer is a
quantum generalization of Noether’s equation.
Consider a general quantum field theory of a field Φ(x) and its variation
Φ′(x) = Φ(x)− iωaGaΦ(x) (II.4)
where ω’s are infinitesimal parameters and Ga’s are corresponding generators. Since Φ is integration variable on the
right hand side we can first change it to Φ′ and assuming that the measure is invariant under the above transformation
i.e. [DΦ] = [DΦ′] we can write
〈X〉 = 1
Z
∫
[DΦ′] exp (−S[Φ′]) Φ′(x1) · · ·Φ′(xn)
=
1
Z
∫
[DΦ](X + δX) exp
[
−S[Φ]−
∫
ddx∂µj
µ
a (x)ωa(x)
]
. (II.5)
Here we have used
S[Φ′] = S[Φ] +
∫
ddx∂µj
µ
a (x)ωa(x) (II.6)
where we have considered ωa’s to be local and j
µ
a ’s are the classical Noether’s current. Expanding the exponential up
to first order in ω we find,
〈δX〉 =
∫
ddx ∂µ 〈jµa (x)X〉ωa(x). (II.7)
The left hand side up to order ω is given by,
δX = X ′ −X = (Φ(x1)− iωa(x1)GaΦ(x1)) · · · (Φ(xn)− iωa(xn)GaΦ(xn))− Φ(x1) · · ·Φ(xn)
= −i
∫
ddx ωa(x)
n∑
i=1
δ(x− xi) (Φ(x1) · · ·GaΦ(xi) · · ·Φ(xn)) . (II.8)
Since eqn. (II.7) holds for any arbitrary ω(x), we can write
∂µ 〈jµa (x)Φ(x1) · · ·Φ(xn)〉 = −i
n∑
i=1
δ(x− xi) 〈Φ(x1) · · ·GaΦ(xi) · · ·Φ(xn)〉 . (II.9)
This is Dyson-Schwinger equation associated with classical Noether theorem.
8B. Unitary matrix model and Dyson-Schwinger equation
Here we discuss the Dyson-Schwinger equation for the generalized class of Unitary matrix models that we discussed
earlier. We start from eqn. (I.6). The partition function is invariant under U → U†. Therefore expectation value of
any gauge invariant operator which is invariant under conjugation is of interest. Any gauge invariant and conjugation
invariant operator can be generated by the functions TrUk and TrU−k. On the other hand, expectation of product
of such operators can be factorized in the large N limit. Therefore, it is suffice to consider expectation value of TrUk
for any k. Now,
〈
TrUk
〉
is a real number because,〈
TrU†k
〉
=
〈
TrU−k
〉
=
∫
[dU ] exp[Seff(U)]TrU
†k
=
∫
[dU†] exp[Seff(U†)]TrU†k, since measure and action are invariant
=
∫
[dU ] exp[Seff(U)]TrU
k replacing U† by U
=
〈
TrUk
〉
. (II.10)
Therefore it is sufficient to consider the expectation values of
〈
TrUk
〉
for k > 0.
It is well known that the Haar measure on the group U(N) is invariant under action of any element of the group
itself. To write down the Dyson-Schwinger equation for this model, let us define the following holomorphic function
R(z) = N−1〈Tr[(1− zU)−1]〉. (II.11)
Expanding the right hand side one can write,
R(z) = 1 +
1
N
(
z 〈TrU〉+ z2 〈TrU2〉+ z3 〈TrU3〉+ · · ·) (II.12)
Since N−1
〈
TrUk
〉
lies between −1 and +1 the right hand side of eqn. (II.12) is convergent for |z| < 1. Therefore,
R(z) is an analytic and holomorphic function in the interior of the unit disk.
We use the technique introduced in [5] to derive the Dyson-Schwinger equation in terms or R(z). In large N limit,
it turns out that, the Dyson-Schwinger equation is a purely algebraic.
Here we skip the detailed algebra and write down the final version of Dyson-Schwinger equation. The explicit
calculation has been provided in appendix A.
The equation is given by,
R(z)2 −R(z) +
∑
~n
a˜~n
k∑
i=1
k∏
j=1
j 6=i
1
|nj |!∂
|nj |
z R(z)
∣∣∣∣
0
niFi = 0 (II.13)
where,
Fi =
1
2pii
∮
C
R(w)
wni
1
(w − z)dw, for ni > 0,
=
|nj |−1∑
k=0
zk
1
(|nj | − k)!∂
|nj |−k
z R(z)
∣∣∣∣
0
+ z|nj |R(z), for ni < 0 (II.14)
and
a˜~n = a~n/N
2. (II.15)
The contour C being the unit circle. We note that this is an algebraic equation for R(z) in the large N limit. This
is, in deed, a very powerful equation. For example, one can study the phase structure of N = 4 SYM theory from the
analytic properties of the resolvent. We elaborate this in the next two sections.
III. PHASE DIAGRAM AT ZERO COUPLING
In this section we study the phase structure of the free theory from the analytic properties of the resolvent.
Remember that the resolvent R(z) is analytic inside the unit circle in the complex z plane. We first discuss a simple
case to understand how a complete phase structure is captured in R(z).
9A. Zero coupling : “a1 model” - approximation 1
In the limit λ = 0 the form of the effective action is given by,
Seff(U) =
∑
n1
a{n1,−n1}(β)
N2
TrUn1TrU−n1 =
∑
n1
a˜{n1,−n1}(β)TrU
n1TrU−n1 . (III.1)
For further simplification let us assume all a˜{n1,−n1} = 0 for n1 ≥ 2. We shall see that this simple model captures the
important feature of the phase structure at zero coupling.
Denoting a˜{1,−1} = a1 the Dyson-Schwinger equation (II.13) becomes,
R(z)2 −R(z) + a1R′(0)
(
R(z)
z
− 1
z
)
− a1R′(0) (R′(0) + zR(z)) = 0
⇒ R(z)2 +
(
a1R
′(0)
(
1
z
− z
)
− 1
)
R(z)− a1R′(0)
(
1
z
+R′(0)
)
= 0. (III.2)
Redefining β1 = a1R
′(0) we have,
R(z)2 +
(
β1
(
z−1 − z)− 1)R(z)− β1 (z−1 +R′(0)) = 0. (III.3)
This equation is equivalent to Dyson-Schwinger equation for one plaquette model [5]. Hence one can carry over the
solution presented in [5] for this model.
1. Different types of solutions
Here we discuss the different type of solutions we obtain for R(z) depending on the value of β1 which satisfy the
analytic properties of R(z). To understand different types of solution we solve eqn. (III.3) and find
R(z) =
1
2
(
1 + β1
(
z − 1
z
)
+
√
F (z)
)
(III.4)
where,
F (z) =
[
β1
(
z +
1
z
)
+ 1
]2
+ 4β1 (R
′(0)− β1) . (III.5)
From eqn. (III.4) it is clear that analytic properties of R(z) inside a unit circle depends on the function F (z). If F (z)
has zeros of order one then R(z) will have branch cuts. On the other hand if all the zeros of the function F (z) are of
even order then R(z) does not have any branch cut. Therefore we can classify the solutions into two types. No-cut
solution and cut solutions.
To understand these two different types of solutions we need to check the zeros of F (z). F (z) is a polynomial of
degree four. Hence, F (z) = 0 has four solutions
z1 = −
1− 2√β1
√
β1 −R′(0) +
√
1− 4β1R′(0)− 4
√
β1
√
β1 −R′(0)
2β1
z2 =
−1 + 2√β1
√
β1 −R′(0) +
√
1− 4β1R′(0)− 4
√
β1
√
β1 −R′(0)
2β1
z3 = −
1 + 2
√
β1
√
β1 −R′(0) +
√
1− 4β1R′(0) + 4
√
β1
√
β1 −R′(0)
2β1
z4 =
−1− 2√β1
√
β1 −R′(0) +
√
1− 4β1R′(0) + 4
√
β1
√
β1 −R′(0)
2β1
.
(III.6)
Note that z1z2 = 1 and z3z4 = 1. This means, if one root of F (z) lies inside the unit circle then the other root lies
out side the circle. Therefore, if all four roots are distinct then the function R(z) can not be analytic inside a unit
circle, as it can not be Taylor expanded about the root inside, unless all roots live on the boundary of the unit circle
(remember the domain of convergence of R(z) is |z| ≤ 1). Hence, there are three possibilities.
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• Type 1 - No-cut solution: Roots are pair wise same, i.e. F (z) has two zeros of order two. In this case R(z)
has no cut inside the unit circle. We denote this solution by T1.
• Type 2 - One-cut solution: Two roots are same and other two are different and live on |z| = 1 line. In this
case R(z) has a branch cut with end points of the cut lie on the unit circle. We denote this solution by T2.
• Type 3 - Two-cut solution: All four roots are different and lies on the unit circle. We denote this solution by
T3.
Note that, although we have chosen the branch cuts lying inside the unit circle but the branch points always lie
outside the domain of analyticity of R(z). In fact, one can also choose the branch cuts lying outside the circle.
However, according to our choice here, we name the solutions depending on the number of cuts inside the circle.
Type 1 : No-cut solution
From the above solutions (III.6) it is clear that when R′(0) = β1, z1 becomes equal to z3 and similarly z2 is same
as z4. Therefore, F (z) will have two zeros of order 2, hence R(z) does not have any branch cut inside the unit circle.
Since β1 = R
′(0)a1, therefore for this branch we have
R′(0)(1− a1) = 0. (III.7)
For a1 6= 1 the only solution we have R′(0) = β = 0. In this case z1 and z3 go to infinity and z2 and z4 approach to
z = 0 and resolvent is given by,
R(z) = 1. (III.8)
We define spectral density σ(θ) by,
σ(θ) =
1
2pi
(
2<(R(eiθ))− 1) . (III.9)
The spectral density, which measures the density of eigenvalue distribution of the holonomy matrix, defined in eqn.
(I.2), is always positive definite. For β1 = 0, the spectral density is given by,
σ(θ) =
1
2pi
. (III.10)
For a1 = 1 all the roots are finite and non-zero. The resolvent, in this case, is given by,
R(z) = 1 + β1z. (III.11)
The spectral density for this branch is give by,
σ(θ) =
1
2pi
(1 + 2β1 cos θ). (III.12)
For a1 = 1 case we also have,
z1 + z2 = z3 + z4 = − 1
β1
. (III.13)
Since, z1z2 = 1 we can write z1 = r1e
iθ1 and z2 =
1
r1
e−iθ1 (similar argument can be given for z3 and z4 also). Thus
we get, (
r1 +
1
r1
)
cos θ1 + i
(
r1 − 1
r1
)
sin θ1 = − 1
β1
. (III.14)
The right hand side has no imaginary part. Hence, there are two possibilities: either θ1 = pi
4 or r1 = 1. In the first
case all four roots lie on negative real axis and
r1 +
1
r1
=
1
β1
. (III.15)
4 Note that θ1 can not be 0 as the right hand side is negative and r1 is positive.
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This equation has real positive solution only when 0 ≤ β1 ≤ 12 .
In the second case, when r1 = 1, all roots lie on the boundary of the unit circle and
2 cos θ1 = − 1
β1
. (III.16)
This equation is solvable for θ1 when β1 >
1
2 . However, for β1 > 1/2 the spectral density (III.12) becomes negative
for some values of −pi ≤ θ ≤ pi. Hence, β1 > 1/2 solution is not physical.
Thus, we see that no-cut solution (T1) exists for 0 ≤ β1 ≤ 1/2 and for this solution the roots are lying on negative
real axis in complex z plane. See figure 2.
R ' H0L = Β1 = 0
-1 1
(a) β1 = 0. Two roots are at z=0, other two are at ∞
R ' H0L = Β1 <
1
2
a1 = 1
-1 1
(b) 0 < β1 < 1/2. All the roots on negative real axis.
-1 1
R ' H0L = Β1 =
1
2
a1 = 1
(c) β1 = 1/2. All the roots are at z = −1.
-1 1
R ' H0L = Β1 >
1
2
a1 = 1
(d) β1 > 1/2. All the roots on the circle. For this branch
spectral density becomes negative.
FIG. 2: Position of the roots of F (z) in the complex z plane for no-cut solution T1
Type 2 : One-cut solution
From the position of zeros of F (z) given by eq. (III.6) we see that T2 occurs when
R′(0) = 1− 1
4β1
. (III.17)
In this case,
z1 = − 1
β1
[
(1− β1) +
√
1− 2β1
]
, z2 = − 1
β1
[
(1− β1)−
√
1− 2β1
]
, (III.18)
and z3 = z4 = −1. The roots are plotted in figure 3. Since z1z2 = 1, writing z1 = r1eiθ1 and z2 = 1r1 e−iθ1 we have(
r1 +
1
r1
)
cos θ1 + i
(
r1 − 1
r1
)
sin θ1 = − 2
β1
+ 2. (III.19)
12
R ' H0L = 1 -
1
4 Β1
-1 1
FIG. 3: Position of the roots of F (z) in the complex z plane for one-cut solution.
These two roots z1 and z2 lie on the boundary of unit circle, hence r1 = 1 and,
cos θ1 = 1− 1
β1
. (III.20)
Therefore this branch of solution exists for β1 ≥ 12 . The resolvent, for this branch, is given by
R(z) =
1
2
[
1 + β1(z − z−1) + β1(1 + z−1)
√
z2 + 2(β−11 − 1)z + 1
]
. (III.21)
The condition for one-cut solution can also be written in terms of a1 from eqn. (III.17),
a1 =
4β21
4β1 − 1 . (III.22)
Since β1 ≥ 12 this branch exists for a1 ≥ 1.
The spectral density corresponding to this branch is given by,
σ(θ) =
2β1
pi
√
sin2
θ0
2
− sin2 θ
2
cos
θ
2
, sin2
θ0
2
=
1
2β1
. (III.23)
There is a gap in eigenvalue distribution i.e. eigenvalue distribution is zero between |θ| > θ0. That is why, T2 phase
is also called “gapped” phase.
Type 3 : Two-cut solution
Two-cut solution exists when all the roots of F (z) = 0 are distinct. This happens when
R′(0) ≥ 1− 1
4β1
(III.24)
and all four roots lie on the boundary of unit circle (figure 4). The resolvent is given by,
R(z) =
1
2
[
1 + β1
(
z − 1
z
)
+ β1
√
(z − 2 cos θ1 + 1
z
)(z − 2 cos θ2 + 1
z
)
]
(III.25)
where,
cos θ1 =
1
2
[
− 1
β1
+ 2
√
1− 1
a1
]
, cos θ2 =
1
2
[
− 1
β1
− 2
√
1− 1
a1
]
. (III.26)
From this resolvent we find,
R′(0) = β1
[
1− 1
4
(cos θ1 − cos θ2)2
]
, (III.27)
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1 -
1
4 Β1
< R ' H0L < Β1
-1 1
FIG. 4: Position of the roots of F (z) in the complex z plane for two-cut solution.
which implies that two cut solution exists when
R′(0) < β1. (III.28)
Combining eqn. (III.24) and (III.28) we find that the two-cut solution exists for,
1 < a1 <
4β21
4β1 − 1 (III.29)
or equivalently,
1 < a1 <
1
4R′(0)(1−R′(0)) . (III.30)
The spectral density for this branch is given by,
σ(θ) =
2β1
pi
√(
sin2
θ1
2
− sin2 θ
2
)(
sin2
θ2
2
− sin2 θ
2
)
. (III.31)
Thus we see that there are two distinct gaps in eigenvalue distribution for two-cut solution.
Here we have obtained only the limiting conditions on the parameters (eqn. III.29 or III.30) for two cut solution.
However exact dependence can be found from the condition that the number of eigenvalues lying between θ1 and θ2
is zero, i.e. ∫ θ2
θ1
dθσ(θ) = 0. (III.32)
This equation gives a relation between θ1 and θ2 and hence, between a1 and β1 using eqn. (III.26). However, the
exact relation is not required for our purpose. Hence we shall not find this relation in this paper.
2. Free energy for different phases
Free energy, in the large N limit, is given by
F (T ) = −T lnZ(T ) (III.33)
where,
Z(T ) =
∫
[dU ] exp
[
a1(T )TrUTrU
†] . (III.34)
To calculate the free energy we use the following trick. Temperature dependence of partition function comes from the
temperature dependence of a1, as the holonomy matrix is independent of temperature. Differentiating the partition
function with respect to temperature we obtain,
dZ(T )
dT
=
∫
[dU ] exp
[
a1(T )TrUTrU
†]TrUTrU† da1(T )
dT
. (III.35)
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In the large N limit it becomes,
dZ(T )
dT
= N2Z(T )(R′(0))2
da1(T )
dT
⇒ d
dT
lnZ(T ) = N2(R′(0))2
da1(T )
dT
.
(III.36)
For T1, we have either R′(0) = 0 or a1 constant. Hence Free energy is zero. Whereas, in T2, for single-cut solution
we have5
a1(T ) =
1
4R′(0)(1−R′(0)) (III.37)
hence,
da1
dT
= − 1
4(R′(0))2
1− 2R′(0)
(1−R′(0))2
dR′(0)
dT
. (III.38)
Therefore, we find,
lnZ(T ) = N2
[
1
4
1
1−R′(0) +
1
2
ln(R′(0)− 1)
]
+ C, where C is integration constant. (III.39)
At β1 = 1/2 (i.e. R
′(0) = 1/2) the free energy should vanish hence we get,
C = −1
2
+
1
2
ln(−2). (III.40)
Substituting the value of C, the free energy for one-cut solution becomes,
FT2(T ) = −N2T
[
1
4(1−R′(0)) −
1
2
+
1
2
ln 2(1−R′(0))
]
= −N2T
[
β1 − 1
2
− 1
2
ln(2β1)
]
. (III.41)
This expression matches with [4].
For two cut solution we have 1 < a1 <
1
4R′(0)(1−R′(0)) . Since it is difficult to find the exact relation between R
′(0)
and a1, hence it is difficult to calculate free energy for two-cut solution. However, we consider a naive parametric
relation between R′(0) and a1(T ) and find free energy for this parametrization. We take,
a1(T ) = 1 + x
[
(2R′(0)2 − 1)2
4R′(0)(1−R′(0))
]
, 0 < x < 1. (III.42)
For x = 0 we get back the no-cut branch corresponding to a1 = 1 and for x = 1 we get back the one-cut branch. For
this parametrization free energy is given by,
FT3(T ) = −N2Tx
[
1
4(1−R′(0)) −
1
2
+
1
2
ln 2(1−R′(0))
]
. (III.43)
Since 0 < x < 1, we find free energy of two cut solution is greater than that of one cut solution and hence thermody-
namically disfavoured.
3. Phase diagram for a1 model
Let us summarize the complete phase diagram as a function of temperature for a1-model. a1(T ) is a monotonically
increasing function of temperature with a1(0) = 0. Therefore, the system jumps from one phase to other as we vary
temperature. In figure 5 we draw the complete phase diagram for a1-model.
5 Note that R′(0) is also function of temperature. Here we have not written the argument for brevity.
15
R ' H0L
a1
1  2
No-cut phase
One-cut phase
a1 = 1, T = TH
R ' H0L =
1
2
T < TH , a1 < 1
Low temp phase
FIG. 5: Phase diagram for a1 model in (R
′(0), a1) plane.
• At low temperature, when, a1 < 1, the minimum action configuration is given by a constant resolvent and hence
a constant eigenvalue distribution. The free energy is zero for this configuration (to order N2). This phase is
represented by a line (R′(0) = 0, a1 < 1) in the phase diagram.
• As we increase temperature to T = TH , a1 becomes equal to 1 (a1(TH) = 1). There is a continuous family of
minimum action configurations (labeled by a parameter R′(0) = β1 < 1/2) for which the resolvent is linear in
z, given by eqn. (III.11). Eigenvalue density for this phase (eqn. (III.12)) is symmetrically distributed between
−pi and pi. All these configurations also have zero free energy.
• For T > TH i.e. a1 > 1, there is a new saddle point, with resolvent having a cut inside the unit circle is given by
eqn. (III.21) and eigenvalue distribution function has a gap. The free energy for this configuration is negative.
This branch is given by the upper boundary line of the shaded region in the phase diagram.
• For T > TH there exists another branch whose resolvent (eqn. (III.25)) has two cuts inside the unit circle in
z plane and eigenvalue distribution has two gaps. But this phase is thermodynamically disfavoured as it has
more free energy than one gap phase. This phase lies somewhere in the shaded region in the phase diagram
depending on the temperature.
Thus we see that there is a first order phase transition at a1 = 1, which corresponds to a temperature T = TH .
However, the model we have considered so far is the simplest one. But one can generalize the solution discussed in
this section for a more generic class of model. In the next subsection we shall consider the next term in the effective
action of free theory and discuss the solution of Dyson-Schwinger equation.
B. Zero coupling : (a1, a2) model - approximation 2
In this section we keep the term proportional to TrU2TrU−2 in the effective action and analyze the structure of
the resolvent R(z) and the function F (z), from which the phase structure can be obtained. This term is suppressed
by an N2 factor with respect to the first term. We consider this term to understand how to find the solution to
Dyson-Schwinger equation for a general class of action. Our discussion in this section is general and valid for a general
class of action.
In presence of this term the Dyson-Schwinger equation becomes,
R2(z) +
[
β1
(
1
z
− z
)
+ β2
(
1
z2
− z2
)
− 1
]
R(z)− β1
(
1
z
+R′(0)
)
− β2
(
R′(0)
z
+
1
z2
+
R′′(0)
2
+R′(0)z
)
= 0,
where, β2 = a˜+2,−2R′′(0). (III.44)
This is a quadratic equation of R(z) and it has two solutions. Let us write the solutions in the following form
R(z) =
1
2
[
1 + β1
(
z − 1
z
)
+ β2
(
z2 − 1
z2
)
±
√
F (z)
]
. (III.45)
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The function F (z) is given by
F (z) =
[
β1
(
1
z
− 1
)
+ β2
(
1
z2
− z2
)
− 1
]2
+ 4
[
β1
(
1
z
+R′(0)
)
+ β2
(
R′(0)
z
+
1
z2
+
R′′(0)
2
+R′(0)z
)]
=
[
β1
(
1
z
+ z
)
+ β2
(
1
z2
+ z2
)
+ 1
]2
− 4 (β1z + β2z2) [β1
z
+
β2
z2
]
+ 4β1R
′(0) + 4β2
[
R′(0)
z
+
R′′(0)
2
+R′(0)z
]
.
(III.46)
Note that F (z) is invariant under z → 1z .
1. Different types of solutions - a generic discussion
Although, we refer to the expressions for R(z) and F (z) obtained for the particular model, but our argument holds
in general.
From invariance of function F (z) under z → 1/z symmetry we immediately realize that for any multiplicity one
root λ, there exists another multiplicity one root 1/λ, since z and 1/z satisfy the same equation. This means that
roots of multiplicity one always occur in distinct pairs. Each distinct pair has product equal to 1. From analyticity
condition of R(z) we know that none of the multiplicity one root can lie inside the unit circle, while from the product
of pair of roots we know that if one root lies inside, the other one must lie outside the unit circle. This means the
multiplicity one roots must lie on the unit circle itself for any F (z) (which is always of even order). Therefore, the
generalized form for F (z) can be written as follows.
F (z) = C
n∏
i=i
(
z + ai +
1
z
)
(III.47)
C being some constant. A pair of multiplicity one root means there exists a ai 6= aj , for i 6= j and multiplicity 2
means there exists some ai = aj , for i 6= j and ai 6= ak for k 6= j 6= i.
For one-cut solution to exist (i.e. R(z) has one branch cut inside the unit circle) there must be one ai which occurs
only once. From the analyticity condition of R(z), we find ai = −2 cos θ and hence the roots are equal to eiθ, e−iθ.
Now, let there exist at least one of these ai = a˜1 (more can occur). Then F (z) can be factorized as
F (z) =
(
z + a˜1 +
1
z
)
f(z), (III.48)
The function f(z) will also have the symmetry z → 1/z. A generic form can be written as,
f(z) = · · ·+ apzp + ap−1zp−1 + · · · a0 + · · ·+ ap−1
zp−1
+
ap
zp
+ · · · . (III.49)
However, f(z) may have more pairs of multiplicity 1 factors of form z+ ai +
1
z . Now using the condition R(0) = 1 we
find a relation for a˜1 or in other word cos θ in terms of βi s in the action, (the other coefficients a0, .., ap also being
given in terms of βi s and R
n(0)). For existence of at least one pair of multiplicity 1 root, there must exist a cos θ.
If for the choice of parameters we see that there exists no cos θ i.e. its bound is broken, then there can be no pair of
roots of multiplicity one. This means the only possible solution F (z) is that all the roots are of multiplicity 2 (or of
higher even order). Thus if one cut solution is not possible then only possible solution is a no-cut.
For example, in the previous subsection we have seen that to have one cut solution we must need β > 1/2. Therefore,
for β < 1/2 we can have only no-cut solution.
However, one can have no-cut solution even if the condition for one-cut solution is satisfied. But in that case, the
roots of multiplicity 2 (minimum) will live on the unit circle and hence R(z) will violate the condition of positivity of
spectral density.
We present the discussion on phase diagram for this model in appendix C.
IV. PHASE DIAGRAM AT WEAK COUPLING : A PHENOMENOLOGICAL MODEL
The Dyson-Schwinger equation can be written for the most generic class of weakly coupled theory given by eqn.
(I.6). However, finding the solution to that equation and hence phase diagram is difficult. One can, instead, construct
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an analytically solvable phenomenological effective action which captures all the essential features of the original
theory [13].
In the last section we have seen that in large the N limit the order parameter which distinguishes different phases
is R′(0) = 〈TrU〉. Consequently, one can also imagine integrating out all the TrUn (with n 6= ±1) and obtaining an
effective action purely in terms of TrUTrU†. However, this is not easy to carry out explicitly. Therefore we consider
a phenomenological models of the form [13]
Z =
∫
[dU ]eN
2Seff(x) , x =
1
N2
TrUTrU† , (IV.1)
where
Seff(U) = a1(λ, T )TrUTrU
† +
b1(λ, T )
N2
(TrUTrU†)2 +
c1(λ, T )
N4
(TrUTrU†)3 + · · · (IV.2)
where S(x) is convex and S′(x) is concave. This phenomenological model captures all the essential features of
thermodynamic properties and phase transition of the unitary matrix model we are considering. The simplest of such
model is the so-called (a, b) model [13] in which one keeps only the first two coefficients in Seff(x) given in eqn. (IV.2).
Z(a1, b1) =
∫
[dU ] exp
[
a1TrUTrU
† +
b1
N2
(
TrUTrU†
)2]
, (IV.3)
where a1 and b1 are functions of temperature T and λ and b1 > 0.
In this section, we shall discuss the properties of phase diagram for (a, b) model. However, our discussion can be
extended to more general classes (IV.2). We present the generic discussion in appendix B.
The Dyson-Schwinger equation (II.13) for this model is given by,
R(z)2 −R(z) + a1R′(0)
[(
R(z)
z
− 1
z
)
− (R′(0) + zR(z))
]
+ 2b1R
′(0)3
[(
R(z)
z
− 1
z
)
− (R′(0) + zR(z))
]
= 0(IV.4)
where a˜1,−1 = a1 as before and a˜1,1,−1,−1 = b1. Redefining βab = a1R′(0) + 2b1R′(0)3 we have,
R(z)2 +
(
βab
(
z−1 − z)− 1)R(z)− βab (z−1 +R′(0)) = 0 (IV.5)
This equation is exactly same as zero coupling case (approximation 1) except β1 replaced by βab. Therefore, solution
of this equation is given by,
R(z) =
1
2
(
1 + βab
(
z − 1
z
)
+
√
F (z)
)
(IV.6)
where,
F (z) =
[
βab
(
z +
1
z
)
+ 1
]2
+ 4βab (R
′(0)− βab) (IV.7)
A. Different phases
Type 1: No-cut solution
The phase structure can be constructed as before. For no-cut solution there are two possibilities : βab = 0 and
R′(0) = βab. The resolvent, for these two cases, are given by R(z) = 1 and R(z) = 1 + βabz respectively.
βab = 0 phase exists at any temperature, as before. This phase has zero free energy and spectral density is constant
for this phase.
The other branch of no-cut solution exists when R′(0) = βab. This implies that,
β2ab =
1− a1
2b1
. (IV.8)
For this branch, two zeros of F (z) are lying at the same point inside the unit circle and on the negative real axis. The
other two zeros lie outside the real axis (same as a1 model). This branch exists when βab ≤ 12 , i.e.,
β2ab =
1− a1
2b1
≤ 1
4
. (IV.9)
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The spectral density for T1 is given by,
σ(θ) =
1
2pi
(1 + 2βab cos θ). (IV.10)
Free energy
One can calculate free energy of this branch following the prescription given in the previous section.
dZ(T )
dT
=
∫
[dU ] exp
[
a1TrUTrU
† +
b1
N2
(TrUTrU†)2
](
TrUTrU†
da1
dT
+
1
N2
(TrUTrU†)2
db1
dT
)
. (IV.11)
In the large N limit we find,
d
dT
lnZ(T ) = N2R′(0)2
(
da1
dT
+R′(0)2
db1
dT
)
.
= N2
[
1− a1
2b1
da1
dT
+
(
1− a1
2b1
)2
db1
dT
]
= N2
d
dT
f(a1, b1) (IV.12)
where,
∂f(a1, b1)
∂a1
=
1− a1
2b1
, and
∂f(a1, b1)
∂b1
=
(
1− a1
2b1
)2
. (IV.13)
Solving these two equations we find,
f(a1, b1) = − (1− a1)
2
4b1
. (IV.14)
Thus we find,
lnZ = − (1− a1)
2
4b1
+ C. (IV.15)
C can be fixed by demanding that at R′(0) = 0 i.e. at a1 = 1, the free energy is zero. Thus we get C = 0. Hence the
free energy of Type 1 phase is given by,
FT1 = −T lnZ = N2T (1− a1)
2
4b1
. (IV.16)
Thus we see free energy is positive for b1 > 0.
Type 2 : One-cut solution
For one cut solution we have the following condition,
R′(0) = 1− 1
4βab
(IV.17)
and the solution exists for βab ≥ 12 . Plugging the value of βab in terms of a1 and b1 we can write,
a1x+ 2b1x
3β2ab − 1 = 0, where x =
4βab − 1
4β2ab
. (IV.18)
The resolvent is given by,
R(z) =
1
2
[
1 + βab(z − z−1) + βab(1 + z−1)
√
z2 + 2(β−1ab − 1)z + 1
]
. (IV.19)
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Hence, the spectral density for this branch is given by,
σ(θ) = 4βab cos
θ
2
√
sin2
θ1
2
− sin2 θ
2
(IV.20)
where,
sin2
θ1
2
=
1
2βab
. (IV.21)
Free energy
The free energy of this branch can also be calculated in the similar way as mentioned before. Variation of lnZ is
given by,
d
dT
lnZ(T ) = N2R′(0)2
(
da1
dT
+R′(0)2
db1
dT
)
. (IV.22)
For this phase,
R′(0) = 1− 1
4(a1R′(0) + 2b1R′(0)3)
. (IV.23)
Solving this equation we find,
a1 =
1
4R′(0)(1−R′(0)) − 2b1R
′(0). (IV.24)
Differentiating both sides we find,
da1
dT
=
dR′(0)
dT
(
2R′(0)
(
1− 8b1 (R′(0)− 1)2R′(0)2
)
− 1
)
− 8db1dT (R′(0)− 1)2R′(0)4
4 (R′(0)− 1)2R′(0)2 . (IV.25)
Substituting da1dT in eqn. (IV.22) we find,
1
N2
d
dT
lnZ(T ) =
(
−16b1R′(0)5 + 32b1R′(0)4 − 16b1R′(0)3 + 2R′(0)− 1
4 (R′(0)− 1)2
)
dR′(0)
dT
−R′(0)4 db1
dT
=
d
dT
g(R′(0), b1) (IV.26)
where,
∂g
∂R′(0)
=
(
−16b1R′(0)5 + 32b1R′(0)4 − 16b1R′(0)3 + 2R′(0)− 1
4 (R′(0)− 1)2
)
,
∂g
∂b1
= −R′(0)4. (IV.27)
Solving these two equation we find,
g(R′(0), b1) =
1
4− 4R′(0) +
1
2
log (R′(0)− 1)−R′(0)4b1. (IV.28)
Thus we find free energy
F = −N2T
[
1
4− 4R′(0) +
1
2
log (R′(0)− 1)−R′(0)4b1
]
+ C (IV.29)
Constant C can be fixed by demanding that the free energy of this branch should match with the free energy of no-cut
solution at R′(0) = 1/2. This implies,
C = N2T
(
1
2
− 1
2
ln(−2)
)
.
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Hence we find free energy of Type 2 branch is given by,
FT2 = −N2T
[
1
4− 4R′(0) −
1
2
+
1
2
log (1−R′(0))−R′(0)4b1
]
= −N2T
[
βab − 1
2
− 1
2
ln(2βab)− b1
(
1− 1
4βab
)4]
.
(IV.30)
Type 3 : Two-cut solution
Two-cut solution, in the similar way, exists when
1− 1
4βab
< R′(0) < βab. (IV.31)
One can again calculate the free energy of this class for a particular parametrization between R′(0) and a1, b1. It
turns out that the free energy of this branch is higher than the free energy of one-cut solution and hence this phase
is thermodynamically disfavoured.
B. Phase diagram and its dual description
Finally we summarize the phase diagram for (a, b) model. However, the basic structure of the phase diagram is
same for a generic class of phenomenological model governed by the action (IV.2).
• At low temperature the saddle point is characterized by βab = 0 which has constant resolvent and uniform
eigenvalue distribution. This phase corresponds to thermal AdS in the dual gravity setup. This phase has zero
free energy.
• Then there is a saddle point with resolvent linear in z when βab = R′(0) i.e.
β2ab =
1− a1
2b1
≤ 1
4
. (IV.32)
This is the unstable saddle point corresponding to the small black hole (in the phase where it is to be viewed
as an excited string state) and has positive free energy given by eqn. (IV.16). This saddle point exists in a
temperature range Tc ≤ T ≤ TH .
• There is the saddle point which obeys
R′(0) = 1− 1
4βab
or a1x+ 2b1x
3β2ab − 1 = 0, where x =
4βab − 1
4β2ab
(IV.33)
This equation has two real solutions for βab above a temperature T0. Let us denote these two values by β
S
ab
and βBab with β
B
ab > β
S
ab
6. The two values or phases correspond to the Big Black Hole (BBH) and the Small
Black Hole (SBH) (in the actual black hole regime) in the dual side. Both these branches have gap in eigenvalue
distribution. The BBH (βBab) solution exists for all temperatures greater than the minimum T0 for which this
solution exists. While the SBH (βSab) solution exists in the interval To ≤ T ≤ Tc. At Tc which corresponds to
βSab =
1
2 , this solution goes over into the ungapped solution. This is called Gross-Witten-Wadia transition [14].
• There exists a temperature T1 > T0 where the stable saddle points βab = 0 and βBab exchange dominance. This
temperature corresponds to the Hawking-Page temperature where the BBH has a lower free energy than thermal
AdS in the semi-classical gravity path integral. The free energy for βBab phase becomes negative for T > T1.
Phase diagram in presence of charge or chemical potential has been discussed in [15–17].
• There exists another phase in the same regime of parameters where the last phase appears. This phase has
eigenvalue distribution with two gaps. But this phase has higher free energy than that of one-gap phase, hence
thermodynamically disfavoured. The gravity dual to this phase is not well understood.
6 At T = T0, βBab = β
S
ab. As we increase temperature β
B
ab starts increasing and β
S
ab decreases.
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V. DISTRIBUTION IN MOMENTUM SPACE
In this section we shall discuss how different saddle points of weakly coupled gauge theories on S3 are captured in
terms of different representation of U(N) group in the large N limit. Since different representations correspond to
different Young diagrams, therefore, we find how boxes in Young diagrams are distributed corresponding to different
saddles of the theory. The advantage of studying the phases in terms of large N Young diagram is that one can
directly find out the phase space distribution of different saddle points. As we have already studied, eigenvalues of
the holonomy matrix behave like position variables of fermions. At the same time, the representations of U(N) also
have an interpretation in the language of non-interacting fermions with the number of boxes of the Young tableaux
being like the momentum [9]. Therefore knowing the momentum distribution is important for drawing the phase
space distribution.
Our goal, therefore, is to find out the momentum distribution corresponding to no-cut, one-cut and two-cut phases.
A. Partition function and Young tableaux
We start with the partition function at zero coupling
Z =
∫
DU exp
[ ∞∑
n=1
an
n
Tr[Un]Tr[U†n]
]
. (V.1)
This can be expanded as follows ∫
DU
∑
~k
1
z~k
∏
j
akjΥ~k(U)Υ~k(U
†), (V.2)
where we use the following notations
z~k =
∏
j
kj !j
kj Υ~k(U) =
∞∏
j=1
(Tr[U j ])kj . (V.3)
Υ~k(U) can be rewritten in terms of the characters of the conjugacy class of the permutation group SK as follows
Υ~k(U) =
∑
R
χR(C(~k))TrR[U ]. (V.4)
Here χR(C(~k)) is the character of the conjugacy class C(~k) of the permutation group SK and K =
∑
j jkj and R
denotes the specific representation of U(N). Finally, using the following orthogonality relation between the character
of representations of U(N) ∫
DU TrR[U ]TrR′ [U†] = δRR′ (V.5)
we obtain the following form for the partition function:
Z =
∑
~k
∏
j a
kj
j
z~k
∑
R
[
χR(C(~k))
]2
. (V.6)
This is an exact expression for the partition function for any temperature and N of the free gauge theory. However,
it should be noted that the answer is completely explicit.
A particular representation of an unitary group U(N) can be labeled by a Young diagram with maximum N number
of rows and arbitrary numbers of boxes in each row up to a constraint that number of boxes in a particular row can
not be greater than the number of boxes in a row before . Therefore, the sum of representations of U(N) can be cast
as sum of different Young diagrams. If K is the total number of boxes in a particular Young diagram with λi number
of boxes in ith row and
∑
i λi = K, then sum over representations can be decomposed as∑
R
→
∞∑
K=1
∑
{λi}
δ
(
N∑
i=1
λi −K
)
. (V.7)
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The partition function can be written as,
Z =
∞∑
K=1
∑
~λ
δ
(
N∑
i=1
λi −K
)∑
~k
∏
j a
kj
j
z~k
δ
(
K −
∑
i
iki
)[
χ~λ(C(
~k))
]2
. (V.8)
Note that the total number of boxes is same as the order of the permutation group SK . The characters of the conjugacy
class are determined recursively by the Frobenius formula [18–20]. Explicit expressions for the most general case are
not simple. We shall discuss about that in the next subsection.
B. Character of permutation group
We discuss in detail the Frobenius character formula [18] for the χ~λ(C(
~k)) of the permutation group. Let C(~k)
denote the conjugacy class of SK which is determined by a collection of sequence of numbers
~k = (k1, k2, · · · ), with,
∑
i
iki = K (V.9)
C(~k) consists of permutations having k1 number of 1-cycles, k2 number of 2-cycles and so on. We introduce a set of
independent variables, x1, · · · , xN , and for a given Young diagram (~λ) we have λ1 ≥ λ2 ≥ · · · ≥ λN ≥ 0. Then we
define a power series and the Vandermonde determinant as follows.
Pj(x) =
N∑
i=1
xji ∆(x) =
∏
i<j
(xi − xj). (V.10)
For a set of non-negative integers, (n1, · · · , nN ), we define
[f(x)](n1,..,nN ) = coefficient of x
n1
1 · · ·xnNN in f(x) (V.11)
Now for our given partition, ~λ, of a Young diagram we define,
hi = λi +N − i ∀ i = 1, · · · , N (V.12)
with
h1 > h2 > · · · > hN ≥ 0. (V.13)
Then the character corresponding to a conjugacy class C(~k) and a representation characterized by ~λ is given by
χ~λ(C~k) =
[
∆(x).
∏
j
(Pj(x))
kj
]
(h1,··· ,hN )
(V.14)
This is the most generic formula for character. Using this formula one can in principle write down the partition
exactly. However it is still complicated to solve the model and find the saddle points in large N limit in presence of
all ai’s. In the next section, we shall extremize the partition function in large N limit to find out different saddle
points of the system in presence of one cycles only. This is same as a1 model discussed in sec. III A. Young Tableau
distribution for a1 model has already been discussed in [4]. Authors in [4] found Young Tableau or momentum
distribution corresponding to no-cut and one-cut solution discussed in the previous section. Here, we extend the
discussion and find momentum distribution for two-cut solution.
In appendix E we extend our calculation to find out the saddle points in presence of both 1-cycle and 2-cycle. This
is similar to the model we considered in section III B.
Before we extremize the partition function to find the saddle point equation let us simplify the formula for character
for one cycle. This expression will be useful in the next section.
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1. Character in presence of 1-cycles
We consider a particular conjugacy class C(~k) = (k, 0, 0, · · · ), i.e. there is only k 1-cycles. In this case, k1 = k, and
character is given by
χ~h(C(k)) =
[
∆(x)
(
N∑
i=1
xi
)k ]
(h1,··· ,hN )
. (V.15)
The Vandermonde determinant can be written as∑
σ∈SK
(−1)σxσ(1)−1N · · ·xσ(N)−11 (V.16)
Where σ(i) is an element of the permutation group SK . More over(
N∑
i=1
xi
)k
=
∑
~r
k!
r1!r2! · · · rN !x
r1
1 x
r2
2 · · ·xrNN , (V.17)
where the sum is performed over a set of non-negative integers, ~r = (r1, .., rN ) such that r1 + r2 + · · ·+ rN = k.
Multiplying eqn. (V.16) with eqn. (V.17) and picking up the coefficient of the
∏N
i=1 x
hi
i we find
χ~h(C(k)) =
∑
σ∈SK
(−1)σ
∑
~r
k!
r1!r2! · · · rN !
∏
i
δ(ri + σ(N − i+ 1)− 1− hi) . (V.18)
Note that
∑
i ri = k is automatically satisfied once we consider
∑
i λi = k. Performing the summation ri we can
write,
χ~h(C(k)) =
∑
σ∈SK
(−1)σ k!∏
i(hi + 1− σ(N − i+ 1))!
. (V.19)
Here the sum is only over those σ such that hN−i+1 − σ(i) + 1 ≥ 0. This can be rewritten using the property of the
determinant as
χ~h(Ck) =
k!∏N
i hi!
∏
i<j
(hi − hj). (V.20)
For completeness here we present a generic formula for the character in presence of k1 number of 1-cycles, k2 number
of 2-cycles up to kω number of ω-cycles. The expression for the character is obtained following the same argument
given above.
χ~k(C(
~k)) =
∑
~ri
sign(σ)
k1!..kω!∏
j r
1
j !r
2
j !..r
ω
j !
δj(
ω∑
i=1
irij + σ(N + 1− j)− 1− hj)δ(
∑
r1j − k1)...δ(
∑
rωj − kω)
=
k1!..kω!∏N
j (lj −
∑ω
i=2 ir
i
j)r
2
j !..r
ω
j !
∏
p<q
(hp −
ω∑
i=2
irip − hq +
ω∑
i=2
iriq)δ(
∑
r2j − k2)...δ(
∑
rωj − kω). (V.21)
C. Zero coupling : “a1 model” - approximation 1
We first look at a model where all the terms are zero apart from the first term a1 (ai = 0, for i ≥ 2).
Z =
∫
DU exp
[
a1Tr[U ]Tr[U
†]
]
. (V.22)
Which is essentially same as considering ~k = (k, 0, 0, · · · ). The partition function (V.8) takes the following form
Z =
∞∑
K=1
∑
~λ
δ
(
N∑
i=1
λi −K
) ∞∑
k=1
ak1
k!
δ (K − k) [χ~λ(C(k))]2
=
∞∑
k=1
∑
~λ
ak1
k!
δ
(
N∑
i=1
λi − k
)[
χ~λ(C(k))
]2
. (V.23)
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Using the expression for character given in eqn. (V.20) we can explicitly write the partition function for a model
Z =
∞∑
k=1
∑
~λ
ak1
k!
δ
(
N∑
i=1
λi − k
) k!∏N
i hi!
∏
i<j
(hi − hj)
2 . (V.24)
This expression is exact for all N . However, we shall consider large N limit of this model and see how one can capture
all the phases obtained from the analysis of eigenvalue density.
The large N limit and saddle point equation
In the limit N →∞ we introduce, following [21], a set of continuous variables
λ(x) =
λi
N
, h(x) =
hi
N
, where, x =
i
N
. (V.25)
Since i runs from 1 to N , therefore in large N limit x ∈ [0, 1]. The function λ(x) or equivalently h(x) captures the
profile or shape of Young diagram in large N limit. The relation between λ(x) and h(x), in continuum limit is given
by
h(x) = λ(x) + 1− x. (V.26)
The condition h1 > h2 > · · · > hN implies a strict monotonicity for h(x), i.e.
h(x) > h(y) for y > x, which implies
∂h(x)
∂x
< 0. (V.27)
In this continuum limit all the summation over i is replaced by an integration
N∑
i=1
→ N
∫ 1
0
dx. (V.28)
The total number of boxes k in a Young diagram is given by
k =
N∑
i=1
λi → k = N2
[ ∫ 1
0
dxh(x)− 1
2
]
= N2k′, (V.29)
where k′ is a order 1 number. In the large N limit, as we shall see in the next section, the dominant contribution to
the partition function comes from the representation for which the total number of boxes in the corresponding Young
diagram is of the order of N2.
The partition function given in eqn. (V.22) can then be written as
Z =
∑
~h
exp
ln k! + ln a1 +∑
i 6=j
|hi − hj | − 2
∑
i
lnhi!
 . (V.30)
In the large N limit using Sterling’s approximation we find,
Z =
∫
[D h(x)]e−N2Seff(h) (V.31)
where,
− Seff(h) =
∫ 1
0
dx −
∫ 1
0
dy ln |h(x)− h(y)| − 2
∫
dxh(x) lnh(x) + k′ ln a1k′ + k′ + 1, (V.32)
with
k′ =
∫ 1
0
dxh(x)− 1
2
.
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From the expression of partition function given in eqn. (V.31) it is clear that in N → ∞ limit the dominant
contribution comes from those configurations for which Seff(h) is extremum. Therefore, varying Seff with respect to
h(x) we obtain the following saddle point equation.
−
∫
dy
h(x)− h(y) = lnh(x)−
1
2
ln[a1k
′]. (V.33)
Following [21] we introduce the density of boxes in the Young diagram defined by
u(h) = −∂x(h)
∂h
. (V.34)
The density function u(h) by definition satisfies the normalization∫ hU
hL
dhu(h) = 1. (V.35)
The density function has a support between hL = h(1) and hU = h(0). Moreover, from the monotonicity of h(x) (eqn.
V.27) it is easy to show that the density function is positive definite. Also, it obeys the normalization (V.35), hence
we find
u(h) ≤ 1. (V.36)
In terms of the Young Tableaux density the saddle equation becomes
−
∫ hU
hL
dh′
u(h′)
h− h′ = ln
[
h
ξ
]
(V.37)
where ξ2 = a1k
′.
Note that the parameter ξ sitting on the right hand side of the saddle equation depends on k′ where k′ is given by
k′ =
∫ 1
0
h(x)dx− 1
2
=
∫ hU
hL
h u(h)dh− 1
2
, (V.38)
itself depends of the density function u(h). We have to solve this equation self-consistently.
The general interacting unitary matrix model given by eqn. (I.6) for weakly coupled gauge theory can also be
solved using the above technique. One can in principle write a saddle point equation at large N for the generic action.
However, the analysis becomes technically much more involved. But the essential phase structure of the theory is in
any case captured by models involving only TrUTrU† as given in the eqn. (IV.2). In particular, as we have seen,
the (a, b) model (eqn. (IV.3)) does a good job in getting the detailed form of the phase structure. In [4] the authors
obtained the saddle equation for Young tableaux distribution function for the class of phenomenological model (IV.2).
The basic structure of the saddle equation remains same as eqn. (V.37), only the definition of the parameter ξ changes.
As we mentioned in the introduction, the basic shape of the phase space distribution does not change under addition
of perturbative correction, therefore, here we shall not carryout the computation of saddle equation for weak coupling
model. We refer [4] for a detailed discussion.
Different classes of solutions
We now discuss the possible classes of solution which satisfy the integral equation (V.37) for Young Tableaux
density. We classify different saddle points depending on the fact whether the variable h is continuous from hL to hU .
Depending on this there are primarily two classes.
Class 1 ( C1) : h(x) is continuous
For this class the function h(x) is continuous and monotonically decreasing for x ∈ [0, 1]. h changes continuously
from h(1) = hL to h(0) = hU . In other words, (hi − hi+1)/N → 0 ∀ i = 1, · · · , N . Therefore, for this branch the
difference in number of boxes between two consecutive rows is of the order 1 in the limit N →∞. This class has two
subclasses.
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Class 1a (C1a) : In this case7
0 ≤ u(h) < 1; h ∈ [p, q]. (V.39)
A typical Young diagram corresponding to such distribution has been plotted in figure 6.
FIG. 6: A typical Young diagram for C1a.
Class 1b (C1b): For this class distribution is given by
u(h) = 1; h ∈ [0, p]
= u˜(h); h ∈ [p, q] (V.40)
with u˜(h) < 1. For this branch u(h) = 1 for 0 < h < p. Therefore a finite number of rows in the particular Young
diagram are empty. The distribution has been depicted in figure 7. These two subclasses have been considered in [4].
FIG. 7: A typical Young Tableaux for C1b
In this paper we introduce a new class of solution where the support h is discontinuous.
Class 2 : h(x) is discontinuous
In this case the function h(x) is discontinuous at some point ζ between 0 and 1 (see figure 8).
lim→0 [h(ζ − )− h(ζ + )] ∼ O(1), 0 < ζ < 1. (V.41)
7 We consider hL = p and hU = q.
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h(x)
p
q
r
s
xx=0 x=1
FIG. 8: h(x) has a discontinuity for C2.
The distribution u(h) is therefore given by,
u(h) = u˜1(h), p < h < q, u˜1(h) < 1
= u˜2(h), r < h < s, u˜2(h) < 1 (V.42)
with ∫ r
q
u(h)dh = 0. (V.43)
A typical representation corresponding to such a Young diagram has been plotted in figure 9.
. . . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
←−· · · · · · · · ·O(N)· · · · · · · · · · · ·−→
FIG. 9: A typical Young diagram for C2.
As we vary the order parameter ξ the constraint (V.36) will come into play and the system will jump from one
branch of solution to the other.
Finding densities for different classes
To find Young tableaux distribution u(h) we define a resolvent H(h) given by
H(h) =
∫ hU
hL
dh′
u(h′)
h− h′ . (V.44)
This function has the following properties:
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(a) H(h) is an analytic function of h in complex h plane with a branch cut along positive real interval where u(h) has
support.
(b) H(h) is real for real positive h outside the support.
(c) In the limit h→∞, H(h) has following asymptotic expansion
H(h→∞) ∼ 1
h
+
(
k′ +
1
2
)
1
h2
. (V.45)
This can be verified easily by expanding the resolvent for large h.
(d) lim→0 H(h + i) + H(h − i) = 2 ln
[
h
ξ
]
for real h which comes from the definition of a complex function with
branch cut on the real line.
(e) u(h) = lim→0 − 12pii [H(h+ i)−H(h− i)] for h inside the support.
1. Class 1a
Using standard techniques [7] we solve integral equations (V.37) with logarithmic kernel. There is a closed expression
for resolvent H(h) in terms of a contour integral [3]. It follows from the properties of H(h) listed above.
H(h) = −
√
(h− p)(h− q)
∮
C
ds
2pii
ln(s/ξ)
(s− h)√(s− p)(s− q) (V.46)
where contour C is an anticlockwise contour around the branch cut [p, q]. By deforming the contour one can take the
contour to be a clockwise loop about h and about the logarithmic branch cut from −∞ to 0 and back (see figure 10).
Carrying out the contour integration we obtain,
logarithmic branch cut
h
square root branch cut
p q
FIG. 10: Contour for eqn. (V.46).
H(h) = ln
[
2h2 − (√q −√p)2h+ 2qp− 2(h+ qp)√(h− p)(h− q)
ξ(
√
p+
√
q)2
]
. (V.47)
From the asymptotic expansion of H(h) one finds,
√
p =
√
ξ +
1√
2
,
√
q =
√
ξ − 1√
2
(V.48)
and k′ =
√
qp+
1
4
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which implies,
a1 =
4ξ2
4ξ − 1 . (V.49)
Since p, q are real and positive therefore, this branch exists for ξ ≥ 12 (from eqn. (V.48)). From eqn. (V.49), we
therefore, conclude that this class of solution exists for a1 ≥ 1.
Hence, this branch (Class 1a) corresponds to 1-cut branch (Type 2) discussed in section III A 1.
From the discontinuity of resolvent we find that the Young Tableaux density u(h), for this branch, is given by
u(h) =
2
pi
cos−1
[
h+ ξ − 1/2
2
√
ξh
]
, h ∈ [p, q]. (V.50)
Equivalently we can write a quadratic equation for h,
h2 − (1 + 2ξ cos(piu(h)))h+
(
ξ − 1
2
)2
= 0. (V.51)
If h1 and h2 are two roots of this solution then we find
h1 + h2 = 1 + 2ξ cos(piu(h)), h1h2 =
(
ξ − 1
2
)2
. (V.52)
For this branch, we also note that
p+ q = 1 + 2ξ, and pq =
(
ξ − 1
2
)2
= h1h2. (V.53)
An alternate way to compute the resolvent
This is an important section. We understand that finding an exact expression for resolvent is important to get
distributions of boxes in Young diagram. In the last section we performed the contour integration explicitly and found
H(h). However, the expression for resolvent becomes complicated, as we shall see later, when variable h becomes
discontinuous between hL and hU and hence solving the contour integration turns out to be difficult. In this section
we explain how one can obtain the above result for resolvent from its asymptotic properties without doing any contour
integration.
We take the following ansatz for resolvent H(h) following [22]
H(h) = 2 ln
[
g(h)−√g(h)2 − f(h)2
κ v(h)
]
(V.54)
where g(h), f(h) and v(h) are polynomials of h and κ is constant.
If H(h) has single branch cut between p and q then, g2 − f2 can at most be polynomial of degree 2, hence g and f
are polynomial of degree 1 or less8.
From the property (d) of H(h) given above one can show that,
lim
→ 0 [H(h+ i) +H(h− i)] = 2 ln
[
g(h)− i√f2(h)− g2(h)
κ v(h)
]
+ 2 ln
[
g(h) + i
√
f2(h)− g2(h)
κ v(h)
]
= 2 ln
[
f2(h)
κ2v2(h)
]
= 2 ln
[
h
ξ
]
. (V.55)
Therefore we find,
f(h) =
κ√
ξ
√
h v(h). (V.56)
8 g2 − f2 can have a form like w(h)(h− p)(h− q). In that case we absorb extra factor of w(h) in v(h) by re-definition.
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From the asymptotic expansion of H(h), given in property (c), we find
g(h) = h+
2ξ − 1
2
, v(h) =
2ξ
κ
, and f(h) = 2
√
ξ h (V.57)
and
ξ = k′ +
1
4
. (V.58)
Substituting the values of these functions in eqn. (V.54) we obtain the expression for H(h)
H(h) = 2 ln
[
1− 2h− 2ξ +√4h2 − 4h(2ξ + 1) + (1− 2ξ)2
4ξ
]
(V.59)
which matches with eqn. (V.47). Since the resolvent has a branch cut between p and q, therefore
g2 − f2 = h2 − 4h(2ξ + 1) + (1− 2ξ)2 = (h− p)(h− q). (V.60)
Solving this equation one finds eqn. (V.48). Thus, we recover all the essential relations including the expression for
the resolvent without solving the contour integration.
2. Class 1b
Using the ansatz (V.39) for u(h), for this class the saddle point equation becomes,
−
∫ q
p
dh′
u˜(h′)
h− h′ = ln
[
h
ξ
]
− ln
[
h
h− p
]
where, h ∈ [p, q] . (V.61)
The resolvent as defined in eqn. (V.44) becomes (with hL = 0 and hU = q),
H(h) = ln
[
h
h− p
]
+
∫ q
p
dh′
u˜(h′)
h− h′ . (V.62)
Again, one can write an expression for H(h) depending on its analytic properties. It is given by,
H(h) = ln
[
h
h− p
]
−
√
(h− p) (h− q)
∮
C
ds
2pii
ln (s/ξ)− ln [s/(s− p)]
(s− h)√(s− p) (s− q) . (V.63)
The contour is shown in fig 11. However, we shall not perform this contour integration to find H(h), rather we shall
logarithmic branch cut square root branch cut
p q
h
FIG. 11: Contour for Solution Class 1b
follow the technique defined in the last section.
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Let us write
H(h) = ln
[
h
h− p
]
+H1(h), H1(h) =
∫ q
p
dh′
u˜(h′)
h− h′ . (V.64)
We take the ansatz for H1(h) as before,
H1(h) = 2 ln
[
g(h)−√g(h)2 − f(h)2
κ v(h)
]
. (V.65)
It follows from eqn. (V.61) that H1(h) satisfies,
lim
→ 0 [H1(h+ i) +H1(h− i)] = 2 ln
[
h− p
ξ
]
. (V.66)
Hence, from eqn. (V.66) and asymptotic properties of H(h) we find that,
g(h) = h+
1
2
(2ξ − 1− p), v(h) = 2ξ
κ
, f(h) = 2
√
ξ(h− p) (V.67)
and
4ξ(1− p)− (1− p)2 = 4k′. (V.68)
Plugging the values of these functions in to the ansatz we find,
H(h) = ln
h
(
1− 2h− 2ξ + p+ 2
√
(h− 12 − p2 )2 − ξ(2h− 3p+ 1) + ξ2
)2
16ξ2(h− p)
 . (V.69)
Since, H(h) has a square root branch cut between p, q, we find that the term inside the square root can be written
as (h− p)(h− q), with
p = 1− 2ξ, q = 1 + 2ξ. (V.70)
Hence, further simplifying H(h) we finally get,
H(h) = ln
h
(
h− 1−√(h− 1)2 − 4ξ2)
2ξ2
 (V.71)
which matches with the expression given in [4].
Since p = 1− 2ξ and p > 0, therefore this branch exists for ξ ≤ 12 . From eqn. (V.68) we find,
k′ = ξ2 . (V.72)
From the definition a1k
′ = ξ2 we obtain
either ξ = 0
or, a1 = 1. (V.73)
The former implies the uniform distribution
u(h) = 1 h ∈ [0, 1]. (V.74)
This is therefore a saddle point for any value of a1. This is in fact the density corresponding to the trivial representation
ni = 0. The latter corresponds to a family of saddle points labeled by 0 < ξ < 1/2 which exists only at a1 = 1.
Therefore, we see that Class 1b corresponds to no-cut branch Type 1 discussed in section (III A 1)
From the discontinuity of the resolvent we find the Young Tableaux distribution for this branch is given by,
u˜(h) =
1
pi
cos−1
[
h− 1
2ξ
]
. (V.75)
Hence, h can be written in terms of piu˜(h) as,
h = 1 + 2ξ cospiu˜(h). (V.76)
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3. Class 2 : discontinuous support
For solution class 2 h(x) is discontinuous and u(h) is non-zero for h ∈ [q, p], [r, s]. The saddle point equation, for
this class, is given by (using ansatz (V.42)),
−
∫ q
p
u˜1(h
′)
h− h′ dh
′ +−
∫ s
r
u˜2(h
′)
h− h′ dh
′ = ln
[
h
ξ
]
, p < q < r < s. (V.77)
We define the resolvent for this case
H(h) =
∫ q
p
dh′
u˜1(h
′)
h− h′ +
∫ s
r
dh′
u˜2(h
′)
h− h′ . (V.78)
The resolvent has the following properties.
(a) It is a analytic function of h in the complex plane with two branch cuts from p to q and r to s on positive real
axis.
(b) It is real for other values of the positive real h.
(c) H(h) ∼ 1h + (k′ + 12 ) 1h2 as h→∞.
(d) lim→0 [H(h+ i) +H(h− i)] = 2 ln
[
h
ξ
]
for real h ∈ [p, q], [r, s], which follows from the definition of a complex
function with a branch cut on the real line.
(e) u˜1(2)(h) =
lim
→0 − 12pii [H(h+ i)−H(h− i)] for h ∈ [p, q]([r, s]).
Derivation of properties (d) and (e) has been discussed in appendix D.
The resolvent H(h) for this class can be constructed analogously
H(h) = −
√
(h− p)(h− q)(h− r)(h− s)
∮
C
dz
2pii
ln(z/ξ)
(z − h)√(z − p)(z − q)(z − r)(z − s) (V.79)
where the contour C is defined anticlockwise around each of the branch cuts [p, q] and [r, s]. See figure 12.
logarithmic branch cut
h
p q r s
FIG. 12: Contour for Solution Class 2
The contour can be deformed and can be taken around the point h, infinity and along the branch cut of the
logarithm, as before. But the integral obtained in this manner is extremely tedious. Instead we use an alternate
method.
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Alternate method to find resolvent in Class 2
We take the following ansatz for H(h)
H(h) = 2 ln
[
g(h)−√g(h)2 − f(h)2
κ v(h)
]
. (V.80)
Since H(h) has two branch cuts between [p, q], [r, s] therefore,
√
g(h)2 − f(h)2 = √(h− p)(h− q)(h− r)(h− s) up
to overall normalization. Hence, g(h) is a quadratic polynomial and f(h) is quadratic at most.
From property (d) of H(h) we find,
H(h+ i) +H(h− i)= 2 ln
[
g(h)− i√f(h)2 − g(h)2
κ v(h)
]
+ 2 ln
[
g(h) + i
√
f(h)2 − g(h)2
κ v(h)
]
= 2 ln
[
f(h)2
κ2v(h)2
]
= 2 ln
[
h
ξ
]
(V.81)
which implies
f(h) =
κ√
ξ
√
h v(h). (V.82)
From the asymptotic expansion we find that,
g(h) = h2 +
(
ξ − 1
2
)
h+ b, v(h) =
2ξ
κ
h (V.83)
From the condition,
√
g(h)2 − f(h)2 = √(h− p)(h− q)(h− r)(h− s) we find that,
pqrs = b2,
p+ q + r + s = 2ξ + 1,
p(qr + qs+ rs) + qrs = −(2ξ − 1)b,
p(q + r + s) + q(r + s) + rs = 2b+
(
ξ − 1
2
)2
.
(V.84)
Solving the first equation we find,
b = −√pqrs. (V.85)
We choose the negative solution to get the correct branch. Plugging the value of b in the third equation above we
find,
p(qr + qs+ rs) + qrs =
√
pqrs(2ξ − 1). (V.86)
Since p, q, r, s are greater than zero, this implies this branch of solution exists for ξ ≥ 12 .
Now from the definition of u(h) we have,
u(h)= − 1
2pii
[H(h+ i)−H(h− i)]
= − 1
2pii
[
2 ln
(
g(h)− i√f(h)2 − g(h)2
κ u(h)
)
− 2 ln
(
g(h) + i
√
f(h)2 − g(h)2
κ u(h)
)]
= − 1
pii
ln
(
g(h)− i√f(h)2 − g(h)2
g(h) + i
√
f(h)2 − g(h)2
)
. (V.87)
This expression can be written in terms of inverse trigonometric function as
u(h) =

2
pi tan
−1
[√
f(h)2−g(h)2
g(h)
]
, for g(h) > 0
2− 2pi tan−1
[√
f(h)2−g(h)2
|g(h)|
]
, for g(h) < 0
(V.88)
=
2
pi
cos−1
[ |g(h)|
f(h)
]
. (V.89)
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Plugging the values of g(h) and f(h) we obtain
u(h) =
2
pi
cos−1
[
|b+ h (h+ ξ − 12) |
2h3/2
√
ξ
]
(V.90)
which gives a quartic equation for h,
h4 − (1 + 2ξ cos(piu(h)))h3 +
((
ξ − 1
2
)2
+ 2b
)
h2 + (2ξ − 1)bh+ b2 = 0. (V.91)
A typical distribution u(h) has been plotted in figure 13. We note that the distribution is zero between q and r.
p q r s
u
h
u(h) vs h
FIG. 13: u(h) vs. h for Class 2
Let us denote the solution of this equations by h1, h2, h3 and h4. It follows from the properties of quartic equations
that,
h1 + h2 + h3 + h4 = 1 + 2ξ cos(piu(h))
h1(h2 + h3 + h4) + h2(h3 + h4) + h3h4 =
(
ξ − 1
2
)2
+ 2b
h1(h2h3 + h2h4 + h3h4) + h2h3h4 = −(2ξ − 1)b
h1h2h3h4 = b
2.
(V.92)
Comparing these relations with eqn. (V.52) and (V.53) we see that in this case also sum over roots are same as
1 + 2ξ cos(piu(h)). Also it is interesting to note that, if we set r = s = 0 then we get back Class 1a. For r = s = 0,
b = 0 and we find p+ q = 1 + 2ξ and pq =
(
ξ − 12
)2
. All other equations in (V.84) are trivially satisfied.
Finally, comparing the coefficient of 1h2 term in asymptotic expansion of H(h) we find that,
ξ +
1
4
− 2b = k′ + 1
2
⇒ b = ξ
2
− 1
8
− ξ
2
2a1
. (V.93)
Substituting the value of b in the last relation or eqn. (V.84) we find,
p(q + r + s) + q(r + s) + rs = h1(h2 + h3 + h4) + h2(h3 + h4) + h3h4 = ξ
2
(
1− 1
a1
)
. (V.94)
Since p, q, r, s > 0, the above relation implies that this branch is possible for a1 > 1. Also, since b = −√pqrs < 0,
from eqn. (V.93), we see that a1 has an upper bound as well
a1 <
4ξ2
4ξ − 1 . (V.95)
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Thus, we identify this branch to Type 3 branch in the eigenvalue side.
A dictionary : Comparing the equations in section III A and this section we find that different parameters on both
sides are related in the following way.
ξ = β1, R
′(0) =
k′
ξ
. (V.96)
It is easy to check that, using the above dictionary one can obtain the equations between the parameters (saddle point
conditions) in one side from the equations on other side for a1 model.
VI. RELATION BETWEEN THE YOUNG TABLEAUX AND EIGENVALUE DISTRIBUTIONS
The analysis of the different phases of gauge theories in terms of dominant representations (or Young diagrams) of
U(N) groups is very different from the usual eigenvalue analysis reviewed discussed in section III A. However, it was
observed in [4] that there is nevertheless, a simple relationship between the saddle point configurations u(h), in both
the high and low temperature phases, with the corresponding saddle point eigenvalue densities.
We shall first review the relationship between Type 1 and Class 1b and Type 2 and Class 1a as described in [4].
A. Identification between Type 1 and Class 1b
Consider first the low temperature saddle point u(h) = 1, ξ = 0. The corresponding saddle point for the eigenvalue
density is σ(θ) = 12pi , β1 = 0. From the form of these two distributions, we notice that they are functional inverses of
each other. Therefore, we can make the identification
u =
θ
pi
h
2pi
= σ(θ) .
(VI.1)
This case is rather trivial. Lets consider the phases for β1 < 1/2 and ξ < 1/2. The Young diagram density is given
by,
u(h) =
1
pi
cos−1
[
h− 1
2ξ
]
h ∈ [p, q], u(h) = 1, h ∈ [0, p]; 2ξ ≤ 1. (VI.2)
Using the identification defined above we find,
h = 1 + 2ξ cos θ (VI.3)
and hence,
σ(θ) =
1
2pi
(1 + 2ξ cos θ) (VI.4)
which matches with the eigenvalue distribution (III.12) with β1 = ξ.
B. Identification between Type 2 and Class 1a
In this case the identification is more subtle. In this case we modify the identification (VI.1) to,
u =
θ
pi
and
σ(θ) =
√
(h1 + h2)2 − 4h1h2
2pi
=
h1 − h2
2pi
(VI.5)
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where, h1 and h2 are two roots of eqn. (V.51) with h1 > h2. Using the identification between u and θ one can write
from eqn. (V.51)
h2 − (1 + 2ξ cos θ)h+
(
ξ − 1
2
)2
= 0. (VI.6)
Calculating the roots of this equation we find√
(h1 + h2)2 − 4h1h2
2pi
=
2ξ
pi
√
sin2
θ0
2
− sin2 θ
2
cos
θ
2
, sin2
θ0
2
=
1
2ξ
. (VI.7)
Thus we find,
σ(θ) =
2ξ
pi
√
sin2
θ0
2
− sin2 θ
2
cos
θ
2
, (VI.8)
which matches with eqn. (III.23) with β1 = ξ.
C. Identification between Type 3 and Class 2
Following the identification between Type 2 and Class 1a we now generalize the identification between Type 3 and
Class 2. Note that for Class 2, h satisfies a quartic equation (V.91) with four roots denoted by h1, h2, h3 and h4.
Since, in the limit b = 0 Class 2 boils down to Class 1a, we expect our identification in this section will also reduce to
eqn. (VI.5).
We consider the following identification,
u =
θ
pi
and
σ(θ) =
√
(h1 + h2 + h3 + h4)2 − 4 (h1(h2 + h3 + h4) + h2(h3 + h4) + h3h4)
2pi
.
(VI.9)
Using the above identification between u and θ we find from eqn. (V.91)
h4 − (1 + 2ξ cos θ)h3 +
((
ξ − 1
2
)2
+ 2b
)
h2 + (2ξ − 1)bh+ b2 = 0. (VI.10)
Finally, from the properties of roots of the above equation and eqn. (V.94),
σ(θ) =
2ξ
pi
√(
sin2
θ1
2
− sin2 θ
2
)(
sin2
θ2
2
− sin2 θ
2
)
(VI.11)
where,
θ1 = cos
−1
[
− 1
2ξ
+
√
1− 1
a1
]
, θ2 = cos
−1
[
− 1
2ξ
−
√
1− 1
a1
]
. (VI.12)
Therefore, this expression exactly matches with eqn. (III.31) with β1 = ξ.
VII. FERMIONIC PHASE SPACE
The identification between the set (h, u(h)) and (θ, σ(θ)) at the saddle points has a very natural interpretation, as
pointed out in [4], in terms of a free fermionic picture. The fermionic picture follows from the following two facts.
• The eigenvalues θis of holonomy matrix U(N) behave like coordinates of free fermions.
• The number of boxes nis (or his) in a Young diagram being like momentum of non-interacting fermions [9].
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The eigenvalue distribution σ(θ) tells how the position coordinates of N fermions are distributed whereas, u(h)
describes the distribution of momenta of fermions.
[4] considered a phase space distribution which gives rise to these individual distributions. In the classical (i.e. large
N) limit, one can describe this system of N fermions in terms of an incompressible fluid occupying a region of the
two dimensional phase space.
Therefore, different saddle points are described by some configuration or region Γ in phase space with phase space
density function ω(h, θ) defined in a two dimensional plane spanned by h and θ. h is a radial direction and θ is
angular. The phase space density has the property
ω(h, θ) =
1
2pi
, for(h, θ) ∈ Γ,
= 0, otherwise. (VII.1)
Momentum and position distributions are defined in terms of phase space density as follows,
u(h) =
∫ pi
−pi
ω(h, θ)dθ
σ(θ) =
∫ ∞
0
ω(h, θ)dh (VII.2)
where the first integral is at constant h and the second at constant θ. Also note that∫
ω(h, θ)dhdθ = 1 . (VII.3)
It follows from the normalization of two partial densities9.
Our next goal is to find out the boundary of the region Γ for different saddle points. We assume that the boundary
is specified by two curves h+(θ) and h−(θ) where,
h+(θ) + h−(θ) =
∑
i
hi(θ), h+(θ)h−(θ) =
∑
i,j
i6=j
hihj (VII.4)
where hi’s are roots of the equations satisfied by h for different classes.
For Class 1b the governing equation is given by eqn. (VI.3). This is a linear equation and has one solution.
Therefore, h+(θ) = h1 and h−(θ) = 0. This distribution in phase space is therefore drawn in figure 14.
(a) ξ = 0 (b) 0 < ξ < 1/2 (c) ξ = 1/2
FIG. 14: Phase space distribution for Class 1b.
For Class 1b the governing equation is quadratic (VI.6). It has two solutions h1 and h2. Therefore, h+(θ)+h−(θ) =
h1 + h2 and h+(θ)h−(θ) = h1h2. Hence,
σ(θ) =
h+(θ)− h−(θ)
2pi
. (VII.5)
9 Actual polar coordinate related to h by h = r
2
2
.
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FIG. 15: Phase space distribution for Class 1a
The distribution is depicted in figure 15.
For Class 2 the distribution is nontrivial. Here, we take,
h+(θ) + h−(θ) = h1 + h2 + h3 + h4, h+(θ)h−(θ) = h1(h2 + h3 + h4) + h2(h3 + h4) + h3h4. (VII.6)
The equation which governs the shape of the fluid droplets is given by,
h+(θ)
2 − (1 + 2ξ cos θ)h+(θ) + ξ2
(
1− 1
a1
)
= 0. (VII.7)
For this case also eigenvalue distribution is given by eqn. (VII.5). The phase space distribution is given by figure 16.
FIG. 16: Phase space distribution for Class 2. For the left island h+(θ) and h−(θ) becomes negative. However, their
difference is always positive. Hence we plot absolute value of h+(θ) and h−(θ) when they are real.
The topology of the phase space distribution for two-gap solution is different than the other two branches. In fact,
this topology is robust and does not change under inclusion of weak coupling terms of the form given in eqn. (IV.2)10.
This is because the equation satisfied by h remains quartic even after addition of these terms. Only the coefficients
of different powers of h change. In fact, the generic (a, b) type model given by eqn. (IV.2) can have at most two-gap
or two-cut solution and hence the topology of phase space distribution is also fixed. However, finding distribution for
generic weak coupling action is difficult [23].
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Appendix A: Derivation of Dyson-Schwinger equation for unitary matrix model
We use the technique introduced in [5] to derive the Dyson-Schwinger equation. Firstly the generic partition function
that we start with is as follows:
Z =
∫
[dU ] exp
(∑
~n
a~n
Nk
k∏
i=1
Tr[Uni ]
)
(A.1)
with
∑
i ni = 0 and the constants a~n, are such that the action is invariant under U → U−1. Next let us look at the
following expectation value〈
N−1Tr[X(1− zU)−1]〉 = ∫ [dU ]N−1Tr[X(1− zU)−1] exp (Seff(U)) , (A.2)
where X is a skew adjoint N ×N matrix. We change the integration variable U → etXU . Therefore we get,〈
N−1Tr[X(1− zU)−1]〉 = ∫ [detXU ]N−1Tr[X(1− zetXU)−1] exp (Seff(etXU)) , (A.3)
The Haar measure is invariant under this transformation by definition.:
[d etXU ] = [dU ] (A.4)
That is because under this transformation we have the action on the Haar measure:∏
i
∫ pi
−pi
dθi
∏
i<j
sin2
(
θi − θj + θ′i − θ′j
2
)
(A.5)
Under redefinition of each of the integration variables θi → θi − θ′i, the measure remains invariant i.e. dθi remains
invariant and thus the Haar measure remains invariant.
Now the right hand side is independent of t, therefore we can write,
d
dt
∫
[dU ]N−1Tr[X(1− zetXU)−1] exp
(∑
~n
a~n
Nk
k∏
i=1
Tr[enitXUni ]
)∣∣∣∣∣
0
= 0
We use the following result to simplify the above expression.
d
dt
[
(1− zetXU)(1− zetXU)−1] ∣∣∣∣∣
t=0
=
d
dt
[1] = 0
⇒ (−zXetXU)(1− zetXU)−1 + (1− zetXU) d
dt
(1− zetXU)−1
∣∣∣∣∣
t=0
= 0
⇒ d
dt
(1− zetXU)−1
∣∣∣∣∣
t=0
= (1− zU)−1(zXU)(1− zU)−1 (A.6)
which implies,
d
dt
[
X(1− zetXU)−1] ∣∣∣∣
t=0
= X(1− zU)−1(zXU)(1− zU)−1
⇒ d
dt
Tr
[
X(1− zetXU)−1] ∣∣∣∣
t=0
= Tr
[
X(1− zU)−1(zXU)(1− zU)−1] (A.7)
Therefore from eqn. (A.6) we get,∫
[dU ]
[
[N−1Tr[X(1− zU)−1zXU(1− zU)−1]
+N−1 Tr[X(1− zU)−1]
∑
~n
a~n
1
Nk
k∑
i=1
k∏
j=1
j 6=i
Tr[Unj ]niTr[XU
ni ]
]
exp[Seff(U)] = 0 (A.8)
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Eqn. (A.8) holds for any X. There are N2 independent N ×N anti-hermitian matrices. We write eqn. (A.8) for each
such independent X and add up to get∑
a
∫
[dU ]
[
[N−1Tr[Xa(1− zU)−1zXaU(1− zU)−1]
+N−1 Tr[Xa(1− zU)−1]
∑
~n
a~n
1
Nk
k∑
i=1
k∏
j=1
j 6=i
Tr[Unj ]niTr[X
aUni ]
]
exp[Seff(U)] = 0 (A.9)
The first term can be written as,∑
a
∫
[dU ]
[
[N−1Tr[Xa(1− zU)−1zXaU(1− zU)−1]
]
exp[Seff(U)] =
∑
a
〈
N−1Tr[Xa(1− zU)−1zXaU(1− zU)−1]〉
= zN−1
∑
a
∑
i,j,k,
l,m
Xaij
[
(1− zU)−1]
jk
XaklUlm
[
(1− zU)−1]
mi
(A.10)
Using the following identity for appropriately normalized basis {Xa} of the skew adjoint matrices∑
a
XaijX
a
kl = N
−1δliδjk
we have ∑
a
∫
[dU ]
[
[N−1Tr[Xa(1− zU)−1zXaU(1− zU)−1]
]
exp[Seff(U)]
=
〈
N−1Tr[(1− zU)−1]N−1Tr[zU(1− zU)−1]〉
=
〈
N−1Tr[(1− zU)−1]N−1Tr[−1 + (1− zU)−1]〉
= − 〈N−1Tr[(1− zU)−1]〉+ 〈[N−1Tr[(1− zU)−1]]2〉
(A.11)
Similarly the second term can be written as,
∑
a
∫
[dU ]
[
N−1 Tr[Xa(1− zU)−1]
∑
~n
a~n
1
Nk
k∑
i=1
k∏
j=1
j 6=i
Tr[Unj ]niTr[X
aUni ]
]
exp[Seff(U)]
=
〈
N−1 Tr[Xa(1− zU)−1]
∑
~n
a~n
1
Nk
k∑
i=1
k∏
j=1
j 6=i
Tr[Unj ]niTr[X
aUni ]
〉
= N−1
∑
~n
a~n
N
1
Nk
k∑
i=1
k∏
j=1
j 6=i
〈
Tr[Unj ]niTr[U
ni(1− zU)−1]〉 (A.12)
Thus we get,
− 〈N−1Tr[(1− zU)−1]〉+ 〈[N−1Tr[(1− zU)−1]]2〉+N−1∑
~n
a~n
N
1
Nk
k∑
i=1
k∏
j=1
j 6=i
〈
Tr[Unj ]niTr[U
ni(1− zU)−1]〉 = 0
(A.13)
In the large N limit one can use the factorization i.e. 〈f(U) g(U)〉 = 〈f(U)〉〈g(U)〉, where f, g being single trace
operators. Using this factorization eqn. (A.13) becomes,
R(z)2 −R(z) + lim
N→∞
N−1
∑
~n
a~n
N
1
Nk
k∑
i=1
k∏
j=1
j 6=i
ni〈Tr[Unj ]〉〈Tr[Uni(1− zU)−1]〉 = 0 (A.14)
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This is the Dyson-Schwinger equation for this matrix model. One can again simplify the equation to write the moments
of single trace operators completely in terms of resolvent. From eqn. (II.12) we can calculate the moments of the
single trace of matrix U from the resolvent
〈Tr[Unj ]〉 = N|nj |!∂
|nj |
z R(z)|0 =
N
2pii
∮
C
R(w)
wnj+1
dw (A.15)
where the contour has been chosen around the point w = 0. For nj > 0, one can write,〈
Tr[Unj (1− zU)−1]〉 = 〈Tr[Unj (1 + zU + (zU)2 + · · · )]〉
=
N
2pii
∮
C
R(w)
wnj+1
(1 +
z
w
+
z2
w2
+ · · · )dw
=
N
2pii
∮
C
R(w)
wnj+1
1
1− zw
dw
=
N
2pii
∮
C
R(w)
wnj
1
(w − z)dw. (A.16)
Since the point z is inside the unit circle, as evident from the taylor expansion of the resolvent, the contour C now
encompasses the entire unit circle.
For nj negative we have,
U−|nj |(I + zU + (zU)2 + · · · ) =
∞∑
k=0
zkUk−|nj |
=
|nj |−1∑
k=0
zkUk−|nj | +
∞∑
k=|nj |
zkUk−|nj |
=
|nj |−1∑
k=0
zkUk−|nj | + z|nj |
∞∑
k−|nj |=0
zk−|nj |Uk−|nj |
=
|nj |−1∑
k=0
zkUk−|nj | + z|nj |(I − zU)−1 (A.17)
Taking trace and expectation value on both sides we can write,〈
Tr[U−|nj |(1− zU)−1]
〉
=
|nj |−1∑
k=0
zk
N
(|nj | − k)!∂
|nj |−k
z R(z)
∣∣∣∣
0
+ z|nj |NR(z). (A.18)
Therefore, the Dyson-Schwinger equation becomes,
R(z)2 −R(z) + lim
N→∞
∑
~n
a~n
N2
k∑
i=1
k∏
j=1
j 6=i
1
|nj |!∂
|nj |
z R(z)
∣∣∣∣
0
niFi = 0 (A.19)
where,
Fi =
1
2pii
∮
R(w)
wni
1
(w − z)dw, for ni > 0,
=
|nj |−1∑
k=0
zk
1
(|nj | − k)!∂
|nj |−k
z R(z)
∣∣∣∣
0
+ z|nj |R(z), for ni < 0 (A.20)
We see that this is an algebraic equation for R(z) in the large N limit. This is a very powerful equation. From the
analytic properties of the resolvent one can study the phase structure of N = 4 SYM theory.
Redefining a~n/N
2 = a˜~n for simplicity and taking the large N limit eqn. (A.19) becomes,
R(z)2 −R(z) +
∑
~n
a˜~n
k∑
i=1
k∏
j=1
j 6=i
1
|nj |!∂
|nj |
z R(z)|0niFi = 0. (A.21)
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Appendix B: Dyson-Schwinger equation for most generic model
1. Generic zero coupling
The partition function for the generic zero coupling case is:
Z =
∫
[dU ] exp
(∑
n1
a{n1,−n1}
N2
Tr[Un1 ]Tr[U−n1 ]
)
(B.1)
For this generic zero-coupling model (restricting to order l) the resolvent takes the following form:
R(z) =
1
2
[1−
l∑
i=1
βi[
1
zi
− zi] +
√
F (z)] (B.2)
Where F (z) can be rewritten after some algebra :
F (z) =
[
1 +
l∑
i=1
βi[
1
zi
+ zi]
]2
− 4
[ l∑
i=1
βi
zi
][ l∑
i=1
βiz
i
]
+4β1R
′(0) + 4β2[
R′(0)
z
+
R′′(0)
2
+R′(0)z] + ..
(B.3)
Where the dots mean similar terms with β3 and so on. It is evidently in z → 1z form. The no-cut solution, following
arguments from earlier is:
R(z) = 1 +
l∑
i
βiz
i (B.4)
One can easily write down the generic form of the one-cut solution for zero-coupling model including up to order l.
The Resolvent in that case assuming a one-cut solution will be:
R(z) =
1
2
[1−
l∑
i=1
βi[
1
zi
− zi] + βl
zl
(z2l−1 +
2l−2∑
j=l
ωj(z
j + z2l−1−j) + 1)
√
z2 − 2 cos(θ0)z + 1] (B.5)
Where βl = a˜+l,−lRl(0)/(l − 1)! and the coefficients ωj are obtained by setting R(0) = 1 and cos(θ0) obtained
analogously as earlier by equating the two equations one obtains for a single ωj , (as one had done for l = 2 case).
One can also note that the following equations can be obtained from the relation R(0) = 1, and so the coefficient of
z−i for i > 0 is zero.
−βiz−i + βl
2l−2∑
j=l
2∑
m=0
∞∑
n=0
ωjz
l−1−jamzmPn(cos(θ0))znδl−1−j+m+n,−i
+βl
2∑
m=0
∞∑
n=0
amz
mPn(cos(θ0))z
nz−lδm+n−l,−i = 0
⇒ (−βi + βl
2l−2∑
j=l
2∑
m=0
ωjamPj+1−l−m−i(cos(θ0))) + βl
2∑
m=0
amPl−m−i(cos(θ0)) = 0, 1 ≥ i ≥ l − 1
Along with
−βl + βl = 0
βlωl + βl
2l−2∑
j=l
2∑
m=0
∞∑
n=0
ωjz
l−1−jamzmPn(cos(θ0))znδl−1−j+m+n,0
+βl
2∑
m=0
∞∑
n=0
amz
mPn(cos(θ0))z
n−lδm+n−l,0 = 1
⇒ βlωl + βl
2l−2∑
j=l
2∑
m=0
ωjamPj+1−m−l(cos(θ0)) + βl
2∑
m=0
amPl−m(cos(θ0)) = 1 (B.6)
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Where a0 = 1, a1 = −2 cos(θ0), a2 = 1. Here we have used the formula for the generating function of the Legendre
polynomials. Let us now write down the spectral density function, 12pi (2<[R(z)] − 1) for z = eiθ. This gives the
following for the above case:
βl
(
ei(l−1)θ +
2l−2∑
j=l
ωj(e
i(j−l)θ + ei(l−1−j)θ) + e−ilθ
)√
(eiθ − eiθ0)(eiθ − e−iθ0)
⇒ βl
(
ei(l−
1
2 )θ +
2l−2∑
j=l
ωj(e
i(j−l+ 12 )θ + ei(l−
1
2−j)θ) + e−i(l−
1
2 )θ
)
e−i
θ
2 2ei
θ
2
√
sin2(
θ0
2
)− sin2(θ
2
)
)
⇒ 4βl
(
cos((l − 1
2
)θ) + +
2l−2∑
j=l
ωj cos((j − l + 1
2
)θ)
)√
sin2(
θ0
2
)− sin2(θ
2
)
(B.7)
One can now calculate the moments. To calculate them we use Cauchy integral formula
Rn(0) =
n!
2pii
∮
C
dz
R(z)
zn+1
(B.8)
The contour being taken around origin. Putting the form of R(z) in this we obtain:
Rn(0) =
n!
2pii
∮
dz
zn+1
1
2
[1−
l∑
i=1
βi[
1
zi
− zi] + βl
zl
(z2l−1 +
2l−2∑
j=l
ωj(z
j + z2l−1−j) + 1)
√
z2 − 2 cos(θ0)z + 1]
(B.9)
Using the formula for generating function of Legendre polynomials again, and the residue theorem we obtain:
Rn(0) =
n!
2
[βn + βlδn,l−1 + βl
2l−2∑
j=l
2∑
m=0
∞∑
k=0
ωjamPk(cos(θ0))(δj+m+k−l−n,0 + δl−1−j−n+m+k,0)
+βl
2∑
m=0
∞∑
k=0
amPk(cos(θ0))δ−l−n+m+k,0]
⇒ Rn(0) = n!
2
[βn + βlδn,l−1 + βl
2l−2∑
j=l
2∑
m=0
ωjamPl+n−j−m(cos(θ0)) + βl
2l−2∑
j=l
2∑
m=0
ωjamPn+j+1−l−m(cos(θ0))
+βl
2∑
m=0
amPl+n−m(cos(θ0))]
⇒ βn (n− 1)!
a˜+n,−n
=
n!
2
[βn + βlδn,l−1 + βl
2l−2∑
j=l
2∑
m=0
ωjamPl+n−j−m(cos(θ0))
+βl
2l−2∑
j=l
2∑
m=0
ωjamPn+j+1−l−m(cos(θ0)) + βl
2∑
m=0
amPl+n−m(cos(θ0))]
(B.10)
These form a set of l linear simultaneous equation in βn after substituting for ωj . To have a solution the determinant
of this equation must be zero, yielding the relation between a˜+n,−n and cos(θ0).
2. generic non zero coupling
Moving onto addition of any generic term for the nonzero coupling case, which can be dealt in a similar fashion.
Let us consider a term, characterized by an integer l in the following way:∑
ci,dj
[
aci,dj ,l
n∏
i
(Tr[U i])ci
m∏
j=1
(Tr[(U−1)j ])dj + aci,dj ,l
n∏
i
(Tr[(U−1)i])ci
m∏
j=1
(Tr[U j ])dj
]
(B.11)
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where
∑n
i=1 ici =
∑m
j=1 jdj = l and the expression is symmetric in U → U−1. We choose 2 ≤ l to differentiate this
from case considered earlier . Using similar procedure for deriving the Schwinger Dyson equation earlier, we obtain
in this case: ∑
ci,dj
[ n∑
i=1
icia˜ci,dj ,l
n∏
k=1,k 6=i
(Tr[Uk])ck(Tr[U i])ci−1Tr[U i(1− zU)−1]
m∏
j=1
(Tr[(U−1)j ])dj
−
m∑
j=1
jdj a˜ci,dj ,l
n∏
i
(Tr[U i])ci
m∏
k=1,k 6=j
(Tr[(U−1)k])dk(Tr[(U−1)j ])dj−1Tr[(U−1)j(1− zU)−1]
−
m∑
j=1
icia˜ci,dj ,l
n∏
k=1,k 6=i
(Tr[(U−1)k])ck(Tr[(U−1)i])ci−1Tr[(U−1)i(1− zU)−1]
m∏
j=1
(Tr[U j ])dj
+
m∑
j
jdj a˜ci,dj ,l
n∏
i
(Tr[(U−1)i])ci
m∏
k=1,k 6=j
(Tr[Uk])dk(Tr[U j ])dj−1Tr[U j(1− zU)−1]
]
(B.12)
Noting Ri(0) = i!〈Tr[U i]〉 = i!〈Tr[(U−1)i]〉, we have the following as the redefinition of βi taking into account sum
over i, 2 ≤ i ≤ l (i.e. also including generic zero coupling case discussed earlier).
βi = a˜1,1,i
Ri(0)
(i− 1)! +
L∑
l=3
∑
ci,dj
[
icia˜ci,dj ,l
n∏
k=1,k 6=i
(
Rk(0)
k!
)ck(Ri(0)
i!
)ci−1 m∏
j=1
(
Rj(0)
j!
)dj
+idia˜ci,dj ,l
n∏
i=1
(
Ri(0)
i!
)ci m∏
k=1,k 6=j
(
Rk(0)
k!
)dk(Rj(0)
j!
)dj−1]
(B.13)
where as usual
∑n
i ici =
∑
j jdj = l. Under this redefinition, the non-zero coupling equation for the Resolvent
becomes exactly same as zero coupling and so the spectral density in terms of βi will be same. But now the rela-
tion between the a˜ parameters is extremely complicated. So to eliminate the variables βi in favour of the coupling
constants is a non trivial task as there no longer remains a linear set of equations to solve. Nevertheless the spectral
density takes exactly the same functional form in these variables, which is indeed non trivial. In fact any model
which has an action, polynomial in traces of nth order, and invariant under the operation U → U−1 will have the
identical functional form of the eigenvalue distribution and the Resolvent to the placquette model of nth order, with
the parameters βi mapped to the coupling constants of the placquette model.
Notably when we have the specific case where :
Z =
∫
[dU ] exp
(
N2
l∑
i=1
(
1
N2
Tr[U ]Tr[U†]
)i)
(B.14)
which is the generalization of the phenomenological a, b model. This will be equivalent to the simple one placquette
model under the redefinition:
β =
l∑
i=1
ia˜i(R
′(0))2i−1 (B.15)
Appendix C: Different Phases of zero coupling model : approximation 2
1. Solution class 1: No-cut solution
For this class, the resolvent is analytic inside the unit circle and also R(0) = 1, which means the negative powers of
z must cancel out. We note this is the case if F (z) is a perfect square, and from above we have
− 4 (β1z + β2z2)(β1
z
+
β2
z2
)
+ 4β1R
′(0) + 4β2
(
R′(0)
z
+
R′′(0)
2
+R′(0)z
)
= 0 (C.1)
From this we find the resolvent is given by (we choose + sign in eqn. (III.45) otherwise R(z) would have isolated
singular points),
R(z) = 1 + β1z + β2z
2. (C.2)
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FIG. 17
We shall discuss the conditions on the parameters β1 and β2 for which this class of solution is valid in the next
subsection.
The spectral density for this branch, is given by
2piσ(θ) = 1 + 2β1 cos θ + 2β2 cos 2θ. (C.3)
Defining cos θ := x, this equation can be written as,
2piσ(x) = 4β2x
2 + 2β1x+ (1− 2β2), x ∈ [−1,+1] (C.4)
and σ(x) ≥ 0 in that range of x. σ(x) defines a parabola in σ(x) − x plane it can have only one extremum. Since
σ(x) > 0 there are three possibilities.
(a) σ(x) has a minimum between −1 and +1 and the value of the function is greater than or equal to zero at minimum.
(b) σ(x) has no minimum for x ∈ [−1,+1].
(c) σ(x) has a maximum −1 and +1 and the value of the function is greater than or equal to zero at maximum.
For the first case β2 > 0 (since 2piσ
′′(x) = 8β2) and the minimum occurs at x = − β14β2 . If the minimum lies between−1 and +1 we get,
|β1| ≤ 4β2 (since β2 > 0). (C.5)
Also demanding that the value of the function at this point is greater than or equal to zero, we get,
2piσ
(
− β1
4β2
)
=
4β2(1− 2β2)− β21
4β2
≥ 0 ⇒ β21 ≤ 4β2(1− 2β2). (C.6)
The blue area in figure (17a) denotes the corresponding region in (β1, β2) plane. The end points are given by (± 23 , 16 ).
If there is no minimum for β2 > 0 case then the only condition we have from the positivity of the function and
these conditions are,
1− 2|β1|+ 2|β2| ≥ 0. (C.7)
along with
|β1| ≥ 4β2. (C.8)
Again the left most and right most end points are given by (± 23 , 16 ). See figure (17b).
For β2 < 0 the function can have maximum in [−1,+1]. The minimum occurs at x = β14|β2| and the value of the
function at this point is given by
2piσ
(
β1
4|β2|
)
=
4|β2|(1 + 2|β2|) + β21
4β2
(C.9)
which is always positive. Hence we do not get any further condition from this. The only condition we have the
function is positive in that range i.e. 1− 2|β1| − 2|β2| > 0. This domain is depicted in figure (17c).
Finally adding all these three domains we find the domain of validity of no-cut solution depicted in (18)
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Solution class 2: One-cut solution
Assuming a one cut solution, the following can be taken as a generalized ansatz which can be noted from the
quadratic form of the equation for the resolvent and the factorization of the discriminant11
R(z) =
1
2
[
1− β1
(
1
z
− z
)
− β2
(
1
z2
− z2
)
+
β2
z2
(z3 + az2 + bz + 1)
√
z2 − 2z cos θ1 + 1
]
(C.10)
Here we should note one important issue about the factorization. As we can see all the coefficients of the polynomial
F (z) are real. Therefore, when it is factorized into a quadratic polynomial times a square of a cubic polynomial, with
real coefficients, the complex roots of the quadratic part have same modulus as the sum of roots is real. More over
their modulus must be 1 as the product of the roots is also 1. Also one must note that the z → 1z symmetry of F (z)
demands the coefficients of the highest power of z and lowest power of z in each of the factorized piece should be
same. Thus there can be a multiplicative constant, with any of the factors, which can be re-absorbed in redefinition
of a and b. Hence the above factorization is of the most generic form.
From the condition R(0) = 1 and using the following taylor series,√
z2 − 2 cos θ1z + 1 = 1 + 1
2
(z2 − 2 cos θ1z)− 1
8
(z2 − 2 cos θ1z)2 + 1
16
(z2 − 2 cos θ1z)3 + · · · (C.11)
we find,
− β1 + bβ2 − β2 cos θ1 = 0
aβ2 − β2b cos θ1 + β2
(
1
2
− 1
2
cos2 θ1
)
= 1 (C.12)
Solving these two equations we find,
b =
β1 + β2 cos θ1
β2
a =
1
β2
+ b cos θ1 − 1
2
(1− cos2 θ1) (C.13)
Since the measure is invariant under complex conjugation, and hence the spectral density is invariant under z → 1/z
which implies a = b. This in turn gives an equation for cos θ1.
3β2 cos
2 θ1 + 2(β1 − β2) cos θ1 − 2β1 − β2 + 2 = 0 (C.14)
As a consistency check we see that for β2 = 0 we get back condition (III.20). Defining x = sin
2 θ1
2 the above equation
can be written as,
2x [β1 + β2 (2− 3x)] = 1. (C.15)
11 Note that the function F (z) in eqn. (III.46) has a form like
P8(z)
z4
. Therefore, for one cut solution, this is the most generic way to choose
the form of F (z).
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On the other hand, the spectral density for this branch is given by,
2piσ(θ) = 2<[R(z)]− 1
= 2 cos
θ
2
√
sin2
θ1
2
− sin2 θ
2
(β1 + β2 (2 cos θ + cos θ1 − 1)) (C.16)
Therefore we need to find a domain in (β1, β2) plane for which there exists a real solution for x between 0 and 1 in eqn.
(C.15) and σ(θ) ≥ 0. The phase space has been throughly discussed in [11]. Interested reader are referred to that paper.
Solution class 3: Two-cut solution
The most generic way to choose F (z) for two-cut solution is
F (z) =
( α
z2
(z2 + bz + 1)
√
(z2 − 2z cos θ1 + 1)(z2 − 2z cos θ2 + 1)
)2
. (C.17)
This form is invariant under z → 1z . R(z) is given by,
R(z) =
1
2
[
1− β1
(
1
z
− z
)
− β2
(
1
z2
− z2
)
+
√
F (z)
]
. (C.18)
From the regularity of R(z) at z = 0 we find that,
α = β2 and b = cos θ1 + cos θ2 +
β1
β2
. (C.19)
From the normalization of R(z), i.e. R(0) = 1 we find,
− β1(cos θ1 + cos θ2) + β2
(
2− (cos θ1 + cos θ2)2 − 1
2
(cos θ1 − cos θ2)2
)
= 2. (C.20)
The spectral density for this distribution is given by,
2piσ(θ) = 2<[R(z = eiθ)]− 1 = 2
√
(cos θ1 − cos θ)(cos θ2 − cos θ1) (β1 + β2(2 cos θ + cos θ1 + cos θ2)) (C.21)
Since the spectral density has no support for θ1 < θ < θ2 (assuming θ2 > θ1) the following integral must vanish,∫ θ2
θ1
σ(θ)dθ = 0. (C.22)
This gives further condition of θ1 and θ2.
The phase diagram can also be discussed in the similar way as in [11].
Thus we see that the complete phase diagram of N = 4 super Yang-Mills theory can be captured studying the
analytic properties of the resolvent in a complex z plane.
Appendix D: Derivation of properties of resolvent H(h)
Here we discuss the properties of the resolvent H(h). Firstly lets take the case for 1−cut solution for simplicity.
The asymptotic expansion of H(h), for h→∞, can simply be obtained as:
H(h)=
∫ hU
hL
dh′
u(h′)
h− h′
=
1
h
∫ hU
hL
dh′
u(h′)
1− h′h
∼ 1
h
∫ hU
hL
dh′u(h′)
(
1 +
h′
h
+ . . .
)
=
1
h
∫ hU
hL
dh′u(h′) +
1
h2
∫ hU
hL
dh′u(h′)h′ + . . .
(D.1)
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Using definitions: ∫ hU
hL
dh′u(h′) = 1;
∫ hU
hL
dh′u(h′)h′ = k′ +
1
2
(D.2)
we get the asymptotic expansion of H(h).
Next we show the defining property of H(h) :
lim→0H(h+ i) +H(h− i) = 2 ln
[
h
ζ
]
(D.3)
To show this we take the definition of H(h) with discontinuous support :
H(h) =
∫ q
p
dh′
u˜1(h
′)
h− h′ +
∫ s
r
dh′
u˜2(h
′)
h− h′ (D.4)
Now if h fall on the first branch q > h > p, then:
H(h+ i) =
∫ q
p
dh′
u˜1(h
′)
h+ i− h′ +
∫ s
r
dh′
u˜2(h
′)
h+ i− h′ (D.5)
The second term is automatically equal to :
−
∫ s
r
dh′
u˜2(h
′)
h− h′ (D.6)
This is because h does not fall between [r, s], and so in the → 0 limit this automatically gives the above. Next the
first term can be expanded in a series in . Keeping only up to order  we have for the first term:
−
∫ q
p
dh′
u˜1(h
′)
h− h′ − i−
∫ q
p
dh′
u˜1(h
′)
(h− h′)2 +O(
2) (D.7)
Thus adding both terms we have:
H(h+ i) = −
∫ q
p
dh′
u˜1(h
′)
h− h′ − i−
∫ q
p
dh′
u˜1(h
′)
(h− h′)2 +O(
2) +−
∫ s
r
dh′
u˜2(h
′)
h− h′ (D.8)
From similar consideration we obtain, for q > h > p :
H(h− i) = −
∫ q
p
dh′
u˜1(h
′)
h− h′ + i−
∫ q
p
dh′
u˜1(h
′)
(h− h′)2 +O(
2) +−
∫ s
r
dh′
u˜2(h
′)
h− h′ (D.9)
Adding the two equations above, we obtain:
lim→0H(h+ i) +H(h− i) = 2
[
−
∫ q
p
dh′
u˜1(h
′)
h− h′ +−
∫ s
r
dh′
u˜2(h
′)
h− h′
]
= 2 ln
[
h
ζ
]
(D.10)
Where we have used the equation for the cut integral in the last substitution. Thus the asymptotic expansion and
the the above property, gives a strong tool to describe the resolvent without actually computing the contour integral,
which for general cases with discontinuous support is extremely cumbersome.
Appendix E: Young Tableaux distribution for (a1, a2) model
We discuss the derivation of the effective action and the equations of motion, if there are two terms in the action
of the type, Tr[U ]Tr[U†] and Tr[U2]Tr[U†2]. The partition function takes the following form:
Z =
∑
k1,k2
ak11 a
k2
2
k1!k2!
∑
R
[χ(C(k1, k2)]
2 (E.1)
The character in this case is explicitly written as:∑
qj
k1!k2!∏N
j (lj − 2qj)!qj !
∏
r<s
(lr − ls − 2(qr − qs))δ(
∑
j
qj − k2) (E.2)
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where li = ni + N − 1, ni being the number of boxes in the ith row of the Young diagram. Using the fact that the
sum over representations can be understood as sum over Young diagrams, we have the partition function equal to:
Z =
∞∑
k1,k2,{ni}=0
δ(
N∑
i=1
{ni} − k1 − 2k2)a
k1
1 a
k2
2
k1!k2!
[∑
qj
k1!k2!∏N
j (lj − 2qj)!qj !
∏
r<s
(lr − ls − 2(qr − qs))δ(
∑
j
qj − k2)
]2
(E.3)
Rewriting the sum, we have:
∑
k1,k2,li,qi,si
ak11 a
k2
2 k1!k2!∏N
j (lj − 2qj)!qj !(lj − 2sj)!sj !
∏
r<p
(lr − lp − 2(qr − qp))(lr − lp − 2(sr − sp))
×δ(K − k1 − 2k2)δ(
∑
j
qj − k2)δ(
∑
j
qj −
∑
j
sj)
(E.4)
In the large N limit then, the partition function takes the following form:
Z =
∫
dk2 dl(x) dq(x) ds(x) dλ exp[−N2Seff (l(x), q(x), s(x), k2, λ)] (E.5)
Where λ is a Lagrange multiplier and Seff is given by:
Seff = −[(K ′ − 2k′2)lna1 + k2lna2 + (K ′ − 2k′2)ln(K ′ − 2k′2)− (K ′ − 2k′2) + k′2lnk′2 − k′2
−
∫ 1
0
dx (l(x)− 2q(x))ln(l(x)− 2q(x))−
∫ 1
0
dx (l(x)− 2s(x))ln(l(x)− 2s(x))
+
∫ 1
0
dx(l(x)− 2q(x)) +
∫ 1
0
dx(l(x)− 2s(x))
−
∫ 1
0
dx q(x)lnq(x) +
∫ 1
0
dx q(x)−
∫ 1
0
dx s(x)lns(x) +
∫ 1
0
dx s(x)
+
1
2
−
∫ 1
0
dx−
∫ 1
0
dy ln|l(x)− l(y)− 2(q(x)− q(y))|+ 1
2
−
∫ 1
0
dx−
∫ 1
0
dy ln|l(x)− l(y)− 2(s(x)− s(y))|
+λ(
∫ 1
0
(q(x)− s(x)))] (E.6)
Where the variables have been defined in the large N limit analogously to the case for one cycle. Also K = N2K ′
etc.. Note that we have performed the integration over k1 in the path integral and thus replaced k
′
1 by K
′ − 2k′2.
More over one can use the following relation
∫
dx l(x) = K ′ + 12 and
∫ 1
0
dx q(x) = k′2 =
∫ 1
0
dx s(x). This gives:
Seff = −[(K ′ − 2k′2)lna1 + k2lna2 + (K ′ − 2k′2)ln(K ′ − 2k′2) + k′2lnk′2
−
∫ 1
0
dx (l(x)− 2q(x))ln(l(x)− 2q(x))−
∫ 1
0
dx (l(x)− 2s(x))ln(l(x)− 2s(x))
−
∫ 1
0
dx q(x)lnq(x)−
∫ 1
0
dx s(x)lns(x)
+
1
2
−
∫ 1
0
dx−
∫ 1
0
dy ln|l(x)− l(y)− 2(q(x)− q(y))|+ 1
2
−
∫ 1
0
dx−
∫ 1
0
lndy |l(x)− l(y)− 2(s(x)− s(y))|
+λ(
∫ 1
0
(q(x)− s(x))) +K ′ + 1− k′2] (E.7)
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1. equations of motion
Next we calculate the equations of motion for this action by taking variation of the above with respect to the
variables l(x), s(x), q(x) and k′2. These are respectively as follows:
−δSeff
δl(x)
= lna1 + ln(K
′ − 2k′2)− ln(l(x)− 2q(x))− ln(l(x)− 2s(x))
+−
∫ 1
0
dy
1
l(x)− l(y)− 2(q(x)− q(y)) +−
∫ 1
0
dy
1
l(x)− l(y)− 2(s(x)− s(y)) = 0 (E.8)
−δSeff
δq(x)
= −2lna1 + lna2 − 2ln(K ′ − 2k′2) + lnk′2 + 2ln(l(x)− 2q(x))− lnq(x)− 1
−2−
∫ 1
0
dy
1
l(x)− l(y)− 2(q(x)− q(y)) + λ = 0 (E.9)
−δSeff
δs(x)
= 2ln(l(x)− 2s(x))− lns(x) + 1− 2−
∫ 1
0
dy
1
l(x)− l(y)− 2(s(x)− s(y)) − λ = 0 (E.10)
−δSeff
δk′2
= −2lna1 + lna2 − 2ln(K ′ − 2k′2)− 2 + lnk′2 + 1− 1 + λ = 0 (E.11)
Using the equations of motion for q(x) and s(x) we get:
ln
[
a2k
′
2
a21(K
′ − 2k′2)2
]
+ 2ln(l(x)− 2q(x))− ln(q(x)s(x))− 2−
∫ 1
0
dy
1
l(x)− l(y)− 2(q(x)− q(y))
+2ln(l(x)− 2s(x))− 2−
∫ 1
0
dy
1
l(x)− l(y)− 2(s(x)− s(y)) = 0
(E.12)
Using equation of motion for l(x) we get:
ln
[
a2k
′
2
a21(K
′ − 2k′2)2
]
+ 2[lna1 + ln(K
′ − 2k′2)]− ln(q(x)s(x)) = 0
⇒ q(x)s(x) = a2k′2 (E.13)
Again using equation of motion for k′2 we can calculate the value of the Lagrange multiplier:
ln
[
a2k
′
2
a21(K
′ − 2k′2)2
]
= 2− λ (E.14)
The above set of equations are extremely difficult to solve, primarily because there is no apriori information about the
behaviour of q(x) or s(x). If we assume that either q(x) or s(x) is monotonically increasing then the other is of course
monotonically decreasing. Then looking at the equation for s(x), we observe if the support of s(x) is continuous, (let
us say [α, β]) then evidently one can write H(s) using similar ansatz as earlier:
H(s) = 2 ln
[
g(l − 2s)−√g2(l − 2s)− f2(l − 2s)
κv(l − 2s)
]
− ln
[
g′(s)−√g′2(s)− f ′2(s)
κ′v′(s)
]
(E.15)
Where the functions g, f, v, g′, f ′, v′ and the constants κ, κ′ are to be determined from the property of the resolvent :
H(s+ i) +H(s− i) = 2 ln(l − 2s)− ln(s) + 1− λ (E.16)
and the asymptotic expansion using:∫ sU
sL
ds u˜ = 1;
∫ sU
sL
ds (l − 2s)u˜ = K ′ + 1
2
− 2k′2 (E.17)
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where u˜ is the Young Tableaux density for s. It will be interesting to solve these set of equations, and obtain u(l).
This will allow one to check the phase space relationship more precisely and possibly generalize this to the whole class
of models discussed in the eigenvalue sector. We leave this problem for later purpose.
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