Abstract: Problem statement: As the Internet becomes increasingly heterogeneous, the issue of congestion control becomes ever more important. And the link utilization is one of the important things in term of congestion avoidance and control mechanisms. And we can define the utilization as simply the throughput divided by the access rate. And also all the developments for the congestion control and avoidance algorithms interest about the using of network resources and use the links capacity (utilization). Approach: In this research we continued to study the performances of the New-Additive Increase Multiplicative Decrease (AIMD) algorithm as one of the core protocols for TCP congestion avoidance and control mechanism, we want now to evaluate the effect of using the AIMD algorithm after developing it to find a new approach, as we called it the New-AIMD algorithm to measure the bottleneck link utilization and use the NCTUns simulator to get the results after make the modification of the mechanism. And we will use the Droptail mechanism as Active Queue Management (AQM) in the bottleneck router. Results: After implementation of our new approach with different number of flows, we will measure the bottleneck link utilization and we will get high utilization (more than 94%) for bottleneck link with using this mechanism and avoid the collisions in the link. Conclusion: Now and after got this results as high utilization for bottleneck link, we know the New-AIMD mechanism work as well under the giving network condition in the experiments.
INTRODUCTION
In a shared network such as the Internet, end systems should react to congestion by adapting their transmission rates to avoid congestion collapse and keep network utilization high [3] . The robustness of the current Internet is due in large part to the end-to-end congestion control mechanisms of TCP [12] . In particular, TCP uses an Additive Increase Multiplicative Decrease (AIMD) algorithm [6] ; the TCP sending rate in congestion avoidance state is controlled by a congestion window which is halved for every window of data containing a packet drop and increased by one packet per window of data acknowledged.
The objective of these new congestion protocols is to address the needs of new multimedia applications and files transmitting. We notice that, like TCP, many of these proposals are based on the AIMD principle. Further, there is even a common belief that AIMD is optimal and is a necessary condition for a congestion control mechanism to be stable [2, 4, 5, 16] . Fig. 1 : Congestion system model [6] AIMD congestion control was first studied by Chiu and Jain [6] . Figure 1 shows the system model they used to analyze a congestion control system. In this model, xi denotes the load generated by user i.
The congestion status of the network at time t is measured by:
When X(t) >X goal , the network is considered to be congested and the network sends a signal y = 1 to ask all users to slow down; otherwise, the network indicates no congestion by sending y = 0. In this case, all users increase their load.
Formally, the dynamics of the system can be specified as:
It is important to notice that Eq. 1 assumes homogeneous delay for all users, with a unit delay on each feedback link.
And also, a file of size f with a total transfer time of ∆ on a TCP connection results in a TCP transfer throughput denoted by r and obtained from Eq. 2:
We can also derive the bandwidth utilization, pu, assuming that the link bandwidth is B, by Eq. 3:
Generally, we have many versions of TCP in-use like (TCP-Tahoe, TCP-Reno, TCP-NewReno) [8] [9] [10] , experimental TCP versions (TCP-SACK, TCPVegas) [11, 12] , as well as special-purpose TCP versions (T/TCP) [13] . And all these standards of TCP have AIMD as the core mechanism of congestion avoidance. The Additive Increase/Multiplicative Decrease (AIMD), (AIMD-FC) and (New-AIMD) algorithms are described in details in [7, 8, 14, 15] .
Active Queue Management (AQM):
The AQM algorithm runs on a router, which updates and feedbacks congestion information to end-users. The feedback is usually in the form of packet loss, delay, or marking. There are a many types of AQMs proposed, but in this research we will just explain and use the Droptail AQM [16, 19] .
Droptail AQM: Droptail (DT) is the simplest and most commonly used algorithm in the current Internet gateways, which drops packets from the tail of the full queue buffer. Its main advantages are simplicity, suitability to heterogeneity and its decentralized nature. However this approach has some serious disadvantages, such as no protection against the misbehaving or nonresponsive flows (i.e., flows which do not reduce their sending rate after receiving the congestion signals from gateway routers) and no relative Quality of Service (QoS) [1, 16] . But in this research we will use our approach [14] to reduce the sending rate by AIMD mechanism after receive signal from the router about the congestion occur.
The QoS is idea in the traditional "best effort" Internet, in which we have some guarantees of transmission rates, error rates and other characteristics in advance. QoS is of particular concern for the continuous transmission of high-bandwidth video and multimedia information. Transmitting this kind of content is difficult on the present Internet with DT.
Generally DT is used as a baseline case for assessing the performance of all the newly proposed gateway algorithms [17, 18] .
Network utilization: Network utilization is the ratio of current network traffic to the maximum traffic that the port can handle. It indicates the bandwidth use in the network. While high network utilization indicates the network is busy, low network utilization indicates the network is idle. When network utilization exceeds the threshold under normal condition, it will cause low transmission speed, intermittence, request delay and so on [1, 10, 16] . Networks of different types or in different topology have different theoretical peek value under general conditions. However, this doesn't mean that the higher network utilization is the better. We must make sure there is no packet loss when network utilization reaches a certain value. For a switched Ethernet, 50% network utilization can be considered as high efficiency. If using router or hub as core switch device in the network, the network utilization should be lower than the link bandwidth capacity to avoid the increasing collisions. Through monitoring network utilization, we can understand whether the network is idle, normal or busy. In our approach when we implement the New-AIMD mechanism we try to get high bottleneck link utilization more than 94% from link capacity (network resource). And we will make many experiments depends on number of flows using the link at same time, to show the different between them.
National Chiao Tung University network simulator (NCTUns):
The NCTU network simulator is a highfidelity and extensible network simulator and emulator capable of simulating various protocols used in both wired and wireless IP networks. The NCTUns can be used as an emulator, it directly uses the Linux TCP/IP protocol stack to generate high-fidelity simulation results and it has many other interesting qualities. [20] .
MATERIALS AND METHODS
We have implemented our evaluation plan for bottleneck link utilization on the NCTUns network simulator. The network topology used as a test-bed is the typical single-bottleneck dumbbell, as shown in Fig. 2 .
For the simulation scenario as a general case we will have the following setup details:
The link's capacity at the senders, receivers and bottleneck link is 5Mbps. We used an equal number of senders and receivers nodes. The propagation delay was set to 30 ms for all links. All DT queues have 100 packet as queue length.
In this study as well we will make the experiment to implement the New-AIMD algorithm and then we can measure and evaluate the bottleneck link utilization. In our scenario TCP/FTP (using New-AIMD) flows are entering the system in the first second from the system start time.
RESULTS AND DISCUSSION
In Fig. 3-6 , we observe the behavior of the using of bottleneck link capacity (utilization) with our mechanism (New-AIMD) [23] . In this experiment, we measure the link utilization in every second. We show that this mechanism works very well, under the given network conditions. And the shown results depend on the number of flows. In the Table 1 and Fig. 7 , we show the average of bottleneck link utilization vs. number of flows use this link in same time and we measured this average after five second from the start time of the experiment, when the transport rate is stable.
In Fig. 3-6 , we shown the result for experiment with (2-5) flows use the link in the same time and we can see the average of use the link (utilization) is more than 94%, we measured this average after 5 sec from start time. We showed this average in Table 1 and Fig. 7 . 
CONCLUSION
In this study we have experimental evaluation for one performance of New-AIMD mechanism it is the utilization of bottleneck link. We found the results after implement the New-AIMD algorithm and got the high utilization (more than 94%) for the link and avoid the congestion in this experiment for multi flows use the same link at same time. Then we can say this mechanism work as well under the conditions for network experiments above.
And the benefit from implementing the New-AIMD algorithm in this study, is to increase the average of using link bandwidth capacity for network resources (utilization), beside of avoids the network congestion as the major work for this algorithm.
