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1. INTRODUCTION 
The second method of Liapunov has been extensively used to study the 
stability of discrete time systems on C? 
The theory has been surveyed by Kalman and Bertram [6], and many 
references are cited by Weiss [II]. M ore recently, converse theorems [12], 
some beginnings on structural stability [4], and finite time stability [Ill, 
have appeared. 
Two problems are central: 
(a) The difficulty of constructing suitable Liapunov functions, and 
(b) Estimation of the region of attraction for a nonglobal stable 
equilibrium. 
The stimulating articles of Willems [14] and Baker and Bergen [l] attack 
the first, whilst some progress has been made on the second in [IO, 131. 
These works considered continuous systems only. 
This note discusses the autonomous system 
X le+1 =.f(x?J = &c + &k), Xl = x, (1) 
where all summands are n-vectors, and the 71 x n matrix A is the linear 
part off and assumed to be nonsingular. It is shown that a Liapunov function 
for this system can be constructed from the “natural” solution to Schriider’s 
functional equation 
WW) = Wx)- (2) 
A simple majorisation argument is used to estimate the domain of attraction. 
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2. SCHRSDER EQUATION 
The problem of finding vector solutions S to the functional equation (2) 
has been treated by Koenigs [8], Leau [9], Grevy [5] and, more recently, 
Bellman [2], Karlin and McGregor [7] and Diamond [3]. The situation 
may be reduced (by elementary transformations) to the simpler one wheref 
has the form 
f(x) = 1% + h(x), (3) 
J being the Jordan canonical form of the matrix A. Certainly if this last 
system has a stable equilibrium, then the system (1) also has the corresponding 
equilibrium stable. It thus suffices to consider systems where f is of the 
simpler form. If A has distinct eigenvalues A, ,..., A, the Schroeder equation 
may be rewritten as 
W(4) = b%(~), 1 <i<?Z, (4) 
where Si are the component functions of the complex vector S, and all 
Xi # 0 since A is nonsingular. If on the other hand A has multiple character- 
istic roots, a similar representation holds, and the details are very similar. 
If 
IhI2 < IhI < /~,I < 1, 2<i<n, (5) 
it is well known that the limit 
S(x) = pI J-%B (6) 
exists and is a continuous solution of Schroder’s equation for x contained 
in some domain of convergence D. If the condition on the eigenvalues (5) 
is not met, then a more complicated algorithm, depending on an analytic 
continuation of the eigenvalues, can be used (see [2]). This only breaks down 
if algebraic relationships (such as hi 2, = hj for a positive integer p) exist 
between the eigenvalues. This case is excluded in what follows, but in a 
sense solutions to the functional equation have been found in [7]. Power 
series expansions of S may also be calculated by the method of undetermined 
coefficients. 
3. STABILITY 
Let S be the solution to Schrijder’s equation, constructed either by an 
algorithm similar to (6) (see [2]), or by calculation of the coefficients of its 
power series from the equation (4). Write 
v = I 4% I + *.. + I%& I, arbitrary c+ # 0, 
409/S'/+4 
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let D be the domain of convergence of S and let 
E = (nonzero x E D 1 V(x) = 01. 
Observe that VfW = 14 I * I d%(x)I + *.. + Ifi2 I . I %S,(X)l. If 
V(X) = 0, S(X) = 0 for i = I,..., n which implies V(f@)) = 0. Conversely 
V(~(X)) = 0 gives each S(X) = 0 because the eigenvalues are nonzero. 
Hencef(E) = E. Moreover V is positive definite on D\E, V(j(x)) - V(x) = 
(I 4 I - 1) I SI(x)I + ... + (I 4 I - 1) I &(4I -C 0 on D\E and V(x) --+ 00 
as x approaches the boundary of D. Hence V is a Liapunov function for the 
system (1) on the set D\E. 
Now since V(X) = 0 for x E E, by the result of [2], for large R, J-%Q is 
small. Hence 
11 xk II = O(I h 1’)~ 
where A is the eigenvalue of A which has largest modulus. Thus the origin 
is a stable point of equilibrium for initial values x E E. 
THEOREM. Let D be the domain of convergence of the natural solution to 
Schrijder’s equation. Then D is a region of stability of the system (l), with the 
origin a stable equilibrium point. 
4. ESTIMATION 
For simplicity of notation, the following will be restricted to the two 
variable system 
xl = Ax + C aktxkyt, 
k+t>Z 
~1 = PY + C b,pkyt, 
k+t>Z 
(7) 
where A, TV # 0 and X # p. The argument may be easily extended to systems 
of higher dimension. Since the series above are convergent in, say I x ( < u’, 
1 y I < v’, they are majorised by 
Xl = A%(1 - x/u - y/v)-1 = Ax + c CktXkyt, 
J’I = PY(l - X/u - Y/V)-’ = /CY + c dktXkJ’t, 
(8) 
where 0 < u < u’ and 0 < v < v’. 
Let S, , S, have the formal series expansions 
s&h y) = x + c Aktxkyt, 
k+t>2 
s&&Y) =Y + c B,tXkYt. 
k+t>a 
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From (7) and the equations &(x1 , yi) = h&(x, Y), Ss(xi , ~1) = @a(~, Y) 
it is easily seen that 
(A - hkpt) & = apt + dkt 
(P - PW 4, = b,t + ht > 
where +kt and I,&~ denote those polynomials in a,, , b,, , A,, and B,,, which 
arise from lower order summands of the form A,,(hx + ...)” (,uy + ...)p. 
If the identical calculation is carried out for Schrijder functions 
Tl(X, y) = x + c G&‘eyt, Tdx, Y> = y -t c &txY 
and the majorant system (8), then (h - hLpt) C,Gt = ckt + Qp,, , with a 
similar equation for D,, . Since 1 akt j < ckt , j b,, i < d,, and the polynomial 
Qkt is positive in all coefficients, it follows that the series for S, and S, will 
converge in the domain of convergence of (Ti , T?). But it is easy to see that 
Tl(X, y) = X(1 - x/24( 1 - X) - y/U( I - /-+I, 
Tz(x, y) = y(1 - xlu(l - 4 - YMl - cL))Y, 
and so (S,,S,) converges in 1x1 <ul 1 --XI, 1yI <vi 1 --I/, and 
this is the estimated domain of stability for the system (1). 
This estimate is undeniably pessimistic because no cognisance is taken 
of possible analytic continuations of the Schroeder functions S, , S, . 
5. CONCLUSIONS 
The greatest difficulty in applying the Liapunov method is the ingenuity 
required to construct suitable functions. A class of such Liapunov functions, 
for discrete autonomous systems, has been described above. It is felt that 
these functions could be of value since: 
(a) A formal series can be calculated for these functions and a suitable 
series truncation will often still be a Liapunov function. 
(b) Computed values of the algorithm j-kxk, for finite k, could be 
used to numerically approximate a Liapunov function to obtain some 
estimate on regions of nonglobal stability. 
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