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CHAPTER 0 
INTRODUCTION AND NOTATION 
0.1 Introduction 
1 
This thesis is principally 0 study of several 
multiplier problems in harmonic analysis. Briefly) we 
may describe the general multiplier problem as follows~ 
Suppose that E is a topolog ical vector space of 
functions) measures) pseudomeasures or quasimeasures 
over a locally compact Abelian Hausdorff groupJ or of 
distributions over Rn, and that F is also such a 
topological vector space. Suppose further that E and 
F are translation-invariant, i.e. that 'f E c E and y 
T YF c F for all transl a ti on opex·a tors TY • Charac-
terise those continuous linear operators T from E 
into F which commute with the translation operators ~ 
TT y (y € G) . 
We shall call such operators T multipliers from 
E into F. (If E and F are spaces of functions or 
measures, the underlying g roup need not be assume d 
Abelian; the translation operators are then replaced by 
the left- or right-translation operators; we shall, in 
a few places, conside r the problem in this more general 
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form. ) 
Some of the historical background to the study of 
multiplier problems and some comments on the significance 
of the problems are given in Chapters 2 and 3. We note 
here that in the case where G is the circle group, 
there is an extensive literature devoted to the study of 
multiplier problems. As a representative sample of such 
work) we mention Zygmund [41], Karamata [25] and Goes 
[16]J [17JJ [18]. 
Ne have found that if E and F are certain spaces 
of functions or measures, then more general entities 
than functions or measures are needed in orde r to solve 
the corresponding multiplier problems. These more gen-
eral entities are the pseudomeasures and QUasimeasures 
referred to above. Pseudomeasures seem to have been 
first introduced by Kahane [24] and Kahane and Salem [23]; 
the QUasimeasures which we have introduced are the 
elements of the dual of the inductive limit of certain 
spaces of continuous functions. In Chapter 1 we g ive a 
detailed exposition of the theory o~ QUasimeasures as 
far as we need it; we have also given there a detailed 
exposition of the theory of pseudomeasures over an LCA 
group since there does not seem to be any complete 
account of this theory in the literature. 
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In Chapter 2, we give the solution to a very general 
multiplier problem, viz. that where E = Cc(G) and_ 
F = M(G) (see the definitions below) and G is an 
LCA group. In this case the multipliers are precisely 
those operators defined by convolution with a quasi-
measure. It was in studying this multiplier problem that 
quasimeasures first appeared , We explain in Chapter 2 
the motivation for the development of the theory of 
quasimeasures given in Chapter 1. One of the interesting 
applications of quasimeasures is given in Chapter 2~ 
, 
we show there how to define the Fourier transform f 
of any function f in LP(G) where 1 ~ p ~ OJ and G 
is an LCA group. We also eAtablish the structural 
relationship between pseudomeasures and quasimeasures. 
Chapter 3 is concerned with the most famous of all 
multiplier problems, viz. that where E = LP(G) , 
F = Lq(G) , G is an LCA group, and p, q € [1, oo]. 
There, we generalise several of the results of Hormander 
[21] to the case ~here G is an LCA group containing 
an infinite discrete subgroup, and show that two of 
Hormander's results and a weak version of another are 
equivalent over any LCA group. We indicate at the end 
of Chapter 3 how the compactness or non-compactness of 
G radically affects the properties of the multipliers 
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Except for a few choices of t h e p air of indices 
(p, q) , we have been able to give a compl e t e description, 
in terms of approximation by "smooth 11 mul t i p lie r s., of 
the compact and weakly compact multipli e r s fr om LP (G) 
to Lq(G) . These results are pr e sented i n Ch ap t e r 4 . 
Finally, we consider i n Chap te r 5 s ome aspects of 
one of the outstanding app lication s o f the t h eory of 
multipliers - to isomorphism prob l ems . The~e we di scus s 
the possible generalis a tion of t he r e s ult cf Wend el [39] 
to LP- algebras over compac t g r• onps and. to c ertain 
algebras of continuous function s. We s how that if 
p = 2, the analogue for LP- alg eb ~as of ~ endel's re s ult 
for 1 L - algebras is false, whils t i f p = CO J it l S 
true. One rather special multip li e r p r ob l em is con s i d -
ered in Chapter 5 - we see k to cha r acterise the nor_ --
preserving multipliers i n several cases . We gi.-;re com-· 
plete solutions to this p rob lem i n the c ases 
C (G) and L? (G) . As we point out , 
0 
a complete solution to this probl em for LP(G ) woul d 
carry us a long way towar ds a soluti on of ths ~P L -
isomorphi sm problem . Howev er, the p r oblem of charac ter-
ising t h e norm-pre s erving LP - mult i pliers fo r a gen eral 
value of p remains unsolved . It i s painful l y obvious 
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to us that any attempt to imitate Wendel's argument in 
the case of LP- algebras and a general value of p 
seems doomed to failure. A genuinely new approach seems 
to be needed to solve the LP- isomorphism problem for 
values of p other than 1, 2, and oo; we have not been 
able to supply this. At least, we hope that those aspects 
of the LP- isomorphism problem we have discussed and 
the few results we have presented in Chapter 5 help to 
vindicate our assertion that a new approach is needed. 
Most of the material of Chapters 1, 2 , and 3 is to 
appear shortly in our papers [13] and [1Ld. The material 
in these three chapters is, however, elucidated at 
greater length than the corresponding parts of the papers, 
and we have explored there several topics which are 
necessary for the development of the thesis in toto and 
again, other topics which would have been out of place 
in the papers. 
0.2 References 
All of our analysis is carried out over locally 
compact Hausdorff topological grou~s; almost always, 
the groups will be Abelian, and on occasion they will be 
compact. We shall follow accepted usage and describe 
these three types of group as locally compact, LCA and 
compact respectively. Wheneve r the group is compact and 
Abelian, we shall describe it briefly as a compact 
Abelian group. 
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The results we need concerning topological groups 
are contained in Hewitt and Ross [20]; we shall take 
Hewitt and Ross as our standard reference on topological 
groups . The circle group , the group of the reals, and 
the group of the integers vvill be denote i:5_ -by T , R ) 
and Z respectively. 
For results on general topology, Kelley [28] will 
be used . 
Our standard reference on functional a nalys is will 
be Edwards [4]. Indeed, our functional analytic notation 
will correspond exactly with that in Edwards with but a 
few exceptions. Our approach to integrati on theory is 
the same as that in Edwards and Hewitt and Ross. We 
shall refer to one or the other of these two book~ for 
the results we need in integration theory. 
For harmonic analysis, our references wi ll be to 
any one of three books : Hewi -tt and Ross, Edwards , and 
Rudin [32] . Rudin will be our prinripal reference . 
For the results we need from the theory of distrib -
utions, we shall refer to Schwartz [33] , [34] . 
0 . 3 Definitions and notation 
The following list of definitions and nctation is 
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not meant to be exh8.ustiv e .· As we have already -said; . 
our notation will generally agree with that in Edwards. 
In some instances there is conflicting notation in our 
three major r eferences; it is thus necessary to make 
clear our particular choice of notation in these cases . 
We also give several definitions which would be regar ded 
as standard . Houever , we use the concepts so frequently 
in our work that we have chosen to repea t the definitions 
here. 
0.3.1 If G is an LCA group, we designate the 
dual or character group of G by X • Typical elements 
of G and X are denoted by X and X respectively. 
The element of (right) Haar measure on the locally 
compact group G lS written dx . if G is Abelian , 'j 
the Haar measures on G and X are normalised so that 
Plancherel's Theorem holds. If G lS compact, we 
assume that JG dx - 1 . 
0 . 3.2 C (G) 
C 
denotes the space of continuous 
(complex- valued) functions on G whose supports are 
compact. is the subspace of C ( G) 
C 
consisting 
of those functions which vanish outside the subset S 
of G. C (G) will almost always be topologised as the 
C 
internal inductive limi t of the spaces cc.,K(G) where 
K runs through the compact subsets of G and cc,K(G) 
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is given the s up - no r m topologya Thus, a typical ne i gh-
bourhood N of O in C (G) may be written 
C 
N 
where is a neighbourhood of 0 in and 
c .baea denotes the convex, balanced env elope . 
Oa3a3 C(G) and C (G) 
0 
denote the spaces of bounded 
continuous functions and of continuous functions vanishi ng 
at infinity respectiv ely. Th ese will be given the u s ual 
sup- norm topology . The support of a continuous funct i on 
f - the smallest closed set outside which f vani shes -
is denoted [f] . 
0 . 3 .4 M(G) , the dual of Cc(G) , is the space of 
Radon measures on G . Mb d ( G) , the dual of C (G ) , is 0 
the space of bounded Radon measures on G . By the 
vague topology of measures we mean the weak o (M, C ) 
C 
topology on M . Mc is the subspace of Mbd consisting 
of those elements of IvI whose supports are compact . 
8 denotes the Dirac measure at the point a . 
a 
0 3 ~ S th t 1 < < co ,r1e denote by LP(G\) a O J uppose a p - . V 
the usual Lebesgue space 5 of index p, of equivalence 
classes of functions defined with respect to Haar measure 
on G. We shall often confound a function with the 
equivalence class to which it belongs and, for example, 
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speak of a function f as an element of LP(G) when 
logically, we should speak of the equivalence class 
generated by f . Thus , when there is no danger of con-
fusion we shall write f - g to mean either 
the class f - the class g or f = g a . e . (or l.a.e.) 
as functions. 
We assume a ll the well-known results about convol -
ution of functions and measures o In this and other 
contexts, we shall confound a locally integrable function 
with the measure it generates . 
When the underlyi ng gr•oup G is discrete, we often 
follow accepted usage and write {P(G ) instead of LP(G) . 
In particular, if G - z we write simply ~ p -
' 
. 
0 . 3 . 6 If G is an LCA group and f 
€ 
L 1 ( G) ) we 
A 
write f for t i1e Fourier transform of f J defined as 
a function in C
0
(X) by 
A 
f( X) JG f(x)X(x) dx (X € X) . 
We write A(G) for the subspace of C
0
(G) consisting 
of those functions which are the Fovrier transforms of 
functions in L1 (X) . By virtue of the Uniqueness Theorem, 
A(G) is isomorphic to L1 (X) . A(G) is normed as 
I\ II f IIA( G) 1 (f E L (X)) . 
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A (G) is the subspac e of A(G) c onsisting of those 
C 
functions wh ose supports are compact . 
Th e Fourier transfo r m may also be defined for bounded 
measures, functions in LP(G) (1 ~ p < 2) etc .. We 
us e II A II to designate this extended Fourie r t ransform 
too . We sha ll have a great deal to say about extensions 
of thi s type, and we shal l a l ways use the same notati on 
for the transform. In all these cases ) the Fourier 
transformation is one - to - one . We shall give 11 A 11 a 
dual role~ if g is a Fourier transform, we denote by 
" g that function (measure , . .. ) on the dual group whose 
t ransfo r m is g , i . e . the 11 inverse 11 transform of g. 
There is here an ambiguity~ fo r g may be not only a 
transform, but a function (measure , ) whose t rans-
form is defined . We know, for example, that if 1 f € L (G) 
and ~ (the Fourier transform of f) E L1 (X) , then 
f(x) A fx f(X)'X(x) dX a. e . . 
The right member of t his equality is , however, the 
" reflection of the Fourier transform of f . It is all 
a matter of which viewpoint is b6ing adopted - whether 
G is being regarded as the dual of X or whether X 
is being regarded as the dual of G However, the 
ambiguity is clearly not a serious one . It will be clear 
1 1 
from the context which viewpoint we are adopting at any 
" stage, so we use the notation f to denote either the 
function (measure, co . ) whose transform is f, or the 
transform of f. 
We denote by B(G) the subspace of C(G) consisting 
of those functions which are Fourier-Stieltjes transforms . 
0.3.7 There is one special class of operator which 
is of great importance . If a€ G and G is any group, 
"'C is the operator which translates functions by the 
a 
amount a on the left : 
T f (x) 
a 
f(ax) (x € G) 
for any function f defined on G. ~ f is called the 
a 
left a-translate of f. We shall also denote it by 
f. Right translation and right translates are defined 
a 
similarly; clearlyJ right translation and left trans-
lation are identical operations if G is Abelian . 
0.3.8 If F is a space of functions or measures 
on a topological group and if S is a subset of G, 
we write F 8 (G) for the subspace of F consisting of 
those functions which vanish (or vanish a .e. or l.a.e.) 
outside S, or, in the case of measures, whose supports 
are contained in S. 
0.3.9 If f is a function on a group G , we 
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denote by fv the reflection of f, i.eo the function 
which is defined by 
(x € G) o 
If F is a reflection - invariant vector space of 
functions on G and if T is a linear form on F, we 
denote by Tv the linear form on F given by 
T(f V) (f c F) 
0 . 3.10 /h G=Rn d tb .,'' en J we eno ·e y CCD the space 
of infinitely differentiable (complex-valued) functionso 
S will be, as in Schwartz [34]; the subspace of c00 
consisting of those functions which are rapidly decreasing. 
Our notation, whenever we ap]eal to results or definitions 
from the theory of distributions, will generally agree 
with that in Schwartz. 
CHAPTER 1 
PSEUDOMEASURES AND QUASIMEASURES 
1 .O Introduction 
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1 .Oo1 In an address to the 1962 International 
Congress, Kahane [24] introduced the notion of pseudo-
measure for an arbitrary LCA group and indicated the close 
relationship between the theory of pseudomeasures and 
the spectral synthesis problem. In their monograph [23], 
Kahane and Salem developed some of the theory of pseudo-
measures on the circle group and used this restricted 
theory in their discussion of harmonic synthesis in ~oo. 
In this chapter, we develop the theory of pseudo-
measures for an arbitrary LCA group. We then define the 
concept of quasimeasure, again for any LCA group, and 
develop the theory of quasimeasures. The pseudomeasures 
are a subset of the quasimeasures. We show that, in 
general, the inclusion is proper. In Chapter 2, it will 
appear that the quasimeasures are precisely the locally 
finite sums of pseudomeasures. Thus, we could alternat-
ively have used this property to define the quasimeasures. 
We show in the present chapter how quasimeasures 
may be used to define the Fourier transform fo r all 
functions in any LP -space over an arbitrary LCA group. 
The theory developed in this chapter is basic to the 
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discussion of the problems we treat in Chapters 2, 3, 4 
and 5. In these subsequent chapters, we also establish 
further important properties of quasimeasures. 
1 .1 The definition of the space of pseudomeasures 
101 . 1 Definition . Let A(G) be the space of 
Fourier transforms of integrable functions as defined in 
0.3.6 . The space A(G) is to be normed as in 0.3 . 6 
also. v1/e define P ( G) , the space of pseudomeasures , as 
the (topological) dual of A(G) . 
Note that Mbd(G) may be identified with a vector 
subspace of P(G) and that the space of pseudomeasures 
forms a module over B(G) if, for µ € Mbd(X) , 
µ € B(G) , er c P(G) , we define the product µq € P(G ) 
by 
((1 <:r) ( f) - c:r(µf) (f c A(G)) . 
The following result will often prove useful; 
1 .1 .2 Proposition. If A (G) is the subspace of C 
A(G) consisting of those functions with compact supports, 
then Ac is dense in A. 
Proof . This follows from Theorem 2.6.6 of Rudin [32] . 
Corollary. Every pseudomeasure is uniquely deter-
mined by its values on A ( G) . 
C 
We remark that it follows from the semi-simplicity 
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of L1 (X) that A(G) is a semi - simple Banach algeb ra 
under pointwise multiplica tion. 
1 .2 The Fourier transform of a pseudomeasure 
By virtue of the isometric isomorphism of A(G) 
and L1 (X) , it is clear that P(G) is isometrically 
isomorphic to L00 (X) . We establish this isomorphism 
via the Fourier transform. The Fourier transform, in its 
turn, is defined via a Plancherel-type formula. 
1 .2.1 Definition. If ~ c P(G) , its Fourier 
transform & is defined by 
0- ( f) A - cr(f) 
Note that for a bounded measure µ, the usual 
Fourier-Stieltjes transform /\ µ is equal to the pseudo -
measure transform of µ ; and for f € L 2 ( G) ,.., P ( G) , 
('. 
f, the Plancherel transform of f, is equal to the 
pseudomeasure transform of f. 
The mapping " r:r -r v establishes the isometric 
isomorphism between P(G) and Lm (X) . In the sequel, 
we shall frequently identify with an element of Loo (X) 
1 .3 The convolution of two pseudomeasures 
Having established the existence of the isometric 
isomorphism I' g ~ u between the Banach spaces P(G) 
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and L m (X) , vve now extend it to an isome tric isomorphism 
00tween the Banach algeoras P( G) and L 00 (X) oy 
defining the convolution (multiplication) of any two 
pseudomeasures . 
1 . 3.1 Definition. Suppose cr1 , <:r 2 € P(G) • The 
convolution u 1 * ~2 is defined oy 
(1 .3.1 . 1) 
The product on the right side of (1 . 3.1 . 1) is of course 
the pointwise product of the elements 
L 00 (X) . 
,., 
and o- 2 of 
Having defined the oasic operations on P(G) , we 
set out to establish some important properties of pseudo -
measures. The concepts of localisation and support are 
important; so is the concept of positivity . It is 
immediately of interest to ask whether there exist 
pseudomeasures which are not measures . Once v11e es taolish 
the existence of pseudomeasures which are not measures , 
the concept of singular support oecomes important. We 
might then ask for necessary and sufficient conditions 
for a pseudomeasure to oe a measure, or even more, a 
bounded measure . An attempt is made in what follows 
to provide a satisfactory answer to these questions. 
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1 .4 Supports and singular supports of pseudomeasures 
When studying the behaviour of a pseudomeasure, it 
is useful to be able to describe precisely where the 
pseudomeasure "vanishes" and where it 11 is not a measure 11 • 
In order to be able to make these concepts meaningful, 
it will be necessary to show that if a pseudomeasure o-
vanishes (resp. is a measure) on S2. . 
l 
for each member 
.Q_ . 
l 
of some family (il_.). I l l€ of open subsets of G 
' 
then ~ vanishes (resp. is a measure) on LJ. IQ . . l€ l 
We now proceed to do this by proving a lemma on partitions 
of unity for A(G) ; we then set down the definition of 
the support of a pseudomeasure, and a little later, the 
definition of the singular support. 
1 . 4. 1 Lemma. (Partition of unity for A(G) subord-
inate to an open cover {n_ .]. I 
l l€ 
of G ) Suppose 
{.Qi}i c I is a cover of G by open sets. Then there 
exists a locally finite family {fj}jcJ of functions in 
Ac(G) such that to each J € J 
' 
there exists at least 
one i 
€ 
I with [ f . J 
J 
C SL. 
l 
and such that 
0 < f. (x) < 1 and Z . J f . (x) - 1 for all x in G . J - J € J 
(If the original cover is a locally finite cover 
by open relatively compact sets, J may be chosen equal 
to I and the f. with [ f. ] C ...)<}_ . etc .. ) 
l l l 
Proof. G is locally compact, so there exis ts a 
18 
cover {I2..'i di 7 €Iv of G by open relatively compact 
sets such that for each • y Iv there lS at least l € 
' 
one i 
€ 
I with il.'. y C SL. . Again, every locally l l 
compact T group is para compact (Hewitt and Ross [ 20], 0 
Theorem 8 . 13). Thus, we can find a locally finite cover 
{_Q_'L. }-. J of G by open sets such that, for each j € J , J J€ 
f • () tr. there is at least one i € I' with ~L 
J 
C .Q'.v • 
l 
Then the sets Q". are relatively compact, and 
J {Jllf. J . J J J€ 
is a locally finite cover of G by open relatively 
compact sets. Now choose two further open covers of 
say {il'''. } . 
' 
{_rrrv.J. J such that J J€J J J€ 
QI~ C SL"'. C Q''. C: SL.'". C Jl.''. (j 
€ J) 
• J J J J J 
This choice is certainly possible (Bourbaki [2], § 4, 
/ 
Theoreme 3). 
For each j € J, choose ~j € A(G) with 
'f . - 1 on Jl'~ lf . = 0 outside QICI. and -
' ' 
J J J J 
0 < <f. 
- J < 1 (Rudin [ 32], Theorem 2,6.2). Then the 
G 
' 
family {cpjlj€J is local ly finite~ Vvri te f. - p.f'Z'f. J J J 
( 'Z ~. > 0 since {n'; l j€J covers G ) . In order to J 
shovv f. 
€ 
A (G) ) it suffices to show 1 / Z <p. is, J C J 
on SL"! 
' 
the restriction of an element of A(G) . J 
Sl_'.'' is compact, and { <f j! j €J is locally finite ; so J 
there are only a finite number, say of 
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members of f~} which are not identically zero on l T j j €J 
g_u~ • 
J 
Further, .Z n \) ::: 1 on 
n 11, 
~L. , and 
J 
Thus it suffices to show that, if 
K is a compact subset of G , if ~ E A(G) and if ~ > 0 
on K , then on K , 1 / y; - '\j/ for some 'I,, E A ( G) • 
Consider then the quotient Banach algebra 
J wherJe I 0 is the closed ideal of functions 
in L1 (X) whose transforms vanish on K. B is iso -
morphic to the algebra of restrictions to K of functions 
in A(G) . Its maximal ideal space is K • But Cf > 0 
on K, so cpjK is invertible, whence the desired result. 
We say that a pseudomeasure er vanishes on an open 
set Sl. c G if ~(f) == 0 for all f € A(G) with 
[f] c .D_ . Further , we say that two pseudomeasures 
and a-2 are equal on 
J2. . 
1 .4.2 Proposition. 
if q-1 - (T2 vanishes on 
Let fJl.}. 1 be a family of l l€ 
open subsets of G and er a pseudomeasure on G which 
vanishes on each _Q_ . 
l 
<r vanishes on ll_ . 
Proof. Suppose that 
Write 2 
f € A (G) 
C 
LJ. IQ. l€ l Then 
wi th [f] C Jl. 
Write Q O = G \ [f] and suppose that {f jl jEJ is a 
partition of unity in A(G) subordinate to the cover 
Jl. 0 ' (Jl.). I l l€ of G • Then there are only a finite 
20 
number, say f. , ... , f. of members of 
J1 Jn 
{f.}. J J J€ 
which do not vanish identically on [f] . It follows 
that f = :Zk~i f. f since :Z . J f . (x) - 1 
Jk Jc J 
(x c G) ; 
further, for each k ' [f. J [f] :/= ¢ ; so Jk /\ 
[ f. J 
Jk 
for some ik € I . Then we have immed-
iately ~ <r(f. f) = 0 
Jk 
since vanishes on 
each S2. . . 
lk 
Now, using Proposition 1 .4 . 2, we are able to make 
a meaningful definition of support . 
1 . L~.3 Definition. The support of a pseudomeasure 
~, denoted [~] , is the complement relative to G of 
the largest open subset of G on 1n1ich ~ vanishes. 
Note that if µ € M(G) flP (G) , [;.1] as defined in 
1 .4.3 coincides with [µ] as usually defined, so there 
is no ambiguity in the notation [er] . 
An interesting ~uestion now poses itself: what 
are the pseudomeasures with point supports? It is hardly 
surprising tha t the answer is that they are precisely the 
scalar multiples of the Dirac measures . 
1 .4.4 Theorem. If ~ is a pseudomeasure with 
point support { a 1 ' then q = AS a for some scalar A 
Proof . Since ~ is a pseudomeasure on G, we 
have 
l cr-( f) I < M II f 111 (f € L1 (X)). 
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A 
Suppose Now if f(O) - 0, and 8 > 0 is 
. th . t k € T 1 (X) given , ere exis ·s ~ [ Ak] with in an arbi t -
" rarily small neighbourhood of O, k - 1 on some 
neighbourhood of O, I\ k ll 1 < 2 and I\ f ~~ k \I 1 < s / M 
(Rudin [32] , Theorem 2.6 . 3). Then ~(~i) - ~(f) since 
[er] = f O} , and 
" /\ \ er( f k) \ < M j\ f ",~ k IJ 1 < s 
/\ 
Hence ~(f) = 0 . 
Consider the continuous linear form on A(G) defined 
/\ " " /1, } by 80 : so(f) = f(O) . Wr ite N = {f € A(G) : f(O) = 0 , 
the null space of s • 
0 
By our above argument, u(N) = 0 . 
Hence (Edwards [4] , Proposition 1 .4 . 2) 
some scalar A. 
er= .As for 
0 
Remark . Suppose that E is a closed subset of G. 
Then it is known that E is a spectral synthesj_s set j_ff 
1 f € L (X) I\ and f(E) = 0 
where gn € L1 (X) and 
E (Rudin [32], p.161) . 
together imply that f = lim g 
n 
I\ g = 0 on some neighbourhood of 
n 
Equivalently, E is a spectral 
synthesis set iff any pseudomeasure ~with [er] c E 
annihilates every function in A(G) which vanishes on E . 
The proof of Theorem 1 .4.4 thus gives the result that 
for every a€ G, {a} is a spectral synthesis set. 
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We have already remarked in 1 o1 o1 that Mbd(G ) is 
a subspace of P(G) o The theory of pseudomeasures will 
be useful only if this inclusion is p rope r o Theorem 1 . 4 05 
tells us that only in the case where G is finite do 
we have equality of the two setso 
1 0 4. 5 Theoremo Mbd ( G) - P(G) iff G lS fini t e . -
Proof . IVIbd ( G) - (C (G))' where C (G) lS given - 0 0 
the usual sup-norm topology ; since A(G) lS dense in 
C
0
(G) , Mb d(G) = (A~(G))' , where A~(G) is the vecto r 
space A(G) with the sup-norm topology . It follows 
from a result of Fichtenholz (see Eduards [4] , Exercise 
8 . 9) , that P(G) = Mbd(G) iff the sup - norm and the 
usual norm on A(G) are equivalent . But A(G) is a 
dense v e ctor subspace of C
0
(G) , and A(G) is complete 
with its usual topologyo Hence P(G) = Mb d(G) iff 
A(G) - C
0
(G) . It is known (Segal [36]) that 
A(G) - C
0
(G) iff G is finite. This completes the 
proof. 
Theorem 1 .4 . 5 t e ll s us i mmediately that on an 
infinite compact group, there exist pseudomeasures which 
are not measures (since every measure on a compact group 
is bounded) . It is in fact simple to give an example of 
this phenomenon . Suppose that G = T and X = Z and 
consider the function cp in l 00 (Z) defined by 
<f (n) - {; 
if n > 0 
if n < 0 
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where of. f. (3 • Then cp is the Fourier transform of a 
pseudomeasure on G . However, as is well-known, 1 
is not a Fourier-Stieltjes transforiJ . A particularly 
important example of this sort is the so-called Hilbert 
distribution o- on the circle group defined t o be such 
" that ~(n) = -i sgn n. The fact that this distribution 
is not a measure is of great importance in the theory of 
con jugate functions. 
Again, if we look at the classical c as e where 
G = Z and X = T, it is easy to construct pseudomeasures 
which are not b ounded measures. Suppose that (av)~=1 
has the properties that a 1 0 and va = 0(1) , and V '4' V -
consider the series 
C 
n 
~ oo inx 
LJ C e 
- oo n 
n a 
1 Ill 
where 
if 
if 
n _ 0 
n f- 0 
Then it follows from Zygmund [L~O], Vol. 1, p . 1 83 that 
-0o 
inx 
C e 
n is the Fourier series of a function in 
so that (c) c P(Z) . It is clear tbat, in general } n 
(en) f 11 ( Z) = 1{bd ( Z) . 
One further interesting observation is that if G 
is non-compact 1 there exist .measures on G which are 
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not pseudomeasureso For x, the character' group o:f G 
is t n en non-discrete, and there exists :f € L 2 (X) with 
L00 (X) " 
€ L2 (G) 
,.. 
:f ¢ 0 r~Chen f C M(G) 
' 
but :f ¢ P(G) • 
" (Here :f denotes the Plancherel transform of :f 0 ) 
We are thus led to ask for a necessary and sufficient 
condition for a measure on G to be (identifiable with) 
a pseudomeasure. 
' 
Supp ose then that µ is a measure on G (LCA, non-
compact) and that (K) is the net of compact subsets of 
G directed by set inclusion . For each K, t here exists 
a :function c.pK € A with <.f K = 1 on K 
' 
[ <f 1~) compact, 
ll cpK II < 2 (Rudin [ 32 J, Theorem 2.6 . 8) . De:fine 
µK = cpK µ ' so that µK € Mbd (G) C P(G) 0 Then we 
have the following necessary and su:fficient condition 
for µ to be a pseudomeasure. 
1 .4.6 Theorem. µ is a pseudomeasure iff 
" SupK II µK ll CD < CD • 
Proof. " Suppose SupK )I µK IICD < oo • Then, by weak 
relative compactness of bounded subsets of LCD there 
' 
exists a subnet (µK.) of 
l 
A 
that µK. ~ Cf weakly in 
l 
~ € P (G) . Then certainly, 
(µ ) K 
Loo (X) 
and 
Write 'P = 
such 
rr where 
,uK . ~ o- in cr(P, A ) . 
l C 
At the s ame time, it is evident t ha t µK ~ µ weakly 
in M(G) ; so it follows that µ(g) = ~(g) 
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which signifies exactly that µ - ~ is a pseudomeasureo 
Conversely, suppose µ € P(G) 0 Then 
ll /" llm II µK IIP(G) Sup { jµK(f) I II f II µK 0 :f € A - - 0 J C 
- Sup l l µ ( ~Kf) I ~ f € A II f II < 1 J - C ' -
< II µ lip ( G) Sup ll <pKf !IA( G) < 2 II µ Jlp ( G) · - -
This completes the pr·oof. 
Finally, every non- discrete LCA group G carries 
pseudomeasures which are not measures. For suppose K 
is a compact subset of G. Then if every pseudomeasure 
with support in K is a measure, K is a Helson set 
(use condition (c) o:f Theorem 5.6.3 of Rudin [32]). 
But we also know that every Helson set is of measure 
zero (Rudin [32], Theorem 5 . 6 .1 0) . Hence if every 
pseudomeasure on G is a measure, we deduce that every 
compact subset of G is of measure zero; this is false 
for every LCA group. 
< 
-
Having demonstrated the existence of pseudomeasure s 
which are not measures, we ask for necessary and sufficient 
conditions for a pseudomeasure to be a measure. In a 
similar vein, we ask for necessary and sufficient con-
ditions for a pseudomeasure to be a bounded measure . 
The following result answers both of these demands, 
1 .4.7 Proposition . (i) A pseudomeasure ~ is a 
1 1 
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measure iff ~JAK(G) is a continuous linear form on 
AK(G) for every compact K, AK(G) being the space 
of functions in A(G) whose supp orts are contained in 
K, endowed with the topology of uniform convergence. 
(ii) A pseudomeasure <r is a bounded measure iff 
is a continuous linear form on A (G) , A (G) 
C C 
being given the topology of uniform convergence " 
Pr·oof. (i) Only the sufficiency requires proof. 
We note first of all that if K 
0 
is a compact subset of 
G, and K1 is a compact neighbourhood of O 3 then any 
function <p € can be app roximated uniformly by 
functions in For if 
is an approximate identity in 
and if 
with 
u(3 c Cc ( G) , jj u(3 \11 = 1 and [ u(3 J c K1 , then 
lf) * u c A and c.p ~< u(.)_ ~ c.p uniformly . (3 c, K 0 +K1 f-.J 
If now o- is a pseudomeasure with the property 
that for every compact subset K of G ' crjA K c, is 
contin uous for the topology of uniform converg ence on 
A K ' c, er may be extended to a linear form on 
For suppose cp c CK ( G) as above; t n en define 
0 
<:r(tp) = lim u(fn) where fn ~ r,p uniformly and 
C ( G) • 
C 
f c A 
n c, K1 
for some compact subset K1 and all n. 
This definition is unambiguous ~ ~(~) is independent of 
the approximating sequence (f) . Hence u is a linear 
n 
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form on C (G) . That ~ is continuous on C (G) 
C C 
is an easy consequence of its defi n ition and the assumed 
continuity on each A K . c, 
(ii) Here it suffices to remark that A (G) , with 
C 
the sup- norm topology, is a dense top ol ogical ve c tor 
subspace of C
0
(G) • 
Suppose now that we introduce an order structure 
into P(G) 
1 .4.8 Definition. We say that a pseudomeasure er 
is non- negative (er.?: 0) if <T(f) > 0 for all f E A(G) 
with f(x) > 0 everywhere . If a-~ 
I 
and ~ 2 are pseudo-
measu1')es, vve say that u- 1 .?: er 2 if c,1 - CT 2 .?: 0 . 
In the case of distributions, it is known (Schwartz 
[33], Chapitre I , Th~oreme V) that an analogous definition 
of order leaQs to the result that every non- negative 
distribution is a measure . It is of interest to ask 
whetner the same is true of pseudomeasures in general. 
In fact, we find that non-negativity of a pseudomeasure 
implies even more, vi z. that it is a bounded measure . 
1 .4 .9 Theorem. Every non- negative pseudomeasure 
is a bounded measure. 
Proof. Suppose that ~ E P(G) and ~ > 0 . Then, 
since ~ is a pseudomeasure, there exists a constant 
A > 0 such that 
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J er ( u) I < i\ II u IIA ( G) (u € A(G)) 
Suppose now that :f 
€ 
A (G) . Write ( :f. ) :for an C l 
L 1 (X) A approximate identity in with :f. > 0 J l -
II :f. 111 - 1 0 write :f = u + iv vvi th u , V € A (G) - !I l C 
and u 
' 
V real-valued o Since ( :f. ) \ l lS an approximate 
,A A(G) identity, we have that :f. u ~u in 0 l 9 
A 
same time, :f. > 0 
' 
so 
l -
A 
ll llm A A ll -:f . u < :f.u < :f. u !loo· l - l - l 
Moreover,~> 0 and, by (104. 9 .1 ), 
Hence 
A 
O < cr(:f.) 
- l 
and 
- A )I u !Im < -
i.e. Jcr(u)J 
A 
<r(:f.u) 
l 
er ( u) < 
-
< A jj 
-
.A ll u llm 
u l\m 
at the 
< A 
• 
Similarly, jcr-(v)j < A ll V llm 
' 
and we have that 
-
there exists C > 0 with 
I c,( :f) I < C II :f ll m (:ft.- A (G)) C (1 . 4 . 9.2) 
By Proposition 1 .4.7(ii), er is a bounded measure (o:f 
total mass < C ) . 
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Remarks. (i) It is easy to see that ~ is a non-
negative measure. 
(ii) One of the important consequences of Theorem 
1 .4.9 is that there is little interest in studying the 
order structure on P(G) . 
Having seen that for every n on- discrete LCA group 
G there are pseudomeasures which are not measures, it 
is useful to be able to describe in some way where a 
given pseudomeasure ~ is a measure, and where it is not . 
;,fe say that a pseudomeasure er is a measure on an open 
subset D. of G iff for every compact subset K of 
..Q , ~IAc,K(G) is continuous for the sup-norm topology 
on A K(G) , Jrr1 easy application of Lemma 1 .4.1 yields c, 
the following result. 
1 .L~.10 Pr·oposi tion . Suppose tha t {Q.l._I ii l t: is a 
family of open subsets of G whose union is S2_ , and 
that er is a pseudomeasur·e on G which is a measure on 
each open set Jl. 
l 
Then er is a measure on S2. 
The proof is similar to that of 1 .4 .2. 
Using 1 .4.10, we see that the following definition 
is meaningful. 
1 .4.11 Definition. The singular support of a 
pseudomeasure (T , written [ [er J J , is the complement 
relative to G of the largest open set on whi ch ~ is 
a measure. 
Knowing that if G is non- discrete, there exist 
pseudomeasures whose singular supports are non-emp ty, 
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we might ask to what extent a pseudomeasure can be a 
non-measure; whether, for example, the singular support 
of a pseudomeasure can be prescribed in advance; and 
whether there exist pseudomeasures whose singular 
supports are 11 large ;1 • Edvvards [ 9 J has studied these 
problems and has shown that if E is a closed subset of 
G satisfying certain conditions, then there exists a 
pseudomeasure on G with singular support e~ual to E . 
He has also shown that if G is second countable and 
non- discrete, there exists a pseudomeasure v with 
[[o-]] = G " and er € C
0
(X) • 
1 . 5 Further remarks on the theory of pseudomeasures 
1 . 5. 1 In 1 .1 - 1 .4 we have developed the theory of 
pseudomeasures for any LCA group G . It is possible 5 
however 7 to develop the theory of pseudomeasures for any 
unimodular loca~ly compact group ) and many of the results 
vve have established for Abelian groups may be shovvn to 
be valid in this setting. #e shall make no use of this 
more general theory ; so we have contented ourselves 
with pr~ senting the theory of p seudomeasures for Abelian 
groups. 
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1 .5.2 In the case where G = Rn J it is easy to 
see that P(G) is precisely the space of tempered 
distributions whose Fourier transforms are elements of 
L00 (Rn) . It is interesting to compare the results we 
have presented for ~seudomeasures with the corresponding 
theorems for distributions in Schwartz [33JJ [34]. 
1 .6 The definition of the space of quasimeasure~ 
The definition of P(G) given in 1 .1 is qui te 
straight-forward. The definition of the space Dv(G) 
of q_uasimeasures over an LCA group G which we are 
about to give is., however) more complicated. The mot-
ivation for our definition lies in certain results on 
multipliers and it is not until Chapter 2 that we make 
a detailed study of the multiplier problems involved, 
So we have chosen t o lay down here the definition of the 
space of quasimeasures without discussing the motivation 
for our particular definition. In 2.1 we shall give a 
detailed analysis of t ne background to our definition. 
1 . 6. 1 Definition. is a compact subset 
of G. #e define DK(G) as the fol lowing norme d vector 
space of continuous functions " 
u € C (G) ~ 
C 
u = h1 fi * gi' fi' gi € cc,K (G) 
and ~; II f i lloo II gi lloo < 00 
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DK(G) is normed as follows ~ 
Evidently , DK(G) C C K K(G) and 
C' l..+ 
ll u lloo ~ ~ K ll u IID where 1 K is t he (Haar) measur e 
K 
of K. 
1 . 6 . 2 Definition. We define D( G) as the internal 
inductive limit of the spac es DK(G) . 
1 . 6.3 Definition. The elements of Dv(G) , the 
topological dual of D(G) , are called quasimeasures . 
(Thus s is a quasimeasure on G iff s is a linear 
form on D(G) and sjDK(G) is continuous for the 
topology of DK(G) , as defined in 106 01, for each compact 
subset K of G . ) 
1 . 6.4 Theoremo DK(G) is completeo 
Proof. (u) 
n 
Suppose that is a Cauchy sequence in 
DK(G) o It will be sufficient to show that a subs e q-
uence of (un) converges to an element of DK (G) . 
Without loss of general ity then ) we may suppose that 
II jjD ~ 1 (n 1 ' 2, ) Write u - u -n+1 2n - 0 • • -n K 
II u1 jjDK - C VVe may also write the follo\-ring expansions ~ - . 
00 
f1k u1 - ~k=1 t. g1k ... 
' 
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l)C) 
f u - u - z k=1 n+1 k * gn+1Jk n+1 -n 
' 
with f. - ., gik € C c.,K for all i ., k., l.k 
l>O ll f1k llm II g1 k llm C + 1 zk=1 < 
and 
(n - 1, 2, . . . ) 
Define 
u 
Clearly, u € DK(G) , since II f 11 II 0) II 
~ u in DK ( G) • 
II + . . • < C + 3 . 
.0) 
we now show that u 
n 
Given 
that 
u - u 
n + ~1 
and 
8 > 0 ., choose a natural numb e r n 
0 
such 
< 8 for D. > ll ; 
0 
if n > n 
0 
then 
u - [(un+1 - un) + .. . + (u2 - u 1 ) + u1 J 
f 2 * g 2 1 + f 2 2 * g 2 2 + . •. n+ ,1 n+, n+., n+, 
< < s 
So un ~ u in DK(G) and the proof is complete . 
We remarked in 1 .1 . 1 t11a t Mbd ( G) c P ( G) and in 
1 .4_5 that for every non-c ompact LCA group G., there 
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exist measures on G which are not pseudomeasures. 
However, for D v ( G) J we have that M ( G) c D 1 ( G) and 
P(G) C Di(G) . These results are easily deducible from 
the following useful theorem . 
1 0 6 . 5 Theorem. D(G) C A (G) C ' D(G) is dense 
in A (G) 
C 5 
hence is dense in A(G) 5 and the topology 
induced on D( G) by A(G) is vveaker than that of D(G) 
Proof. Suppose that u € DK(G) ) u = :z f. * g. 
' 
i i 
0 
f.' g. € C c, K and that :z II f. lloo II g. llm < 00 • Write i i i i 
n that 
€ DK(G) and s - :z1 f i * g. so s s ~ u -
' 
J n l n n 
in DK(G) 0 also, s ~ u uniformly. ;; n 
Now for each n ' s € A(G)> and for m > n ) n 
\\ sm - sn IIA(G) II :z rn 
A A l)L 1 (X) :Z m II /' A - f.g. < f.g. - n.+1 n+1 i i 
:Z m ll A 112 < f. - n+1 i 
-
:Z m II f. 1'2 - n+1 i 
< )... :Z m II f i - K n+1 
where >-TT is a constant. So 
l~ 
I! 
/'-g. 
l 
II g . i 
!loo !] 
and (sn)~1 is a Cauchy sequence in 
- i i 
112 
112 
g. 
l !loo 
A(G) . Hence 
s ~ V say in A(G ) since A(G) lS complete ; so n 
s ~ V uniformly . Hence u - V Further - 0 n ,I 
~ u ]IA(G) - lim II s IIA(G) < i\K :z 00 II f. lloo II gi lloo - 1 n - i 
IJL 1 (X) 
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and we have then that 
II u !IA( G) 
This implies that the topology induced on D(G) by 
A(G) is weaker than that of D(G) . Since the elements 
of D(G) have compact supports, we have shown that 
To prove that D(G) is dense in A (G) J suppose C 
that f 
€ A (G) and that [f] - l( " compact set. - .l. J Cl C 
Write (Cf>~) for an approximate identity in L 1 ( G) 
Vvi th II ~ II 1 - ~1 <.po( € C (G ) and [ ~ J C K K - ) ) C 0 0 
a fixed compact set, for 11 ()(. and consider· a_ ) 
f <Po( ~' f • Note that <PO<. * f € D(G) since. 
e Cc(G) II 
/' A/\ 
IIL 1 (X) lfot.. ' f Then f - ~ ~'( f ]IA(G) - ll f - <e_f -
·" L 1 (X) II [f~ II m " ~ o since f € ) < 1 and <fr;(. ~ 1 
-
uniformly on compact sets. This completes the proof of 
the theorem . 
1 . 6 . 6 Corollary. D(G) is a dense vector subspace 
of Cc(G) 
' 
and if f € cc,K(G) ) then f = lim u 0(. 
where u~ € DK for some fixed compact set K . 
0 0 
1 • 6. 7 Corollary. M( G) C D' ( G) and 
P (G) C D' ( G) . 
We defer a detailed study of the relationship 
between P(G) and D ' (G) until 2.3. We present now 
a characterisation of the measures as a subspace of the 
quasimeasures . 
1 . 6 . 8 Proposition . A quasimeasure s is a measure 
iff for every compact subset TT 
.1.\. of G ' 
continuous for the sup - norm topology on DK(G) o 
is 
Proof. The necessity is obvious. The sufficiency 
may be proved as follows: if sjDK( G) is continuous 
for the sup-norm topology, then sjDK(G) has a unique 
continuous extension to the closure DK(G) of DK(G) 
in 0 c.,K+K(G) - continuous, that is., fo r the sup-norm topologyo 
Now u r,r DK(G) - C (G) by Corollary 1 . 6 .6. We have -l\. C 
only to show that if cp 
€ 
C ( G) and if <{J 
-
lim u C n 
with un E DK
1 
(G) , and 
then lim s(u) - lim s(v) 
r = lim vn with V € DIT (G) ' 
n \.2 
n n 
suppose that O € K1 r'\ K2 . 
. Without loss of generality, 
Then u 
n E DK K (G) and 1 + 2 
v E D1r K (G) for all n . It follows immediately n \.1 + 2 
that s(u - v) ""7 0 since u - v ~ 0 uniformly. 
n n n n 
Thus, s is unambiguously defined as a linear form 
on Cc(G) (by extension). The continuity of s on 
Cc(G) is obvious, and it follows that s is (generated 
by) a measure . 
1 .7 The convolut i on of a quasimeasure with a function 
in C 
C 
Suppose that and are two quasimeasures. 
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If we arc to make a useful definition of 81 * 82 J it 
is obviously desirable that 81 * 82 so defined should 
coincide with 81 * S2 when 81 * S2 is already other-
wise defined . We have shown in 1 • 6 0 7 that M(G) C D' ( G) 
In view of the difficulty encountered in trying to define 
the convolution µ 1 * µ 2 of any two measures µ 1 
and 
µ 2 without some restriction on their supports 5 it is 
evident that, at least as a first step) we should restrict 
one of our quasimeasures in some way. We define first 
of a11 the convolution of a quasimeasure s with a 
function f in C (G) and later extend this to the 
C 
cas e where f is an element of L2 (G) . The operation 
C 
of convolution could no doub t be defined for other pairs 
of quasimeasures. We shall not 5 ·however, pursue this 
question further as the definitions we make are sufficient 
for our present purposes . 
The definiti on of the convolution of a q_uasimeasure 
and a function in C proceeds in the natural way via 
C 
the tensor product. In order to show this again gives 
a quasimeasure, we prove a lemma. 
1 .7.1 Lemma. For a given f c Cc(G) , the mapping 
T ~ g ~ fv * g is continuous from D(G) into D(G) . 
Proof. Since g € D(G) , g € Cc(G) and 
f * g € D(G) . T thus maps into D(G) . \J 
. 
To see that T is continuous, observe that if we 
restrict T to a given DK(G) , the restriction is 
certainly continuous. For suppose that g. ~ g in 
l 
DK(G) 0 then g. -r g uniformly over K + K and 0 
' 
l 
fv * g. -r fv ,t , g in D(G) . The proof lS now complete. l "I• 
If /J., € M(G) 
µ * f € M( G) by 
and f € C (G) , it is usual to define 
C 
µ * f(g) - JI g(x+y)f(y) dµ (x) dy (f € C ( G)) (1.7.1.1) - C 
- f fv ,lo g(x) dµ(x) - ')• 
- µ(1\ .,,,. .,. g) 
It is thus natural to define the convolution of a quasi-
measure and a function in C (G) in t he following wayo 
C 
(The fact that s * f € Dv(G) is a consequence of 
Lemma 1 o 7 . 1 . ) 
1 .7.2 Definitiono If s € D'(G) and f € C (G) , 
C 
we define s * f € D 1 (G) by 
S * f ( g) - S ( fv * g) (g € D(G)) ( 1 ·. 7. 2 . 1 ) 
Comparison of ( 1 . 7. 2. 1 ) and ( 1 • 7 . 1 . 1 ) shovvs that 
we have maintained consistency in ou~ (extended) definition. 
We shall now prove a lemma about the continuity of 
the map f ~ s * f from C (G) 
C 
in to D ? ( G) . This 
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result will be improved a little in Chapter 2. 
1 • 7. 3 Lemma . The mapping f ~ s 
* 
f from C (G) 
C 
into D V ( G) is continuous for the inductive limit 
topology on C ( G) and the weak topology on D V ( G) • C 
Proof . Suppose g c D(G) ) (f. ) a net converging i 
to C ( K fixed compact subset of zero in 
C K a J 
Write K'I - (-K) u { 0} K = KV + ([g] u { o}) -
' 
• 0 
s * 
* g € DK and 
0 
f. (g) ~ 0 • 
i 
f iv * g ~ 0 in DK • So 
0 
Thus the restriction of the map 
G \ ) . 
Then 
to each is continuous , and it follows 
that the mapping f ~ s * f 
in to D 1 ( G) . 
is continuous from C (G) 
C 
1 . 8 Supports and singular supports of guasimeasures 
For quasimeasures, just as for measures and pseudo-
measures , the concept of support is useful ~ for we 
often want to be abl e to describe where a quasimeasure 
vanishes. Further, we have noted in 1 .4 . 5 that for any 
non-discrete LCA group G, there exist pseudomeasures 
on G which are not measures. But we know also (see 
1 .6 . 7) that P(G) C Dv(G) ; so there exist quasi -
measures which are not measures. It will therefore be 
useful to have a definition of the singular support 
of a quasimeasure . One further comment is worth maki ng~ 
although it is true (see 1 .8 . 3 below) that if a 
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quasimeasure s is locally a measure everywhere in G , 
then s is a measure on G , it is not true , unless G 
is compact , that j_f a quasimeasure s is locally a 
pseudomeasure everywhere in G , then s is a pseudomeasure 
on G . This follows f r om the fact, noted in 1 .4. 5, 
that for every non- compact LCA group G, there exist 
measures on G which are not pseudomeasures . Indeed, 
even more startling than this is the fac t that every 
quasimeasure is locally a pseudomeasure . We prove this 
result in Theo r em 2.3 . 4 . 
Whereas fo r a function f in A(G) and a Fourier-
Stieltjes transfo r m .A c B(G) have immedi ately µ J we 
the result that µf c A(G) 
' 
it is not obvious that if 
D(G) A B (G) then /\ c D(G) The result is, u € J µ € 
' 
µu . 
however, true, and we give a proof immediately below. 
1 . 8 .1 Proposition . If ;-1 c Mbd (X) and 
u - ~ f. * g. is an element of DK( G) , then 
l l 
is an element of DK(G) , and for all x c G, 
(1 . 8.1 . 1) 
H(x) µ,(x)u(x) (1 . 8. 1. 2) 
(Note that the integrals appearing here are vector-
v alued integrals . ) 
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Proof. 
is an element of DK(G) . Consider then the mapping 
X ~ x-1u from X into DK(G) . This mapping is 
certainly uniformly bounded; we show that it is, in 
addition, continuous. If X, X
0 
€ X, then 
(X-1f.) 
l * (X-
1
gi) - (x~1fi) * (X~1gi) is an element of 
DK(G) , and 
II (X-1fi) * (X-1gi) 
< u (x-1 - x-1 )f. 
ll O l ( -1 -1 ) ~ X - X g. 0 l CD 
It follows that 
II x-1u - x~1u llnK < l: [ II (?C - ?Co)fi lloo II gi lloo 
+ II f i II (X) II ( X - XO ) g i I l CO ] • 
But X ~ X in X iff x~ XO uniformly on compact 0 
subsets of G 0 and f.' g. 
€ C K(G) 0 so if 9 l l c, ' 
X ~ X -1 ~ x~1u in DK(G) and have 
' 
X u 
' 
we 0 
established the continuity of the map X ~ -1 X u from 
X into DK ( G). 
The measure µ is bounded and DK(G) is complete. 
Hence fx x-1u dµ(X) is an element of DK(G) (Edwards 
[4], (8.14.14)). Th e series for x- 1u is uniformly 
convergent in DK(G) and its partial sums are uniformly 
boundedo The second assertion of (1 . 8 .1 .1) follows . 
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(1 .8.1 o2) follows since the evaluation functionals 
are continuous on DK(G) (see Edwards [4], 8.14.1). 
This completes the proof of the theorem. 
The following definition and lemma will lead us to 
the formulation of the definitions of the support and the 
singular support of a quasimeasure. If {l is an open 
subset of G, we define DQ(G) as the subspace of 
D(G) consisting of those functions whose supports are 
contained in _Q 
• We define sin_ = s!DJL. 
1 .8.2 Definition. We say a quasimeasure s 
vanishes (resp. is a measure) on an open subset IL of G 
if s(f) = 0 for all f € D..a..(G) (respo if for every 
compact subset 
uniformly vvi th 
K of ..Q , and every sequence 
and fn € D ( G) , 
f 
n 
~o 
[ f J C K I we have s (f ) ~ 0 ) • 
n ~ n 
We say that two quasimeasures are equal on ll if their 
difference vanishes on fl . 
1 . 8 .. 3 Proposition. If { il l. is a family of iJi€I 
open subsets of G and if s = 0 (resp . is a measure) 
on IL. for all i 
€ 
I 
' 
then s = 0 (resp. is a measure) l 
on fl_ 
- i€I _Q_. l 0 
Proof. Suppose f € D(G) with [f] C il • 
Since [f ] - K is compact, there exists a finite number 
of members of {11 iI 
form a cover of Ko 
, say .fL . , . . . , fL . which 
i1 in 
Then by Lemma 1 .4.1, there exist 
43 
f 1 , . . . , fn € A ( G) wi th [ f . ] c i2_ . , f . > 0 J l. J 
J ( j = 1 , . • . , n) , and Z~ f j - 1 on K . 
Since fj has the form fx x-1 dµj(X) for some 
µj € Mbd(X) and f € DK (G) for some K
0
, Proposition 
0 
1 . 8.1 implies that f . f € DK ( G) C D ( G) and 
J 0 
[fjf] 
that 
C .Q_. 
l. 
J 
If now s - O on each S2. . , it follows 
l 
s(f.f) = 0. 
J 
But so s (f) = 0 and 
we have since f was arbitrary, s = 0 on Jl . 
The second part of the proposition is readily proved 
by a trivial modification of the above argument. 
Now we are ready to make our definitions. 
1 .8.4 Definition. The support (resp. singular 
support) of a quasimeasure s, written [s] (resp. 
[[s]] ) is the complement relative to G of the 
largest open set on which s vanishes (resp. is a 
measure). 
Remarks. (i) It is easy to see that if r:r is a 
pseudomeasure, its support (resp. singular support) as 
(resp. singular support) 
a quasimeasure , defined in 1 .8.4, is equal to its support A 
as a pseudomeasure defined in 1 .4.3 (resp. 1 .4.10); 
so there is no ambiguity uhen we speak of the support 
(resp. singular support) of a pseudomeasure. 
(ii) We shall show later (2.3.5), as a simple cor-
ollary of our results on the structure of quasimeasures, 
that a quasimeasure with point support is a scalar 
multiple of the Dirac measure at tha t point . 
1 . 9 Truncation and localisation of a quasimeasure 
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We have already noted in 1 .1 .1 that we may multiply 
a given pseudomeasure by a Fourier- Stieltjes transform, 
and so get another pseudomeasure. In particular, if fL 
is an open relatively compact subset of G, there exists 
f € A (G) with f = 1 on IL (Rudin [32], Theorem 
C 
2 . 6. 8); so if er- is a pseudomeasure, fo- = er on ..0.. 
and [fv] is compact. We have thus written down a 
pseudomeasure with compact support equal to er on a given 
open relatively compact subset of G. This process is 
known as truncation of the given pseudomeasure. 
We shall often need to be able to truncate not only 
pseudomeasures, but also quasimeasures . This will be 
possible as soon as we know how to define what is meant 
by /\ for Mbd (X) € D v ( G) µs µ € 
' 
s • 
1 • 9. 1 Lemma. If µ € Mbd (X) 
' 
the mapping 
f~ µf is continuous from DK(G) into DK(G) • 
Proof. By Proposition 1 . 8. 1 , the mapping is 
certa i nly i n to DK(G) . If u € DK(G) and X € X , 
then ll x-1 u lln ~ .ll u lln . Thus, 
K K 
< 
< 
II f x - 1 u clµ ( x ) ! In 
K 
f ll x-1 u lln d Iµ I (x) 
K 
II u lln ll µ II 0 
K 
45 
Continuity follows immediately. 
We are now able to make our definition. 
1 .9.2 Definition. If µ € Mbd(X) , s € D 9 (G) , 
we define µs € D'(G) by 
µs(f) s(µf) (f € D(G)) . 
I' µs so defined is indeed a quasimeasure by virtue of 
Lemma 1 .9.1 . 
Localisation. Suppose that D... is an open subset 
of G. We say that t is a quasimeasure on IL if t 
is a linear form on DJl(G) which satisfies the following 
conditions: if K
0 
is a compact subset of fL J if K 
is a compact subset of G J and if (f) lS a sequence n 
in DK(G) with f """?" 0 in DK(G) and [ f J C. K n n 0 
for all n ) then t(f) ~ n 0 0 It is easy to see that 
if n_ lS an open subset of G and s is a quasimeasure 
on G 
' 
then s\fL is a quasimeasure on _Q_ • 
We now establish a theorem on 11 pasting together of 
/ 
fragment s 11 (cf. Schwartz [ 33], Chapi tre I, Theoreme IV) . 
This will allow us to construct a quasimeasure on G 
46 
from a family {si} of 11 compa,tible 11 quasimeasures, where 
each s. 
l 
is defined on some member 11. 
l 
family of open subsets of G . 
of a .covering 
1 • 9 . 3 Theorem . Suppose that {_Q .l. I 
iJi1: 
is an open 
cover of G and that for each i EI, s. is a quasi -
l 
measure on 11_. ; suppose further that if f2_ . Sl . -f. ¢ , 
l l A J 
then s. !.O. . .Q.. = s.j Q. _Q . . 
l l/\ J J l/'\ J Then there exists 
one and only one quasimeasure s on G with the property 
that for each l 
€ I sj n. - s. 
' 
- . l l 
Proof . Let { f j f j 1:J be a partition of unity for 
A(G) subordinate to the cover ljl_ iJ i1:I as described 
Lemma 1 .4 .1. Suppose that u 1: D(G) ; then [u] is 
compact, and all but a finite number of members of 
[fj1j1:J' say f. ) . . . 
' 
f. 
' 
are identically zero 
J1 Jn 
in 
on 
[ u] 
• 
Suppose that 
_Q . ( . ) J . . . 
' 
..Q_ i(j ) are members l J1 
{ _Q i} i1:I 
n 
of with the property that [f. J C 
_Q . (. ) 
Jk l Jk 
(k 1 ' n). Define s ( u) n s.(. )(f. u) - = ~k=1 - • • • 
' 
• 
l Jk Jk 
Then this definition is independent of the choice of the 
open sets i2. . ( . ) . For suppose that 
l Jk 
that [ f J C SL . fl_ . . Then 
l1 (\ l 2 
since [ fu] C .fL . Q_ . and 
l1/"\ J._2 
We can thus write unambiguously 
s(u) Z . J s. ( . ) (f . u) Jc i J J 
and 
(1 .9.3.1) 
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where [ f . J C .fL . ( . ) J l J s is evidently a linear form 
on D ( G) . 
Clearly, if there exists a quasimeasure s on G 
with the property that for each i € I , = s. J l 
then s satisfies (1 .9.3.1 ). We have only to show that 
s defined by (1 .9.3.1) is indeed a quasimeasure with the 
property that s IQ i = si for each i € I . 
Suppose t h en that ( u ) lS a sequence in DK(G) n 
and that u ~o 
n 
in DK(G) . By Lemma 1 • 9 . 1 , 
f.u --'7 0 in DK(G) for each j € J 0 moreover, J n ' 
[f.u J C [ f. J cQi(j) with [ f . J compact o Since J n J J 
[un] C K + K for all n, we may assume that the 
only members of { f .J . J J J€ which occur in (1 .9.3.1) are 
those which are not identically zero on K + K; these 
are finite in number. It follows immediately that 
s(u) ~ 0, and hence that s is a quasimeasure. n 
Finally, we show that s\rL. - s. for each 
. l l 
0 0 
i 0 €I. If u € Dn_. , then s(u) = ZjEJ si(j)(fju) . 
lo 
However, [ f . u] c {}_ . ( . ) ,.... S2_ . ; so J l J " i 0 
and we get that s(u) = Z . J s. (f.u) -
J € l l 0 cJ 
This completes the proof. 
s. ( . ) (f . u) -
l J J 
s. (u) . 
l 
0 
s. (f .u) 
lo J 
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1 .10 The Fourier transform of functions in LP(G) 
It is well -known that for 1 ~ p ~ 2 J the Fourier 
transform of functions in LP(G) can be defined. 
Schwartz [34] has already defined the Fourier transform 
of functions in LP(Rm x Tn) for all p in [1J oo] 0 
In [31J J Riss developed a theory of distributions over 
LCA groups. His theory also provides a method of defining 
generalised Fourier transforms. We now show how to use 
QUasimeasures to define the Fourier transform of functions 
in LP ( G) where G is any LCA group and 1 < p < oo . 
Once moreJ we use a Plancherel -ty:pe formula to achieve 
our purpose. 
We shall assume known the definition and simple 
:properties of the Fourier transforms of integrable 
functions given in Rudin [ 32] . So we shall restrict p 
to the range 1 < :p < 00 0 , then pv J the conjugate index, 
is in the range 
as the 11 initial 
G • ThusJ if 
1 ~ :p ~ 
group" 
G f € C , 
< CD • Here we are regarding G 
and X as the dual arising from 
" f will denote the usual Fourier 
transform of f, whilst if f € CX and f is a Fourier 
transform, f will denote that entity on G whose 
transform is f. 
1 . 1 0. 1 Definition . For f € LP ( G) 1 < p ~ oo , 
I\ 
we define f as the continuous linear form on D(X ) 
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(i.e. as the quasimeasure on X) given by 
f(g) (g € D (X) ) " 
/\... 
gv is the reflection of the inverse Fourier transform 
of g ( D(X) C A (X) ) . 
C 
1 . 10.1 will be a valid definition once we show that 
A 
f is indeed a quasimeasure" We proceed to establish this 
fact. 
The top ology of DK(X) , K a fixed compact subset 
of X, is stronger than tha t induced by L1 (X) 0 For, 
as we noted in 1 . 6"1, the topology of DK(X) is stronger 
than that of uniform convergence. Also, by (1 . 6.5.1 ), 
the topology induced on DK(X) by A(X) is weaker 
than that of DK(X) • Now g € D(X) implies that 
g € L1 (G)(""\L 00 (G) since D(X) C A(X) and 
D(X) C L 1 (X) • Further, if (gn) 7' is a sequence in 
DK(X) with 0 in DK(X) then /"- 0 g~ a ~ in n 
' 
0 nv 
L 1 (X) and in L 00 (X) since the topology of DK(X) is 
stronger than those induced by A(X) and by L 1 (X) 
• 
But 1 < pv < m' and 
-
IJ gnv lip' - (JG Jgnvlpv dx)1/pv 
- (JG I ~ j • I ~ Ip v - 1 dX) 1 / p V - 0 nv gnv 
< ~ A ll(p' - 1)/pV ll gn v II~ /p' 
- gn V CXJ 
/\ y A 
Hence, gnv ~ 0 in LP (G) , and f(gn) -?1- 0 since 
f € LP(G) . By virtue of the definition of D(X) as 
the internal inductive limit of the spaces DK(X) , 
/\ 
it follows that f is indeed a quasimeasure . 
The Fourier transformation as defined above from 
LP(G) into Dv (X) is one-to - one. (Recall that 
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1 < p < m.) For suppose that f € LP(G) and that 
" f - 0 i.e . that f(gv) - 0 (g € D(X)) . In orc er to 
show that f - 0 1 . a . e ., it will suffic e to show that 
g € D(X)} is dense in Since 
p 1 -=/= CD, the set of functions whose 
Fourier transforms have compact supports is dense in 
y 
LP ( G) • h € L 1 ( G) n LP y ( G) and 
that [h.] 
Suppose then that 
is compact. Write (k.) for an approximate 
l 
with k. 
€ 
C (X) . Then l C 
A y 
identity in L1 (X) 
k . h € L 1 ( G) A LP 1 ( G) 
l and k.h ~ l h ln LP (G) . Further, 
" k. h € fJ since 
l k. l 
/\ 
and h have compact supports. It 
! 
follows that ft is dense in LP (G) J so that f = 0 l . a . e .. 
It remains only to note that if f € L00 (G) , then 
" f as defined in 1 . 10.1 is the pseudomeasure corresponding 
to f under the isomorphism <;r ~ 8- of P(X) and 
L 00 ( G) as defined in 1 . 2. 1 ; and that if f € LP ( G) 
( 1 < p < 2) , then " f as defined in 1 . 10.1 is equal to 
the usual Fourier transform of f, and is hence an 
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y 
element of LP (G) . 
Remark. It might be asked whether it is possible 
to define the Fourier transform of quasimeasures other 
than those corresponding to elements of LP(G) . In 
3.2, we shall show how to define the Fourier transform 
of a special class of quasimeasures , viz~ thos e corres -
ponding to multipliers of type (p, q) . We shall not 
need Fourier transforms of other c l asses of quasimeasures, 
so we shall not p ursue this question further. 
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CHAPTER 2 
QUASIMEASURES AND MULTIPLIER PROBLEMS 
2 , 0 Introduction 
2 . 0 . 1 One of the well-known problems of harmonic 
analysis is the so - called multiplier problem . In the 
classical case of Fourier series, this problem is 
discussed by Zygmu11d under the title 11 Conversion factors 
for classes of Fourier series" (see [40], Vol. 1, 
Chapter IV, §11) . In this classical setting, we formulate 
the problem as follows~ 
Suppose that E is one of the spaces C(T) , LP(T) 
(1 < p < m) , M(T) , A(T) , and that F is also one 
of these spaces . Characterise completely those sequences 
~ ~ ( c J which have the p_ ropertv that if (a ) are the n'-~ u n -~ 
QO 
Fourier coefficients of an element of E, then (ca) 
n n - cio 
are the Fourier coefficients of an element of F . 
Zygmund gives the solution to this problem for 
several pairs of spaces E and F in Chapter IV, 
Theorem 11 .4 of [40], Vol . 1 . 
It is of course not difficult to formulate the 
problem in the case where we replace G = T by any 
compact Abelian group; again, if we focus our attention 
53 
on Fourier transforms of functions and measures over a 
(not necessar ily compact) LCA group G, the problem 
may be given an even more general formulation: 
Suppose that E is one of the spaces Cc(G) , LP (G) 
(1 2 p ~ 2) , IVI (G) , C Mbd(G ) , A(G) , and that F is 
also one of these spaces . Characterise completely those 
functions <f on X 
' 
the character group of G 
' 
which 
,, 
" (Note have the property that cp e € F for all e € E . 
that i t is convenient to restrict p to the range 
1 < p < 2 in the c ase where G is .non-c ompact so that 
I'.. 
LP(G) the pointwise product <f f is defined for all f 
€ 
The case where E = F = LP(G) (1 2 p 2 2) has 
received a great deal of attention and it is this p roblem 
which is often referred to as the 91 multiplier problem" . 
It seems that Edwards [5] and Wendel [ 39] were the first 
to observe that in many cases, the classical mult iplier 
Droblem is equivalent to the problem of characterising 
those continuous linear maps from one 11 t r anslation-
invariant11 topological vector space E into another 
which commute with the translation operators . 
. ) 
It is in this form that we shall study the multiplier 
problem. The problem takes the form~ 
2.0u2 Suppose that E lS a topological vector 
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space of functions, measures, pseudomeasures or quasi-
measures over an LCA group G, or of distributions over 
n R , and that F is a lso such a topological vector 
space. Suppose further that E and F ar1 e translation-
invariant., i. e . 'C E C E y and T F c F y for all y € G o 
Characterise those continuous linear operators T from E 
into F which commute with the translation operators~ 
T '[ y 't T y (y € G) " 
We shall call such operators T multipliers from E 
into F. 
The multiplier problems we shall be mainly concerned 
with are the following ~ 
(a) E = C(G) , F = M(G) where G is compact 
Abelian, C(G) is given the sup-norm topology., and M( G) 
the vague topology of measures. 
(b) G an LCA group, E - Cc(G) as the internal 
inductive limit of the spaces cc,K(G) and F = M(G) 
with the vague topology of measures" 
(c) G an LCA group, E = C (G) as in (b) and C 
F - M ( G) with the vague topology of measures. - C 
(d) G an LCA g roup, E = LP(G) ) F = Lq (G) 
' 
P, q € [ 1 ' 00 J 
' 
each space being taken with its usual 
55 
normed topology . 
( e) G an LCA g r oup , E = L 00 ( G) = F , each space 
being taken with the weak <T (LCD , L 1 ) topology . 
(f) G a compact Abelian group, E = F = C(G) , 
with the sup- norm topology . 
(g) G an LCA group, E - F - C
0
(G) with the sup-
norm topology. 
In the present chapter , we study (a) , (b) and (c) " 
We devote the whole of Chapter 3 to (d) and (e); (f) 
and (g) will be studied in Chapter 5. 
Multipliers from Cc(G) into M(G) (the topologies 
being as in (b)) play a particularly important role. For 
it is not difficult to see that if T is a multiplier 
from E into F J E and F being as describ e d in ( C)' 
( d)' ( e)' (f) or (g) J then T lS a multiplier from 
C ( G) into C M(G) . It is for this reason that we devote 
our attention almost exclusively to these "fundamental 
multipliers" in the present chapter. 
Before proceeding with the main body of results 
in this direction, it is worthwhile to mention that the 
study of continuous linear operators which commute with 
translations is of significance in othe r contexts. For 
example, many linea r differential operators have the 
property that they commute with translations . Again, 
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Brainerd and Edwards [3] have applied the theory of 
multipliers to the Gtudy of 11 averaging 1' operators. 
Since translation is one of the most fundamental oper-
ations in harmonic analysis) it is hardly surprising 
that operators which commute with translations should be 
of particular significance. 
It is important to note that in many instances, the 
requirement that a continuous linear operator from E 
into F commute with translations is equivalent to the 
demand that it commute with convolution. This is true, 
in particular, in case (b) above (a fortiori, it is true 
of (a ) and ( c )). This follows from the facts enumerated 
below~ 
( i) If f, g c C (G) , then f ~ g is the limit 
C 
in C (G) of finite linear combinations of translates 
C 
of f ( or g ) . 
(ii) If µ c M(G) and f c C ( G) , 
C 
vague limit of finite linear combinations of translates 
of µ . 
(iii) If f 
€ 
C (G) and y 
€ 
G 
' 
'r y f is the limit C 
in C ( G) of convolutions u°' ... f with Uri € C ( G) . C C 
(iv) If µ 
€ 
M( G) and y 
€ 
G 
' 
'C,J1' is the vague 
limit of convolutions u ,. µ with u oc € C (G) . o( C 
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2.1 Multipliers from Cc(G) into M(G) 
In order to motivate our result s in this section, 
we digress for the moment and insert some comments about 
multipliers from C(G) into M(G) , where G is a 
compact Abelian group and C(G) , M(G) have the topol-
ogies described in 2.0.2(a), and about topological tensor 
products. The comments about tensor products will fulfill 
our promise, made in 1 . 6, to give some motivation for 
the definition of the spaces DK(G) , D(G) of Chapter 1. 
First , we establish a theorem which gives a complete 
characterisation of the space of multipliers from C(G) 
into M(G) where G is a compact Abelian group. 
2.1 .1 Theorem. Suppose that G is a compact 
Abelian group and that C(G) , M(G) are given the 
sup-norm and vague topologies respectively. Then the 
multipliers from C(G) into M(G) are precisely those 
operato r s defined by convolution with a pseudomeasure~ 
Tf ,.,- ... f u ,·,· (f € C(G)) 
The space of multipliers from C(G) into M(G) is thus 
isomorphic to P(G) . 
Proof. Suppose tha t T is a multiplier from 
C(G) into M(G) . A simple applicati on of the Closed 
Graph Theorem shows that T is continuous for the 
sup-norm topology on C(G) and the normed topology on 
M(G) . Further, since G is compact and T commutes 
with translations, T commutes with convolution (see 2.0). 
If X E X 
' 
then ?'~ c- C ( G) and 
Hence TX = T (X ... X) = (TX)" (X) . X • Again, if f c C(G) 
and X E X , 
T (f ·! X) 
If we define 
we have that 
(Tf) .,, X /\ Tf (X) . X T(f(X). X) 
A T(X) .f(X) 
f, a function on X, by 
(Tf)" = (ff . Since T 
( r ' "() "( \ TX) X oX.f X; 
<p (X) 
is continuous 
for the normed topologies, 
I ( TX ) t\ ( X ) I < jj TX llM ( G) < cons t ll X \Im canst. 
Hence <p is a bounded function on X , and X is of 
course discrete , so ~ E Rm (X) . It follows that there 
exists a unique pseudomeasure v with the property that 
A /I /\ ( Tf) - er. f 
or 
Tf 
Conversely, suppose that er E P(G) and we define 
T by Tf = (J -.'= f (f E C(G)) . Clearly, T commutes 
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with translations and maps C(G) into P(G) . If 
g € C(G) 1 <Tf, g > r:r :,:  f ( g ) Further, 
if g ~ 0 uniformly, f"' :;: g ~ 0 in A(G) 
(see (1 . 6 . 5.1)). Hence, by Proposition 1 .4.7, T maps 
C(G) into M(G) . From (1 . 6 . 5.1 ) , it is easy to see 
that T is continuous for the sup-norm topology on 
C(G) and the v ague topology on M(G) • 
Finally, if (J" E P(G) and a-* f = 0 for all 
f € C(G) , then ,,.. u = 0 and P(G) is thus 
isomorphic to the space of multipliers from C(G) into 
M ( G) • 
Theorem 2.1 . 1 leads us to make several pla~sible 
conjectures about the characterisation of multipliers 
from C (G) into M(G) in the case where G is a C 
(not necessarily compact) LCA_group . Since 
the internal inductive limit of the spaces 
is 
where K ranges over the compact subsets of G, and 
since Theorem 2 .1 . 1 holds, might it not be true that 
the multipliers from C (G) 
C 
into M(G) are defined by 
convolution wi th ;'sums " in some sense of pseudomeasures 
with compact supports? We shall return to this comment 
in 2. 3. 
Another observation is that P(G) is the dual of 
A(G) and that, since A(G) is precisely the vector 
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space of convolutions f * g (f, g € L2 (G)) (Rudin 
[32]; Theorem 106.3) with II f * g JIA(G) < II f 112 II g 112 
(f, g E L2 (G)) , the set of convolutions h * k 
(h, k EC (G)) generates a dense vector subspace of C 
A(G) . Might we not be ab le to define, for each compact 
subset K of G, a space, say DK(G) , of continuous 
functions, each of which is a finite (or perhaps infinite) 
sum of convolutions of functions in C K(G) , topologised 
c, 
in such a way that the dual of the internal inductive limit 
of the spaces DK(G) is isomorphic to the space of 
multipliers from C ( G) 
C 
into M(G) 9 The theory of 
topological tensor products suggests a way in which to 
define the s ua ces DK(G) and their topologies. 
We take Schwartz [35] as our standard reference on 
topological tensor products. First , we state an element -
ary lemma. This result is well-known and is contained 
in Corollary 7. 7.6 of Edwards[4] . 
I 2 . 1 . 2 Lemma. Suppose that E is a Frechet space 
and that F is a metrizable LCTVS. Then every separately 
continuous bilinear form B on Ex F is continuous 
(for the product topology on Ex F ). 
We now use Lemma 2 .1 . 2 to prove a result on tensor 
productso 
2 0 1 . 3 Proposition. Suppose that is 
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the internal inductive limit of a directed family of 
/ Frechet spaces E. 
l (with the order defined as follows~ 
l1 < i2 iff E. C E. and the topology induced on - l1 l2 
E. by E. is the same as that of E. ) and that l1 l2 l1 
for each i ., the metrizable space F. is defined as l 
E. ®rrE. Write F - UF. so that F lS a vector . -l l l l 
space, and give F the topology of the internal inductive 
limit of the spaces F. . 
l Then if L(E., E 9 ) lS the 
space of continuous linear maps from E into E 9 where 
E is given its initial topology and E 9 the weak 
~(E., E 9 ) topology, we have that L(E., E 1 ) is isomorphic 
to Ev , the (topological) dual of F 0 
Proof. Suppose firstly that T € L(E, E 1 ) and 
consi~er the element ~ of F* (the algebraic dual of 
F) given by 
We show that r € F' by considering, for each .i ., the 
restriction ~!Fi of ~ to F. 
l It is clear that 
rlFi €Fi* , so that ~IFi corresponds canonically to 
a bilinear form B. on E. X E. 
' 
viz. the bilinear l l l 
form given by Bi ( e1' e2) - <Te1 , 82> ( e1., e2 € E.) - l 
By virtue of the continuity of T 
' 
this bilinear form 
is separately continuous on R X E. a product of ~- ., l l 
• 
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/ Frechet spaceso Lemma 2o1 .2 implies that B. 
l 
is contin-
uous, and so TIFi 
[35], Expos~ No 1). 
is continuous on F. 
l 
Hence -r j F. € F. v 
l l 
(see Schwartz 
and it follows 
from the definition of F as the inductive limit of the 
spaces F. 
l 
that 
Conversely, suppose that 7: € F v and consider the 
map T from E into E* given by 
We restrict T to each space E . 
l 
in order to study the 
continuity of T on E in E. 
l 
and if 
e 2 € E, it follows from the fact that the family (E. ) l 
is directed that there exists an index j such that 
e2 € E. 
' 
81 k € E. for all k and 81 k 
-,.-. 0 in E. J J J 
Then 81 k ® e2 
-,.-. 0 in E. @ T.l and -r(e ~ e2) -,.-. 0 r~-J J 1k 
Hence Te1k -,.-. 0 weakly in Ev 0 
In order to complete the pr•oof, vve have to show 
• 
that the correspondence ·r(e ® e2) = < Te1 , 82> between 1 
L (E, E' ) and Ft lS one-to-one. This lS trivial. 
Let us now return to our comments on the problem of 
characterising the multipliers fr om C (G) 
C 
into M ( G) • 
Recall that C (G) is the internal inductive limit of C 
the directed family of Banach spaces C K(G) , that c, 
M(G) is the dual of C (G) 
C and that the vague topology 
• 
of measures is the weak topology on M(G) 
If we apply Proposition 2.1 .3 ) we see that L ( C , M) 
C 
lS isomorphic to F' where F lS the internal inductive 
limit of the spaces C 
c, K ®,c CC K ' the element '[ of 
' FY corresponding to T C L(C 
c' 
M) being given by 
'[ ( u) z <Tf . ., g.> where u " f. ® g. Note that - - LJ - - . l l l l 
this may be written r (u) - z (Tf.) ... g. ( 0) If we - ·,~ . l lv 
suppose that T is in fact a multiplier from C (G) 
C 
into M(G) ., then T commutes with convolution, 
Tf * gv = T(f ~ gv) is a continuous function if 
f, g c Cc(G) J and we may write the above eQuation 
expressing the corresp ondence between T and 1: c F ' 
as follows: 
r ( u) 
- T(Z f. * g. )(0) 
l lV 
It is now clear that the space of multipliers from C ( G) 
C 
into M(G) is isomorphic to the dual of the QUOtient 
space F/N where 
N 
u = 2: f. © g . and T ( Z f. !:: g. ) ( 0) 
l l l lv 
for all multipliers T 
Recall that if T is a multiplier., then T commutes 
with translations; also, the translation operators are 
multipliers . It follows then that T(Z f. ~; g. )(0) = 0 
l lV 
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for all multipliers T iff 
multipliers 
such T iff 
T 0 
:, further, 
T ( Z f . :,;; g . ) = 0 
i iv 
T(Z f. * g. ) = 0 i iv' 
for all 
for all 
z f. * g. = 0 0 l iv Thus, an equivalent 
characterisation of N is the following ~ 
N u - z f. @ g. 
i i 
and Z f. ~~ g. = 0} i iv 
Suppose now that , for each compact subset K of 
G, we define the space D~(G) in the following way: 
D~(G) "' f. u = L.J ~;; g. i iv 
f. , g. F C (K) 
i i C 
(finite sum), with J 
and norm D~(G) thus ~ 
Inf {2 II f. llco ~ gi lloo 0 u z f. ;, gi } . -II u l1D~( G) i i --
and f.' g. € C c, K l i 
(cf " the definition of the norm on Cc, K ®7i: C c-rK ) • Write 
D0 (G) for the inductive limit of the spaces D~(G) . 
It might now be hoped, with the above discussion 
and the similarity noted between C K ®r.C K and 
C, C , 
D~(G) as a basis for hope, that it should be possible 
to demonstrate that the space of multipliers from C (G) 
C 
into M(G) is isomorphic to the top ological dual of 
D0 ( G) • 
It turns out that it is simpler, in the long run, 
to take infinite sums rather than finite sums in the 
definition of what we have called DK(G) (Definition 
1.6.1). It then follows that each space DK(G) lS 
complete (Theorem 1 . 6 . 4) (cf. the theorem on the charac-
A 
terisation of E ® F fi 
' 
the completion of E ©"F 
' 
where 
E and F / are Frechet spaces, given in Exposes Nos 5 
and 6 of Schwartz [35]). 
In any case, the above discussion should lend some 
degree of naturalness to the definitions of the spaces 
DK(G) and D(G) already given; the remarks we have 
made about ten sor products lead to the belief that the 
space of multipliers from C ( G) 
C 
into M(G) is isomorphic 
to the space of quasimeasures . Without further ado, we 
proceed to demonst r ate that this belief is well-founded. 
2.2 The characterisation of multipliers from C (G) c-
into M(G) 
Before we establish the main result of this section, 
we prove an auxiliary lemma . This lemma lS of some 
intrinsic interest since it gives the r esult that every 
multiplier can be approximated boundedly in the weak 
operator topology by multipliers, each of which is defined 
by convolution with a measure . 
2 . 2 . 1 Lemma. Suppose that T is a multiplier 
from Cc into M . Then there exists a net (T~ ) of 
multipliers from 
properti es~ 
(i) Each 
measure 
T(3 
C 
C 
into M with the following 
is defined by convolution with a 
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(ii) If K is a compact s ubs e t of G J there exists 
a constant cK > 0 independent of (3 such that 
I ( T (3 f) * g ( 0 ) l < CK II f II CD 11 g II CD (f J g € C 1r ) • C' 1-
( iii) If f., g c C ., 
C ( T (3 f ) * g ( 0 ) -+ ( Tf ) * g ( 0 ) • 
Proof . Write (h(3) for an approximate identity 
in L1 (G) , each h (3 being continuous with support i n 
a fixed compact set K 
0 
and wi th Define 
Tsf = hs ~'i (Tf) 
convolution, and 
say . 
Now each 
ution, and maps 
(f € C) . Since T commutes with 
C 
hS €Cc, we have 
This es tablishes (i). 
T f (3 
C 
C 
is linear, commutes with convol-
into M • If g € C ., 
C 
< T (3 f , g > - h (3 * Tf :;~ g " ( 0 ) 
- < Tf., ( h (3 ~:; g I/ ) V '"> (2.2.1 .1) 
and hs ~ gv € C C . Hence TS lS continuous., and each 
TS is a multiplier from C into M • C 
Suppose next that K lS a fixed compact set , and 
consider the mapping f ~ JK d\Tfl from C into R . C 
The mapping f ~ JK djTfl is a lower semi-contin-
uous semi-norm on Cc, hence is continuous since 
is barrelled. So in particular, if T.T n. is compact, 
C 
C 
is a continuous semi-norm on C K, and 
c, 
there exists a constant J.K; > o with 
(f € C K) o Thus, if 
c., f., g € C K C' ~ 
\ ( Tf ) ,;~ g ( 0 ) I - IJG g(-y) dTf(y)J -
< J Jg(-y)j d\Tf(y)I 
- -K 
< II g lloof-K djTf! 
-
< / K ll f l\ CD II g II CX) (2o2.1.2) 
-
In order to prove (ii), we have, for f, g € C K , c, 
and 
\ ( T f3 f ) ~.~ g ( 0 ) \ jhf3 T (Tf) * g(O)j 
\ (Tf) ~~ (hf3 ~ g) (0) j 
say, with K C K' • By ( 2 • 2 • 1 . 2) ., 
I (Tf3f) -ic g(O) I < CK II f l\oo I\ hf3 .;~ g llm 
< cK II f !loo I[ g !\co 
where cK is a constant independent of f3 . This 
completes the proof of (ii). 
(iii) follows immediately once we note that, g 
being in C , the functions 
C 
ar·e continuous 
and have their supports in a fixed compact set independent 
of ~ , and h~ :;~ g """"?" g uniformly. Then (2.2o1 .1) 
gives the desired result _ 
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We now proceed to prove our representation theorem. 
2.2.2 Theorem. (i) Suppose that T is a multip-
lier from C into M . Then there exists a quasi-
c 
measure s wi th 
Tf s . f c;: (f € C) C 
(ii) Conversely, suppose s € D? and define J the 
operator 
maps C 
C 
T 
s 
0 
0 T f 
s s :-:~ f (f € C ) o C Then 
into M and is a multiplier from Cc 
T 
s 
into M • 
The space of multipliers from C 
C 
into M is thus 
isomorphic to the space of quasimeasures. 
Proof. (i) Suppose that T is a multiplier from 
C into Mo If u .= Z f. * g. with f., g. € C K, 
C l l l l c, 
Z \I f i \J 00 II gi \\ 00 < oo is an element of DK , it follows 
immediately from (2.2.1 .2) that i (Tf.) * g. (0) 
l l 
converges. We define t(u) = Z (Tf.) ~ g. (0) . This 
l l 
is a meaningful definition only if Z f. ~ g. = 0 and 
l l 
Z II f i \loo II gi \loo < co with f. J g. € C K together 
l l CJ 
imply that Z (Tf.) :-i< g . (0) = 0 . Choose a net (Tl'.<) 
l l t--.J 
of multipliers satisfying conditions (i) - (iii) of 
Lemma 2.2.1, and consider, for each ~, the series 
sf'.< = Z. ( T l'.<f. ) ~~ g. ( 0) . We have that 
t--.J l t--.J l l 
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Thus, the series s(3 are convergent, uniformly with 
respect to (3 • But by property (iii) of Lemma 2.2.1, 
T(.(fl. * g. (0) ~ Tf . . ;1 g. (0) for each i O Hence ~ l l l 
1 i mP- Z . ( T (.( f . ) ;,~ g . ( 0) = Z . ( Tf . ) * g . ( 0) . N ovv ea ch ~ l ~ l l l l l 
T(3 is defined by a measure µ(3 and 
* g. (0) 
l 
The series Z f. * g. is a uniformly convergent series 
l l 
of continuous functions each with support contained in 
K + K. It follows that 
Z. T(.(f. ~; g. (0) l ~ l l z . ff. 8 g. (-y) dµQ(y) l l l ~ 
J [ z . f . ~~ g . ( -y ) J dµ (.( ( y ) l l l ~ 
0 
since z f. . ,. g . 
-
0 We have then that ~ .. • l l 
z (Tf.) '• g . (0) - 0 and t is well-defined. t is ... -
' 
l l 
clearly a linear fo rm on D 
' 
and from (2.2.1 . 2), 
Hence It ( u) I ~ AK II u I\DK and tjDK is a continuous 
linear form on DK for each compact subset K of G ) 
i . e. t is a quasimeasure . \."le now show that 
Tf = t V ~:~ f (f € C ) • 
C 
From (1 .7.2.1), if f € Cc(G) and g € D(G) , 
t ;;~ f ( g) t(f\/ ;·:~ g) 
(Tfv) * g(O) 
f g(-y) d(Tfv) 
( Tf . ., ) ( g J . 
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or eq_ui val en tly, ( t ~:~ f v \., = Tf . But, by easy manip-
ulations of convolutions and reflections, 
(t :;< f V ).,, (g) - (tv :,{c f) (g) and we get finally that -
' 
Tf 
- tv ~~ f (f € C ) by the denseness of D ln C • C C 
(ii) The mapping T clearly commutes with convol-s 
ution. Firstly, we know that s * f € D 1 if f € C C • 
In order to es tablish that s * f € M , all we need do 
is sho1,1v that s :;,: fjDK is continuous on DK for the 
topology induced on C 
c,K+K • For g € D 
' 
s \ , f (g ) s ( f\l ..  g) If g. 
€ DK and g . -,i,- 0 ... - 'I" 0 l l 
uniformly over K + K then fv . r., g. -,i,- 0 in DKv 
' 
"'I' l 
say, for some compact K' Hence s ( f" * g.) - s ~.·. f (g.) . - .. -,, l l 
-,i,- 0 and s , '.. f 
€ M 'I' 0 
In order to prove the continuity of 
first that 
T , vve show 
s 
s * f(g) (f, g € C) 
C (2.2.2.2) 
By Corollary 1 .6 .6, we have that if g € C , then 
C 
g = lim g. in 
l 
C K for some compact K
0
, where 
c, 0 
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g. € D. But 
l 
s ;;; f € M , so s :.~ f (g. ) ~ s :{< f (g) . 
l 
Also, since g. ~ g 
l 
in D. Hence s(fv 
(2.2.2.2). 
in C K , c , 
0 
::~ g.) ~ s(fv 
l 
fv :,~ g. ~ fv * g 
l 
* g) and we have 
In order to show that the mapping f-+ s * f is 
continuous, we need only show that its restriction to 
each C is continuous. By virtue of (2.2.2.2), this 
c, K 
is evident. 
It now follows easily from (2.2.2.2) and the defin-
ition of D(G) that the space of multipliers from 
into M is isomorphic to the space of quasimeasures 
over G. This completes the proof of the theorem. 
2 ,3 Structural properti es of quasimeasures 
C 
C 
/ ·, 
In Theoreme XXI , Chapitre 3J of Schwartz [33], the 
author presents the important result that every distrib-
ution is locally the derivative of a continuous function 
with a compact support. We now establish an analogous 
structure theorem for quasimeasures. Our r esult depends 
on Theorem 2 of Ed~ard s [8]. We state this as 
2.3.1 Theorem. The continuous linear operators 
T from C 
C 
into (vague topology of measures) 
which commute with t ranslations are precisely those of 
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the form 
Tf - s ~.~ f (2.3 . 1 .1) 
where s is a pseudomeasure with a compact support. 
From Theorem 2.3 . 1 we deduce immediately 
2.3.2 Theorem. Every quasimeasure with compact 
support is a pseudomeasure. 
Proof. If s is a quasimeasure vvi th compact 
support, consid_er the mapping T 0 T (f) s •'• f 0 
-
t' ... 
s s 
(f € C ) from C into M • In fact T lS linear, C C s 
maps C into M and c orrunu te s with convolution , 
C C 
Theorem 2.2.2 , it is continuous. Again, by Theorem 
2. 3 0 1 
By 
T (f) 
s t ·,~ f s ~ f (2.3.2.1) 
vvhere t is a pseudomeasure with compact support, This 
implies s = t. For if f, g € C 
C 
s ::~ f (g) s(f" .;-. g) t ( f V :;< g) (2.3.2.2) 
and if s 1 t, we can choose ~ = f~ * g ED with 
s( ) j- t( ) This is clearly impossible by (2.3.2.2) 
and hence s = t. 
2.3.3 Corollary. Every quasimeasure with point 
support is a scalar multiple of the Dirac measure at 
that point. 
Proof. This fo llows from Theorem 1 .4.4. 
The principal structure theorem follows almost 
immediately from Theorem 2.3.2. 
73 
2. 3. 4 Theorem (Structure theo1'"lem for quasimeasures) " 
(i) Every quasimeasure i s a lbcnlly finite sum of 
pseudomeasures (with compact supports). 
(ii) Conversely) if t is a locally finite sum of 
pseudomeasuresJ then t is a quasimeasure. 
Proof. ( i) Let -f .Q l be a locally finite 
· i ~ i EI 
cover of G by open relatively compact sets) and {fi1i€I 
a partition of unity subordinate to this cover as 
described in Lemma 1 .4.1. 
If s € D' ( G) , f. s € D 9 ( G) , and [ f . s J is 
l l 
compact and contained in .rr . . 
l 
Write er. = f.s 
l l 
where 
ui is the corresponding pseudomeasure (Theorem 2.3 .2) . 
Then s = Z. 1 q. and the s um is locally finite since l€ l 
the family tfi}iEI is. 
(ii) The proof of the converse follows easily from 
Theorem 1 . 6.5. 
Remark. Note the important fact that when n G = R 
Theorem 2.3 .4 gives the result that every quasimeasure 
is a Schwartz distribution. For a direct proof of this 
result, see Appendix 1. 
J 
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As a corollary of Theorem 2 . 3.4) we now show that 
the apparently weak assumption that T is a multiplier 
C ( G) 
C 
from 
that T maps 
into M(G) implies the much stronger rGsult 
L2 (G) into L1
2 (G) . 
C OC 
2.3.5 Theorem. Suppose T is a multiplier from 
C into 
C 
M • Then T can be extended to map into 
-2 
.Ll 0 oc 
Proof. Let s be the quasimeasure defined by T 
as in Theorem 2.2.2. For f € L2 we define 
C 
Tf = s :~ f = Z a-. * f where s = Z u. is an expression 
l l 
of s as a locally finite sum of pseudomcasures. Then 
Tf is a locally finite sum of pseudomeasures, hence 
( r~eheo rem 2.3 , 4) a quasimeasure. We now show that 
s * f € L2 loc if f € 
L2 
C • 
Suppose f 
€ 
L2 and that f - 0 a . e. outside A 
- } C 
where A is an open relatively compact subs e t of G 
Let B be any open relatively compact subset of G. 
We show that 2 s * f\B € L (B) . This will clearly imply 
that 
the 
on 
s ~. f € L 2 loc · 
The behaviour of 
behaviour of s 
(-A) + B 
' 
we can 
In order to do this, 
s ;.:< f on B lS unaffected by 
outside (-A) + B For if s - sv . -
shovv that s * f - s' * f on B - . 
suppose g € . :D ( G) with [g] C B 0 :; 
then [ :f" * g] C (-A) + B and s ~ f(g) - s ( f \/ * -
- SI (:f I/ 
* 
g) s' * f(g) Hence s .r.. f - s' * f - - 0 •ro -
on B • 
Now choose <p € A(G) with cp - 1 on (-A) + B -
and [<p] compact (Rudin [32], Theorem 2 . 6 . 2) . Then 
~s € D'( G) and s = ~s on (-A) + B ~ Hence 
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g) 
s * f = (~s) * f on B . But (~s) * :f c L2 (G) since 
~s is a pseudomeasure , .p T 2 d .L € .u , an 
C 
A A A 2 2 (~s * f ) = (fs) f c L (X) . Thus s * flB c L (B) , 
and the theorem is proved . 
Remarks . (i) In the case whe r e n G = R , several 
authors have employed the theory of dis tributions in 
studying various multiplier problems . See , for example, 
Schwartz [34] , Edwards [10], Ho r mander [21 ] . We have 
already noted that when G =Rn, every q_uasimeasure 
is a distribution. It will appear, as we proceed, that 
the role of q_uasimeasures is an important one in the study 
of multiplier problems over LCA groups ~ q_uasimeasures 
would appear to be, at least in many instances , the 
natural analogue of distributions for the study of 
multiplier problems over general LCA groups . 
( .. ) 
'll Theorem 2.3.4 demonstrates the fact , already 
anticipated in 2.1 .1, that every multiplier from C (G) 
C 
into M(G) 1s defined by convolution with a sum of 
pseudomeasures with compact supports. 
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CHAPTER 3 
MULTIPLIERS OF TYPE (p, q) 
3.0 Introduction 
77 
3.0.1 We have already referred in Chapter 2 to the 
importance of the problem of characterising the multipliers 
from LP ( G) in to L q( G) where p J q € [ 1 , oo J and G 
is a (not necessarily compact) LCA group. The study of 
multipliers from LP(G) into Lq(G) has attracted a 
great deal of attention, and in many instances) signif-
icant progress has been made, either with the character-
isation problem or with the study of the properties of 
the multipliers. We shall be concerned with both these 
aspects of multipliers from LP(G) into Lq(G) in this 
chapter and the next. 
One of the earliest and most significant results in 
the direction of characterising multipliers from LP(G) 
into Lq(G) was given by Wendel [39] in 1952 . He showed 
that if G is a (not necessarily Abelian) locally compact 
group, then a continuous endomorphism T of L1 (G) 
(defined with respect to right Haar measure) commutes 
with convolution on the left iff T is defined by 
convolution on the right with a bounded measure . For 
obvious reasons., Wendel gave the name nleft centralizer" 
to an endomorphism T with the properties described. 
Clearly, Wendelys result implies that every multiplier 
from L 1 ( G) in to L 1 ( G) ( where G is an LCA group) is 
defined by convolution with a bounded measure and 
conversely. We shall refer again to the work of Wendel 
in connexion with the isomorphism problems studied in 
Chapter 5. 
In 1955, Edwards [5] gave the solution to the char-
acterisation problem fo r the case where p = 1 and 
q € [ 1, oo J , and showed that this result solved the 
characterisation problem in the case where p € [ 1 1 CD) 
and q = (X) 
In the present chapter, vve shall frequently have 
occasion to refer to the important paper [21] of Hormander. 
Hormander studieG the Lq multiplier problem in 
the case where G = Rn and in the course of his work, 
made extensive use of the theory of distributions. We 
shall be principally concerned here with establishing 
generalisations of several of Hormanderys results; in 
order to do this, we use the theory of q_uasirneasures as 
developed in Chapters 1 and 2; as the work proceeds, the 
interrelation of several of Hormandervs results will 
also become clear. All the interest in the results we 
wish to establish resides in the case where G is a 
non-compact LCA group; so, except where we indicate to 
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the c ontrary) we shall assume througho u t 3.1 - 3.4 that 
G is non-compact . Some remarks and references con-
cerning multipliers from LP(G) to Lq(G) in the case 
where G is compact are given in 3 .5. 
3.0.2 Before proceeding) we g ive a formal definition 
of what we shall mean by the term 0 multiplier of type 
(pJ q) 11 • It is important to give some mo t ivation for 
the restrictions we impose in ou r definition. One fact 
which dictates the restrictions we make is that virtually 
nothing is known about continuous linear operators from 
(both with the normed topologies) 
which commute wi th transla tions. The principal difficult -
ies encountered in the study of such operators seem to 
stem from the fact that C ( G) 
C 
i s not dense in L 00 ( G) 
for the normed topology. If ) on the other hand) we 
always assume that L00 (G) is to be taken with its 
weak <r (L 00 J L 1 ) topology whenever p = q = m or 
p = m and q < CD , and that in all other cases J the 
domain and range spaces are to be taken with the i r usual 
normed topologies) then most of the difficulties dis-
appear . With these topologies on the domain and range 
spaces, it is not difficult to see that the following 
generalisation of Hormander's Theorem 1 .1 is valid for 
any non-compact LCA group G. 
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300 . 3 Proposi tiono Suppose that p , q € [ 1, OJ] 
and that p > q . If T is a continuous linear operator 
from LP(G) into Lq(G) which commutes with translations, 
then T = 0 . 
The motivation fo r the restrictions imposed in our 
definition should now be clear . 
30004 Definition . Suppose that p, q € [-1, co J 
and that p ~ q. 
If p f. CD , we denote by the spac e of bounded 
linear operators mapping Lp(G) into Lq(G) and 
commuting with the translation operators . 
We denote by 00 L o0 the space of linear opera tors, 
commuting with translations , which map LCD (G) into 
L 
00 
( G) , and which are continuous for the weak 
( er (Loo , L 1 ) ) top o 1 o gy on L OJ ( G) . 
The elements of 
(p, q) . If p -=j: OJ , 
Lq are called multipliers of type p 
Lq will be given the usual p 
operator norm~ in this case, Lq is a Banach space . p 
3.0.5 In view of the extensive cross - referencing 
to take place between our work and that of H8 rmander, 
it is necessary to show that, in the case where 
our definition 3.0 . 4 is equivalent to Hormander's defin-
ition 1 .2 . In establishing this equivalence, only the 
case p = q = OJ requires comment. 
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Suppose then that s is a tempered distribution with 
the property that 
II s * u II (X) ~ C II u II (X) (u € S) 
where S is the space of rapidly- decreasing c00 
functions . Using Holder 9 s inequality and its converse) 
it is easy to see that 
11 S ~:c V I l 1 < C 11 V 111 (v € S) . 
Define T by Tv = s" * V (v € S) 0 T may be 
extended by continuity to map L 1 ( G) continuously into 
L 1 ( G) 0 Tv J the adjoint of T , maps Loo (G) into 
LCD (G) and is continuous for the weak topology on 
LCD (G) 
• For u, V € s J 
< Tv, u > < v, T'u > - T ' u(v) - Sv ~c v(u) 
- s * u(v) 
Hence T'u = s * u (u ES) . T' is continuous for 
the weak topology on L00 (G) and is uniquely determined 
by its values on S as an element of L: according to 
our definition. 
00 Conversely, suppose that T € L 00 according to 
3 . 0 .4 . Then T is continuous for the weak topology on 
LCD ( G) , hence is continuous fo r the normed topology on 
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L m ( G) (Edwards [Ld, Proposition 8 . 6. 5). It is then 
easy to see that there exists a tempered distribution 
(indeed, a bounded measure) s such that Tu= s * u 
(u € S) . If s - 0, then T = 0 since S is dense 
ln Loo (Rn) f t"\, 1 t 1 or 11e weac opo ogy . We have finally 
()0 
that the two vector spaces L - are isomorphic. 
oGI 
Note that L~, as defined in 3 . 0 .4, may be regarded 
as a normed space : II T \lL 00 = I\ T \IL 1 . We shall regard 
00 1 
00 L~ as normed whenever necessary in the statement of our 
results (e . g. in Theorem 3.3.2 below). 
3.1 Characterisation of multipliers of type (p, q) 
In this section, we prove a generalisation of 
Theorem 1 . 2· of H8rmander [21]. H8rmander i dentifi e d the 
space of multipliers of type (p, q) (in the case where 
G = Rn) with a subspace of the space of tempered dis -
tributions . Our generalisation identifies the space 
of multipliers of type (p, q) with a subspace of the 
space of quasimeasures . 
3. 1 . 1 Theorem. If T € Lq, then there exists a p 
quasimeasure s on G with 
Thus, 
Tf s * f (f € C (G)) C (3.1.1.1) 
Lq is isomorphic to a vector subspace of D'(G) . p 
(We shall often identify Lq with this vector subspace p 
o:f D' ( G) . ) 
Proo:f. I:f T € Lq p ' then it is easy to see that 
the restr•iction o:f T to C (G) maps C (G) into C C 
M(G) . Further, it is continuous for the inductive 
limit topology on C (G) 
C and the vague topology on 
M(G) . It follows immediately that there exists a unique 
quasimeasure s on G with 
Tf s * :f (:f € C (G)) 
C 
(Theorem 2 . 2.2). The ract that Lq is isomorphic to p 
a vector subspace o:f D 1 (G) :follows from the denseness 
of C (G) in LP(G) 0 (Recall that for L: we are C 
taking the weak topology on LCD ( G) . ) 
Notes. (i) By virtue of Theorem 3.1 . 1, we could 
have equivalently defined as the vector subspace 
of Di(G) consisting of those quasimeasures s for 
which 
II s )l~ u ll q < C II u II p (u € C (G)) . C 
(See the remarks in 3.0.5 . ) 
(ii) In a recent research announcement [11], 
Figa- Talamanca has g iven a characterisation of 
( 1 < p < oo ) as the dual of a certain space of con tin-
uous :functions. This result may be deduced from 
·, Theorem 3 . 1 .1 and the theory of q_uasimeasures. Figa-
Talamanca and the author have jointly shown t h at a 
similar characterisation of Lq_ (1 _.s. p _.s. q_ < CD, p 
q_ * 1) may be established. It is proposed to pub l ish 
this result in a joint paper in t he near future. 
3.2 The space 
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We now show how to defi n e the Fourier transform of 
a q_uasimeasure s on G corresponding to an element 
T of Before we embark on this p r oject , we note 
that it is not difficult to see that Hormander' s 
Theorems 1 . 3 and 1 .4 continue to hold for any LCA group 
G. We state these formally for future reference . 
3 . 2 . 1 Theorem . Let T be a non-zero multiplier 
of type (p, q_) . Then the set of points 2 (x, y) € R 
such that T € L11 Y is a convex subset of the triangle 1 / X 
0 < X < 1 , 0 < y < 1 , y < X 
which is symmetric with r espect to the line 
In this set , log II T \\L1 /y is a convex function of 
1 /x 
(x, y) with the corresponding symmetry property. 
3 . 2.2 Theorem. (cf. Edwards [5], Wende l [39]) 
if p < 00; L()O 00 
The isomorphisms expressed here are isometric . 
- Mbd ( G) • 
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Already, we have shown in 1 .10 how to define the 
Fourier transforms of functions in Lp(G) ; moreover, 
the Fourie r transformation is one-to- one. For /.J, € Mbd ( G) , 
A. the Fourier-Stieltjes transformation µ ~ µ is defined 
and is one-to-oneo Thus, the only cases we have to 
consider are those where q_ < CD ( a fortiori, p < CD ) • 
In the remainder of this section, we shall suppose then 
that q_ < oo " 
We define the Fourier transform of the q_uasimeasure 
s € L£ by defining its local behaviour. Suppose that 
il is any open relatively compact subset of x, that 
" on _Q_ f € C (G) with f non-vanishing 
' 
and that C 
L 1 ( G) "" IL (see g € with fg = 1 on the proof of Lemma 
1.4.1). We define ~lil by ~I.fl_= g(s * f)"I SL . 
(Note that (s * f)A is already defined since 
s * f € L q_( G) . ) 
For this to be a valid definition, we need to show 
firstly that g(s ~~ f)" I fr is independent of the choice 
of · f and g. Suppose then that h € D(X) and that 
[h] C Q • Write (k. ) l for an approximate identity 
in L 1 ( G) with k. 
€ C (G) 0 Since s is a multiplier l C 
of type (p) q_) vvi th q_ < (X) ' s ,:. (f * k.) - (s * f) •'• .,, - .,,l 
( f) k. 
€ 
C ( G) and s ~~ f € Lq_(G) ) so f ,;c k. [resp. l C l 
(s ~1c f) * k. J is l the limit i n LP(G) [resp. Lq_(G) J 
k. 
l 
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of finite linear combinations of translates of f 
[resp. s * f ].) We may now write s * f * k. unam-
l 
biguously. It follows then, since s is a multiplier 
of type and f * k. ~ f in LP(G) , that 
l 
s 
* 
f lim s ... f * k. in Lq(G) and - "l' 
' 
l 
[ g. ( s f )~ J (h) (s f) (gv' " - .,. * hv) ... - ... 
(s ki) (g V A. - lim * f .... ~~ h I/) - "l' 
(s ki) ( f v' " - lim * ,,~ g" ::c h"') ... 
" Finally, ( f hv ) /\. -V * gV * 
clear that the definition of 
{\ /\ (fght 
~ 1 rr 
= hv and it is now 
is independent of the 
choice of f and g. 
Suppose next that ..U 1 and D.. 2 are two open 
relatively compact subsets of X whose intersection is 
non-void. Then 1s j 11 1 = ~ l .0. 2 on ll 1 /\ .fL 2 . From 
Theorem 1 .9.3, it now follows that there exists a unique 
quasimeasure t on X with the property that 
t l ll = ~ ( s * f )" IQ for each open relatively compact 
subset l2_ of X and corresponding functions f and g . 
" It is this quasimeasure that we denote by s. 
into 
A 
Finally , we note that the mapping s ~ s 
Dv(X) is one-to -one. For suppose that 
of 
s € 
!\ 
and that s - 0 . Let ~'l be any open relatively compact 
subset of X and suppose that f E Cc(G) with £ 
non- vanishing on .fL . Then clearly, ( s * f )" IQ = 0 . 
Write (k.) for an approximate identity in L1 (G) 
l 
A 
with k. € C (G) ; 
l C since k. ""7 1 l 
subsets of X , there exists i 
0 
uniformly on compac t 
such that if i > i , 
0 
" k. is non- vanishing on SL . If g € C (G) and l C 
h € D(X) with [h] c. Sl_, then 
A 
( S "'· g ... ... ~:~ k.) (h) 
l " " 
= ( s ~~ k . ) ( gh ) = 0 if 
l i > i . Since 0 
g * k. ~ g in 
l 
LP(G) , it follows that (s * g/' !St = 0 ; 
but ..D_ is arbitrary, so /\ (s ;~ g) = 0 (g € C (G)) • 
C 
We noted in 1 . 10 . 1 that the Fourier transformation 
~ 
Lq(G) ~ Lq(G) is one - to - one. From this we deduce that 
s * g - 0 
s - 0 • 
(g € Cc(G)) . Theorem 2 "2.2 implies that 
Vl/e are now able to g ive our definition of the space 
]flq for [1 J lV p P J q_ € J 00 J p < q . 
3 . 2 . 3 Definition . Denote by the space of 
Fourier transforms of quasimeasures defined by elements 
of Lq p . 
Mq is then isomorphic to p We shall often 
identify M~ algebraically and topologically with 
Th us , if p < oo .i Mq is a Banach space. p 
It is now clear that if s 
€ 
~q 
and f 
€ 
C ( G) l.; p C 
(s f )'' A " A 1Vlq then :1.~ - f s Further if s 
€ the - . 
' ' p 
multiplier T corresponding to /\ defined by s lS 
' 
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/\ " " Tf = (fs) ( ( ) ) (fAS,._)1,. ,f € Cc G where is the inverse 
" " Fourier transform of fs 0 
3.3 Generalisations of Hormandervs results 
Without anything more than the definitions and 
comments made in 3.1 and 3.2, we are now able to show 
that with only slight modifications, several of 
Hormandervs results continue to hold for any non-compact 
LCA group G. Theorems 1 .5, 1 .6 and 1 .7 and Corollaries 
1 .1, 1 .2, 1 .3 and 1 .4 remain valid without any essential 
change to their proofs or enunciations. 
There are, however, two of Hormandervs results 
which do not admit of immediate generalisation, mainly 
because their proofs rely heavily on the fact that the 
analysis takes place over Rn. These results are 
Corollary 1 . 5 and Theorem 1 .12. We propose to establish 
generalisations of these two results, at least for a 
large class of groups . For further reference, we set 
down the enunciations of these results. 
3.301 Theorem. (Corollary 1 . 5 of Hormander) 
If p > 2, there exist functions u € LP such that 
"' u is not a measure. 
In order to save ourselves needless repetition of 
the lengthy conditions in the enunciation of Hormander's 
Theorem 1 .12, we introduce a special notation. Given a 
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measurable function F , we denote by { F} the set of 
measurable functions f satisfying \f\ ~ F . Then 
Theorem 3 . 3 . 2 reads 
3.3.2 Theorem. (Theorem 1 .12 of Hormander) 
Suppose that there exists a non- negligibe measurable 
function F > 0 
p ~ 2 < q . 
satisfying {F} C Then 
We show that in any LCA group G, Theorems 3 . 3 . 1 
and 3.3.2 are each equivalent to each of two other 
conditions. For simplicity, and because the character-
isation of Lq p lS known in these two cases, vve assume 
throughout the remainder of 3.3 that p f- CD and q :/= 1 
3.3.3 Theorem . The following four conditions are 
• 
equivalent for any LCA group G with character group X ~ 
(i) Given p > 2, there exists a compact subset 
K of X and a function cp € L 00 (X) vanishing outside 
K with ~ not the Fourier transform of a function 
' in LP ( G) . 
(ii) If there exists a non-negligible measurable 
function F > 0 such that l FJ C Mq J then p ~ 2 < q • p 
(iii) Given p > 2 J there exist functions in LP(G ) 
whose transforms are not measures. 
(iv) Given p > 2, there exist sequences in Cc(G) , 
bounded in LP(G) , whose transforms, restricted to K, 
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are unbounded in L1 K for some compact subset K of X • 
(Note that condition (iv) lS a weak version of Hormander 1 s 
Lemma 1 . 2 . ) 
Proof . (i) ==} (ii). Suppose that F > 0 is a 
non- negligible measurable function with the property 
that { F} C Mq 0 we may suppose that F lS a bounded !I p 
function . Then Fg € Mq if p g € LCD (X) ' and the 
mapping g ~ Fg from Loo (X) into Mq lS cont inuous p 
for the normed topologies on both spaces . This follows 
from the Closed Graph Theorem, as vve now show. Suppose 
Loo (X) " /\ that gn ~ g in and that Fg = s ~ s in n n 
Mq C ( G) A " 
€ L 1 (X) 0 then) if u, V € u vv and p !I C ' 
Loo (X) if P(G) and "' - Fa Fg ~ Fg in . so' er € CT 
' 
- 0 
' n 
we have that A ( A A ) S U Vv ~ 
n 
"C~ A ) Cf U Vv • But we also clearly 
,A (A A . (s A. /\ u(v) have that s u V V) - * u) ( V v) - s .... - - "l· n n n 
/\ 
" Mq u(v) s ~ s in implies that s ~~ ~ s * n p n 
Thus, vve have finally that r:r ~:~ u(v) - s * u(v) 
(u, v € Cc(G)) ; this implies that er - s . 
' 
whilst 
u(v) • 
Now we may follow through the proof of Hormander 1 s 
Theorem 1 .12 without any essential changes and deduce 
that, if K is any compact subset of X, there exists 
a constant A > 0 such that 
(u € C (G)) 
C 
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If now c.p € L m (X) and cp (K') = 0 , we deduce that 
J X I 'I' ( X ) u ( X ) l dX < A ll <f II 0) II u I Ip (u € C (G)) . C 
Wr i t e cp = &- where er € P ( G) . Then & -G. € L 1 ( X) J 
0- * u € L m ( G) J and 
II er * u llm ~ II 0-~ 111 < A II &- llm 11 u lip (u € C (G)) C 
Since p < CD by assumption, this last inequality shows 
y 
that ~ € L~ = LP (G) (Theorem 3 .2. 2), and p 
I' _pv( \A ( ~ = f € ~ G; . So from i), we get that p ~ 2. 
Since (Theorem 3.2.1), we have simi+arly that 
q_ v < 2 (note q_ v < oo ) • Thus we have finally 
p ~ 2 < q_ • 
(ii) => (i). If (ii) holds and p > 2 J then for 
any non- negative, non-negligible measurable function F, 
there exists a measurable function <p with \ c.p I < F 
and Choose any non-negligible compact subset 
K of X and a function F > 0 with F € L 00 (X) , 
F(Ki) = 0 and F 
lp € Loo ( X) wi th 
non-negligible . Then there exists 
V ~ I cp I < F and 'f ¢ Mr J l • e • cp ef LP ( G) J 
which establishes (i). We have thus proved the equivalence 
of (i) and (ii). 
(iii) } (iv). Let p > 2 and choose f € LP(G) 
" so that f is not a measure . Then there exists an open 
.il A relatively compact subset of X with f I Jl not a 
measure. However, since p < CD ' C (G) is C dense in 
LP(G) and f = lim gn in LP(G) with gn € C ( G) C 
the sequence (gn) LP- bounded . Since gn ~ f in 
LP(G) A I\ 
' 
it is easy to see that gn ---3,>- f vveakly in 
D 1 ( X ) , so that " - 00 (gn Ill ) 1 must be unbounded in Ll lL . 
For if (gn \il )7 were bounded in L]i_ , this same 
sequence would have a vague limiting point in M(ll ) 
vrhich would have to coincide on SL with I' f . This 
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and 
completes the proof that (iii) ) (iv). 
~ 
( iv) ~ ( iii ) . If p > 2 and LP ( G) C IVI ( X) , 
suppose that D.. is any open relatively compact subset 
of X and consider the map f --3,,- tj.Q from LP(G) 
in to IVib d (SL) A simple application of the Closed 
Graph Theorem shows that this map is continuous: 
< canst. \l f \l p 
However, if (iv) ho l ds, we have a contradiction; fo r 
if f € C ( G) , 
C 
1' A 
ll fl .D_ \\1 = \\ f \ _Q lhvr , and for any bd 
compact set K, we can always choose an open relatively 
compact set D.. vvi th K c .D_ . 
We have now the equivalence of (i) and (ii) and of 
(iii) and (iv) . To complete the proof, we show that 
( iv) ~ ( ii ) and ( i ) ) ( iv) . 
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(iv) ) (ii) is trivial~ as we showed previously, 
if there exists a function F' satisfying the hypotheses 
of (ii), then (3.3.3.1) holds. (iv) then implies that 
p ~ 2 • Similarly, q > 2 since 
( i) ) (iv) . If ( i) holds , and p > 2 , then there 
exists a compact subset 
g € P(G) with I\ (f = 0 
K 
on 
of X and a pseudomeasure 
~ 
K v and & f IVI ~ = LP ( G) • p 
This means that there exists a sequence ( g ) in C ( G) , 
n C 
bounded in 
A fortiori, 
( u * gn) unbounded in L 00 ( G) . 
the transforms " ,... " ( CT ):; g ) = erg are unbounded 
n n 
in L1 K This implies that the sequence (~!K) is 
unbounded L1 (for if (gnlK) were bounded in 1 ln LK K 
so then would (8gn) be, since a- € Loo (X) ) . 
The proof of Theorem 3.3.3 is now complete. 
Remark. Theorem 3.3.3 brings out the relationship 
between Hormander's Theorem 1 . 12, Corollary 1 . 5, and 
Lemma 1 .2 . 
Having established the equivalence of conditions 
(i) - (iv) of Theorem 3 . 3.3, we show that for a large 
class of groups, we can establish even more than the 
truth of condition (iii)~ we can prove that there 
exists 11 f € C)O -2:_p> 2 (\ with f ¢ M (X) ; and, if 
" is in addition second countable, f can be chosen in 
G 
so as to have its singular support equal 
' 
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to X. In order to do this, we prove a lemma which 
establishes the connexion between Fourier transforms of 
functions over an LCA group G and of functions over 
a closed subgroup of G . 
3 . 3 . 4 Lemma . Let G be an LCA group and X its 
character group . Suppose H is a closed subgroup of 
G and that AH is the Haar measure on H. If C ( G) 
C 
is mapped onto C ( G/H) 
C 
by the mapping f ~ f' where 
f 9 is the function xH ~ JH xf dAH (Hewitt and Ross 
[ 2 0 J ., ( 1 5 . 21 ) ) then A f coincides on H0 , the annihilator 
" of H, with f' . 
Proof . Suppose f € C ( G) X 0 Then 
' 
€ H . 
C 
" f(X) JG f(x)x- 1 (x) dx 
J G/H (fX-1) ' dAG/H 
where A G/H is the Haar measure on G/H 0 (This 
follows from the first part of the proof of (15 . 22) of 
Hewitt and Ross [20] . ) But 
( fX - 1 ) ' ( xH ) 
- JH f(xy)X- 1 (xy) dy 
JH f(xy)X(y - 1 x-1) dy --
- x - 1 (x) JH f(xy)X- 1 (y) dy -
- x-
1 (xH) JH f(xy) dy -
since X € H0 and X(y) - 1 for y € H So 
- • 
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( fX - 4 ) ' ( xH ) x-1 (xH) f' (xH) 
and 
A 
f(X) - JG/H x-1 (xH)f'(xH) dAG/H 
" 
- f'(X). 
We now proceed to establish the existence theorem. 
3 .3 .5 Theorem. If G is an LCA group containing 
an infinite discrete subgroup, then there exists 
n 
f €oo>p>2 with 
A 
f not a measure; further, if 
Gisin addition second countable, there exists 
n A f € 
00 
~p> 2 LP ( G) with the singular support of f equal 
to X. (The first statement entails that, given any 
non-void open set D. in X , there exists 
" such that fj .Q f M(fl) . ) 
Proof . Write V = n LP(G) and suppose that 
00 >p> 2 
" M(X) the mapping f ~ f maps V into 0 9 
V the following countable family of norms: 
be a sequence of real numbers with rn > 2 
as n ~ oo ; define 
Sup { II f lip ~ rn < p < ro } 
We have 
define on 
let ( r ) 
n 
and r ~ 2 
n 
(f € V) . 
< 0) 
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Further , with the topology defined by this family of 
norms, V is complete . This is evident from the known 
completeness of LP(G) under the usual norm. Thus V 
/ is a Frechet space. 
Suppose now that .Q is any open relatively compact 
subset of X and consider the mapp ing f-+ fjll from 
V in to Mbd (Jl) . The Closed Graph Theorem tells us 
that this mapping is continuous. This means that there 
exists r > 2 ( r finite) and a constant A> 0 such 
that 
AN (f) 
r 
(f € V) (3 .3. 5 . 1) 
Let A be an infinite discrete subgroup of G. 
Then there exists a symmetric neighbourhood U of 0 
in G such that the sets a+ 2U, (a€ A) , are pair-
wise disjoint . Suppose that A · = (a ) 10o o n is any count-
ably infinite subset of A and that C - (en)~€ ,,f__r(Ao) -
1 ( ' [f J I\ Choose f 
€ V"L G) with C u and If (X) I > 0 0 J 0 -
on il Then • .c, r < p < 00' and N > N1 > 1 . ll.. J 
- 2 -
II ro lip u::~ lcnlP) 11P 
< JI f o I Ip ( z: ~ I c n I r ) 1 / r 
vvhilst 
. 
1 
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II zN2 C '[ f II oo - II f llm Sup1 <n <N I en I N1 -n an 0 0 
< II f II (zN2 I en Ir) 1 / r - 0 oo N1 
Hence, by (3 . 3 . 5 . 1 ) J z c X(a )f (X) I 11 converges in n n o 
L1 
n. and 
/\ 
But lf
0
(X)I 2:_ 1 for X €SL, so it fo l lows that 
Z cnX (an) 1.0.. converges in Lit and 
Hence J l. f g € L00 (X) d O n ' . t f 11 ~ an g = on ~L , i o ows 
that 
This implies that 
in particular, if 
" r ' g I A € ,l (A) whenever g € L ~ (X) ; 
g € C (X) 
C 
and [ g] C Q J then 
A ry 
g\A € l (A) . The same is true of any translate of g . 
Hence, since any function h € C (X) 
C 
may be expressed 
as a finite sum of translates of functions in C ("\ (X) , 
C,J.L 
we have that h\A € ~ q(A) for all h € C (X) 
C 
vvhere 
q = r 1 < 2 . 
A 
By Lemma 3. 3 . 4 , this means that 
h v € 1.q(A) for all h v € C ( X/ Ao ) . 
? 
<.p € ),q (A) infinite ) there exists 
Since 
with 
A is 
<{) ¢ l-(A) . 
9d 
[e . g . if 00 (an) 1 is any countably infinite subset of A, 
Cf defined by 
<f (a) 
has the desired properties .] 
a i 
a -
a 
n 
a 
n 
Therefore 
for all g' € C(X/A0 ) , which, by Theorem 2 .1 (a) of 
Edwards [6], would imply that ? ~ € J~(A) , a contradiction. 
(observe that XIAO . t ) lS a compac groupo ,Jife have thus 
/\ 
established the existence of f € V wi th f not a measure. 
In order to establish the existence of f € V with 
" [[f]] = X, in the case where G is second countable, 
we use the Category Theorem. Second countability of G 
is eQuivalent to second countability of X: thus, X 
has a countable base of open relatively compact subsets, 
say (iln)~ . Then for each ordered pair (m, n) of 
positive integers, write 
s 
m,n { f € V : II f 112m IIMbd .S. n } · 
A 
f € V with [[f]] = Suppose that there does not exist 
Then U S = V . Further, each 
m,n m,n 
s 
m,n 
is a closed 
subset of V ~ this follows immediately from the weak 
relative compactness of bounded sets of measures and 
I\ 
the continuity of the map f --7'" f from V into Di(X) 
X. 
( weak topology). 
an ordered pair 
interior point . 
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By the Category Theorem, there exists 
(m, n) with S having an 
o o m ,n 
0 0 
This is clearly impossible since it 
would imply that there exists an open relatively compact 
subset S1. " of X with V \ Jl c M(.Q) • However, by the 
first part of the present theorem, there exists f € V 
0 
I\ 
with f
0 
not a measure, so that a suitable translate 
/\ 
of f will be such that its restriction to _[}__ is not 
0 
a measure. This contradiction completes the proof of 
the theorem. 
Remarks. (i) It is not difficult to give sufficient 
conditions for a group G to contain an infinite dis-
crete subgroup. e.g. if G is an LCA group whose 
(connected) component of O is non-compact, then G 
contains an infinite discrete subgroup; the same is true 
if G contains a non-compact, compactly generated 
subgroup (Hewitt and Ross [ 20 J, ( 9 . 8)). 
(ii) Theorem 3.3. 5 constitutes the promised gener-
alisation of Theorem 3.3.2. If we now apply Theorems 
3 . 3.5 and 3.3.3, we deduce the generalisation of Theorem 
3.3.1 which is valid when the group G contains an 
infinite discrete subgroup. We have therefore established 
our projected generalisations of Hormander is Theorem 1 .1 2 
and Corollary 1 .5. 
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(iii) Note that Theorem 3.305 t ell s us that if 
2 < p < oo, and G con tains an infinite discrete sub-
group, then there are multipliers from L1 (G) to LP(G) 
which are not defined by a func tion in LCD (X) .• This 
is interesting in vi ew of the classical definition of 
multipliers in terms of multiplier functions. 
3 .4 A theo rem of Edwar ds 
We h a ve just noted that, by using Theorem 3o3.3, we 
may deduce a generalisation of Ho r mander 9 s Theorem 1 . 12 . 
Recently , Figa-Talamanca [12] proved the following result, 
and noted that it is valid , with essentially the same proof, 
when R is replaced by any connected, non-compact, LCA 
group; he observed that his t heo rem implies Hormander 9 s 
result. 
3 . 4 . 1 Theorem . Let f € LP(R) (1 ..s. p < 2) and 
/\ V 
f € LP (R) be its Fourier transform. Suppose that for 
every continuous function h 
' 
there exis ts g € LP(R) 
such that {\. " g = fh a . e o ; then f = 0 
However, starting from Theorem 3.3.4, R . E . Edwards 
has proved a theorem which implies both Hormander 's 
Theorem 1 .1 2 and Figa-Talamanca's result . We now present 
the statement and proof of Edwards 7 result. 
3 .4.2 Theorem . Suppose that G is an LCA group 
which contains an infinite discrete subgroup, that F 
1 01 
is a function on X with the property that 
u 
fF € 1~p<2 for each ~ € C0 (X) . Then F - 0 
l.a.e . . 
Proof. Suppose that F is not locally negligible; 
then there exists a function F 
0 
which is non-negligible, 
has the same propBrty as F, and which vanishes outside 
some compact subset of X. So we shall assume that F 
vanishes outside some compact subset of X, say K. 
Choose Cf € C (X) with cp(X) - 1 on K 0 then - • 0 
' 
y 
tp F c- LP (X) for some pv > 2 
' 
i.e. F € LP (X) • 
However, since F = 0 on Kv 
' 
this implies that 
2 "' F 
€ L (X) also. Now if lf c C0 (X) ' cpF = f with 
f € LP(G) and 1 2 at the time, c.pF /' ' ~ p < . same - f 9 -
with f' 
€ 
L2 (G) since F € L2 (X) • It follovvs that 
f = f' a. e., so that f € L q( G) for p < q < 2 0 
- -
Choose a sequence (pn)~ of real numbers with 
2 > Pn > 1 and Pn ~ 2 as n -;,.. 00 • Then 
tpF € }:11 
-::::---
LPn(G) (<pc C
0
(X)) • We now apply the 
Category Theorem. Write , for each ordered pair of 
integers (n, k) , 
= {~ 
A 
f € LPn(G) } cpF = f a.e . for some 
C € C0 (X) 0 n,k 0 
with II f lip .s k 
-n 
Then each C 
n,k is closed in C0 (X) and 
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u 
n, k=1 C k • n, By the Category Theorem, there 
exist n, k such that C 
o o n ,k 
0 0 
of O in C
0
(X). Write p = pn 
0 
then we have that fF € LP(G)A for 
is a neighbourhood 
, so that 1 < p 
all <p c C
0
(X) . 
from C (X) into 
< 2 0 y 
Consider next the mapping T 
LP(G) defined by 
" (Ttp) - F<p a.e. 
0 
T is linear and has a closed graph; hence T is contin-
uous. We shall now show that} without loss of generality, 
we may assume that F is continuous . Naturally enough, 
we achieve this by regularisati on of F. From 
(3.4.2.1), if 
€ C (X) , 
0 
a.eo 
where - XF and X cp are the - X - and X - translates 
of F and <p respectively. If f € Cc (X) , 
and the map X ~ X.Tx~· f(X) is continuous from X 
into LP(G) and has compact support. It follows then 
by integration with respect to X that 
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But the Fourier transformation is a con tinuous linear 
map from LP(G) 
I 
into LP (X) . We have finally that 
f .F * p 
where fx X.TxfoP(X) dX is an element of LP(G) . Thus 
F * p has the same property as F . ? moreover, since 
? 
F € L~ ( X) and f € Cc ( X) , we have F * p € C (X) . 
C 
If F is non-negligible, p can be chosen so that 
F * f 10 ~ it therefore suffices to show that if 
F € C (X) satisfies the hypotheses of the theorem, 
C 
then F = 0 • 
y 
Consider the adjoint map T 9 : LP (G) -?'" Mbd(X) . 
By the definition of Tv , we have that 
(Tep) .;c g(O) cp * (Tvgvt (0) ' ( VJ € C
O 
( X) , g € LP ( G ) ) • 
If cp € Cc (X) , then since we are assuming now that 
F € C (X) , we have ~F € L2 (x) , and so Tf € L2 (G) 
C 
by Plancherelvs Theorem. If g € L2 (G) '"'Lpv (G) , 
Parseval 1 s formula gives 
f G T <p gv dx - fx ( T <f) ~ ( X ) g ( X ) dX -
- J X ( ~ F ) ( X ) g ( X ) dX 
- fx ff ( X) F ( X) g ( X) dX -
-
J <p (X) d(Tvgv)(X) 
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and we deduce that 
F(X)g(X) dX 
the continuity of T' gives the inequality 
" II Fg 111 < cons t · II g \lp' (3.4.2.2) 
' If g c LP ( G) , ' g can be app roximated in LP (G) by 
a sequence (gn) ' of functions in Cc ( G) c. L 2 ( G) " LP ( G) 
00 
with ( ll gn lip' ) 1 bounded of necessity (note p v < ro ) . 
" By virtue of (3.4.2.2), the measures (Fg) are bounded n 
in Mbd(X) . If F -J: 0, then for some open relatively 
compact subset Jl of X, F is non-vanishing on SL , 
so jFj is bounded away from O on .Q . We deduce 
that the sequence is bounded in Mbd(.D_) and 
that it therefore has a weak limiting point in Mbd ( 5l) 
' 
A 
but since gn ~ g in LP (G) 
' 
gnJSL ~ gjfL 
weakly in D' (X) 0 We should then have that glj)_ 
is a measure. E.owever, by Theorem 3. 3. 5) if 11 is 
an;y· open relatively compact subset of X 
' 
there exists 
I g\Jl g E LP (G) ( p' > 2 ) with not a measure . We 
must therefore have F = 0 . 
This completes the proof of the theorem. 
Remark. If G is compact, the situation is known 
to be entirely different. In this case a function F 
0 
' 
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on X has the property 
(a) cpF € M(G) A 
iff 
(b) F € i 2 (X) , 
in which case, of course, it is evident that 
(c) (Cf€ 1(P (X)) 0 
Inteed, it is easy to deduce from (a) that fF € M(G)A 
( (f € 1~ (X)), w11ich is known to imply (b) ( see e.g . 
Edwards [ 6 J , Theorem ( 1 . 1 ) ) . 
3. 5 rl'he case where G is compact 
He have in th(, present chapter focussed almost all 
our at ~ention so far on multipliers from LP(G) to 
Lq(G) in the case wher6 G- is non-compact. We insert 
now a few simple results to indicat(, how the rsquir~ment 
of compactn(,SS of G radical l y chang (,s the properties 
of the multiplisrs) and yet again) a few results which 
suggest that even in t~is case, the multiplier probl8m 
is not a trivial one. 
In this connexion, ws ref6r to the intcrssting and 
important ·'almost necessary and sufficient" condition 
for a sequence (An) to define a multiplier from LP(T) 
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to LP(T) given by Stein [37]. So far as we are aware 1 
this is, in many ways, the best result known about the 
characterisation of multipliers from LP(T) to LP(T) . 
Yet., to q_uote Stein, 11 whether these conditions turn out 
to be the most useful possible (and this is a practical 
problem) remains yet to be seen 11 • 
Suppo se then that we assume- throughout 3.5 that G 
is a compact Abelian group and that j for simplicity, we 
assume that both p and q are finite. In this case, 
it is no longer true that if p > q and T is a multiplier 
from LP(G) to Lq_(G) then T - 0 For if p > q_ > 
' 
- 0 
LP(G) C Lq(G) and ll f liq~ II f lip . and if j 
µ c- M(G) ., then µ -~ f E L q( G) for all f € LP(G) 0 
The mapping T ~ f ~ µ };< f is continuous from LP ( G) 
into Lq(G) and so is clearly a multiplier. 
~e next show that, in contradistinction to the case 
where G is non-compact, we now have that every multiplier 
is ~efined by a bounded function on the character group 
X (or equivalently, by convolution with a pseudorneasure). 
3. 5. 1 Proposition. Suppose that G is compact Ab elian, 
that T lS a multiplier from LP(G) into Lq(G) 
(p' q € [ 1 ., CX) ) ) . Then there exists a function 
cp € i"0 (X) such that 
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or alternatively, there exists a pseudomeasure ~ on 
G such that 
Tf - er ,i~ f 
Proof. Since G is compactJ Lr(G) c L1 (G) 
(1 ~ r ~ oo) and I\ f \1 1 < II f !Ir (f c Lr(G)); for 
every character X € X , we have X € Lr(G) and II X \Ir - 1 
(qua function on G) . T being a multiplier from 
LP(G) to Lq(G) , we have that T is linear, continuous 
and commutes with translations. It is not difficult to 
see that T commute s with convolution (note that p and 
q are both finite). 
Suppose now t hat X € X and f e LP(G) 0 Then 
I\ 
f ¥ X = f(X).X and X • X = X. It follows that 
T(f * X) I\ /\ ( Tf ) ( X) • X - f ( X ) • TX 
and that 
( Tf )'"' ( X) - f ( X ) • TX ( 0 ) 
/\ 
Further, TX - T(X ~ X) - (TX) (X).X, so we may write 
(Tf )" - Cf f where <P (X) = (TX) A (X) . 
Finally, 
I (TX) (X) I < II TX 111 < II TX liq < II T II II X lip - II T II 
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so that f € )~ (X) . This completes the proof. 
On the basis of the simplifications we have detected 
in the proof of 3.5.1, it might now be hoped that in the 
case where G is compact, a genuinely simple character-
isation of multipliers f rom LP(G) to Lq(G) could be 
established . All evidence so far seems to indicate that, 
except for special choices of p and a, this hope is 
optimistic in the extreme. We shall now give two r e sults 
which h e lp to support our claim that multipliers from 
LP(G) to Lq(G) (in the case where G is compact) 
are not Jlsimple 11 ; in Chapter 5, we shall have more to say 
on this point. The first of our present results shows 
that if 1 < p < co, then there exist multipliers of 
type ( p, p) whi c ~1 are not dE-fined by convolution with 
a bounded measure. Much of the material in 3.5.2 is 
contained in Edwards [7]. 
3.5.2 Proposition. Supp ose that 
discrete compact group and that 1 < p 
there exist multipliers of type (p, p) 
defined by convolution wi th a (bounde d) 
G is a non-
< (X) Then 
which are not 
measure. 
Proof . In order to es tablish our result, we utilise 
some of the properties of Sidon sets e stablished in 
Rudin [32], 5.7.7 and 5 . 7.8 . In 5.7.8, Rudin establishes 
the following result ~ suppose that 1 < p ~ 2 and 
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that S is an infinite Sidon set in X. Then 
The inequality (3,5 . 2,1) implies that if f is a bounded 
function, vanishing outside S, then f defines a 
multiplier of type (p, p) . (This is first proved by 
considering 1 < p ~ 2, and for other p by s xamining 
the adjoint map . ) 
The other result which we wish to utilise is 
Th6orem 5.7.7 of Rudin [32]. This statss that if S 
is a Sidon set (in X ) and 2 < p < oo, then 
(3.5.2.2) 
for all f € L1 (G) I\ with f(S') = 0. We deduce from 
this the result that if S is a Sidon set and f is a 
bounded function on X vanishing outside S, then ~ 
is a Fouri e r-Sti e l tj e s transform only if 'f € ~ 2 (X) . 
Suppose tha t F is a finit e subs e t of S, that tF 
I' 
is a trigonome t ri c polynomial with tF(F) - 1 and 
II tF 111 < 2 . v1!ri ting A <f = µ , we hav e 
",._ II µ tF 112 - II µ ~ tF ll 2 < K3 ll µ . . tF ~ 1 < 2K3 ll µ II 
If we now let F range through all finit(, subsets of 
"' 2 ( S , we deduce that µ = cp € l X) • 
11 0 
Having made the necessary preliminary remarks 
concerning Sidon sets, we now prove the theorem" Since 
G is non- discrete, X is infinite and therefore contains 
an infinite Sidon set, say S (Rudin [32], 5.7.6). 
Suppose then that <f is a bounded function on X 
vanishing outside S , and that cp f l 2 (X) . Our first 
remark about Sidon sets implies that f indeed defines 
a multiplier of type (p, p) However) since cp is 
bounded and vanishes outside S, our second remark tells 
us that f can be a Fourier-Stieltjes transform only if 
it is an element of £2 (x) , which is impossible by the 
choice of cp . The proof is thus complete. 
Our next result tells us that if 1 < p < 2, there 
exist functions in 100 (X) which do not define multipliers 
0 f t yp C ( p , p ) . 
3"5.3 Proposition. Suppose that G is non-discrete 
and compact and that 1 < p < 2 . Then the re exists 
tp € ,e00 (X) which does not define a multiplier of type 
(p, p) . 
Proof. Suppose the contrary, i.e . that every 
function Cf in ,i. 00 (X) gives rise to a multi plier of 
type (p, p) . Then in particular, f or every w € .t00 (X) 
vvi th w ( X) = + 1 , and f € LP ( G) , Z w ( X) f ( X) X is a 
Fourier- Stieltjes series. Theorem 1 .1 of Edwards [6] 
1 1 1 
then implies that f € 1 2 (x) for all f € LP(G) } or., 
by Planche relvs Theorem, that f € L2 (G) whenever 
f € LP(G) . This is impossible since G is non-discretcJ 
so the proof is complete o 
Remarkso We have previously remarked that for any 
group G, compact or not, L~ = Mbd (G) and 2 L2 = P ( G) o 
Propositions 3.5.2 and 3.5o3 show that, in the case 
whore G is compact and 1 < p < 2 J 
where between the two extremes and 
lies some-
- in this 
case., the characterisation of multipliers of type (p, p) 
cannot be made simply in terms of pseudomeasures and 
measures . 
We now leave this topic temporarily and pass to the 
study of a special class of multipliers, viz. the compact 
multipliers. We shall make some further remarks about 
multipliers of type (p, p) for compact groups in 
Chapter 5. 
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CHAP'l1ER 4 
COMPACT MULTIPLIERS FROlVI LP TO Lq 
4 00 Introduction 
4 . 0.1 The characterisa tion we h ave boon able to 
g ive in Theorem 3 . 1 .1 of multipliers of type (p, q) is 
far from simple, and is not particularly us eful when 
detailed knowledge of thG propGrties of the multipliers 
is nseded; e v en in the cas e wh ere G is compact., things 
a r c not as straightforward as one might wish. F a ced with 
these shortcomings in the results we have sstablishcd., 
we look a t two special classes of multipliers, viz . those 
which are compact and those which are y;oakly compact ; 
these multipliers a r e relatively wel l -b ehav ed and we 
might hope therefore that it should bs p ossibl e to obtain 
some useful results concerning thei r detailed structure. 
Before proceeding, we r ecall the definitions of compact 
and wBnkly compact operators (see Edwa rds [4], 9.2). 
4.0.2 Definition. Let E 2nd F be topological 
vector spaces, u a linear map of E in to F • 1de say 
tha t u is compact if there exists a neighbourhood U 
of O in E such th2 t u(U) is relatively compact 
in F. 
4.0.3 Definition . If E and F a r e locally convex 
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topological vector spaces, and u a linear map of E 
into F, we say that u is weakly compact if there 
exists a neighbourhood U of O in E such that u(U) 
is weakly relatively compact in F. 
Note that if E is a normed space, we may state 
definition 4.0.2 (resp. L~o0 .3) in the equivalent form ~ 
u is compact (resp. weakly compact) iff u maps bounded 
subsets of ~ into relatively compact (resp. weakly 
relatively compact) subsets of F. 
Our principal tools in this chapter will be Weil's 
criterion of compactness and the Dunford-Pettis Theorem 
(Edwards [4] , Theorems 4.20 .1 and 4.21 .2). We state 
these below for further reference. 
4. 0. L~ Theorem (Weil) . Suppose tha t 1 ..s_ p < oo . 
A subs e t F of LP(G) is relatively compact iff it 
satisfi0s the following three conditions ; 
( 1 ) Sup { II f lip , f € F } < 00 . , ~ 
(2) Given 8 > 0 
' 
there exists a compact set 
K C G such that 
Sup i J G, K I f I P dx : f € F } < 8 ; 
(3) Given 8 > 0, there exists a neighbourhood 
U of O in G such that a€ U implies 
Sup { II La f - f llp : f € F 1 < 8 a 
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4.0.5 Theorem (Dunford-Pettis). In order that a 
subset P of L1 (G) be weakly relatively compact, it 
is necessary and sufficient that the following three 
conditions be fulfilled~ 
( 1 ) 
(2) 
such that 
Sup f € p } < (X) 0 
'} 
Given s > 0, there exists a number 6 > 0 
Sup { J A l f j dx ~ f c P } < s 
provided A is an integrable subset of G and m(A) < 6, 
m denoting the (Haar) measure on G. 
(3) Given any s > 0, there exists a compact 
subset K of G such that 
Sup { JG, K I f I dx ~ f € P } < s . 
There is also a variant of Ascolivs Theorem which 
we shall need (see the Remark on p.270 of Edwards [4]). 
We state this briefly belowJ conditions (1), (2) and (3) 
being analogues for C ( G) of conditions ( 1 ) , ( 2) and 
0 
(3) of Theorem 4.0.4. 
4.0.5 Theorem. A subset Q of C
0
(G) is relatively 
compact iff 
( 1) .Q is bounded; 
(2) The elements of Q are equivanishing at 
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infinity; 
(3) Q is an equicontinuous set of functions . 
We n ow proceed to establish ouI1 results. 
4.1 The case where G is non-compact 
The first of our results are concerned with multip-
liers of type (p j q) where G is non-compac t and 
1 ~ p ~ q < oo or 1 < p < q = oo . (Recall that if 
00 > p > q and T is a multiplier from LP(G) to 
Lq(G) then T - 0 . ) vve now show that if T is a ) -
compac_1 multiplier of type (p J q) with 1 ~ p < q < 00 
-
or 1 < p < q = 00 then T - 0 J - 0 
4.1 .1 Theorem . Suppose that G is non-compact and 
that T is a compact multiplier of typ e (p, q) with 
1 < p < q < CD or 1 < p < q = CD Then 11' = O • 
Proof. vi/e consider fi rst the case 1 ~p <q<CD 
Suppose that T 4 0 and that f € LP(G) with 
Tf = g 4= 0 . Without loss of generality, suppose that 
\\ g \\q - 1 . Now T is a multiplier ; so 111 commutes 
with the translation operators. By translation invariance, 
we have that \\ 1:" a f llp = II f \Ip (a c G) 0 thus, the 0 
set of translates f '[af 0 a € G] is bounded in LP(G) . 
T is compact, so { T ( Taf) 0 a € G J - { 't g 0 a € G} 0 - ,, a 
lS relatively compact in Lq(G) • We now appeal to 
11 6 
Weil's criterion. 
In condition (2) of Theorem 4o0.4, take 1 8 = 2 ; 
then there exists a compact set, say K
0
, such that 
1 
2 (a e G) , 
i . e. such that 
or 
JaK 
0 
But since q < OJ and 
pact subset K1 of G 
\glq dx 
1 
2 
> 
-
II g liq = 1 
such that 
(a e G) , 
1 
2 . 
J there exists a com-
1 
2 • 
Now choose a e G such that aK
0 
(\ K1 = ¢ , this choice 
being possible by virtue of the non-compactness of G ~ 
we get f \g\q > 1 , a contradiction of the 
aKo u K1 
assumption that \\ g llq = 1 . 
For the case 1 < p < q = CD , we note that 
and hence that if T is a multiplier of ' L Oo = LP (G) p 
type (p' CD) with 1 < p < CD , then T maps LP ( G) 
into C ( G) 0 
0 
induces on C ( G) 
0 
its usual 
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sup- norm topology, so that if T is a compact multiplier 
of type (p, m ) , then T maps bounded subsets of 
into relatively compac t subsets of C (G 'i 0 I • 
Suppose now that T is a non- zero compact multiplier 
of type ( p, m ) and that f c LP ( G) with 1I1f = g -4 0 . 
If we examine the set of translates of f, it is easy 
to see that its image under T, viz . the set of trans-
lates of g, cannot be relatively compact in C
0
(G) ; 
for if g j O, the translates of g are not equi -
vanishing at infinity, i . e . condition (2) of Theorem 
4.0 . 5 is violated. Hence T = 0, and the proof is 
complete. 
Remark . It is not difficult to prove Theorem 4.1 .1 
by direct appeal to the definition of relative compact-
ness~ one merely takes a net 
a. ~ m and considers the net 
l 
(a. ) 
l 
j_n G with 
(ra.g) in Lq(G) 
l 
(resp. It is easy to see that this latter net 
cannot have a limiting point in Lq(G) (resp. C
O 
( G) ) o 
We next examine weakly compact multipliers in the 
case where G is non-compact. For weakly compact mult-
ipliers, we can dismiss almost all the cases to be 
considered by appealing to a general result about 
weakly compact operators . This result is stated in 
Corollary 9 . 3 . 2 of Edwards [4] . We restate this for 
the situation where E is normed: 
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Let E be a normed space and F a separated 
locally convex topological vector space. Suppose that 
u is a continuous linear map of E into F. Then u 
is weakly compact iff u 11 (E") C F G (Here u" denotes 
the bi-adjoint of u, and E" the bidual of E .) 
As a corollary of this result we have that if either 
E or F is reflexive, then u is weakly compact. 
Returning and applying the result to multipliers 
from LP(G) to Lq_(G) , G being an LCA group (not 
necessarily compact), we have that all multipliers 
from LP(G) to Lq_(G) are weakly compact whenever 
either 1 < p < CD or 1 <q_<CD Thus, in studying 
weakly compact multipliers, the only cases which remain 
to be examined are those where p = m , p = q_ = 1 
and p = 1 ' q_ = 00 Because of the difficultie s 
which seem to arise almost inevitably in studying mult-
ipliers from LCD ( G) to L q_( G) , we exclude the case 
p = CD from our considerations . We alsc exclude the 
case p = 1 , q_ = oo because virtually nothing seems to 
be known about weakly compact subsets of L 00 ( G) 
("weakly" referring here to the weakened topology on 
LCD (G) ) . In the case p = q_ = 1 , we find that the 
only weakly compact multiplier is the trivial one. 
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4.1 . 2 Theorem. Suppose that G is a non-compact 
LCA group. If T is a weakly compact multiplier of 
type ( 1 , 1 ) , then T = 0 • 
Proof. The proof of this theorem is entirely 
analogous to that of Theorem 4.1 .1. Again, we suppose 
1 ( ' that T ~ 0 and that f c L G) with Tf = g :f- 0. 
If T 
{-r g : 
is weakly compact, the set of translates 
relatively 
a c G J is weaklylcompact in L1 (G). Appeal to 
a 
condition (3) of the Dunford-Pettis Theorem shows that 
this is impossible. 
4 . 2 The case wher8 G is compact 
Having established Theorems 4 .1 .1 and 4.1 .2, it now 
remains to consider compact and weakly compact multipliers 
in the case where G is compact. Here we shall be able 
to obtain a fairly complete characterisation of these 
two types of multiplier . Our first results concern 
compact multipliers from LP(G) to Lq_(G) where 
CX) >p~q_> -1 . 
4 . 2 . 1 Lemma. Suppose that G is compact, that 
00 > p ~ q_ > 1 and that k c L1 (G) . Then thE, operator 
T defined by Tf - k .. f (f c LP ( G)) is a compact - ... 
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multiplier from LP(G) to Lq(G) . 
Proof . Clearly, T maps LP(G) into LP(G) and 
since G is compact, LP(G) c Lq(G) 0 Hence., T 
maps into Lq(G) . That T is continuous follows 
immediately from the inequalities 
II k ~.~ f 11 q < II k * f lip < II k 111 ll f lip 
T lS thus clearly a multiplier. 
Wr ite s for the unit ball in Lp(G) . In order 
to prove the compactness of T 
' 
it suffices to show 
that TS is relatively compact in Lq_(G) . to this 
' 
end, we use Weil 's criterion . TS is evidently Lq -
bounded, and by virtue of the compactness of G, condi-
tion (2) of Theo rem 4 . 0 . 4 is trivially satisfied. We 
have only to show that condition (3) is satisfied. 
If II f lip ~ 1 and a E G , then 
\1-ca(k * f) - k * f ~ q_ - II (T k - k) * f liq - a 
< II (-r k - k) * f ~p - a 
< ~ '[ k - k 111 II f llp - a 
< II -r k - k 111 - a 
Now, since k € L1 (G) J the map a~ "( k from G into a 
L 1 ( G) is continuous. Hence II 'C k - k 111 ~ 0 as a 
a~ 0 
' 
and condition (3) of Weil's Theorem is 
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satisfied . Thus, the set TS is relatively compact in 
Lq(G) and T is compact. 
We now give our characterisation ( ; f compact mul tip-
liers from LP(G) to Lq(G) in te r ms of approximation 
by multipliers defined by integrable functions. 
4 . 2 . 2 Theorem. Suppose that ro > p ~ q ~ 1 
and that G is compact Abelian. A necessar y and suffic-
ient condition for a multiplier T from LP(G) to 
t o be compact is that T = lim. T . 
l l 
in the uni -
form operator topology for some net (T. ) 
l 
of multipliers, 
each T. 
l 
being defined by convolution with an integrable 
function . 
Proof. If T = lim T. in the unifo r m operator 
l 
topology where each T . 
l 
is defined by convolution with 
an integrable function) then T is certainly c ompa ct. 
For, by Lemma L~. 2, 1 , each T . 
l 
is c ompactJ and the space 
of compact operators from Lp(G) to Lq (G) is a closed 
subspace of the space of bounded ope r ators from LP(G) 
to L q( G) (Edwards [4] , Theorem 9 . 2 . 6) . 
Suppose next that T is a compact multiplier from 
LP(G) t o Lq(G) and write (h. ) for an approximate 
l 
identity in L 1 ( G) with each h. continuous and 
l 
II hi 111 = 1 Define rr. by T.f = T(h. , .. f) (f € LP ( G)) • <J• l l l . 
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Now T commutes with translations, so T commutes with 
convolution ( recall that m > p 2_ q_ ~ 1 ) 0 Hence, 
since h. € C(G) C Lp(G) , 
l 
T.f 
l 
and T.f -
-
l 
(Th. ) * f l 
k. I f 
l 
- h. ~ (Tf) 
l 
where k. -- Th. 
-
l l 
€ 
Lq_(G) C L 1 (G) 
It remains to show that T. 
l 
~ T in the uniform operator 
topology. 
Since T lS compact TS lS relatively 
S being the unit ball in LP(G) ~ 
for the endomorphism of Lq_(G) defined by 
(g €Lq_(G)) Since ll hi ll1 - 1 for all . -
~- are l 
eq_uicontinuous; and since (h. ) 
l 
is 
imate identity, E. ~ I pointwise where I 
l 
compact in 
Write E. 
l 
E.g = h. :;~ 
l l 
i 
' 
the 
an approx-
denotes 
the identity endomorphism. By the Banach-Steinhaus 
Theorem, E. ~ I uniformly over relatively compact 
l 
g 
subsets of Lq_(G) . It follows, since TS is relatively 
compact in Lq_(G) , that T. ~ T 
l 
in the uniform 
operator topology. The proof of the theorem is now 
complete. 
In the case of compact multipliers , we have now to 
consider the case 1 < p ~ q_ < oo . We shall no t 
consider the case p - q_ = oo ) but we shall give 
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characterisations of compact multipliers in alJ other 
cases. 
4.2.3 Theorem . Suppose that G is a compact 
Abelian group and that either ( i) 1 < p < q < CD , 
or (ii) 1 < p < q = CD or (iii) p - 1 q - (X) 
' 
- > -
In ( i) ' define by 1 1 1 1 case r + - - - so -
' 
p r q 
1 < r < 00 'rhen a multiplier T of type (p, q) 
compact iff it is the limit in the uniform operator 
topology of multipliers Tk, Tk being defined by 
convolution with a function kc Lr(G) . If p = 1 
and qt 1 , every multiplier is compact . 
In case (ii), every multiplier of type (p, m) 
is compact. 
• 
that 
is 
In case (iii), a multiplier of type (1, oo) is 
compact iff it is defined by convolution with a contin-
uous function. 
Proof. Case (i). In this case, we have that 
f * g c Lq(G) whenever f c LP(G) and g c Lr(G) and 
that the following inequality holds : 
II f * g llq < 11 f llp II g llr (4.2 . 3 . 1) 
(Hewitt and Ross [20], Theorems 20.12 - 20.18). 
r First of all, we show that if kc L (G) , then 
Tk is a compact multiplier of type (p, q) . It is 
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clear from (4.2.3.1) that Tk is a multiplier of type 
(p, q) . In order to show that it is compact , we appeal 
to Weil ' s cri t erion . Here the proof is exactly analogous 
to that given in Theorem 4 . 2 .2 for multipliers defined 
by convolution with integrable functions. The only 
comments we should add in the present case are that, if 
f € LP(G) and II f lip < 1 
' 
then, for a € G , 
-
II -r a (k * f) - k * f llq - ll (-r k - k) * f liq a 
< II 1: k - k l\r ' - a 
and since 1 < r < m 
' 
II 1: ak - k llr -+ O as a ~ 0 • 
Note that this argument proves that if p = 1 and 
q 4 1 , then every multiplier of type (p, q) is compact . 
For here r = q and we know that if 
1 <q ~ CD rrhis establishes the last part of the 
assertion in (i). 
Suppose now that rr1 is the limit in the uniform 
operator topology of multipliers Tk. Then, just as in 
the proof of Theorem 4 . 2 . 2, T is compact . (Notice 
that we need not even assume that T is a multiplier: 
for the space of multipliers of type (p, q) is a 
closed subspace of the space of bounded operators f rom 
LP(G) to Lq(G) . A similar remark applies to Theorem 
4 . 2 . 2.) 
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Next, let T be a compact multiplier of type 
(p, q) and write (h.) for an approximate identity 
l 
composed of functions h . c C ( G ) * C ( G) C LP ( G) 
l 
with II hi 11 1 = 1 . If f € Lp(G) , f = lim f * h. l 
since 1 ~p <CD Moreover, T commutes with convol-
ution, so that, on writing k. - Th. , we have 
l l 
T(f * h.) - (Tf) * h. - f * k. - - • l l l 
Here Lq(G) C(G) C(G) ~ k. € .,f: C C L ... (G) 
• Since l 
is an approximRte identity, Tf lim f ... k. 
-
'I'" 
l 
(h.) 
l 
= lim (Tf) ~ h. = lim T, f. Just as in the proof of l K. 
l 
Theorem 4 . 2.2, we consider the endomorphisms E. of 
l 
de:fined by E.g = h. * g l l These 
are equicontinuous and converge pointwise to I, the 
identity endomorphism . Again, by the Banach-Steinhaus 
Theorem, E. """7 I unif'ormly on the relatively compact l 
set TS, S denoting as usual the unit ball in LP(G) . 
Hence T. """7 T in the uniform operator topology. This l 
cor1pletes the proof of the asser•tions in case ( i) . 
CasE~ (ii). The space of multi pliers from LP ( G) 
to LCD ( G) , where ' 1 < p < oo , is isomorphic to LP (G) , 
1 
the multiplier Tk corresponding to kc LP (G) being 
defined by convolution with k . Clearly, Tk maps 
LP(G) into C(G) , and L00 (G) induces on C(G) its 
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usual sup- norm topology , so that in d i .scussing compactness 
of Tk 
' 
we have the ordinary fo rm of Ascoliys Theorem 
' available . Suppose then that k 
€ 
LP (G) and that s 
denotes the unit ball in Lp(G) 
• If f € s , then 
II Tkf llm < II k llp, , and we see that TkS is bounded . 
Further, if a€ G, 
II -r a ( k :<~ f ) - k * f llro - II ( l k - k) * f llro - a 
< ll -r: k - k lip y II f llD - a 
.L 
< 11 '[ k - k !Ip' . - a 
Since p > 1 
' 
jj 'C ak - k llp? ~o as a ~ 0 
' 
and we 
see that the sst of functions TkS lS equicontinuous . 
By Ascoli's Theorem, TkS is relatively compa cto Hence 
Tk is compact. 
Case (iii) . Here we note that L; = L00 (G) and 
that if T is a mul tipli cr of t ype ( 1, ro) , then T 
maps into C ( G) • Suppose that k € C(G) and 
that Tk is the corresponding multiplier . Tk is 
compact, the proof depending on Ascoli's Theorem and the 
fact that, k being continuous and G compact, k is 
uniformly continuous, i . e. 11 -r a k - k \j 00 ~ 0 as a ~ O 
Conversely , suppos e that 11 is a compact multiplier 
of type ( 1 ' CD ) and write (h. ) for an approximate l 
identity in L 1 ( G) with II hi 111 = 1 for all l . 
127 
T commutes with convolution, so we have, for 1 f E L (G) , 
Tf - lim T(h. * f) - lim (Th.)~ f. 
l l 
Since II hi 111 = 1 for all i, the net (Th.) ' l lS a 
relatively compact subset of C(G) . Hence it has a 
convergent subnet with limit g, say, in C(G) . 
Clearly then, Tf = g ~ f 
is complete . 
(f E L1 (G)) and the proof 
In the particular case where p = q = 2, 
r = 1 of Theorem 4.2.3, a very simple description of the 
compact multipliers may be given. 
4.2.4 Theorem, Suppose that G is a compact Abelian 
group and that er E P(G) . Then a necessary and sufficient 
condition for <:r to define a compact multiplier of type 
( 2, 2) is that o- € c (X) . 
0 
Proof. Recall first of all that the space of mult-
ipliers of L2 (G) is isomorphic to P(G) . 
Suppose then that ~ defines a compact multiplier 
but tnat er,.. J.. C (X) . i This entails the e xistence of a 
0 
net (X.) in 
l 
and 18-(Xi) I 
f. - X. -l l 
11 IT* f. l1 
qua 
X and 
> 6 for 
-
function 
f. 112 l2 
a nun1ber 6 > 0 such that X. -31-
l 
all i 
• 
For each l 
' 
write 
on G . Clearly, 
- f'. ) 112 l2 > 
Cf) 
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when i 1 t i 2 , so that the net (~ * fi) cannot have 
a limiting point in L 2 (G) . This contradiction 
establishes the first half of the theorem . 
For the converse, suppose that <f c P ( G) with 
0- € c (X) . 
0 
By virtue of the isometric isomorphism of 
L 2 ( G) and .1 2 (X) under the Fourier transformation, it 
suffices to show that if S is the unit ball i n .1 2 (X) , 
th /\er S . 1 t . 1 t 12 ( X) • Cl 1 en is re a ive y compac in ear y , 
JI O-f 11 2 ~ II &- llm if II :f 11 2 ~ 1 and we have that 
condition (1) of Weil's criterion is satisfied. Condition 
(3) is trivially satisfied since X is discrete o As 
for condition (2), given 8 > 0, choose a finite subset 
·1 
F of X such that \&(X)j < 8 2 for X € X F . Then 
ZXcX\F I <r(X)f (X) \ 2 < 8 if II f j\ 2 ~ 1 . Thus, con-
dition (2) is satisfied and we h a v e finally that the set 
&-s is relatively compact in ,,t 2 (x) . 
This completes the proof of the theorem. 
Remark. Theorem 4 . 2 .4 may also be d edu ced fro m 
Theorem 4.2.3. 
Theorems 4.2 .2, 4.2 .3 and 4.2 . L~ give charac t e risations 
of compact multipliers from LP(G) int o Lq(G) in all 
cases except thos e where p = CD We come now to a 
study of the weakly compact multipliers from LP(G) 
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to Lq(G) in the case where G is compact. On the 
basis of the remarks preceding Theorem 4.1 .2 , there is 
no problem in those case .3 where 1 < p < CD or 1 < q_ < oo . 
Just as before) we choose to ignore those cases where 
p = oo and p = 1 , q = oo . At the same time, we note 
that part (iii) of Theorem 4.2.3 implies that every 
continuous function defines a weakly compact multiplier 
of type (1, oo) . In the cas e p = q = 1 , we a r e, 
however, able to give a complete characterisation of the 
weakly compact multipliers of type (p, q ) , and we 
present this result immediately below. 
4 . 2. 5 Theorem. Suppose that G is a compact 
Abelian group . Then a multiplier of type (1, 1) is 
weakly compact iff it is defined by convolution with a 
function in L1 (G) . 
Proof. Suppose that g € L1 (G) and consider the 
multiplier T g of type ( 1 ' 1 ) def'ined by convolution 
with g 
• Write s for the r:.ni t ball in L 1 ( G) . We 
wish to show that T s is weakly relatively compact in g 
L 1 ( G) . In order to do this, we appeal to the Dunford-
Pettis Theorem . TS is clearly bounded, and, G being g 
compact, condition (3) of the Dunford-Pettis Theorem is 
trivially satisfied . Consider the function g . The 
measure whose element is g dx is absolutely cont inuous 
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with respect to Haar measure on G so , given s > 0 ) 
there exists 6 > 0 such that, if A is a measurable 
s ubset of G with m(A) < 6 ) then JA I g(x) I dx < s e 
-
(Here m(A) denotes the Haar me asure of A . ) NowJ if 
f 
€ 
s ) and (A lS the charac t eristic function of A 
JA If* gj dx - JG (A(x)jf * g(x)\ dx -
- JGF..,A(x) jJ g(x-y)f(y) dy\ dx -
I 
< JG (A(x) JG lg(x-y)j jf(y) \ dydx 
-
- JG l f (y) I dy JG jg(x-y)j(A(x) dx 
- JG lf(y) I dy J A-y jg (x) l dx ' -
the penultimate step by Fubini 1 s Theorem . However, by 
translation invariance, m(A- y) = m(A ) ~ 6 ; we have, 
therefore 
JA\f:~g\ dx < s 
if m(A) < 6 and f € S . By the Dunford- Pettis 
Theorem, TgS is weakly relatively compact in L1 (G) 
and is a weakly compact multiplier . 
' 
Next , suppose that T is a weakly compact multiplier 
and write (hi) for an approximate identity in L1 (G) 
of functions hi for which ll hi \j1 = 1 0 T commutes 
with convolution, so i f f € L1 (G) , 
Tf 1 i m '11 ( f ,:< h . ) 
l 
1 i rn (rrh . ) .;z f . 
l 
1 31 
The net (Th.) is weakly relatively compact in L1 (G) 
l 
and hence has a weak limiting point, g say . Then if 
h c L00 (G), 
< Tf', h > 
Hence Tf - g * f 
lim < Th., fv * h > 
l 
< g, fv * h > 
< g * f', h > . 
(f € L1 (G)) and the proof is complete. 
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CHAPTER 5 
ISOMORPHISL1 PROBLEMS AND ISOMETRIC MULTIPLIERS 
5. 0 Introduction 
5 . 0. 1 One of t he classical results of funct i onal 
analysis, due , in the f orm stated below , to Gel fand and 
Kolmogoroff , is concerned with the way in wl1ich the spac e 
C(X) of continuous functions on a compact Hausdorff 
space determines the underlying space X ( c f . Gillman 
and Je r ison [15], Theorem 4 . 9) ~ 
Two compact Hausdorff spaces X and Y are homeo-
morphic iff t :t.eir correspondiDg function algebras C (X) 
and C(Y) are isomorphic. 
Here the function spaces C(X) and C(Y) are 
regarded as algebras under pointwise multiplication. 
The type of problem considered is a natural arid interesting 
one . For the most part, interest in harmonic analysis 
is focussed on the study of fun ction spaces, measure 
spaces, etc. carried by groups: often these spaces may 
be considered as algebras under convolution . The group 
st.1.ucture of the underlying space assumes particular 
significance when this viewpoint is adopted . It is then 
an inte1·e sting q_uestion to ask to what extent the 
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topological and algebraic structures of the algebras 
carried by a group determine the topological and 
a l geb raic structures of the underlying g r oup . 
Perhaps the most significant early r esul ts in this 
latter study are due to Kawada [26] and Wendel [38] , [39] . 
Suppose that G1 and G? are two locally compact Haus -,_ 
dorff groups and that L1 (G1 ) and L
1 (G2 ) a r e the 
algebras of functions integrable with respect to (right) 
Haar measure on G1 and G2 respectively. Kawada 
showed that if there exists an isomorphism T of L1 (G1 ) 
onto L1 (G2 ) with the property that Tf > 0 a . e . iff 
f > 0 a . e ., then G 1 and G2 are isomo r phic (as t op -
ological groups) . (In the seq_uel , we shall say that two 
topologi cal groups G1 and G2 a r e j_ somorphic if there 
exists an algebraic isomorphism of G1 onto G2 which 
is bicontinuous . ) In [39], Wendel proved that if there 
exists an isomorphism T of L1 (G1 ) onto L
1 (G2 ) 
with I\ T \\ _s_ 1 , then G1 and G2 are isomorphic . 
This improved the results of [38] where it was assumed 
that T preserves norms. Results of a similar natur e 
in the case where and G 2 are assumed Abelian were 
obtained at about the same time by Helson [19] . 
Following this early work, various other isomorphism 
problems have been considered . Edwards [7] extended 
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Kawada 1 s result to the case where the algebras L 1 ( G. ) 
l 
are replaced by the algebras C (G . ) , and to the case C l 
where G1 and G2 are assumed compact and the algebras 
L 1 ( G. ) 
l 
are replaced by the algebras ( 1 _s p < oo ) • 
In the same paper , he extended Wendelvs r esul t ( for 
norm-preserving isomorphisms) t o the case of C 
C 
algebras 
with the sup-norm topology . Using an ingenious character-
isation of the absolutely continuous bounded measures 
and appealing to Wendel 1 s results , Johnson [22] showed 
that if Mbd(G1 ) and Mbd(G2 ) are isometr ically iso-
morphic (the Gi being locally compact), then G1 and 
G2 are isomorphic . 
5 . 0.2 Wendel ' s results about 1 L - algebras suggest 
various possible lines of investigation . One question 
which poses itself immediately is the following. 
Suppose that and G 2 are compact groups and 
that 1 < p ~ oo . If the algebras LP(G1 ) and LP(G2 ) 
are isometrically isomorphic, does it follow that G1 
and G2 are isomorphic? 
Except in the cases p = 2, CD , we do not know 
the answer to this question. We show in Theorem 5.2 . 2 
that if p = 2, the answer is in the negative, and in 
Theorem 5 . 2 . 1 that for p = CD , the answer is in the 
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affirmative . This negative result for p = 2 along 
with the affirmative results for p = 1 and ~ l eave 
the would-be conjecturer on the horns of a di lemma. For 
values of p other than 1, 2 and oo , it seems that 
anything might happen; if we have nny preference at 
all , it is in the direction of conjec turing that the 
answer is negative for all values of p other than 1 
and 00 
The only result we do prove about LP iso!Ilorphisrns., 
apart from Theorems 5 . 2.1 and 5. 2. 2 is Theo r em 5 . 2 .4 . 
This latter result shows that if there exists a suitable 
s~quence oi isome tric isomo rphisms Tn of the algebras 
groups G. 
l 
p --+ 1) ., then the underlying n 
are isomorphic . 
5 . 0.3 One of the crucial steps in Wendel's paper 
[39] is concerned with establishing a chara cterisation 
of the norm- preserving multipliers of type (1 , 1) . 
(In th8 case of a non-Abelian group G., recall that we 
assume that a multiplier T commutes with the left 
translation operators . ) These isometric multipliers 
are precisely the multipliers of th~ form Tf = A.f -"f. C 
a 
where IA\ = 1 and a€ G . In Theorem 5 . 1 .1 and 
Proposition 5 .1 . 2 we study isometric multipliers of 
various spaces of continuous functions., and in 
Propositions 5.1 .3 and 5 .1 . 5 and Corollary 5.1 .4 J we 
establish some simple results about isometric multipliers 
of LP(G) . Once more we must confess ignorance: we 
do not know how to characterise simply the isometric 
multipliers of LP(G) if p 4 1) 2. 
5.1 Isometric multipli ers 
We have already alluded to the importance of iso-
metric multipliers in Wendel?s work o In our first result 
of this section) we show that for C (G) J the norm-
o 
preserving multipliers are precisely those operators 
of the form Tf' = t\f * 8 
a 
where I~ l = 1 and a c G . 
This is an exact analogue for C
0
(G) of Theorem 3 of 
Wendel [39]. We frame our enunciation and proof in terms 
of non- Abelian groups. 
5.1 .1 Theorem . Suppose that G is a locally 
compact group and that T is a multiplier of C
0
(G) 
i . e . a continuous endomorphism of C (G) 
0 
which commutes 
with the operations of left translation. Then 1 is 
norm- preserving iff it is of th8 form 
where I~\ = 1 and a c G. 
Tf = ,,\ f * s 
a 
Proof . I t i s already , ve 11-known ( Ke 11 ey [ 2 7 J J 
Theorem 3 .1 ) that T 
it is of the form 
is a multiplier of C (G) 
0 
iff 
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Tf f * µ 
where µ 
€ Mbd (G) . Suppose that T l S isome tric. It 
is clear that II Tf lloo· .S. II r ll(X) ll µ I l J so that 
ll µ II ~ 1 . again, J 
lµ(fv)I - Jf :~ µ(e) I < II f * µ lloo - ll f IICX) - -
' 
-
from which it follows t hat JJ µ II .s. 1 . Combining the 
two inequalities, we see that I\ µ I\ = 1 • Thus, i t 
clearly suffi ces to show that µ has a one-point suppor t 
in order to prove the theo r em . 
Suppose, on the contrary, that and a re 
distinct points of [µ] . Then x; * x1x?; since G 
is Hausdorff and the mapping (x, y) ~ xy- 1 is c ontin -
uous from G x G into G , there exists a symmetric 
neighbourhood w of e such that Wx1 Wx1 r'I Wx1 Wx2 - ¢ . 
It is easy to verify that i:f z 
€ G and 
-1 ¢J then -1 ¢ x1 Wz (\ Wx1 * x 1 Wz A Wx2 -- . 
Consider now the neighbour hood Wx1 of 
Since x 1 € [;.1] , > 0 . Similarly 
fwx dlµI > 
2 
f with [f] 
0 . Choose a non- zero continuous function 
compact and [f] c Wx1 • Then 
f C f G) ;Jcµ€ o' and II f * µ l!CX) = JI f lloo > 0 is 
a t tained at some point x
0 
o:f G ~ 
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j!G f(x
0
x-
1) dµ(x) j II r llro 
II f ¥ µ II oo > O • 
The function f(x x - 1 ) 
0 has its suppo r t contained 
in and we can write 
Ne now utilise the particular choice of W we have made. 
If as 
proved abov e . Hence 
II f lloo - If G f ( xox- 1 ) dµ(x) I 
- If x - 1 }Ix f (xox - 1 ) dµ (x) I 
1 o 
< ll f lien 
since 1 ' 
> 0 . On the other hand, if x - 1wx Wx = rl.. 1 on 1 't' ' 
then fx-1Wx dlµj < 1 since fwx dlµl > 0 . In 
1 0 1 
either case we h ave a contradiction, and the theorem is 
proved. 
C (G' C ) 
Our next result is concerned with multipliers of 
(endowed with the sup- norm topology). We assume 
the known result that every such multiplier is 
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represented by convolution with a measure whose support 
is compact. (See Edwards [7], Proposition 2(i). Our 
result should be compared with par t (ii) of the same 
proposition . ) 
5 .1 ,2 Proposition. Suppose that G is a locally 
compact group and that T is a multiplier of Cc(G) . 
Then 'I is no rm-preserving iff 8 
a 
where 
a€ G and j1 l = 1 
Proof. We have, by Edwards' result cited above , 
that Tf = f .,,! µ 
ll /J, I l .A = I since 
for some measure µ € M (G) . 
C 
Clearly, 
rl, is norm- preserving . The proof that 
the support of µ reduces to a single point j_s exactly 
the same as that for the corresponding part of the proof 
of Theorem 5 . 1 .1 . 
Remark. If G is compact, 1I1heorem 5 .1 .1 and 
Proposition 5 . 1 .2 are equivalent, and then yield the 
cl1.ar1acterisation of the norm-preserving multipliers of 
C ( G) • 
We now pass to thE consideration of no rm-preserving 
LP multipliers . The charac terisation of the norm-
preserving multipliers of L1 (G) is already known, so 
Fe have to consider only those values of p in the 
range 1 < p < CD Since we wish to appeal to some 
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results about Fourier transforms, we assume that the 
underlying group is Abelian. The multipliers of type 
(2, 2) are of special importance as we shall soon see. 
Our first result concerns norm-preserving multipliers of 
this type. 
5.1 .3 Proposition. Suppose that G is an LCA 
gr.oup and. that T is a multiplier of type (2, 2) defined 
by a pseudomeasure er • Then T is norm-preserving iff 
j&-J = 1 l.a.e .. 
Proofo We have that /"',. " ,... Tf = ~f for all 2 f € L (G) , 
so that, by Plancherel's theorem, it is clear that 
~ ,.. 
II Tf 112 = II Tf 112 = II f 1\2 = II f 112 if j&-\ = 1 l.a.e. · 
For the converse, suppose for example that j&j > 1 
on some subset S of X of finite positive measure. 
Then without loss of generality, we may suppose that 
I Cf,... I > 1 + o on S for some o > 0. Consider the 
function ~S, the characteristic function of the set 
-, 
S. Clearly, jj ~ S 112 = m ( S) 2 > 0 and 
1 1 
> 
-
(1 + o) m(s) 2 > m(S) 2 • 
This contradicts the assumpti.on that T is a n orm-
preserving multiplier of type (2, 2). 
5.1 .4 Corollary. If G is a n infinite compact 
Abelian group, there exist norm-preserving multipliers 
141 
of type (2, 2) which are not defined by convolution with 
a bounded measure. 
Proof. Every function ~ on the discrete character 
group X taking only the values + 1 defines a norm-
preserving multiplier of type (2, 2), so that, if the 
as s ertion were false, every + 1 -valued function on X 
would be a Fourier-Stieltjes transform. This would 
imply that X, and hence G, is finite (Rud.in [32], 
Theorem 5.7.4). 
We now apply Proposition 5.1 .3 to the study of norm-
preserving multipliers or type (p, p). 
5.1 .5 Proposition. Supp ose that G is an LCA 
group and that 1 < p < 2. Let T be a norm-preserving 
multiplier or type (p, p), derined by convolution with 
a pseudomeasure (T 
' 
which maps LP(G) onto LP(G) 
• 
Then j&-j - 1 l.a.e .. 
" Proof. Since 1 < p < 2, f is der i ned as a function 
' A ~ "-in LP (G) whenever r € Lp(G) 
• Hence Tr = <r f when-
ever r € LP(G) . By Theorem 3.2.1, T is a multiplier 
of type (p', p') with II T II - 1 and again, is a 
multiplier or type (2, 2) with II T II = II &- llm < 1 
It is evident tha t T is one-to-one because of 
its norm-preserving property. Consider then the inverse 
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map T-1 which is norm-preserving and maps LP(G) 
- 1 T commutes with translations, for 
if f € LP(G) , g € LP(G) with 
we have T-1 (r g) = T-1 (T Tf) = y y 
Tf = g, and 
-r f = T (T-1g) y y since 
T commutes with translations. Let v be the pseudo-
corresponding to - 1 By what have just measure T 0 we 
proved, IV' 1 l.a . e .. It is evident that I' A 1 < a v ---
l . a . e . . Hence I&! - I c I - 1 l . a . e., and the proof lS - -
complete . 
Remarks. (i) If G is compact, it is immediate 
that if T is a norm- preserving multiplier of type 
(p, p) , then T maps LP(G) onto LP(G) . 
(ii) We conjecture that if G is non- compact and 
T is norm- preserving, then T maps onto . However, we 
have not yet succeeded in proving this latter result . (1 ) 
5.2 Isomorphism problems 
In 5 . 0 . 2 we raised the questi on whether Wendel's 
work for L1 algebras over locally compact groups 
admits of generalisation to the case of LP algebras 
over compact groups. We also noted that any attempt 
to try to carry through the basic steps of Wendel's 
argument in [39] seems to be halted by the apparently 
difficult task of establishing a simple characterisation 
(1) See Appendix 2, however. 
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of the norm-preserving multipliers of type (p, p). In 
the present section, we show that if G1 and G2 are 
t h I.J oo compac groups w ose algebras are isometrically 
isomorphic then the groups themselves are isomorphic, 
and that there exist compact Abelian groups which are 
not isomorphic but whose L2 algebras are isometrically 
isomorphic. In a sense, this latter result ties up 
with the fact, established in Corollary 5.1 .4, that 
there exist norm-preserving multipliers of type (2, 2) 
which are not defined by convolution with a bounded 
measure; for Corollary 5.1 .4 shows that one of the 
crucial steps of Wendel 1 s argument cannot be imitated for 
p = 2 • 
We first note that the analogue for C
0
(G) of 
Theorem 3 of Wendel [39] established in Theorem 5 .1 .1 
would almost certainly allow us to imitate all of Wendel 1 s 
arguments nnd so prove the following result. 
Let G1 and G2 be two compact groups for which 
tl1e algebras C(G1 ) and C(G2 ) are isometrically 
isomorphic. Then G1 and G2 are isomorphic. 
We note, however, that this result is already con-
tained in Theorem 3 of Edwards [7]. Edwards' result, 
for Cc algebras, is established by methods different 
from those we have just suggested for treating the 
C ( G) problem. 
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As a corollary of this isomorphism theorem for 
C algebras over compact groups, we have the following 
result. 
5.2.1 Theorem. Suppose that G1 and G2 are 
compact groups and that there exists an isometric iso-
morphism of L 00 ( G1 ) on to L 
00 ( G2 ) • Then G1 and 
G2 are isomorphic. 
Proof. 
have that 
Since L 00 ( G i) 
L00 (G.) * L 00 (G.) 
l l 
C 
C 
L 1 ( G. ) 
l 
C (G.) 
l 
for each 
for each 
i ' 
i . 
we 
Moreover, if T designates the isometric isomorphism of 
L00 (G1 ) onto L
00 (G2 ), then T maps L
00 (G1 ) * L
00 (G1 ) 
isometrically on to L 00 ( G2 ) * L 
00 ( G2 ) . The subspace 
L00 (Gi) * L00 (Gi) is dense in C(Gi) ; so T may 
readily be seen to map C(G1 ) isometrically and iso-
morphically onto C(G2 ) . The theorem now follows 
from the above result on C algebras. 
We now present our result about isometric isomor-
phisms of L2 algebras. 
5.2.2 Theorem. There exist comp a ct Abelian groups G1 
and G2 whose L
2 
algebras are isometrically isomorphic 
but which are not themselves isomorphic. 
Proof. The theorem is evidently equivalent) by 
Plancherel's Theorem) to the result that there exist 
discrete groups x1 and x2 whose !
2 algebras 
(under pointwise multiplication) are isometrically 
isomorphic) but which are not themselves isomorphic . 
Take for x1 the group Z o:f the integers and 
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for x2 the group Z x Z of the two-dimensional lattice 
points. 
erate the 
Then X 1 
points in 
x1 
x2 
and 
each 
- { 
- { -
X 2 
as 
x1J 
Y1J 
are both countable o Enum-
follows: 
x2' • • 0 • } 
Y2, •••• } 
and define the obvious isometric isomorphism ~ of 
onto 
We need only show now that x1 and x 2 are not iso-
morphic . This is evident: for if T were an iso-
morphism of x1 onto x 2 , and if T(1) ~ (a1 , a 2 ) , 
then T(Z) would be the one-dimensional set 
{(na1 J na2 ) ~ n € Z} f Z x Z . The proof is thus 
complete. 
In establishing our final theorem, the following 
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simple lemma will be useful. It lS perhaps of some 
interest in itself. 
s.2.3 Lemma. Suppose that G1 and G2 are 
compact Abelian groups, that 1 < p < (X) :J and that J 
-
is an isomorphism of Lp(G1 ) onto LP(G2) • Then J 
maps the continuous characters of G1 in a one-to-one 
fashion onto the continuous characters of G2 . (Notice 
that this implies that x1 and x2 have the same 
cardinali ty , and compare Theorem 5.2.2.) 
Proof. Suppose that X € x1 ; we show firstly that 
JX - c(X)X' where c(X) 4 0 and X' € x2 . To this end, 
A 
it will suffice to show that J?C has one-point support. 
Suppose the contrary, that xv 1 and X/ 2 are two 
distinct points of [~] 
' 
i.e. that 
/\. 
JX(X-{) * 0 and /\ 
that JX(X2) =f. 0 J whilst x1 * X' • Since J is an 1 2 
isomorphism, 
J(X * f) ,... f(X)JX (f € LP ( G1 ) ) - JX * Jf J(f(X)X) - - -
/\. 
" 
I\. I'- /\ 
so that JX .Jf - f(X) .JX Since JX(X ! ) t- 0 (i = 1 J 2) - . l 
I\ 
" " we have that Jf(X1 ) = f(X) = Jf(X2 ) for all f in 
LP(G1 ) , an obvious contradiction of the assumption that 
J maps LP(G1 ) onto LP(G2 ) . Hence JX = c(X)X' 
for some scalar c(X) and some character X 1 € x2 . 
Noting that J(X * X) = JX = JX * JX, we have that 
} 
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c(X) 2 = c(X) ; since J is one-to-one, c(X) t OJ 
and it follows that c(X) = 1 . Since J is an iso-
morphism onto LP(G2 ) , it is clear that J maps x1 
onto x2 • This completes the proof. 
The enunciation and proof of our final theorem now 
follow. 
5.2.4 Theorem. Let G1 and G2 be compact Abelian 
groups and suppose there exists 6 > 0 with the following 
property~ 
For each p € (1, 1 + 6] , there exists an isomorphism 
JP of LP(G1 ) onto LP(G2 ) ; further, these isomorph-
isms J depend continuously on p in the sense that 
/\ p 
JPX(Xi) is a continuous function of p for X € x1 J 
X' € x2 • 
If there exists a sequence (pn) in (1 , 1 + 6] 
such that P ~ 1+ n and such that for each P ' the n 
associated isomorphism is isometric, then 
G2 are isomorphic. 
and 
Proof. Suppose that p € (1, 1 + 6] and that X' € x2 
is a fixed cha r a cter. 
by Lemma 5.2 . 3, and 
If x € x1 , then J X - X ' p p say, 
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/t. 
X' (X') p 
if Xv = X' p 
otherwise 
By the assumed continuity, J X must be locally constant p 
qua function of p in (1, 1 + o] . 
independent of p in (1, 1 + o] . 
Consider the seq~ence P ~ 1+ n 
Hence J X is p 
for which the 
associated isomorphisms J are assumed to be isometric. 
Pn 
The mappings 
characters of 
J 
Pn 
coincide on the set of all continuous 
G1 , hence on the set of trigonometric 
polynomials on G1 • Thus, there exists, by Lemma 
5.2.3, an i.somorphism J say, of T1 onto T2 , the set 
of trigonometric polynomials on G2' for which 
II Jf II = II f llp (f € T1 ) • But Pn ---+ 1 + , so Pn n 
it follows from Proposition 4 of Bourbaki [ 1 J, ~ 6, No 
5, that II Jf 111 = II f ll1 (f € T1 ) . J is thus an 
isometric isomorphism of T1 onto T2 . Since the 
spaces T. 
l 
J 
are dense vector subspaces of the spaces 
may be extended by continuity into an iso-
metric isomorphism of L1 (G1 ) onto It f'ollows 
from Theorem 5 of Wendel [39] that G1 and G2 are 
isomorphic. 
APPENDIX 1 
QUASIMEAS1JRES AS DISTRIBUTIONS 
We noted in 2.3 that when G = Rn J every quasi-
measure on G is a distribution; as we obs erved) this 
result may be obtained as an easy corollary of Theorem 
2 . 3.4 . It is, however, possible to prove directly that 
. Rn every quasimeasure on is a distribution . The 
argument we present is due to R. E. Edwards . 
The fundamental step is to show that if K1lois 
a compact subset of Rn, there exists another compact 
subset K2 (which may be assumed to contain K1 and 
to lie in an arbitrarily small neighbourhood of K1 ) 
such that .&-K (Rn) 
1 
and such that the top-
ology of ~ K 
1 
is stronger than that induced by 
To this end, suppose that we seek an e lementa:-y 
solution for the k -th iterated Laplacian ~k, i.e. 
a (distributional) solution of the equation 
k 6 E = s . It is known that it is possible to choose 
a solution of this equation which is of the form 
lx\ 2k-n (A log\x\ + B); thus, if m is given, and k 
is large enough, this E is of class Cm; whatever 
the value of k, i t is infini tely differentiable everywhere 
except at the origin (see Edwards [4], p. 331 ) . It is 
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important to recognise that E does not have a compact 
support, but that we may nevertheless arrange for E 
to be changed so as to give a function P with a compact 
support which is "almost" an elementary solution for .6k G 
This is achieved by turning E into a parametrix . 
Suppose then that V is a given compact neighbourhood 
of O : choose a function y € B- with y = 1 on some 
neighbourhood of O and [y ] c V. Write P - '{ E 
( E being of the form given above), so that 
and [P] c V . Then 
s + (, 
p € C 
C 
where (, € ©- and [ (, J c V since y ::: 1 on some 
neighbourhood of O , and E € c00 (Rn , { 01 ) ( see 
Edwards,loc. cit.). If now cp €))-K , we have 
1 
cp s ~ ( cp - ~kp * ({) (, .... cp - - .,. 
p .,,. .[jko/ 
-
( * <p (A. 1 . 1 ) - .,, 
where [P] c V, lkcp € .9-K and [(] C V. Since 
1 
V is compact and arbitrary, we have proved tha t 
c DK , where 
2 
K 2 may be chosen to lie in an 
arbitrary neighbourhood of K1 . Mo r eover, it is clear 
from (A.1 . 1) that the topology on 9-K is stronger than 
\.1 
that induced by DK . It is now evident that D'(Rn) 
2 
is a subset of P- 1 (Rn) . 
1 51 
APPENDIX 2 
ISOMETRIC LP MULTIPLIERS (contd)_ 
The problem of characteris ing the norm-preserving 
LP multipliers has already occupied our attention in 
5 .1. In Proposition 5 .1 . 5, we p r oved that if 1 < p < 2 
and T is an isometric multiplier of type (p, p) which 
maps onto, then !&! = 1 l.a ce ., where ~ is the 
pseudomeasure corresponding to T . It is interesting 
to ask whether the hypothesis that T maps onto is 
superfluous in this proposition - whether if T is 
norm- preserving, it is of necessity surjective. We are 
still unable to settle this question for 1 < p < 2 and 
G non- compact; howev er, we have recently shown that 
T is sur jective if it is no r m- p r eserving and 2 ~ p < ~ . 
A.2.1 Theorem . Suppose that G is an LCA group 
and that T is a norm- preserving LP multiplier with 
2 < p < CD • Then T is s ur· j e ct iv e " 
-
Proof . We observe first of all that if f € C 
C 
I 
and g € LP then 'I, ( f * g) - (Tf) .!. g For if 
' 
-
<\' 0 
gn €Cc, it is evident that T(f * g) = (Tf) * g . n n 
If now (gn) is a sequence in C with gn ~ g ln C 
' 
pv LP gn * f ~ g * f in and (Tf) ... ~ 
' 
L "I" gn 
(Tf) * g in C It :follows that T(:f * g) - (Tf) ... - <\' 0 
since T is also an p' L multiplier (Theor em 3.2.1 ). 
g 
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Applying the Hahn- Banach Theorem., suppose that 
g E' L p' and that Tf * g = 0 (f € Cc) • Then 
T(f * g) - 0 (f € C ) But p r < 2 so that - • ) C -
f .,. p ' C C rl Hence f * 0 since T g € L " g -rl' • -0 
is ( 1 ' 1 ) • Thus f * g = 0 (f € C ) 
' 
which impl ies 
C 
that g - 0 11c is therefore dense in LP and we - . 
' 
C 
have finally that TLP = LP 0 
A. 2 . 2 Corollary. If G is an LCA group and T 
is a norm- preserving multiplier of type (p, p) with 
2 < p < CD , then j ~ j = 1 1 . a . e . , where (T is t he 
pseudomeasure corresp onding to T . 
Proof . T is onto; so T-1 is a l so an isometric 
multiplier of type (p, p) . 
Remarks . We outline here an alternative approach 
which yields the above two results. If T is isometric, 
it is not difficult to show directly that v = 1 l . a . e .. 1~1 
For firstly, \&-\ ~ 1 l.a . e . (cf . 5.1.5); if 
I CJ" j < 1 - ,C:.. < 1 t t TT f · t · u on some compac se h o posi ive 
measure, it 
functions 
function of 
I\ 
is possible to deduce (by examining the 
A 
Tn ~ where r is the characteristic SK ' SK 
K, and using the Hausdorff- Young inequality) 
that II (K 16 = 0, a contradiction. Hence j&-j = 1 l . a . e .. 
A straight- forward application of the Hahn- Banach Theorem 
now shows that T is surjective . 
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