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Fu¨r die Druckproduktion ist eine Steuerung und daher eine akkurate Vorhersage des Reflex-
ionsspektrums des Druckprodukts erforderlich, insbesondere, wenn hohe Anforderungen an
die Qualita¨t gestellt werden. Dieses Reflexionsspektrum ha¨ngt von verschiedenen Faktoren
ab, darunter auch die Lichtstreueigenschaft des Bedruckstoffs, in den meisten Fa¨llen Papier.
Der Aufwand, ein typisches Druckermodell anzupassen, ist erheblich, denn Testfelder mu¨ssen
gedruckt und gemessen werden. Mit einer steigenden Zahl von Druckfarben wird dies umso
entscheidender, da die Anzahl der mo¨glichen Kombinationen von u¨bereinander gedruckten
Farben exponentiell zunimmt. Sogenannte ”First Principle Models” reduzieren den Aufwand,
indem die verschiedenen physikalischen Effekte separat modelliert werden. Ein typischer
Ansatz ist hierbei die Trennung von optischer und mechanischer Tonwertzunahme.
Fu¨r die Modellierung der optischen Tonwertzunahme ist die Messung der Lichtstreuung im
Bedruckstoff eines der zentralen Elemente.
Diese Arbeit stellt die no¨tigen Mittel bereit, um einen Messaufbau zu entwerfen, mit dem diese
Lichtstreuung in Papier oder in anderen Bedruckstoffen erfasst werden kann. Ein solcher Mes-
saufbau wurde realisiert und analysiert. Des Weiteren werden repra¨sentative Messergebnisse
vorgestellt.
Die wichtigsten Vorteile des ermittelten Messaufbaus sind die verbesserten Fokus-Werkzeuge,
die Untersuchung u¨ber mo¨gliche Ursachen von Messfehlern, und die winkelaufgelo¨ste Messung
um Anisotropie der Lichtstreuung feststellen zu ko¨nnen.
In einer theoretischen Studie auf Basis von amplitudenmodulierten Druckrastern wird gezeigt,
dass die optische Tonwertzunahme vorhergesagt werden kann, ohne dass Testfelder gedruckt
werden mu¨ssen. Wenn die Lichtstreuung durch eine Punktstreufunktion beschrieben wird, ist
dafu¨r lediglich die Messung eines einzelnen Parameters no¨tig, wenn Transmission der Farbe
und Rasterfrequenz bekannt sind.
Eine Voraussetzung fu¨r diese Vorhersage der optischen Tonwertzunahme ist die akkurate und
verla¨ssliche Messung dieses Parameters. Der Messaufbau dieser Arbeit bietet die Mo¨glichkeit
hierzu.
Daher ist diese Arbeit ein Beitrag fu¨r die Verbesserung von ”First Principle Models” durch
die Entkopplung von optischer und mechanischer Tonwertzunahme.

Abstract
High-quality printing requires the control and therefore an accurate prediction of the re-
flectance spectrum of the printed product. This reflectance is a result of various factors, one
of them is the light scattering property of the substrate, which is paper in most cases.
Fitting a typical printer model is cost-intensive since it requires to print and measure test
patches. This gets even more important for an increasing number of inks because the possible
combinations of overprints rise exponentially. So-called first principle models reduce these
costs by modeling different effects separately. A typical approach is decoupling optical and
physical dot gain.
A key element of modeling optical dot gain is the measurement of sub-surface light scattering
in the substrate.
This work presents the necessary means to design a setup for the measurement of light scat-
tering in paper or other substrates. One measurement setup is introduced and analyzed, and
representative results are shown.
The main enhancements of the derived measurement setup are the advanced focusing tools,
the investigation of the sources of possible measurement errors, and the angular resolved
measurement for detecting anisotropy in light scattering.
A theoretical study on conventional screens showed that optical dot gain can be predicted
without printing any patches. Describing light scattering using a point spread function, only
the measurement of one parameter is necessary, if ink transmittance and screen frequency
are known. A prerequisite for this optical dot gain prediction is an accurate and reliable
measurement of that parameter. The measurement setup presented in this work offers the
possibility of such a measurement.
Thus, this work is a contribution to improve first principle printer models by decoupling
optical dot gain and other physical dot gain sources like ink spread.
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1Introduction
1.1 Framework of the Research
Printing is maybe one of the most important production techniques. Although, the word printing first
reminds everyone of printers at home and at the office, these digital printers are only one aspect of the
technology, where the quality of the print is usually of secondary interest.
Nevertheless, high-quality prints blend into our environment so that we do not even notice them.
Packaging might be the best example followed by printed cloths. But also the reproduction of images
captured by digital cameras leads to new challenges for digital printers. Other examples are reproductions
of art paintings, billboard advertisings, as well as high-quality journals and magazines.
The majority of the mentioned examples exceed the boundaries of standard CMYK inks. Especially
in packaging, prints with 12 and more inks are not unusual. In recent years, also digital printers with
seven (CMYK + RGB) and more inks became increasingly important and new printers with up to 12
inks were introduced to the market.
The precise control of the printing process requires a printer model that accurately predicts the
spectral reflectance of the print. The reflectance spectrum of a print reproduction is a result of various
factors. These include the spectral reflectance properties of inks and papers, the scattering behavior of
incident light within the paper as well as the considered printing process and halftone method.
During the printing process, the printer control values are transformed into a digital layout, which can
be printed (see figure 1.1). The resulting reflectances are additionally exposed to optical dot gain (ODG).
Typically, multi-ink printer models are regression based models [2]. These models treat the printing
system as a black box and are not necessarily based on physical principles. In general, test patches are
printed and the m model parameters (c1, . . . , cm) are fitted to the reflectances measured.
If one of the influencing factors, such as ink, paper or the printing process is changed, new test
patches have to be printed and the model parameters have to be fitted again. It is very difficult to
1
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Figure 1.1: Printing process and two different types of printer models ( [1] edited).
calculate correction factors to transfer the printer model to a different setup.
Fitting a printer model is cost-intensive since it requires time and material resources. This becomes
even more important for an increasing number of inks because the possible combinations of overprints,
that have to be represented by a test patch, rise exponentially. Modeling a four-ink system with the
widespread cellular Yule-Nielsen spectral Neugebauer model utilizing five grid points results in 625 test
patches. For a seven-ink system the number of test patches increases to 78, 125 [1].
In contrast, the reflectance prediction of first principle models [2] is based on the physical processes
of the printing system. Even a printing system with more than four inks is assumed to require only a
few test patches for fitting. In this case, the overall number of model parameters of the first principle
model (j+k) should be significantly smaller than the number of parameters of the regression based model
(j + k ≪ m see figure 1.1).
Additionally, some of the results might be transferable to other printing setups. If for example only
the paper differs, all parameters that are paper-independent have not to be changed. This way, the effort
for fitting a model to a setup can be reduced drastically.
A common approach for first principle models is to model the so-called optical dot gain (ODG)
separately. This effect is caused by light scattering in the substrate and makes the halftone appear darker
than the fractional area coverage would suggest.
A key element to model ODG is the measurement of sub-surface light scattering in the substrate.
The measurement of reflectances of prints is conducted with spectrophotometers. In recent years,
the usage of light emitting diodes (LED) as light sources for these instruments became more and more
popular. The advantage of an LED compared to a halogen lamp is its better efficiency. Therefore, the
2
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aim of this work is to design a setup to measure light scattering in paper using an LED light source
and to analyze the performance of these measurements. Additionally, these measurements open up new
possibilities for halftone prediction, which are to be evaluated.
1.2 Objectives
The objective of this research is to build up a reliable measurement setup for detecting light scattering in
paper. In order to do so, the various influences on the measurement performance have to be investigated
and guidelines for the correct design of the setup have to be analyzed.
Exemplary measurements, taken with the derived setup, will be presented and applied to model optical
dot gain in printing.
Deriving a simple representation of the light scattering properties of substrates as a function of only
one variable is another objective. The advantage of such a single value is that it could be added to the
datasheets by paper producers. Complex data would require a more sophisticated information transfer.
Therefore, a single value as scattering characteristics would be the most feasible.
1.3 Methodology
After introducing into light scattering as optical phenomenon in section 2.1 and some essential basics
about optical measures (section 2.2) and printing (section 2.3), the measurement setup and measurement
procedure will be derived in chapter 3. First a morphological analysis of measurement setups from
literature will be presented in section 3.1. From this analysis, the principle measurement setup will be
derived.
For the measurement procedure, several images have to be acquired using a camera. In section 3.2,
the relevant model and the constraints for the measurement will be derived. Section 3.3 introduces the
detailed setup and influences on the measurement performance. In section 3.4, the measurement results
are investigated with respect to anisotropy, light scattering classes, different methods to acquire the LSF
and PSF, and spectral properties of light scattering.
Validating the measurement results, two alternative methods for optical dot gain measurement are
compared to simulated optical dot gain based on the light scattering measurements in section 4.1 and
section 4.2. A new simple prediction function for optical dot gain will be derived from a theoretical




Light scattering in the printing substrate essentially effects the appearance of the printed product. In
most cases, the printing substrate is paper. In terms of the light scattering properties, the term paper
will stand as a representative for all other substrates even if they are not mentioned explicitly.
Paper is a flat material, produced from plant fibers [3]. The optical properties of paper influence the
quality of a print. Here, the sub-surface light scattering is essential for the optical dot gain and thus for
the reproduction of halftones.
In section 2.1, optical models will be presented that can be applied to paper. Here, the focus is set
especially on models that take account for light scattering.
Some general basics on optical measures as well as ink density and color calculation can be found in
section 2.2. The focus is set to measurement geometries and their influence on the reflectance measure.
Printing as a reproduction process is described in section 2.3. The composition, production and
dimensions of paper being the primary printing substrate are outlined. Furthermore, the concepts of the
Yule-Nielsen optical dot gain model and the Murray-Davies equation are presented.
2.1 Optics
The following sections involve the related optics for visible light. In most cases geometric optics are
sufficient to describe the effects that are of importance for the work at hand. The basics are presented
along the system theory for optical components.
2.1.1 Thin Medium as Optical System
A system generally consists of one or several inputs, outputs and transformations. The boundary separates
the system from its surrounding. An input passes the boundary inwards, an output in the opposite
direction. The choice of the boundary is existential for the behavior of the system. In the following, every
5
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medium that interacts optically, will be treated as an optical system. Light that falls onto the medium
is the input, light emerging from the medium will be treated as output. Transformations describe what
happens to the light within the system’s boundary. Treating the system as a black box, not knowing any
physical effects that affect the transformations, a rough phenomenological description can be gained. The
more the system is divided into subsystems, the more physical effects can be implemented. This way, the
system can be refined to a state, where all major physical effects are modeled and all minor effects are
treated phenomenologically as black boxes.
In general, optical systems can be treated as time independent.
In literature, the models for optical systems can differ in terms of light handling and dimensions [4–7].
Light handling refers to, whether the model differentiates direct and diffuse light or not. The dimensions
can be either 1D, 2D, or 3D respectively.
A simple 1D model in z-direction [8] can be consulted for explaining the most important physical
effects, see figure 2.1. A thin optical medium, e.g. a glass pane, optical filter, or sheet of paper, is
illuminated with a known radiance Li incident on the top side of the medium. Treating the whole system
as a black box (center), the two outputs at the top and the bottom of the medium are the reflected
radiance Lr and the transmitted radiance Lt. In a first step of refining, the system can be divided into
three subsystems: the top interface, the volume, and the bottom interface. Top and bottom interface
involve the surfaces only. The intermediate subsystem is restricted to volume only. This way, surface
reflections and volume effects like absorption and scattering can be handled separately. For logically
connecting the subsystems, connecting radiances have to be defined, here named after the z-position of
their occurrence (subscript) and their z-direction (superscript).
Considering the top interface subsystem, input (Li and L
−
0 ) and output (Lr and L
+
0 ) are related
according to the laws of surface reflection. The direction of the reflected light depends on the orientation
of the incident light relative to the surface normal. In the ideal case, the angle of reflection equals the
angle of incidence. With the coefficients of surface reflection for light coming from the surrounding ρs
and light coming from the medium ρm, the output can be written as:
Lr =ρs · Li + (1− ρm) · L−0 (2.1)
L+0 =(1− ρs) · Li + ρm · L−0 (2.2)
Surface or specular reflection depends on the index of refraction of the medium n˜m and of the sur-
rounding n˜s. For the case of normal incidence of light, the coefficient of surface reflection ρ can be









Figure 2.1: 1D system theory for thin optical components with single dimension z ( [8] edited).
With varying angle of incidence γ, the surface reflection for unpolarized light increases as shown in
figure 2.2 on the left. Additionally the reflection becomes different for the part of the light that is plane-
polarized parallel and perpendicular to the plane of incidence respectively, as it can be seen on the right
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This theory is restricted to perfectly plane surfaces. For such media, the surface reflection can be
reduced to the specular reflection. In reality, materials with perfect specular reflection are rare. In most
cases, the reflection forms a lobe in approximate specular direction. A model for such a surface is to
divide it into subsurfaces, which are oriented statistically. For each of these subsurfaces, the law of mirror
reflection can be applied locally. From a global view, the reflection is diffuse. For a perfectly diffuse
reflector, also called Lambertian reflector, the reflected radiance is constant for all directions and does
not depend on the angle of incidence, see figure 2.3.
For the volume element of figure 2.1, input and output are connected by absorption and scattering
7
2. BASICS
Figure 2.2: Surface reflection depends on the refractive indices of the media and the angle of incidence [9].
Figure 2.3: Distribution of radiance for a Lambertian reflector.
in the medium. Here, no surface effects take place. The absorption coefficient α indicates how light is
decimated by absorption in the observed volume element. The longer the path length for the light, the
more light is absorbed. This can be described by Lambert’s law [10]:
L = Lie
−αl, (2.6)
where L is the part of the incident light Li that is transmitted through the volume while the absorbed
part increases with the path length l through the volume element. Absorption transforms the lights energy
into other forms, in most cases thermal energy [11]. A special case is the effect of fluorescence, where the
energy that is absorbed is transformed into kinetic energy of the electrons of fluorescent pigments. When
these relax to their ground states, they emit light, usually of different wavelengths than the absorbed light.
The emitted light (by fluorescence only) depends on the incoming light Li, the fluorescent coefficient ϕ,
and the path length for the light that depends on the height of the volume element h:
L = f (Li, ϕ, h) . (2.7)
In case of fluorescent material, fluorescence can be incorporated into the system’s model. In the
following, fluorescence will not be considered.
While the effect of absorption reduces the intensity, scattering causes the light to change direction.
Assuming, that light comes from an arbitrary direction u, and the part that is scattered in direction v
8
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can be described by the scattering coefficient ςu,v, the outgoing radiance depends on the input Lin,u, the
scattering coefficient ςu,v, and the height of the volume element h:
Lout,v = f (Lin,u, ςu,v, h) . (2.8)
The explicit formulation depends on the definition of the volume element. Different models for scat-
tering will be presented in section 2.1.2. A general condition for the scattering coefficients for light coming
from one single direction u is that there shall be no loss of energy due to scattering:

v
ςu,v dv = 1. (2.9)
This leads to a general formulation of the output radiances L−0 and L
+
h of the volume element of
figure 2.1 as a function of the input radiances L+0 and L
−
h , the absorption coefficient α, the scattering












h , α, ςu,v, h

(2.11)
Equations 2.1, 2.2, 2.10, and 2.11 can be combined to a system of differential equations. In this
context, a multi-layer system can be derived by combining different subsystems. For example, a two
layer system could be represented with the following combination: top interface – volume 1 – interface –
volume 2 – bottom interface.
2.1.2 Light Scattering Models
Models that describe the optical effects in a volume element are usually integrated models including
absorption, scattering, and possibly fluorescence. With the assumption of zero absorption and zero
fluorescence, they can be reduced to light scattering models.
In the following paragraphs, different physical models will be presented. Due to their restricted validity
for the light scattering in paper, another type of models will be concluded. These phenomenological
models do not refer to the physical causes for light scattering but take the light scattering process as a
whole phenomenon.
A lateral two dimensional description of the reflectance answer due to light scattering can be derived




Physical scattering models are usually restricted to optically thin media. This means, that each scattering
center can be regarded separately because the other centers are far away. This scattering can be described
by several models. In the following, only elastic scattering will be mentioned. Inelastic scattering includes
that energy is transformed and light changes its wavelength. This is contradictory to previous assumptions
and to equation 2.9.
There are three types of elastic scattering for light, see figure 2.4. They are valid for different rates of
circumference of the scattering center πd and wavelength λ:
 Rayleigh scattering (for πd/λ≪ 1)
 Mie scattering (for πd/λ ≈ 1)
 Geometric (or optical) scattering (for πd/λ≫ 1)
For Rayleigh and Mie scattering the scattering centers must be perfect spheres [12, 13]. Figure 2.5
illustrates the scattering according to Rayleigh (left) and two cases of Mie scattering (center, right) for
λ = 550 nm. The curves and vectors indicate the radiation intensity of the scattering in that direction.
For Rayleigh scattering, the backscattering has the same shape as the forwardly directed radiation. The
bigger the ratio πd/λ, the more light is scattered forwards.
Although the models have very restricted applicability, there are two facts that can be derived:
1. Scattering depends on the ratio of πd/λ, it is a spectral quantity depending on wavelength λ.
2. Scattering changes the direction of the light’s propagation. Also, back scattering in negative prop-
agation direction can occur.
Figure 2.4: Limits of the scattering models of Rayleigh and Mie as a function of the ratio of diameter to
wavelength ( [14] edited).
Figure 2.5: Rayleigh scattering by an infinitesimal small gold particle (left); Mie scattering by small gold
particles with diameter d = 160 nm (center) and d = 180 nm (right) [12,13].
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Phenomenological Light Scattering Models
Phenomenological light scattering models describe the phenomenon light scattering without referring
exactly to the causing physical principles. Therefore, these models are often not applicable to all cases
but restricted to a limited field which is usually smaller than the field of application for the physical
models. Phenomenological models can be adapted to a given problem by adjusting their parameters.
The value of the parameters are usually not directly related to the underlying physics and cannot be
derived from material characteristics. Thus, they must be adapted empirically.
The two-flux model considers the incident radiance as a diffuse irradiance I in two direction: in
positive (I+) and negative (I−) z-direction. The change of irradiance in the medium is only influenced by
absorption, which reduces the irradiance by a certain factor, and scattering, which reverses the direction
of a certain part of the irradiance. The related coefficients for the model are the absorption coefficient K
and the scattering coefficient S. This model is also referred to as Kubelka-Munk model [4, 5, 15,16].
The balance of irradiances – indicated by dashed arrows on the right of figure 2.6 – yields two
differential equations [6, 15]
dI+
dz
= −(K + S)I+ + SI− (2.12)
dI−
dz
=(K + S)I− − SI+ (2.13)
Adding collimated irradiance to the model, the number of fluxes is doubled. The four-flux model
considers diffuse (I+, I−) and collimated irradiance (Ic+, Ic−) in positive and negative z-direction re-
spectively, illustrated in figure 2.7. These four fluxes are coupled with scattering and absorption coeffi-
cients. The coefficients for diffuse irradiance K and S correspond to those of the two-flux model. For the
collimated part of the light, three new coefficients are introduced: the absorption coefficient k and the
Figure 2.6: Two-flux or Kubelka-Munk model ( [5, 16] edited).
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Figure 2.7: Four-flux model ( [5, 16] edited).
two scattering coefficients sf and sb, referring to forward (f) and backward scattering (b) respectively.
With scattering, the amount of diffuse light is increased, while the amount of collimated light decreases.
The balance of irradiances is illustrated on the right hand side of figure 2.7, where the solid arrows now
refer to collimated light. The differential equations for this model are [15]
dIc+
dz
=− (k + sf + sb)Ic+, (2.14)
dIc−
dz




=− (K + S)I+ + SI− + sfIc+ + sbIc−, (2.16)
dI−
dz
=(K + S)I− − SI+ − sfIc− − sbIc+. (2.17)
Berg’s extended Kubelka-Munk model [6] is an extension of the two-flux model with a second dimen-
sion, see figure 2.8. As in the two-flux model, only two fluxes are considered for the z-direction (irradiance
M and exitance E) but the dimensional extension requires two additional fluxes S+ and S− in positive
and negative x-direction respectively, see figure 2.8. S+ and S− are caused by scattering and must be
added or subtracted from the cells next to the observed element. Since the z-direction is perpendicular
to the surface, Berg’s model allows only for a one-dimensional lateral description of scattering. The
differential equations for this model can be found at Berg [6].
Adding another dimension with another two fluxes, Mourad’s extension [7] serves as a full 3D descrip-
tion for light scattering, absorption, and fluorescence, as illustrated in figure 2.9 on the left. The model
can also be formulated in polar coordinates, as shown in figure 2.9 on the right. Here, isotropic scattering
is assumed. In this case, the light transferred from one cell to its angular neighbor compensates the light
exchange with the neighbor on the other side.
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Figure 2.8: Berg’s extended 2D Kubelka-Munk model ( [6] edited).
Figure 2.9: Mourad’s extended 3D Kubelka-Munk model [7].
Figure 2.10: Many-flux model [5].
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The models presented could be refined, adding even more directions. This leads to the many-flux
model [15], an illustration of 22 channels [5] is shown in figure 2.10. For calculations, the many-flux model
is usually too complex, since for each transition between the channels a coefficient has to be defined and
the number of differential equations increases, so that the adaption to a given problem becomes difficult.
PSF as Reduced Lateral Light Scattering Model
A common description of light scattering is the use of point spread functions (PSF). In this case the PSF
can be considered as a ”probability density function that describes the probability of a photon returning
to the surface of the [medium] at a location (x,y) away from the point of entry into the [medium]” [17].
This approach differs to the phenomenological approaches presented previously. The simplest models
only distinguish direct and diffuse light, as in the two- and the four-flux model. Cellular models like Berg
or Mourad consider scattering as a transport phenomenon of light to the direct neighbor cell. The PSF
according to Arney et al. [17]. allows light to be transported also into cells some distance away from the
source cell without solving the whole model. This is achieved by convoluting the original light pattern
that just entered the medium L+0 (x, y) with the PSF P(x, y):





where ∗ is the convolution operator and L−0 (x, y) the lateral distribution of the light about to return
through the surface again.
For a point source, the PSF directly describes the reflectance answer of a scattering medium as it
is shown in figure 2.11 on the left. In case of a line source, the direct answer is called the line spread
function (LSF), see the illustration in the center of figure 2.11. Mathematically, the LSF L(x) can be





P(x, y) dy (2.19)
In many cases, the PSF in characterized using polar coordinates. Then the transformation equation
can be written using the Abelian integral, presuming isotropic scatter:





r2 − x2 dr. (2.20)
For the general derivation of this equation see Marchand [18, 19]. For the special case used here, see
appendix A.2. The inverse equation of 2.20 is:





x2 − r2 dx. (2.21)
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Figure 2.11: PSF, LSF and ESF [1].
Another important case for the PSF is a halfplane, edge-shaped illumination, as it can be seen in
figure 2.11 on the right. In this case, the reflectance answer is the edge spread function (ESF) E. The










Transferring equation 2.18 into the frequency domain by taking the Fourier transform F leads to:









0 ] · F[P], (2.25)
where the Fourier transform of the PSF is called the optical transfer function (OTF) [20] of the system
OTF = F[P] (2.26)
and is normalized to unit value at zero spatial frequency. Generally, the OTF is a complex function.
Its magnitude is referred to as modulation transfer function (MTF) and its phase is called the phase









The MTF is an important metric for describing resolution characteristics of an imaging system, where
the components of the system can be incorporated as a mathematical product. Components can be for
example lenses, windows, but also paper and other optical media [21].
2.2 Optical Measurements
Optical measures do not directly correspond to the physical effects described above. They strongly depend
on the measurement setup. Therefore, the general definitions and conditions are mandatory information
for reproducible measurements.
2.2.1 Optical Measures
The most common optical measures are reflectance R and transmittance T . In contrast to the coefficients
for absorption, fluorescence, scattering, and surface reflection, these measures are no material constants
since they are a combination of physical effects and not one effect only. Additionally, the values for
reflectance and transmittance can vary for the same material depending on the measurement setup or
method used for their determination. According to Judd, reflectance can be defined as the ”ratio of some
specified portion of the reflected flux to incident flux” [22]. Applying this definition to the optical system









Both measures depend on a combination of surface reflection, absorption, and scattering, in some
special cases, effect pigments can cause interference [23, 24]. The isolated physical effects are hardly
measurable. Therefore, reflectance and transmittance can be used to determine these material constants
indirectly.
Since diffuse surface reflection and scattering can alter the directional distribution of reflected or
transmitted radiance, both measures depend on the measurement geometry, i.e. the directions of incidence
(index i) and detection, where reflectance is denoted by index r and transmittance by index t. Figure 2.12
shows the general definition of the measurement geometry for reflectance measurements. Each direction is
defined by its polar angle θ relative to surface normal, its azimuth φ, and its solid angle element dΩ [25].
Covering the full hemisphere of incident and detection angles, a bidirectional reflectance distribution
function (BRDF) can be obtained. It contains the reflectance (per steradian) for each pair of direc-




Figure 2.12: Geometry for reflectance measurements ( [25] edited).
Figure 2.13: Three-dimensional reflection indicatrix of the radiance factor β; matt-sided opal glass, incident
geometry θi = 67.5°, wavelength λ = 550 nm [26].
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Illustrating a BRDF means always a reduction in some terms. As example, figure 2.13 shows the
reflectance of a matt-sided opal glass for one direction on incidence θi = 67.5°, φi = 0° and one wavelength
λ = 550 nm (solid angles of incidence dΩi = 2.16× 10−2 sr and detection dΩr = 96.45× 10−6 sr) [26].
The radius of this illustration is the polar angle θ (relative to the surface normal). The z-axis is the
radiance factor β, measured for θr = 0° to 80° and φr = 0° to 360°.
A perfect Lambert reflector would show a constant radiance factor β = 1 for all measurement geome-
tries. The radiance factor for a perfect mirror reflector would be equal to zero for all but the specular
direction. This illustration makes clear, why differences in the solid angle can affect the measurement.
Therefore, three types of solid angles can be distinguished [5,27]:
 Hemispherical or diffuse: the solid angle covers the full hemisphere.
 Conical: the solid angle is small, it forms a cone.
 Directional: incidence or detection are parallel or quasi-parallel.
In contrast to conical or directional measurements that are specified using the polar angle, a hemi-
spherical or diffuse measurement geometry is specified with ”d”. Combining all possible types of solid
angles for incidence and detection, nine types of measurement conditions can be distinguished. For
reflectance these are given in table 2.1.
These cases will not be distinguished in the following and all measurements will be referred to as
reflectance measurements. For reasons of comprehensibility all necessary information will be provided.
Illumination Detection Quantity Symbol
hemispherical ρdif
conical hemispherical reflectance ρc
directional ρg
hemispherical Rdif
conical conical reflectance factor Rc
directional Rg
hemispherical βdif
conical directional radiance factor βc
directional βg
Table 2.1: Nine types of reflectance measurements according to DIN 5036-3 [5, 22,27].
2.2.2 Color Measurement and Calculation
Although, handling color as an optical property of an object is not truly accurate, color will be reduced
to the optical aspect in the following. For the aspect of human vision and psychophysics, the reader is
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referred to Valberg [28].
The aim of a color measurement is to process the optical measure in order to derive a correlate to
the visual appearance of the object. Thus, color measurement can refer to reflectance and transmittance.
The following section will be limited to reflectance measurements only.
Typical measurement geometries for color measurements in graphic industries are conical-conical
setups at 0°/45° or 45°/0° and hemispherical-conical setups at d/0° or d/8°. The conical angles of aperture
are restricted to a maximum of 5°, which equals a solid angle of 0.006 sr [27,29].
Generally, color measurements consist of a spectral reflectance measurement and a subsequent calcu-
lation of color values. This process is illustrated in figure 2.14. The first step of color calculation is to












R(λ)S(λ) z(λ) dλ (2.33)
Figure 2.14: Process of color measurement and calculation ( [30] translated).








The tristimulus values X, Y , and Z are functions of the measured reflectance R, the light spectrum
S, and the color matching functions x, y, and z defined by CIE in 1931 for the 2° standard observer [31].
In a second step, the tristimulus values X,Y, Z are, in the general case, converted into an approx-
imately uniform color space, where the correlation between the Euclidean distance of color values and
the perceived color difference is better. The widest spread is the CIE L∗, a∗, b∗ color space (CIELAB)
color space, defined by CIE in 1976. The CIELAB color values are a lightness correlate L∗, a red-green
component a∗, and a blue-yellow component b∗. These quantities are calculated relative to the CIEXYZ













a∗ = 500 · (QX −QY )
















where A = X,Y, Z.
(2.35)
There are various attempts to enhance the uniformity of color spaces. One approach is the formulation
of better color-difference formulas (CDF), like CIE94, CIEDE2000, or CMC. CDFs are usually applied to
CIELAB or its polar equivalent CIE L∗, C∗, h∗ color space (CIEXYZ). Then the colors are not transferred
into a different color space but the color difference is an adapted formula that varies over the whole color
space in contrast to the Euclidean distance that is location-independent. The corresponding equations
can be found in literature [32].
A different approach is the formulation of color-appearance models like CIECAM02. Here, visual
effects like chromatic adaption can be implemented and enhance color matching [32].
2.2.3 Densitometry
Optical density originally refers to the darkness of a light sensitive medium, i.e. a photographic film. It
is a measure of the absorption characteristics of the sample – the higher the absorption, the higher the
optical density. The optical density can be calculated from reflectance or transmittance measurements as
the reciprocal of the measure. In the following, the term densitometry will be restricted to the reflectance
measurement as it is common in printing industry as a correlate for the ink film thickness [33].
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The density measurement on printed products is standardized [34]: illumination, measurement geom-
etry, weighting functions, and the calculation of the density are fixed. This standardized measure will be
called the ink density in the following.
Ink density is a relative measure of weighted reflectances. Two measurements are taken: one on the
sample patch Rs(λ), the other on the unprinted substrate Rp(λ) where index p refers to paper being the
most common printing substate. The measurement geometry is set to be 0°/45° or 45°/0° respectively.
Also, the use of polarizing filters is regulated. Both, measurement geometry and polarizing filters aim at
reducing the detected surface reflections that would distort the measurement [34,35]. Standard illumina-
tion is an incandescent light with spectral distribution S(λ) according to standardized illuminant A [36].
Since printing inks differ in their spectral absorption characteristics, weighting functions wi(λ) restrict
the evaluated wavelengths to the range where the ink i has highest absorption. These weighting functions
are standardized for the four process inks cyan, magenta, yellow, and black. For example, they can be
implemented by using different color filters. With these conditions, the ink density D can be calculated
from the reflectance [34]:






In printing, it is common to use the relative density D′, such that paper density Dp is set to zero:
D′ = D −Dp. (2.37)
The relative ink density can be expressed in basic densities or reflectances respectively:
D′i = Di −Dp. (2.38)









Printing is the process of transferring a material (liquid ink or solid toner) onto a printing substrate
(e.g. paper or foil). In general, the result is a laterally structured print where printed and unprinted
elements alternate. There are four input elements [37] that participate in the process (figure 2.15): the
two materials printing ink or toner and printing substrate, the layout defining the lateral distribution of




Figure 2.15: Printing process ( [37] edited).
Examples for conventional printing processes are offset, flexography, gravure, and screen printing.
Most important digital processes are inkjet and electrophotography printing. Each process demands
different properties from the materials and the layout, so that there are special inks for each of the
processes and even some special papers, e.g. for injekt printing.
When liquid ink is transferred onto the printing substrate, some part of the ink permeates the sub-
strate. With this, the optical properties of the remaining ink on top of the substrate change, as do
the optical properties of the penetrated substrate. For different printing processes, this is a desired or
an unwanted effect. Therefore, the printing substrates can be designed to fit the needs of the different
processes.
2.3.1 Printing Substrates (Paper)
The major printing substrate is paper. Papers are sheets of cellulose fibers that are mostly gained from
wood, from fiber crops or can be recycled from waste paper. The dimensions of the fibers differ noticeably,
see table 2.2.
Fiber type Fiber length / mm Fiber diameter / µm
softwood 1.1 – 9.3 14 – 65
hardwood 0.3 – 2.7 10 – 44
cotton 25 20
other 1.1 – 2.7 9 – 20
Table 2.2: Dimensions of fibers used for paper production [38–41].
Fillers increase the opacity of paper, having a diffraction index different from the one of the paper
fibers [38]. These components are e.g. pigments like kaolin, clay, calcium carbonate, or titanium diox-
ide [40]. The dimensions of these pigments are small compared to the dimensions of the fibers. Figure 2.16
compares the dimensions of wood fibers and fillers.




Figure 2.16: Dimensions of fibers and some fillers ( [40] translated and corrected).
During paper production, the fibers are mostly aligned in process direction. A slight jogging motion of
the carrier wire reduces this grain direction to some extend [3]. Paper production also includes pressing
and calendering, where the surface is evened. After that, papers can be coated. A layer of material
including pigments is applied to the surface of the paper. The pigment types are the same as for the
fillers, but the sizes are slightly smaller [38, 40, 41]. The coated paper can be calendered again achieving
satin finish or special structures using an embossing calender [3]. For highly glossy surface finish, the
paper is cast-coated. Then the calender is replaced by contact drying using a chrome cylinder that
transfers its smooth surface to the coating [3].
This way, the surface geometry of paper can be designed. Its roughness can vary from some hundred
nanometers for coated papers up to several microns for uncoated papers [42] e.g. for newspapers. A
comparison of different papers and their roughness can be found in figure 2.17.
Coatings increase the opacity of paper so that the optical influence of the fibers is reduced. Figure 2.18
shows micrographs in transmission mode of a standard uncoated office paper and a matte coated fine art
paper. Both images were postprocessed in order to enhance the contrast. For the uncoated paper on the
left, the fibers can be seen clearly. The fibers of the coated paper on the right are only visible as blurred
shapes due to the high opacity of the coating.
Special coatings can be found for inkjet papers. Their aim is to absorb the ink and keep it in the
upper regions of the coating. In optical sense, these coatings can hardly be compared to coatings of fine
art papers.
Another important type of printing substrates is foil. Foils usually do not absorb ink. Their structure
is not as inhomogeneous as paper. During their production, foils are stretched. This is the reason for
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Figure 2.17: Comparison of the surface roughness of six papers with varying smoothness; approximately
800-times magnification ( [42] translated).
Figure 2.18: Micrographs of an uncoated (left) and a matte coated paper (right) in transmission mode.
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foils having a slight polarizing effect. Foils as printing substrates will not be investigated in this research.
Nevertheless, they should be considered in future examinations.
2.3.2 Reproduction of Halftones
Most printing processes do not allow to vary the ink thickness purposefully to produce different halftones.
Thus, screening technologies are used to print halftones.
The number of inks is usually restricted to the four process colors cyan, magenta, yellow, and black
(CMYK). These can be printed next to or on top of each other (overprint). This results in four primary
colors, six secondary colors of the overprint of two inks, four tertiary colors and one color resulting from
the overprint of all inks.
The number of solid colors increases exponentially with the number of inks. Figure 2.19 shows a
model for this fact, using Pascal’s triangle. The apex shows the number of zero inks. In this case, the
only color possible is the color of the printing substrate, i.e. the white color of the paper. One ink
allows for two possible colors: the substrate color and the color of the solid ink. In case of two inks, the
additional overprint of the two inks adds a secondary color to the two primary colors of the solid inks
and the paper’s color, and so on. For the number of n inks, 2n combinations are possible.
In conventional printing processes, additional inks are usually used for corporate colors and not for
color separation. Nevertheless, the number of digital printers using more than four colors is increasing.
Examples are the addition of light inks for a better reproduction of pastel colors or expanding the color
gamut using additional red, green, and blue ink.
The correct image reproduction requires the reproduction of halftones. These are achieved by printing
a high frequency of small dots. The screening technologies for building the dots can be divided into
Figure 2.19: Pascal’s triangle representing the number of possible colors as combination of inks.
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Figure 2.20: Screen types for the reproduction of halftones [3].
conventional screens with variable dot size and fixed dot spacing (AM: amplitude modulation), frequency
modulated screens (FM) with fixed dot size and variable spacing, and hybrid technologies using variable
dot size and variable spacing (see figure 2.20).
The screen frequency fs is a measure for the coarseness of the grid. It is usually specified in lines per
centimeter l/cm or lines per inch lpi. In contrast to this, the addressability of digital printers is specified
in dots per inch (dpi). The dot pitch (in µm) is a measure for the distance between two printed dots
and therefore the reciprocal of the screen frequency for conventional screens, or the addressability for FM
screens.
The reproduction of true halftones using varying thickness of the ink can only be found in gravure and,
restricted, in inkjet printing. Apart from this, conventional screens are generally used for conventional
printing processes, frequency modulated or hybrid screens can be found in digital printers.
The differentiation of screening techniques is important when investigating optical dot gain (ODG).
Halftones seem to have higher coverage than the dimensions of the dots would imply, caused by subsurface
light scattering. This effect is also called the Yule-Nielsen effect [43]. Here, the mean distance between
or the mean diameter of the dots is an important factor. The smaller these values, the higher the ODG.
Since FM screens use smaller dots than AM screens, the effect is more visible, here. Only true halftones




2.3.3 Monochrome Halftone Models
In printing, the prediction of the final print from the original layout is a key element for high quality
prints. By means of halftone models, the reflectances of a printed halftone RA can be calculated from
the fractional area coverages A of the layout, a reflectance measurement of the printing substrate Rp,
and a reflectance measurement of the solid ink Ri. In the following, the models will be restricted to
monochrome models, since in multicolor printing, other effects like ink spreading arising from overprints
have to be considered [44].
With the assumptions of negligible light scattering – both, in the substrate and in the ink – and
constant ink thickness for the dots, the Murray-Davies [45] equation gives the simplest formulation of a
halftone model:
RA = A ·Ri + (1−A) ·Rp. (2.40)
The inverse Murray-Davies equation can be used to calculate the fractional area coverage from a
measured reflectance or relative ink density respectively:
A =
RA −Rp
Ri −Rp , (2.41)
A =
1− 10−D′A
1− 10−D′i . (2.42)
where D′A and D
′
i are the relative ink densities of the halftone (index A) and the solid ink (index i)
respectively, according to equations 2.36-2.39. The Murray-Davies model does not account for ODG and
is therefore often afflicted with significant errors. Yule and Nielsen [43] corrected the inverse Murray-
Davies equation introducing a factor n that can vary for different papers. The correction was applied to
the densities in equation 2.42:
A =
1− 10−D′A/n
1− 10−D′i/n . (2.43)






















Let us assume that the fractional area coverage of the printed halftone really equals the nominal
coverage An of the original layout. Then, the perceived or measured coverage according to the Murray-
Davies equation can be called effective coverage Ae. The optical dot gain ∆A is defined as their difference:
∆A = Ae −An. (2.46)
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Figure 2.21: Tone response curve for printing
with simulated dot gain with n = 1.5.
Figure 2.22: Dot gain curve for simulated optical
dot gain with n = 1.5.
Since ODG depends on the frequency and the diameter of the dots, ∆A depends on the nominal area
coverage An. The tone response curve shows the effective over the nominal area coverage, as shown in
figure 2.21. For the dot gain curve (figure 2.22), the dot gain is plotted over the nominal area coverage.
For calculating the reflectance of the halftones, the Yule-Nielsen model was used assuming n = 1.5.
In terms of optical dot gain, the use of nominal area coverages can be the source of errors. During
the printing process, the size and shape of the dots can change. Therefore, an additional term will
be introduced, called the geometrical area coverage Ag in the following. This term refers to the real
fractional coverage of the ink on the substrate. In contrast to this, the nominal area coverage is the
intended coverage from the digital layout. This way, the optical dot gain, that truly refers only to light
scattering and no other effects, has to be calculated from the difference between geometrical and effective
coverage:
∆A = Ae −Ag. (2.47)
Then equation 2.46 includes, – among ODG– also ink spread on the paper or other physical dot gain
effects.
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Properties of Paper
In literature, some measurement setups can be found that either acquire the point spread function (PSF)
or the modulation transfer function (MTF) of printing papers. In section 3.1 a morphological analysis of
these literature sources is given from which the principle measurement design of this research is derived.
In section 3.2 the necessary captures, that are needed for the measurement, will be derived. In this
course, some important constraints for the image capture will be deduced. In addition, approaches to
calculate the line spread function (LSF) and the PSF from the measured edge spread function (ESF) will
be presented.
A detailed description of the experimental setup can be found in section 3.3. Furthermore, some
essential influences on the measurement performance will be analyzed.
Section 3.4 presents the measurement results that were derived with the setup introduced. These
results are analyzed according to anisotropy, a possible classification of light scattering, the two major
approaches of deriving LSF and PSF, and some spectral aspects of light scattering.
3.1 Principle Design of the Measurement Setup
Generally, the measurement of light scattering properties of paper and similar media follows some common
rules. The sample is illuminated by a known lateral pattern of light. It is important that light regions
alternate with dark regions. Usually, the capture of the ”answer” of the sample is the lateral capture of
its reflectance. The more the reflected light resembles the incident light, the less light is scattered in the
sample. Of course, there are some challenges due to surface reflections and distortions in the measurement
system. But generally, the essential elements of the measurement procedure are as described. However,
there is also a special case which is called contact method, where no lateral capture is needed, but the
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reflectance is measured area-integrated. Furthermore, measurements can be based on the Kubelka-Munk
model [4] using black and white backings. Such measurements will not be considered in the following.
The interested reader is referred to Ackermann et al. [46].
In the following chapter, the essential elements of procedures for light scattering measurements will
be discussed. Examples from literature will be analyzed with respect to their use of these elements.
The results of the analysis will be summed up in a morphological analysis from which the principle
measurement design for this work will be derived.
3.1.1 Review of Literature
In literature, some publications on the measurement of light scattering in paper can be found, starting
with Yule and Nielsen in 1951 [43]. The different sources were analyzed according to their method of light
pattern generation, their pattern type, their method of detection, and their measurement geometry. The
information from literature were collected in table 3.1. Entries marked with not defined (ND) are not
defined in the sources. Additional investigations were performed on the spectral design and the possible
use of polarizing filters. Due to little information in the sources, these aspects were not included into
table 3.1.
Design of the Light Pattern
The light pattern is an essential element of the measurement. As described in chapter 2, scattering is a
volume related effect. Within the volume of the material, scattering makes the light change direction.
This way, it can be transferred to a different location than the one of its entry and exit there. The easiest
way to observe this effect is to generate light and dark regions in a defined pattern. A perfectly reflecting,
no-scattering material would show the same lateral distribution of reflectance like the pattern of incidence.
Scattering makes light travel from the illuminated regions to the dark regions to some extent. This way,
light regions become darker and dark regions become lighter. The comparison of the pattern of light
incidence with the lateral reflectance indicates the extent of light scattering in the material. Therefore, a
defined light-dark-pattern is important to detect light scattering.
In literature, there are different designs of light patterns. One of the earliest measurements of light
scattering in paper was performed by Yule and Nielsen [43]. They projected the light filament of a halogen
lamp onto the paper (figure 3.1a). The light filament formed the illuminated part, the rest of the detected
area was dark. Later, Yule et al. [47] altered their measurement setup and used a knife edge to generate a
sharp transition between a light and a dark half-plane. This can also be found in the work of Ackermann
et al. [46]. Other versions of half plane light pattern were realized by Arney et al. [17] using a glass plate
that was covered to its half with a chrome layer (figure 3.1b) and Engeldrum and Pridham [49], using
a photographic film. A basic approach is the reduction of the light area to an infinitesimal small point,
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3. MEASUREMENT OF LIGHT SCATTERING PROPERTIES OF PAPER
(a) (b) (c)
(d) (e) (f)
Figure 3.1: Different light patterns: a) halogen filament of Yule-Nielsen [43], b) edge of Arney et al. [17],
c) pencil light of Ukishima et al. [52], d) bar pattern, e) sinusoidal pattern, and f) checkerboard pattern.
as it was done by Wakeshima and Kunishi [48]. Rogers [51] found out that for a special type of MTF
calculation, a bar target performed best. This was an enhancement of the frequently used sinusoidal light
pattern, as it can be found in Inoue et al. [50]. Ukishima et al. [52] used a pencil light (figure 3.1c) as it
is created by closing the iris of a microscope. Also halftone pattern can be used, as shown by Yule and
Nielsen [43], while they also mention a checkerboard pattern.
When using bar or sinusoidal pattern, it is common to use multiple test pattern with different fre-
quencies, which allow for a direct determination of the MTF [53].
Projection and Contact Method
Most methods reviewed project the light pattern onto the sample, in the following this procedure will
be called the projection method [51]. This method involves some difficulties in terms of the geometry of
measurement (see ”Geometry of Measurement”, p. 34) and the focus calibration. However, there is an
alternative method, where a film with a defined pattern is attached to the surface of the sample. The
developed areas create dark regions, the transparent film allows the light to pass through almost without
any change. This method will be called the contact method [51] in the following. Although this method
seemingly allows for any geometry of measurement, there are some important differences to the projection
method, as it can be seen in figure 3.2 for an exemplary edge shaped light pattern.
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Figure 3.2: Projection method and contact method for the measurement of light scattering.
The first difference is that the light passes the pattern two times and not only one time in the
illumination path. This way, the two methods result in different answers of reflectance for the same
pattern. The results cannot be compared directly. This fact enables the contact method to be used for
an area-integrated measurement, see ”Detection of Reflectance” (p. 34). The second difference is that
the design of the contact zone of film and sample is essential for the accuracy of the measurements. In
some cases, optical contact can be created by using special liquids or glue. But with higher roughness
of the surface of the sample this becomes increasingly difficult. Multiple reflections bias the results. The
third difference arises from the fact that the height of the developed layer of the film can create shadows,
depending on the illumination angle. This is even more relevant when using diffuse or divergent light as
illumination. Providing collimated light is much more important for the contact method than it is for
the projection method. Avoiding even more distortions in the measurement, the developed layer of the
film should be oriented on the side next to the sample surface.
Generally, the transmission patterns used for the contact method can correspond to the light pattern
for the projection method. For example, Arney et al. [21] and Rogers [51] both used bar targets, whereas
Yule and Nielsen [43] attached strip films with halftone patterns in different screen rulings onto their
samples.
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Detection of Reflectance
The detection of the reflectance distribution is the detection of the answer of the sample according to
the light pattern signal, with which it is illuminated. Therefore, the detection usually has to be laterally
resolved e.g. by a regular grid as it is the case with most digital cameras, as they were used for most
experimental setups [17, 21, 46, 52]. The first measurements of Yule and Nielsen [43] were captured by
an analog camera. Traces of the images were measured with a microdensitometer. Other measurements
with microdensitometers can be found at Engeldrum and Pridham [49] as well as Inoue et al. [50].
In contrast to the laterally resolved detection, the are-integrated measurement detects only one re-
flectance value that stands for the integrated answer of the sample. This can only work, if the total
amount of light, that is detected, differs for a perfectly non-scattering and a scattering sample. This is
only possible for the contact method. Assuming that the following model is valid: The number of ”light
beams” that enter the sample at transparent locations of the film and are scattered (transported) to a
dark location is exactly the same as the number of ”light beams” that enter the sample at a dark spot
and are transported to transparent regions before exiting the sample. This way, every light-to-dark beam
has its corresponding dark-to-light beam. For a perfectly scattering sample, these two beams each pass
through a dark spot once and through a transparent spot the other time. In contrast, the sample with
no scattering properties reflects the two beams exactly where they entered. The one beam passes two
times through the transparent part, the other beam two times through the dark part of the film with
transmittance 0 < T d < 1. Assuming that the transparent part of the film does not absorb any light
at all (T t = 1), the condition that the total amount of detected light for perfectly non-scattering and
scattering sample differ can be written as:
2T d ̸= 1 + T 2d. (3.1)
This is true for all T ̸= 1. Since, for the transmittance taking the value 1 there would be no difference
between transparent and dark regions of the film, it can be stated that this condition is always satisfied.
An example for an area-integrated measurement can be found at Yule and Nielsen [43].
Geometry of Measurement
The angle of the incident light of the illumination and the angle of detection relative to the surface normal
of the sample define the measurement geometry as defined in section 2.2. The measurement geometry for
light scattering should correspond to the measurement geometry of the measurement instruments, where
the results shall be applied. In the work at hand this is the measurement geometry of densitometers and
the majority of spectrophotometers, which is 0°/45° or 45°/0° respectively.
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For most setups in literature the angle of detection is 0°. However, the angle of illumination varies
from 45° to 0°. For the contact method, the biggest influence can arise from the mentioned shadowing.
Using the projection method, a measuring geometry other than 0°/0° (in combination with no colli-
mated light) always leads to regions that are out of focus. The sample and the image plane of the light
pattern are tilted. Only the line of intersection of these two planes is in focus. The measurement has to
be restricted to this small line. For the detection of the whole area, the height of the sample must be
continuously adjusted.
Spectral Design
Emission spectrum of the light source and spectral sensitivity of the sensor are key elements for the spectral
design of the measurement setup. Although there are several possible light sources, the measurement
setups from literature usually use a halogen lamp [43,50,52]. In some cases, this broadband illumination
is limited using color filters [17,52]. This way, a narrow-band or approximately monochrome measurement
can be realized.
The color filters can be placed either directly behind the light source or in front of the detector. Similar
effects can be achieved with both placements. Nevertheless, there might be differences due to fluorescent
pigments in paper. When placing the filter in front of the sensor, these pigments can be stimulated by
UV light coming from the light source. Although the relevant wavelengths might be absorbed by the
color filter and are not detected this way, the emitted light from the fluorescent pigments could have a
wavelength that can pass the color filter. Placing the color filter directly behind the light source, the
stimulating wavelengths would be absorbed there and fluorescence would be omitted.
There are two general types of color filters. Absorption filters absorb the light while dichroic filters
reflect it. This reflection could increase internal stray light. These effects due to the position of the color
filters have not been investigated, yet.
Instead of using color filters, the spectral design can also be derived by choosing a matching light
source, for example a narrow-band LED or a monochromator.
Polarization
For measurement geometries that detect close to the angle of mirror reflection, surface reflections can
affect the measurement noticeably. Using polarizing filters suppresses the detection of these surface
reflections. Only Ukishima et al. [52] mention the use of polarizing filters. The effect on the measurement
with and without polarizing filters will be investigated in section 3.3.4.
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3.1.2 Morphological Analysis
The review of literature lead to a morphological analysis of the different components and methods of the
measurement setups. Table 3.2 presents the results of the morphological analysis, where the aspect of
the measurement setup can be found in the first row, followed by possible solutions.
Apart from the presented solutions in the previous sections, a new solution for the aspect of the method
for the pattern generation could be derived. It is usually solved using contact or projection method, as
they are previously described. All setups in literature that are based on the projection method generate
the pattern in transmittance. Either some partly transparent and partly opaque material is inserted into
the light path, or the light path is partly blocked. A new solution for pattern generation is the projection
method in reflectance mode [54]. This could be realized by micro-projection technology using a DMD
(digital micromirror devices) or an LCOS (liquid crystal on silicone) device. A similar method is used
for focusing in the profilometer Sensofar Plµ Neox [55].
3.1.3 Principle Design
For the following measurement setup, the projection method is chosen. It does not require collimated light
which reduces the efforts for the measurement setup considerably. In order to avoid the focus problem
with illumination apart from 0°, a 0°/0° measurement geometry is chosen, although it is not identical
to the measurement geometries for color measurement or densitometry. The measurement setup will be
incorporated into a standard microscope. Here, the 0°/0° measurement geometry is already available.
The microscope also allows for attaching a camera for detection. A monochrome CCD camera will be
used, avoiding any lateral loss of resolution due to the typical color filter patterns of RGB cameras. This
way, the full sensor can be used to detect the laterally resolved image of the reflectance answer of the
sample.
For the choice of the light pattern, some aspects have to be considered. The first is the fact, that
the measurements are to serve for the calculation of a PSF. While periodic pattern are preferable for
the detection of an OTF or an MTF, the PSF can be found easiest, if the light pattern resembles one
of the spread function inputs, i.e. point-, line- or edge-shaped illumination. The second aspect is the
feasibility for measurement. Here, point and line pattern have drawbacks, since the illuminated regions
are so small. Therefore, the edge pattern is preferable for the measurement task [20], while LSF and PSF
can be calculated from the measured ESF.
Other important parts of the measurement setup will not be fixed at this state. Furthermore, their
impact on the measurement result will be examined. For the influence of illumination spectrum, polarizing
filters, and out-of-focus measurements, see section 3.3.4.
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3. MEASUREMENT OF LIGHT SCATTERING PROPERTIES OF PAPER
3.2 Image Acquisition and Data Processing
The measurement of light scattering with the principle design according to section 3.1.3 requires the
detection of differences in the lateral reflectance distribution.
In the following sections, it will be derived what kind of images are necessary to perform such a
measurement. The conditions for image capture will be deduced. Subsequently, the measured ESFs
can be transformed into LSFs and PSFs. The relevant equations and transformation strategies will be
presented.
3.2.1 Required Images
Let the sample be illuminated by a certain unknown distribution of irradiance Es as a function of two
variables x, y, indicating the location on the sample and the pixels of the camera respectively. All values
also depend on the wavelength λ, although it will not be denoted in the following equations. Assuming
that the physical effects at the bottom interface have only little influence on the reflectance, the sample
can be modeled using only the top interface and the volume, as illustrated in figure 3.3. For the top
interface, the following equations can be formulated:
Ms(x, y) =ρ · Es(x, y) + (1− ρ′) · I−0 (x, y) (3.2)
I+0 (x, y) =(1− ρ) · Es(x, y) + ρ′ · I−0 (x, y) (3.3)
where ρ is the surface reflection from the surround and ρ′ from the volume. The exitance from the




0 are auxiliary values. The light balance equation for the volume is:











3.2 Image Acquisition and Data Processing
where α is the absorption, ∗ the convolution operator (see appendix A.1), and Ps the point spread
function representing light scattering in the medium, see section 2.1.2. Absorption can be neglected, if
the spectrum of the light source covers a range, where the reflectance of the sample is high. Also, surface
reflection can be reduced to a negligible amount when using polarizing filters. Then, equations 3.2 to 3.4
simplify to the single relation:
Ms(x, y) = (Es ∗ Ps) (x, y). (3.5)
In this work, this exitance is detected with a CCD camera. The output of the CCD camera is a
distribution of gray values V (i, j), where i, j stand for the i’th row and the j’th column. The gray value
depends on the charge Q that has been freed during exposure time tE in one pixel. Thus, a gray values is
the result of the irradiance Ec(x, y) incident on the pixel with the size wx · wy, integrated over exposure
time tE and pixel area:







Ec(x, y) dxdy dt. (3.6)
where k is a characteristic value for the camera that depends on its quantum efficiency η predominantly.
Linearity of the sensor provided and assuming that irradiance is constant during exposure time tE and
constant over one pixel, all pixels having the same size, the equation for the gray value simplifies to:
V (i, j) ≈ k · tE · wi · wj · Ec(i, j) (3.7)
Now, the irradiance on the camera Ec is a function of the exitance of the sampleMs. Between sample
and camera, the light has to pass some lenses and windows, thus it encounters some transformations.
Assuming that these transformations can be described by a simple convolution with a point spread
function of the observation unit Po leads to:
Ec(i, j) = (Ms ∗ Po) (i, j). (3.8)
Combining equations 3.5 to 3.8, the gray value can be written as:
V (i, j) = k · tE · wi · wj · (Es ∗ Ps ∗ Po) (i, j). (3.9)
When generating the light pattern, the irradiance on the sample Es is changed. The assumption is
reasonable that the new edge-shaped irradiance Es,M(i, j) is simply the product of the original irradiance
Es(i, j) with a mask M(i, j), the latter generating the light pattern:
Es,M(i, j) =M(i, j) · Es(i, j). (3.10)
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Generally, the mask does not need to be of a specific shape. Bar pattern, sinusoidal pattern, an edge
or other shapes can be realized. With this masked illumination, the detected gray values can be gained
according to equation 3.9:
V M(i, j) = k · tE · wi · wj · ((M · Es) ∗ Ps ∗ Po) (i, j). (3.11)
Let the irradiance on the sample Es be approximately constant over i, j. Then two simplifications
can be made:
(Es ∗ Ps) (i, j) ≈ Es(i, j) (3.12)
((M · Es) ∗ Ps) (i, j) ≈ Es(i, j) · (M ∗ Ps) (i, j). (3.13)
This way, equations 3.9 and 3.11 can be written as:
V (i, j) = k · tE · wi · wj · Es(i, j) (3.14)
V M(i, j) = k · tE · wi · wj · Es(i, j) · (M ∗ Ps ∗ Po) (i, j). (3.15)
The ratio of the detected gray values V of the sample that is evenly illuminated and the gray values








(i, j) = (M ∗ Ps ∗ Po) (i, j) (3.16)
in case of identical exposure times tE for both acquisitions. Still, the mask M and the point spread
function of the observation unit Po are unaccessible. Therefore, an acquisition of a reference material
can be used to eliminate these unknowns. This material is assumed to have perfect surface reflection, no
absorption and no light scattering in the medium. Then the discrete form of equation 3.5 becomes:
Ms,ref(i, j) = Es,ref(i, j). (3.17)




(i, j) = (M ∗ Po) (i, j). (3.18)
The same result could be derived by assuming a perfect Dirac impulse as Pref and substitute it as Ps














3.2 Image Acquisition and Data Processing
which will be called the 2D measurement equation in the following. From this equation, the PSF Ps
can be obtained by deconvolution. For the measurement of the PSF the following four images have to be
acquired:
 reference, unmasked illumination (V ref)
 reference, masked illumination (V M,ref)
 sample, unmasked illumination (V )
 sample, masked illumination (V M)
Some restrictions have to be considered, when capturing the images for measurement. First, the
acquisition of the images with masked and unmasked illumination should be performed using the same
exposure time. This is valid for sample and reference respectively. Second, the images of the reference
(masked and unmasked) must be taken without polarizing filters, since the reference is assumed to have
perfect surface reflection and polarizing filters would eliminate the captured reflectance. The sample
images require the use of polarizing filters. Thirdly, samples with high absorption in the wavelength
range of the irradiance produce almost no signal and cannot be measured. Fluorescent components in
the sample can alter the results. For good results, absorption and fluorescence should be negligible.
3.2.2 Measurement With Edge-Shaped Illumination
The direct extraction of the PSF Ps from equation 3.19 has an important drawback when there is noise
in the measurement system. One action to reduce noise is to take the average over a series of shots for
each of the four required images. This can reduce temporal noise of the camera or due to a flickering
light source. An additional action is to restrict the mask M to be invariant in one direction, for example
in being edge-shaped. Let the mask be constant in j-direction:
M =M(i). (3.20)














(M ∗ Ps ∗ Po) (i, j), (3.21)






































(i, j) = k · (M ∗ Ls ∗ Lo,j) (i). (3.24)





















the 2D measurement equation 3.19 becomes a 1D measurement equation:
I(i) = (Ls ∗ Iref) (i). (3.27)
This leads to some additional restrictions for the measurement. The reduction of temporal noise in
the measurement system requires the repetition of one capture for several times. The averaging of pixels
along one direction is only valid, if the edge is aligned to this pixel direction. A good adjustment is a
prerequisite.
3.2.3 LSF and PSF Acquisition
When calculating the LSF from equation 3.27, different methods can be utilized. One example is the de-
convolution using predefined algorithms provided by MATLAB. Such algorithms are deconvolution using
long division for 1D deconvolution and blind deconvolution, Lucy-Richardson deconvolution, deconvolu-
tion using regularized filter, and deconvolution using Wiener filter for 2D deconvolution [56].








where F is the Fourier transform and F−1 its inverse. It was found that both methods, direct decon-
volution and Fourier transform, perform poorly on noisy ESFs.
Aiming to find a robust method for noisy ESFs, an approach is to use simple empirical functions
with only one parameter s as starting point for the LSF L(s, i). The best guess for one function can be





[I(i)− (L(s) ∗ Iref) (i)]2 (3.29)
42
3.2 Image Acquisition and Data Processing
where L ∗ Iref is the simulated edge and I is the captured edge.
This approach produces very smooth LSFs but sometimes the residuals are quite large and, according
to this, the chosen function is not a good approximation for the LSF. Some empirical functions for the
PSF can be found in literature [6,57,58]. From these, the corresponding LSFs can be calculated according
to equation 2.20 or in a discrete way according to equation 3.23. Appendix A.3 sums up some PSFs and
their LSFs.
When fitting these empirical functions, the resulting form parameter s can be substituted into the
PSF equation without any further processing.
Fitting empirical functions is very stiff and unflexible. A solution for the given deconvolution problem
can be found with linear programming [59]. This approach allows a maximum degree of freedom for
the LSF that is not bound to any empirical functions. At the same time the solution is less affected by
noise than direct deconvolution or Fourier transform. Unfortunately, the high degree of freedom is the
reason why a lot of LSFs produce results that are equivalent in their residuals but differ significantly in
their shape. Thus, the solution space has to be restricted with physically feasible constraints. Finding a





|I(i)− (L ∗ Iref) (i)| (3.30)
where L ∗ Iref is the simulated edge and I is the captured edge. For practical reasons, the LSF has
an uneven dimension N . This way, there is always a center element i0 of the LSF that stands for the
location of the infinitesimal line.
For linear programming, the convolution of the LSF L with the reference image Iref can be formulated
as multiplication with a convolution matrix of the reference image C. This way, the minimization problem
of equation 3.30 can be substituted by:
|I −CL| ≤ ϵ, (3.31)
where ϵ is an auxiliary variable representing the difference between captured and simulated edge.
which leads to the following two constraints for linear programming:
−CL− ϵ ≤ −I
CL− ϵ ≤ I.
(3.32)
The LSF must be positive. This leads to the condition:
L(i) ≥ 0. (3.33)
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Two other constraints for the LSF are that its maximum is centered, i.e. the location i0 of the
imaginary infinitesimal illuminated line, and that it is reflectional symmetric with respect to i0.
L(i0 − i) = L(i0 + i) (3.34)
These center and symmetry constraints are reasonable, but they could be also defined differently.
However, the symmetry of the LSF is mandatory.
It is comprehensible that the LSF decreases with increasing distance from its center. The LSF must
be unimodal, i.e. it is monotonically increasing for i < i0 and monotonically decreasing for i > i0. The
maximum value is L(i0) and there are no other local maxima.
L(i+ 1)− L(i)

≥ 0 for i ≤ i0
≤ 0 for i ≥ i0
(3.35)
In addition, a reasonable consideration is that also the PSF must be monotonically decreasing for
increasing radius. This leads to the constraint, that the second derivative of the LSF must be greater
than or equal to zero for i < i0, and less than or equal to zero for i > i0. This can be written as the
following smoothness constraint:
L(i+ 1)− 2L(i) + L(i− 1)

≥ 0 for i ≤ i0
≤ 0 for i ≥ i0.
(3.36)
Since light scattering is assumed to be restricted to light transport and not to be responsible to any
loss of light here, the law of energy conservation must be satisfied. This means that the overall amount
of light that is distributed by the LSF must be equal to the amount of light that is incident. The sum of
all LSF elements must be one.

i
L(i) = 1 (3.37)
Since usually the resulting LSFs from linear programming cannot be described by analytical functions,
the PSF must be acquired using the transformation equation 2.21.
Both approaches, linear programming and fitting empirical functions, are based on isotropic light





The general measurement design, as derived in chapter 3.1, was realized by enhancing an existing mi-
croscope. The performed changes, new constructions and a detailed characterization of the parts of the
measurement setup can be found in the following section 3.3.1. For a reliable measurement, a set of
adjustments and calibrations is necessary. These will be described in section 3.3.2. Special attention
is payed to the focus adjustment and the focussing of the sample, which can be found in section 3.3.3.
Important influences on the reliability and the performance of the measurements will be analyzed in
section 3.3.4.
3.3.1 The Setup in Detail
The experimental setup is an enhancement of the setups presented in the work of Walter [60] and in [1].
It is incorporated into a standard microscope (Leitz Orthoplan [61] with objective turret Ploemopak [62])
using the lens PL Apo 6.3 and consists of an illumination unit, a sample holding unit and an observation
unit, as shown in figure 3.4.
Illumination Unit
Essential component of the illumination unit is the light source. The spectrum of the light illuminating
the sample has a big influence on the measurement performance. The broader the illuminating spectrum,
the more exact focusing of the system becomes difficult due to increasing chromatic aberration. Thus,
Figure 3.4: Schematic and picture of the experimental setup for the measurement of light scattering in
paper.
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the limitation of the spectrum should be considered. Either, a small-band or even monochromatic light
source could be chosen or the spectrum should be limited using small-band filters. For this work, a green
light-emitting diode (LED) was installed. It allows for a small-band measurement, where the maximum
wavelength is close to the maximum of the luminous efficiency function. Small-band filters are not needed
in this case. A monochromator would be even more advantageous in terms of spectral resolution and
focus but due to the higher costs and the less luminous exitance, the LED seems to be preferable.
The LED is attached to a passive heat sink (figure 3.5). Its spectral power distribution is sufficiently
constant over time. In figure 3.6 the spectrum of the LED was measured over 30 minutes with a spectro-
radiometer (Konica Minolta CS-1000A), not revealing a significant change. The position of the LED can
be adjusted in three directions. An additional lens allows for adjusting the magnitude of the illumination
relative to the image size. For performance analysis, the green LED can be replaced by a blue or red
LED or the original halogen lamp respectively.
Another important part of the illumination unit is the creation of the light pattern. In the experimental
setup the half-plane pattern is realized using the edge of a razor blade. For good quality measurements,
three conditions have to be satisfied. First, the geometry of the edge of the razor blade has to be free
of defects and as straight as possible, and second, the focus calibration has to be as good as possible,
see section 3.3.2. Thirdly, the edge should be in the center of the field of detection. A new mechanism
allows to swivel the razor blade into the light path, while the edge direction stays constant, as it can be
seen in figure 3.7. This allows for an advanced and reproducible edge positioning and easy edge removal
for detecting the lateral distribution of the illumination level. The focus of the blade can be adjusted by
moving a lens.
The image of the edge will always be influenced by Fresnel diffraction at the razor blade and distortions
inside the microscopes windows and lenses. An important aim is to remove as much distortions as possible
and to be aware of the distortions that cannot be avoided.
Observation Unit
The observation unit holds a 2 megapixel (MP) monochrome charge-coupled device (CCD) camera (Basler
scA1600-14gm) with 12 bit signal depth. The pixel pitch is 4.4 µm. The advantage of a monochrome
camera is the missing pattern with red, green, blue (RGB) filters. Thus, each pixel can be used for image
evaluation. The pixel pitch of 4.4 µm is a good compromise of small pixels for high resolution and big
pixels for a small signal-to-noise ratio.
Some materials produce high dynamic range measurements, where the difference between the re-
flectance of light and dark pattern elements is high. Nevertheless, it is necessary to detect even small
differences in reflectance also for these images. Therefore, a good signal depth, 12 bit in this case, is
necessary. Additionally, it is important to adjust the exposure time, so that the range of gray values
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Figure 3.5: CAD image of the lamphouse with LED attached to passive heat sink and its position adjust-
ments.
Figure 3.6: Relative spectral power distribution of green LED: measurements over 30 minutes (gray) in
comparison to first measurement (black).
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Figure 3.7: CAD image of the mechanism to swivel the razor blade in the light path (left) and out (right);
The position of the razor blade in the light path can be adjusted while edge direction stays constant.
covers the whole signal range. For identifying the correct exposure time, the gray values are scaled so
that the median of the lightest 40% of the image is at about 94%± 2% gray value. This algorithm is
efficient and suitable for our measurements. It allows to capture differences in reflectance in the very
light regions and at the same time offers the biggest quantization for the darkest regions of the image.
This way, increasing the dynamic range of the camera by taking shots with different exposure times is
not necessary. Working in the linear domain of the sensor, the gray values can directly be related to
reflectances.
For image acquisition, the manufacturers software development kit (SDK) was connected to MATLAB,
so that images could be directly accessed and processed there.
The combination of all optical parts in the observation unit will be called the imaging system in the
following. It will be treated as one unit. The following elements belong to the imaging system:
 CCD camera,
 beam splitter,
 objective lens, and
 other windows of objective turret and microscope that lie in the observation path.
Sample Holding Unit
The sample holding unit consists of a special sample holder that is attached to the microscope stage. This
allows for a simple adjustment of the sample focus by moving the microscope stage in vertical direction.
The sample holder used here was developed in a supporting work of Walter [60]. It takes over an
important task that has been the source of imprecisions in the past: the adjustment of the sample focus.
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Figure 3.8: Image of the sample holder with paper sample. Scales on sample holder and microscope stage
allow for reproducible angle adjustment [60].
Usually the samples (i.e. paper) have quite rough surfaces. That means that the highest image sharpness
does not considerably vary over a certain range. This effect is even magnified when using broadband
illumination. The result is that the adjustment of the sample focus is not reproducible. In order to
enhance the sample focus, an aluminized first or front surface mirror (FS mirror) was introduced. The
surface of the FS mirror has to be leveled with the surface of the sample. For this reason, FS mirror
and sample are pressed against a superfinished steel plate which is positioned parallel to the microscope
stage. This way, it is possible to switch between FS mirror and sample by simply sliding the microscope
stage in horizontal direction – without leaving the focus.
The sample holder can be rotated about the optical axis of the microscope, again, without leaving
focus. This way, inhomogeneous scattering properties can be detected. Scales on the microscope stage
and on the sample focus allow for a reproducible angular positioning, see figure 3.8.
Other Components
Two other components of the measurement setup have big influence on the precision of the measurements.
First, polarizing filters are used. The chosen measuring geometry 0°/0° involves that a lot of reflections
from the surface of the sample are detected in the camera. This is not desirable for the measurement of
light scattering. Especially rough surfaces distort the measurement, since their reflection at the surface
is diffuse and in most cases not predictable. The use of polarizing filters can reduce this effect to a
minimum. For this, a polarizer, positioned in the illumination unit, generates linearly polarized light.
The light that is reflected directly at the sample surface does not change its polarization, other than the
light that enters the material and is scattered. The analyzer, a second polarizing filter with orthogonal
orientation to the polarizer, is located in the observation unit. The light that was reflected at the surface
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cannot pass whereas the part of the light that changed polarization in the material can be detected. This
way, disturbing surface reflections can be almost eliminated.
In contrast to samples with scattering properties, the part of the light that enters the FS mirror and
changes its polarization is almost negligibly small. This way, the use of polarizing filters almost obliterates
the image. Therefore, taking images of the reference, polarizing filters cannot be used.
A second important improvement to similar measurement setups is the prevention of stray-light distort
the image detection. For this, a black curtain surrounds the whole microscope. It would also be possible,
to locate the measurement setup in a dark room but working conditions in such a surround are not
very agreeable. In addition, any light coming from the necessary computer monitor could influence the
measurement. The curtain can be lifted to change samples or rotate the sample holder for the next
angular measurement.
3.3.2 Adjustments and Calibration
Before being able to perform reliable measurements with the setup presented above, the setup has to be
adjusted and calibrated. The actions include light adjustment, edge position adjustment, and calibration
of pixel scale. For reliable adjustments, a reference material is required that reflects all light as correctly
as possible. The FS mirror is an appropriate tool for these adjustments. Its surface is very even and its
reflection is more than 95% over the wavelength range of 450 nm to 650 nm, which is the most powerful
part of the LED spectrum, see figure 3.9.
Figure 3.9: Different important spectra of the measurement setup.
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Figure 3.10: Spatial power distribution of LED
light source relative to its average; reflectance from
FS mirror captured with CCD camera.
Figure 3.11: Position of the edge relative to the
pixel rows of the CCD camera; green LED, relative
reflectance from FS mirror.
All adjustments will be performed using the CCD camera as detection and MATLAB for evalua-
tion. A collection of important spectra is shown in figure 3.9. The measurements of the light sources
were performed with installed light sources and a spectroradiometer at the place of the CCD camera.
The spectra were detected using the spectroradiometer KonicaMinolta CS-1000A with spectral range
360 nm to 780 nm and 1 nm resolution. All other data in figure 3.9 was derived from data sheets of the
manufacturers [63–65], a certificate for the opal glass specimen [66] and CIE standard [36].
Light Source Adjustment
The light source of the measurement setup does not evenly illuminate the whole field of detection. This
means, that some parts are darker than others just because of the non-uniform illumination and not
because of light scattering or because of the edge in the light path. It is hard to eliminate this nonunifor-
mity and a lot of efforts have to be done in order to reduce the deviations from uniformity to a negligible
amount, see [67]. Nevertheless, light source adjustment can highly improve measurement performance,
although uniformity cannot be achieved. For this, several position adjustments of the LED (see figure 3.5)
and the lens permit to find the best setting.
For the adjustment of the light source, the edge is removed from the light path and the camera
detects an image of the illumination over the total field of detection, reflected by the FS mirror. An
exemplary image of the light’s relative spatial power distribution is shown in figure 3.10. Dirt in the
optical system makes it difficult to find an absolute value for the uniformity of the light’s lateral power
distribution, especially since the resolution of the image is quite high. Therefore, the 95%-limit of the
relative gray values is a good measure. For the lateral distribution in figure 3.10 the 95%-limit was
calculated approximately ±2.6%.
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Edge Position Adjustment
The adjustment of the edge to the pixel rows of the camera affects the complexity and the accuracy
of the measurements. A good adjustment in row direction can eliminate the need for additional image
processing, which always means data manipulation and possible distortion. For this, the edge holder
can be rotated around the axis of the light path of the illumination unit. This allows for simple angular
position adjustment of the razor blade edge relative to pixel orientation. With this tool, the deviation
from being parallel in figure 3.11 is less than 2 px over 1236 pixel rows. This is an angular displacement
of 0.093° = 5.60′.
A second edge position parameter is centering the edge relative to the field of detection. This way,
the field of detection is proportionally divided into light and dark. With a screw, the centering of the
edge can be adjusted without changing the angular orientation of the edge. The screw moves the razor
blade in such a way that the edge stays parallel to the original orientation. In figure 3.11, the orthogonal
displacement of the edge relative to the center of the field of detection is about 16 px out of 1626 pixel
rows that is approximately 1%.
Calibration of Pixel Scale
The physical pixel pitch of the CCD sensor is 4.4 µm according to the manufacturer [63]. For making the
measurement results comparable to results gained with different measurement setups, the pixel pitch of
the sensor has to be calibrated.
A typical microscope calibration relates the ocular scale to the metric scale of a stage micrometer. The
result is a conversion factor fc for the calculation of the real distances on the stage out of the distances
read from the ocular scale [68]. In terms of camera measurements, the smallest unit is one pixel (px).
Therefore, the conversion factor relates the distance of 1 px to the real distance on the microscope stage.
Determining the conversion factor, an image of a stage micrometer made of CERAN was captured,
shown in figure 3.12. The scale was oriented parallel to the pixel rows of the CCD camera for an easy
calculation of the conversion factor. In this case, the x-value of the first line and the x-value of the last
line define the pixel difference ∆P , here this was 1605 px. The metric distance on the stage can be derived
from the manufacturer’s data [69]. In this case, the smallest division is 0.01mm that means a distance
of d = 0.87mm between first and last line of the image in figure 3.12. Thus, the conversion factor fc can







= 0.542 µm/px. (3.38)
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Figure 3.12: Image of CERAN stage micrometer with smallest units of 0.01mm.
The conversion factor is only valid for the image plane of the observation unit. The distances from
measurements that are out of focus are automatically not correct. Additionally, the minimal distance
dmin of image elements that can be distinguished is limited by the wavelength λ of the illumination and
the numerical aperture NA of the optics. According to Abbe´’s equation [10, 70], the minimal distance





According to the data sheet, the lens PL Apo 6.3 has a numerical aperture of 0.20. With a medium
wavelength of the green LED of λ = 535 nm, the minimal distance of resolvable objects is approximately
2.7 µm that equals about 5 px. This means that every image of the camera will be blurred, even if the
focus adjustment is perfect. Better results can only be achieved with shorter wavelengths of the light
source. An exemplary PSF of the imaging system can be seen in figure 3.13. This PSF was simulated
with PSFLab [71] assuming a glass sample and monochromatic light of 535 nm.
This PSF is part of the blurring function Po of the imaging system, as it is introduced in equation 3.8.
With processing of the captured images as presented in section 3.2, it can be eliminated from the measured
ESF.
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Figure 3.13: Simulation of the PSF of the imaging system for monochromatic light with λ = 535 nm.
3.3.3 Focus Adjustment and Focusing
In terms of focus there are two actions that have to be distinguished. First, the focusing means to bring
a sample into the image plane by moving it normally to this plane. Second, the focus adjustment relates
to altering the position of the image plane by moving a lens along the light path.
The measurement setup has three foci:
 the focus of the edge,
 the focus of the light source, and
 the focus of the imaging system.
The focus of the edge is the only focus that can be adjusted independently. The focus of the light
source is of secondary importance. It can be adjusted by a lens in the lamp house but is also influenced
by the lens for the edge focus. The focus of the imaging system is static, it cannot be adjusted.
Focus adjustment and focusing of the sample are two of the most influencing factors concerning
measurement accuracy. In the following, the term focus adjustment will be used for adjusting the edge
focus so that its image plane and the image plane of the imaging system are identical. In contrast to
the focus adjustment, the focusing of the sample refers to moving the sample into the image plane of the
adjusted foci.
The first step is the focus adjustment as illustrated in figure 3.14. Since the focus of the imaging
system cannot be modified, its image plane has to be identified by focusing a sample. Therefore, the FS
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Figure 3.14: Process of focus adjustment.
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mirror will be used. The edge’s focus has to be modified until its image plane is identical to the image
plane of the imaging system, marked by the FS mirror.
With adjusted foci, focusing the sample means to move it along the optical axis of the microscope
until its surface is in plane with the image planes of imaging system and edge. An important condition is
the smoothness of the sample’s surface, which means that its roughness must be much smaller than the
illuminating wavelengths. This is valid for the FS mirror but not for paper samples, where the roughness
can be up to several microns for uncoated papers [42]. The surface does not form a single plane anymore
and this way, several elements of the surface are in the image plane when moving the sample up and down
– at least for some region. Therefore, the paper sample itself is not focused but the FS mirror is used
as a focusing tool. The alignment of the surfaces is achieved by pressing both against a superfinished
plate of the sample holder that can be moved using the microscope stage without leaving the focus plane.
Even for the very smooth surface of the FS mirror, the focus is blurred to some extent due to chromatic
aberration. Focusing manually therefore means that the plane of best focus can only be guessed and is
often missed considerably.
Therefore, an objective measure for the quality of focus is required. Such measures and their reviews
can be found in literature [72–89]. A MATLAB implementation of these methods was published by
Pertuz [90]. The methods that were tested for the work at hand are listed in table 3.3.
A drawback of some methods is the required threshold definition. This can easily be a source of
errors and should be handled with care. The performance of some methods depends on the motive of the
captured image, especially if the measure takes into account only the distribution of gray values and not
the spatial distribution. Therefore, the methods were tested with typical images of the setup and their
performance was rated.
For this work, the focus measure F has to be computed and displayed in a live-view window using
MATLAB. Methods that require high computation time are not feasible in this case. Thus, a first
criterion for choosing the focus measure is the relative computation time. In table 3.3, the computation
time ti was calculated relative to the shortest. All values are the average of 32 MATLAB calculations
for different images. There was no significant variance in computation time. The results depend on
the algorithm used and it is likely that for different images, different implementations of the methods
or other programming languages than MATLAB, the results can be different. For further calculations,
the methods SFIL, WAVS, WAVV, and WAVR were excluded due to their time costly computations.
The applicability of a focus measure depends on whether the maximum of the measure is identical with
the point of best focus and how good this maximum can be recognized. For the accuracy criterion (i.e.
the distance from focus), images of the evenly illuminated FS mirror were taken. At the beginning, the
focus was adjusted manually, using no computed measure of focus but just subjective rating. Then, the
microscope stage was moved 100 units in 2-unit steps around the assumed focus. One unit of the scale for
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ID Method ti ∆zmax,i mi/σi
ACMO Absolute central moment [86] 5
BREN Brenner’s focus measure [84] 12 - 0.3 0.09
CONT Image contrast [81] 17 - 0.4 0.14
CURV Image curvature [77] 34
DCTE DCT Energy measure [85] 69 0.1 0.07
DCTR DCT Energy ratio [79] 69 0 0.05
GDER Gaussian derivative [76] 33 0 0.34
GLVA Gray-level variance [78] 9 0.4 0.46
GLLV Gray-level local variance [83] 52 3.9 0.33
GLVN Gray-level variance normalized [84] 9 0.4 0.5
GRAE Energy of gradient [73] 18 - 0.4 0.11
GRAT Thresholded gradient [84] (threshold = 0) 12 - 0.2 0.11
GRAS Squared gradient [74] 7 0.1 0.14
HELM Helmli’s measure [77] 29 2.9 0.12
HISE Histogram entropy [78] 4 - 1.2 0.16
HISR Histogram range [75] 1
LAPE Energy of Laplacian [73] 6 - 0.4 0.03
LAPM Modified Laplacian [82] 7 - 0.2 0.06
LAPV Variance of Laplacian [83] 11 - 0.1 0.15
LAPD Diagonal Laplacian [87] 12 - 0.3 0.1
SFIL Steerable filters-based [80] 195
SFRQ Spatial frequency [74] 25 - 0.2 0.13
TENG Tenengrad [78] 19 0.1 1
TENV Tenengrad variance [83] 25 1.8 0.6
VOLA Vollat’s correlation-based [84] 31 - 0.3 0.34
WAVS Wavelet sum [89] 133
WAVV Wavelet variance [89] 156
WAVR Wavelet ratio [88] 272
manually 12
Table 3.3: Overview of focus measures implemented in [90] and criteria for their performance: computation
time ti, accuracy ∆zmax,i, and recognizability mi/σi.
the vertical movement (z-direction) of the microscope stage is about 1µm [61]. For each step, 15 images
were taken. The focus measures Fi(z) were calculated for each of these images and then averaged. From
these curves, the focus planes zmax,i, i.e. the z-values where the measures reach their maxima, could be
derived by approximating the zero-crossing of the slopes F′(zmax,i) = 0. The median zmax is assumed
to be the true focus plane in the following. Thus, the distance from focus ∆zmax,i = zmax,i − zmax (see
table 3.3) indicates, how well the focus plane is coincident with the maximum of the measure Fi and thus
is a criterion for the accuracy of the measure. For the methods ACMO, CURV, and HISR the focus plane
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was not distinct and they were excluded from the investigation.
The last criterion rates the recognizability of the measure. Two factors are important here. The first
is the slope mi of the measure around the maximum. The steeper the slope, the easier the maximum can
be recognized. For approximating the slope, a line was fit to the last five values before the maximum and
the maximum itself. The second factor is how insensitive the measure is against temporal image noise.
This was described with the standard deviation σi of the focus measure for the 15 images of each step.
The standard deviations of the six values used for calculating the slope were averaged. The ratio of slope
and mean standard deviation mi = σi is the criterion for the recognizability of the measure Fi.
The following evaluation was restricted to the methods CONT, GDER, GLVA, GLVN, GRAS, LAPV,
SFRQ, TENG, and VOLA. The other methods were excluded due to their poor performance. Figure 3.15
illustrates the results of the methods for the evenly illuminated FS mirror. Note the different scaling in
the two sections of the figure. The focus measures Fi are normalized to 1, plotted over the relative
z-position of the microscope stage, where zmax is set to zero. The error bars illustrate the standard
deviation of the focus measures for one z-position. It becomes clear that a focus measure with a good
recognizability does not simply show a steep slope, but that its slope is so steep that the variance of the
measure for one z-position becomes insignificant. Although, a scaling of the ”flat” focus measures would
increase their slopes, it would also increase their standard deviations and this way would not enhance
the recognizability. Choosing a focus measure for the measurement setup, a second evaluation followed.
This time, the FS mirror was brought to the image plane of the CCD camera using the TENG method as
support for focusing manually. Then, the razor blade was positioned into the light path and the edge focus
was varied, the procedure similar to the one described before. Only, the scale cannot be transferred to a
metric movement of the lens. The focus measures were calculated for the selected methods. The results
can be seen in figure 3.16. On the abscissa the lens position is indicated by ∆z relative to zmax,TENG.
Obviously, some of the selected measures fail when the task is to indicate the edge focus. Only CONT,
GDER, GLVN, and TENG show a clear maximum, VOLA a minimum. The z-position of the maximum is
about the same for GDER, TENG, and VOLA, whereas CONT and GLVN indicate a different optimum
z-position. A closer look at the edges for these two z-positions shows (figure 3.17) that at the z-position
indicated by CONT and GLVN the edge is not as steep as at zmax. of GDER, TENG, and VOLA.
CONT and GLVN fail in terms of identifying the point of best focus. GDER shows better recognizability
(normalized to 1) compared to 0.38 for TENG and 0.13 for VOLA. Nevertheless, zmax,GDER differs to
some extent from zmax,TENG and zmax,VOLA. This and the better performance in the previous evaluation
are the reason for TENG being selected for focusing and focus adjustment in the following.
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Figure 3.15: Selected focus measures for evenly illuminated FS mirror, plotted over distance from focus
∆z = z − zmax,TENG.
59
3. MEASUREMENT OF LIGHT SCATTERING PROPERTIES OF PAPER
Figure 3.16: Selected focus measures for focus adjustment of the edge, plotted over distance from focus
∆z = z − zmax,TENG.
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Figure 3.17: Magnification of the edges for zmax of CONT and GLVN and for zmax of TENG, and VOLA.
3.3.4 Performance of the Measurement Setup
The precision of the ESF measurement depends on some factors as the spectrum of the light source, the
stability of camera and light source due to temperature and temporal noise, the focusing of the sample,
and the distortions when using polarizing filters.
These factors were analyzed according to their influence on the measurement performance of the given
setup. The measurement performance can directly be visualized by rating the detected ESF of the FS
mirror. In general, distortions were identified by the steepness of the transition between light and dark
part. The more this transition resembles a step function, the better is the precision of the image and
therefore the precision of the measurement.
For some influencing factors, this identification of the measurement performance failed. In these
cases, the rating of the performance is explained separately. Since there is no single identification, it was
forebeared from introducing a general rating factor.
Spectrum of the Light Source
A broadband spectrum of the light source leads to chromatic aberration. For the ESF of the FS mirror
this means that the edge is afflicted with a certain blurring. Figure 3.18 shows the measured ESFs for
halogen and LED light source respectively. The blurring of the ESF measured with halogen light source is
clearly visible. Even with the LED, the edge is not perfect. But in comparison to the previous broadband
illumination, the accuracy could be improved noticeably. For higher improvements, a monochromatic
light source or detection method would be necessary.
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Figure 3.18: ESF of FS mirror for halogen and LED light source.
Temperature and Temporal Noise
The intensity and the emission spectrum of an LED depends on its temperature. When turning on the
LED, the temperature increases. Cooling elements are self-evident when working with LED s. In the
introduced measurement setup, a passive cooling element was used. Therefore, the LED’s temperature
increases for a certain time until a steady state is reached. It was found, that after a warming period of
approximately 30 minutes the changes are insignificant. For the measurements, this warming period was
maintained before the captures started.
The camera did not show any significant change due to temperature. Also, there was no significant
influence of the temporal noise of the CCD chip. Therefore, there were no restrictions formulated for the
use of the camera.
The temporal noise of the light source was found to be the source of some imprecisions of the mea-
surement. Therefore, the temporal behavior of the two light sources, halogen and green LED, where
investigated using a high-speed camera. The light sources were warmed up and the lamp housing was
observed with 3200 frames per second. For each frame, the gray value averaged over the central part of
light source was used as measure. Figure 3.19 compares the two flickering curves of halogen and LED
light source, relative to their mean value.
The flickering of the LED is noisy but the extent of the flickering is relatively small and the flicker
frequency is random. The halogen lamp shows a pronounced flicker frequency of 50Hz.
The flickering of the light source becomes problematic, if the exposure time of the capture is small
compared to the flicker frequency. Since the intensity of the halogen lamp is higher than the one of
the LED, and therefore, the exposure times of captures with the halogen lamp were much shorter, the
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Figure 3.19: Temporal light flicker of halogen and LED light source.
Figure 3.20: Comparison of focused ESF of FS mirror and measurements out of focus with 12.5 µm and .
unwanted flicker effect showed especially when using the halogen lamp. For LED captures, a repetition
of nine captures for each measurement were found to be sufficient to reduce the temporal camera noise
to an acceptable amount.
Focus
Being out of focus adds an additional blurring to the edge. Figure 3.20 compares three ESFs of the FS
mirror; one with maximum focus according to the TENG measure, and two out-of-focus measurements
with a 12.5 µm and a 25 µm deviation from the focus plane. In the magnification on the right hand side,
the blurring effect is clearly visible.
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Image Distortion
Image distortion means a non-uniform scaling of pixel rows and columns. Due to such a distortion, the
light scattering measurement would be falsified. Typical distortions are barrel or pincushion distortion.
Testing the imaging system for distortions, images of the CERAN stage micrometer were captured, where
the micrometer scale was oriented in row and column direction respectively. These images, as shown in
figure 3.21 were analyzed with respect to linearity of the lines of the scale. There was no noticeable
distortion detected. The same test was performed taking an image of a CMOS chip, where the channels
of the chip were checked for their linearity. Again, there was no noticeable distortion.
Figure 3.21: Test images of the stage micrometer for detecting image distortions.
Polarizing Filters
Analyzing the effect of surface roughness, two samples are needed that only differ in their surface char-
acteristics. Here the opal glass was used. One side of the opal glass is polished, the other side is left
untreated featuring a rough surface. ESF measurements were taken from both sides, each with and
without polarizing filters respectively. Figure 3.22 presents the results. On the left hand side, the results
without polarizing filters show a big deviation for the rough and the smooth surface of the opal glass.
Due to the rough surface, the darker part is lightened up, the lighter part loses reflectance. On the right
hand side, the curves for measurements using polarizing filters are very similar although not perfectly
identical, but the surface effects were eliminated to a great extend.
Now, the question arises, whether the polarizing filters have a distortion effect on the measurement.
For this reason, measurements were taken on the FS mirror, using either no polarizing filter, only the
polarizer, or only the analyzer. The FS mirror was focused without any polarizing filter in the light path.
Images were captured for each setup without refocusing. A combination of both polarizing filters could
not be investigated in this way, because the noise of this measurement was dominating.
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Figure 3.22: Comparison of measurements of the rough and the smooth side of the opal glass sample;
without (left) and with polarizing filters (right).
Figure 3.23: Comparison of measurements of FS mirror without polarizing filters, with polarizer only, and
with analyzer only.
Figure 3.23 shows the resulting ESFs. The curves measured without polarizing filters and with
polarizer are almost identical. Even the magnification on the right of figure 3.23 reveals no significant
differences. In contrast to this, inserting the analyzer into the light path makes the edge shift. This
shift would be added to the sample image - captured with both polarizing filters - when the reference is
captured without any polarizing filters. Since one of the filters can remain in the light path for capturing
the reference image, the filter that will be removed is the one that causes less deviations - which is the
polarizer in this case.
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Stray Light
The longer the exposure time of the capture, the higher the distortions of the captured image due to
stray light. Stray light adds a certain amount of light on top of the measurement signal. This decreases
the dynamic range of the measurement. The causes of stray light are additional light sources like room
lights or a sunny window. With a zero-light measurement, performed under the same conditions as the
measurement itself but with the light source turned off, the disturbance of stray light can be reduced.
Still, the decrease of dynamic range cannot be undone. Therefore, stray light that is caused by external
light sources should be avoided.
Showing the effect of stray light, measurements of the edge on opal glass were taken. One measurement
was performed using the black curtain, as it can be seen in the background of figure 3.4 on the right, to
suppress stray light from external light sources, one measurement was performed with the curtain removed,
allowing the room light to fall onto the sample. For each measurement, a zero-light measurement was
performed, turning off the LED. This way, stray light could be detected. Figure 3.24 shows the edges
with and without stray light. On the left, the measurements are plotted without correction, on the right
hand side, the zero-light measurements were subtracted before processing the images. This zero-light
correction reduces the influence of stray light and the curves are almost identical.
A part of detectable stray light cannot be eliminated. It comes from internal reflections and light
scattering inside the measurement setup, e.g. at lenses or optical windows, filters and other parts that
affect the optical path of the light. Taking account of these deviations, the PSF of the imaging system
Po was introduced in equation 3.8.
A second source of stray light is light from internal reflections in the measurement device. An investi-
gation showed that the captured internal reflections are drastically reduced using polarizing filters. This
means that for the reference capture, the ESF is afflicted with stray light, while the sample capture is
almost free of these deviations.
The correct detection of the amount of stray light is very difficult. Therefore, some assumptions will
be made for the following measurements. The sample image is free of stray light. The reference image
is afflicted with stray light. The amount of stray light is assumed to be 70% of the darkest value of the
reference ESF.
Figure 3.25 shows measurements with and without internal stray light correction. Without correction,
the dark part of the reference ESF is lighter than the sample, and the light part is darker than the sample.
From physical point of view, this cannot be explained than by the fact of stray light. With correction,
the unwanted effect disappears.
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Figure 3.24: Comparison of measurements including and excluding straylight; without (left) and with
zero-light correction (right).
Figure 3.25: Correction of internal stray light: sample ESF (green), reference ESF without (dashed black
line) and with correction for internal stray light (solid black line).
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3.4 Results
The following results were obtained using the measurement principle derived in section 3.1, realized as
described in section 3.3. The setup in brief:
 projection method
 light pattern: edge
 laterally resolved detection using CCD monochrome camera, 12 bit, 2 MP
 measurement geometry: 0°/0°
 spectral sensitivity reduced by using small-band LED as light source suppression of surface reflec-
tions by using polarizing filters for the sample measurements
 reduction of distortions of polarizing filters by leaving the analyzer in the light path for the FS
mirror reference capture
 enhanced focusing using FS mirror as focusing tool and Tenengrad focus measure
 angular scattering measurement by pivotable sample holder
 pixel resolution of 0.54 µm/px
 suppression of external straylight using black curtain
 internal straylight correction of reference ESF
The measurement images where processed as derived in section 3.2. In total, 33 paper types were
investigated, summarized in table 3.4. For each paper type, three samples were measured and the ESFs
were averaged. Each sample was measured in six angles, taking nine shots per angle. The angular spacing
was 30°. This way, a total angle of 180° was covered.
For each sample, a light reference measurement (unmasked illumination) was taken for deriving the
relative gray values. For reducing the measurement effort, this light measurement was only performed
for one angle. The applicability to the other angles without falsifying the measurement result was tested
exemplarily for arbitrary samples.
For image processing, the images were adjusted according to their edge position, since the repeatability
of the edge’s position is not perfect and can differ up to 15 pixels.
The results of the ESF measurements can be viewed in figure 3.26. All ESFs significantly differ from
the reference ESF captured from the FS mirror. For subsequent investigations, a characteristic length
will be introduced, called the 0.1-distance d0.1 in the following. This distance is the pixel difference of
the ESF in which it decreases from 0.5, which is assumed to be the position of the edge, to 0.1:
d0.1 = i0.5 − i0.1 where





Manufacturer Series Coating Grammage
Felix Scho¨ller PE-Photopaper (swellable) glossy 230 g/m2
PE-Photopaper (swellable) matte 230 g/m2
PE-Photopaper (microporous) glossy 240 g/m2
PE-Photopaper (microporous) matte 240 g/m2
Proofing Paper matte 200 g/m2
Proofing Paper matte 275 g/m2
Epson Premium Glossy PP glossy 255 g/m2
Stora Enso LumiArt glossy 100 g/m2
LumiArt glossy 250 g/m2
LumiArt glossy 400 g/m2
LumiSilk matte 100 g/m2
LumiSilk matte 250 g/m2
LumiSilk matte 400 g/m2
Scheufelen BVS glossy 150 g/m2
BVS glossy 170 g/m2
BVS glossy 200 g/m2
BVS glossy 300 g/m2
BVS matte 90 g/m2
BVS matte 115 g/m2
BVS matte 130 g/m2
BVS matte 135 g/m2
BVS matte 150 g/m2
BVS matte 170 g/m2
BVS matte 200 g/m2
BVS matte 300 g/m2
Consort Royal matte 135 g/m2
Consort Royal matte 250 g/m2
Job Parilux glossy 135 g/m2
Job Parilux matte 135 g/m2
Job Parilux matte 250 g/m2
heaven 42 matte 250 g/m2
IGEPA Evergreen Natural uncoated 90 g/m2
Evergreen Technique uncoated 148 g/m2
Table 3.4: Papers investigated.
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Figure 3.26: ESFs measured for all papers and all angles (gray) in comparison to reference ESF for FS
mirror (black); 0.1-distance (d0.1) displayed for an arbitrary sample (blue).
In figure 3.26, the 0.1-distance is sketched for an arbitrary sample. Detailed plots of the ESFs for the
different papers of the research can be found in appendix B.
3.4.1 Anisotropy of Light Scattering in Paper
For the analysis of the anisotropy of light scattering in paper, the measurements were evaluated with
respect to the different rotation angles of the samples. For each measurement, the 0.1-distances were
calculated. These distances can be plotted in a polar diagram, where the angle refers to the rotation
angle of the measurement and the radius refers to the 0.1-distance. It was assumed that the results
correspond for opposing angles, such that the six measurements can be copied for deriving a full circle
description. This way, the polar diagram can serve as a kind of indicatrix for easily detecting anisotropy
of light scattering. Perfect isotropic scattering would result in equal radii for each measurement angle.
The advantage of the 0.1-distances compared to PSF isolines is that the indicatrix can directly be deduced
from the ESF and needs no LSF or PSF calculation.
Figure 3.27 shows the indicatrices for selected papers of the research. There is almost no anisotropy
for any paper. Thus, the measurements will be averaged over the angles in the following. Detailed
indicatrices for all papers can be found in appendix B.
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Figure 3.27: Indicatrices of 0.1-distances (d0.1) for selected papers of the research.
3.4.2 Light Scattering Classes
Figure 3.26 shows a certain clustering of the ESFs. This implies that paper types can be classified into a
limited number of light scattering classes (LSC). This way, the complex process of light scattering could
be characterized by a single number that could be featured by paper producers [91].
For deriving the light scattering classes, the 0.1-distances were calculated. Figure 3.28 shows a cluster
plot of d0.1. Here, the similarities of papers can be seen clearly. There are three clusters of papers that
can be grouped to light scattering classes, here denoted by the numbers 1 to 3.
The first light scatter class includes all coated and uncoated fine-art papers. They possess very similar
light scattering properties. In the second light scattering class, the microporous ink-jet papers can be
found. The swellable ink-jet papers are the third light-scatter class. Of course, this classification is
very rough. For distinguishing between the papers in one light scattering class, additional information
would be needed. Thus, a representation of light scattering using a PSF with a single variable, the form
parameter s, would be desirable.
Figure 3.28: Plot of 0.1-distances (d0.1) for the different paper types and their clustering into light scattering
classes (LSC).
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Figure 3.29: RMSD for the different empirical functions as indicator for their performance as LSF approx-
imation for the different papers of the research, variable size of the LSF.
Figure 3.30: RMSD for the different empirical functions as indicator for their performance as LSF approx-
imation for the different papers of the research, fixed size of the LSF.
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3.4.3 LSF and PSF Calculation
The processing of PSFs requires an LSF calculation first. The first approach was to fit known empirical
functions to the measurements. The analytical LSF formulations were derived from the PSFs, which
can be found in appendix A.3. These LSFs were convoluted to the reference ESF derived from the FS
mirror, which is assumed to be the best ESF achievable. For the fitting, the root-mean-square deviations
(RMSD) were minimized using the ”fminsearch”MATLAB algorithm. The form parameter s for the best
fit was inserted into the analytical formulation of the PSF.
The performance of the different empirical formula was found to be depending on the type and the
grammage of the papers. In general, Gustavson’s modified exponential formula EMG and the quadratic
function QUA featured the best results. Figure 3.29 shows the RMSDs for the different papers (indicated
by different colors) and empirical functions as an indicator for the goodness of the fits. These results were
derived with variable size of the LSF. In a second run, the extent of the LSF was set to 1600 px, which is
the size of the ESF evaluated. Fixing the size of the LSF affects the RMSDs noticeably for the quadratic
function QUA, as it can be seen in figure 3.30. This is caused by its formulation, where the scaling factor
depends on the extent of the LSF since the indefinite integral cannot be solved, see appendix A.3.
An example of the resulting ESF approximations for the different functions can be viewed in figure 3.31.
The reference ESF, used for convolution with the LSF, is marked with a black solid line, the sample ESF
with a red solid line. The numbers in the legend indicate the RMSD performance of the functions.
Detailed RMSD and the identified LSF and PSF results can be found in appendix B.
Figure 3.31: IGEPA Evergreen Technique ESF approximations for the different empirical functions, fixed
size of the LSF; numbers in the legend indicate the RMSD.
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Figure 3.32: Comparison of RMSDs for the best empirical function EMG with the RMSDs for linear
programming for the different papers of the research.
In a second step, the linear programming approach was tested to derive the LSFs. In order to reduce
the long calculation times, the size of each LSF was restricted to 1601 px. Figure 3.32 compares the
resulting RMSD for the linear programming approach with the RMSD for the EMG empirical function.
Using linear programming, the RMSD could be reduced drastically for some paper samples.
Figure 3.33 presents the calculated LSFs for IGEPA Natural Technique, an uncoated paper. The LSF
derived by linear programming is piecewise linear. This fact implies that the degree of freedom of the
linear programming was too high. This effect was observed for all papers of the research.
The only empirical function that is similar to the general run of the LSF derived by linear programming
is the EMG-LSF. This is a first hint for the validity of this function. All other empirical functions will
be omitted for the subsequent investigations.
3.4.4 Spectral Properties of Light Scattering
Light scattering depends on the spectral distribution of the light source. Thus, a spectral measurement of
light scattering could be used to improve light scattering models. For deriving spectral properties of light
scattering, the green LED was replaced by a red and a blue LED. These different spectral characteristics
were used to generate a rough spectral estimation of light scattering. The maximum wavelengths of
the LEDs were at approximately 457 nm, 536 nm, and 632 nm respectively. The approximated form




Figure 3.33: Approximated LSFs for IGEPA Evergreen Technique.
Figure 3.34: Form parameters s over the maximum wavelength of the three LEDs.
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For most papers of this investigation, a linear approximation seems to be reasonable. The parameters
of these linear equations are assumed to be a function of the mean form parameter s. However, a
clear relation could not be found and needs further investigations. A general trend for increasing light
scattering with higher wavelengths can be noticed. Nevertheless, this spectral trend is small compared
to the difference between papers and the measurement accuracy. Therefore, the light scattering will be




With the measurement setup presented in chapter 3.3 the light scattering properties of paper were mea-
sured. However, the applicability of the measurements for predicting optical dot gain (ODG) must be
ascertained. Therefore, simulations of ODG were computed which were based on some exemplary mea-
surements of the results in section 3.4. This simulated ODG was compared with direct ODGmeasurements
from microscopic and densitometric measurements. The results of this comparison will be presented in
sections 4.1 and 4.2. The results of this investigation serves as a validation for the measurement results.
The additional benefit of the light scattering description by means of a PSF is that it allows for
analytical evaluations. This will be demonstrated by deriving an empirical function for ODG that only
depends on known parameters like the transmittance of the ink, the screen frequency, the fractional area
coverage of the halftone, and the light scattering parameter that was identified by the measurements
using the setup presented. The advantage of such a representation for ODG is the fact, that there is no
need for printing patches and fitting parameters like it is common practice i.e. for deriving the n-factor
of the Yule-Nielsen model of ODG.
For the following sections, all light scattering will be based on the EMG function and the dimension
of the scattering will be described using the form parameter s. To limit complexity, all halftones used for
the investigations were conventional AM screens.
4.1 Contact Method with Halftone Pattern
The first approach to validate the light scattering measurements of the previous chapter was based on a
different measurement design for light scattering, that can be easily compared to real prints.
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Contact method and halftone pattern of a developed film were used to simulate perfect dots on
the substrates. With a spectrodensitometer, a measurement geometry of 45°/0° with area integrated
measurement of the reflectance was realized. As it is typical for densitometric measurements, polarizing
filters were used. From the measurements, the tone response curves were derived and compared to
simulated results that were based on the PSF calculations according to the previous measurements.
This investigation was taken out on selected substrates:
 opal glass, glossy side
 Stora Enso, LumiSilk, 100 g/m2
 Stora Enso, LumiSilk, 250 g/m2
 Felix Scho¨ller, Epson Premium Glossy Photo Paper, 255 g/m2
4.1.1 Measurements
For the experiment, a film was designed containing patches with different fractional area coverages using
a conventional AM screen with fs = 40 l/cm frequency. The nominal coverages were 5%, 10%, 20%,
30%, 40%, and 50% with positive dots, 60%, 70%, 80%, and 90% with negative dots, as well as 0%
and 100% solid patches.
Determining the geometrical coverages, the film was measured with the digital microscope Techkon
DMS 910 (film mode). The measured geometrical coverages Ag,m can be found in table 4.1.
For the densitometric measurements, the spectrodensitometer Techkon SpectroDens was used. This
device calculates the density according to DIN 16536 [34] from the measured spectra, having a 45°/0°
geometry and polarizing filters. The film patches were placed on top of the sample and the density for
black ink D′k was measured. The reference for unprinted substrate was measured using the 0%-patch.
The solid ink density was substituted by a measurement of the 100%-patch.
It was found that the density measurements vary for the same patch. The cause for this fact is
the coarse screen and the small field of detection of the measurement device. Therefore, each density
measurement was taken five times, repositioning the densitometer each time.





where D′ is the relative ink density of the full tone (index i) and the halftone (index A). The results
are summarized in table 4.1 and figures 4.3 and 4.3 show the related tone response curves on the left
hand side, the ODG curves on the right hand side.
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4.1.2 Simulation
The simulation of ODG was based on the screen of the film patches. For each measured geometrical
coverage Ag,m, digital masks M for the screen cells were generated with geometric coverages Ag,s. Due
to discretization, the desired values from the measured coverages could not be perfectly realized. The
pixel size of the mask was fixed to 0.54 µm, which equals the camera resolution of the measurement setup
in section 3.3. This way, the scattering measurements could directly be applied to the screen cells. The
pixels of the masks took only two values: zero (indicating a dot) and one (indicating transparency).
From spectral measurements, the reflectance of the substrate and the transmittance of the solid 100%-
patch of the film were determined. All spectra were approximately constant over the visible wavelength
range. Therefore, a mean reflectance Rp of the substrate and a mean transmittance T i were calculated.
The model for the reflectance simulation of the halftones is illustrated in figure 4.1. The dot gain
process was divided into three subsystems. The first is when the light passes the film the first time. Here,
the transmittance of the film and the pattern of the mask MA(i, j) create a lateral light distribution I1,A
which depends on the fractional area coverage A. Assuming a uniform irradiance I0(i, j) = I0, the light
distribution behind the film is:
I1,A(i, j) = I0 · [MA(i, j) + (1−MA(i, j)) · T 45°] , (4.1)
where T 45° is the transmittance of the full tone for the path length of 45° irradiance.
Figure 4.1: Simulation of effective reflectance of a halftone for the prediction of optical dot gain. The
measurement geometry equals to that of densitometric measurements.
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T 45° can be calculated from the measured transmittance T using the law of Bouguer-Lambert [92]:






The transmittance for 0° observation can be calculated accordingly:






The second subsystem describes the light scattering and the reflectance of the substrate. The exitance
I2,A can be calculated from the irradiance I1,A as follows:
I2,A(i, j) = Rp · I1,A(i, j) ∗ P, (4.4)
where Rp is the reflectance and P the PSF of the substrate as derived from the measurements of
section 3.4.
In the last subsystem, the light passes the film a second time, now in 0° observation angle. This yields
to the total exitance:
I3,A(i, j) = I2,A(i, j) · [MA(i, j) + (1−MA(i, j)) · T 0°] . (4.5)
With the constant irradiance I0, the simulated reflectance distribution can be calculated:
Rs,A(i, j) = I3,A(i, j)/I0. (4.6)
Figure 4.2 illustrates the digital halftone masksM(i, j), the simulated reflectance distributionRs,A(i, j)
based on the light scattering measurements for opal glass, and captures from the camera of the halftone
film on the opal glass sample. The digital halftone mask, which is shown in the top row, can also be
seen as a representative for a totally non-scattering medium. An example for this could be a perfect FS
mirror. Each halftone consists only of two reflectance values: low reflectance at dot locations and high
reflectance for the uncovered space in between. The transition between these two reflectances is a perfect
step.
In contrast to this, the simulated reflectance of the halftones in the second row show the typical dark
halo and a general darkening of the uncovered space between the dots. These effects are caused by the
light scattering in the medium. Also the captured micrographs of the real opal glass sample covered with
the halftone film show similar effects (bottom row of figure 4.2).
For simulating ODG, the lateral distribution of the reflectance was simulated as illustrated in fig-
ure 4.2). For the subsequent calculations, the mean reflectance Rs,A was computed according to:
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From this value, the effective coverage Ae,s could be calculated according to the inverse Murray-Davies
equation 2.41. The results can be found in table 4.1 and figures 4.3 and 4.3.
For each simulation, an n-factor of the Yule-Nielsen model (equation 2.43) was fitted to the results.
The relevant curves are plotted in figures 4.3 and 4.3. The Yule-Nielsen curve is for reference only. It
will not be included into the discussion of the results.
4.1.3 Discussion of Results
Table 4.1 presents the results of the measurements and the simulations. For the simulations, the measured
geometric coverages of the film could not be reproduced perfectly. The source for this deviation is the
lateral discretization of the masks. Especially at small coverages, this deviation is significant. Therefore,
the tone response curves for the measurements in figures 4.3 and 4.3 show the measured effective coverages
Ae,m against the measured geometric coverages Ag,m of the film as abscissa, whereas the simulated
effective coverages Ae,s are plotted against the geometric coverages Ag,s of the digital masks.
Figures 4.3 and 4.3 show the tone response curves and the curves for ODG for the simulated and
measured results. The simulations are a satisfactory approximation for the measured optical dot gain,
especially for the midtones 30%, 40%, and 50%. For opal glass, the measurements and simulations of
Figure 4.2: Exemplary screen cells; simulation for zero light scattering (top), simulation for light scattering
of opal glass (center), and captured micrograph on opal glass (bottom).
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Nominal 5 10 20 30 40 50 60 70 80 90
Opal glass
measured geometric Ag,m 6 10 20 30 42 52 58 69 78 88
effective Ae,m 6 11 31 44 57 70 73 87 93 97
simulated geometric Ag,s 6 11 22 32 42 52 58 69 78 88
effective Ae,s 10 17 32 45 56 67 72 81 88 94
Stora Enso LumiSilk 100 g/m2
measured geometric Ag,m 6 10 20 30 42 52 58 69 78 88
effective Ae,m 7 16 30 40 51 61 66 75 84 92
simulated geometric Ag,s 6 11 22 32 42 52 58 69 78 88
effective Ae,s 9 15 28 39 50 61 66 76 84 92
Stora Enso LumiSilk 250 g/m2
measured geometric Ag,m 6 10 20 30 42 52 58 69 78 88
effective Ae,m 9 15 28 40 50 61 66 74 83 91
simulated geometric Ag,s 6 11 22 32 42 52 58 69 78 88
effective Ae,s 9 15 28 39 50 61 66 76 84 92
Felix Scho¨ller Epson Premium Glossy Photo Paper
measured geometric Ag,m 6 10 20 30 42 52 58 69 78 88
effective Ae,m 11 22 36 49 60 71 75 83 91 96
simulated geometric Ag,s 6 11 22 32 42 52 58 69 78 88
effective Ae,s 11 17 32 45 57 67 73 82 88 95
Table 4.1: Comparison of geometric and effective coverages for the ODG experiment using a halftone film.
the negative screens from 60% to 90% show bigger deviations. Also, the lighter tones 5% and 10% do
not fit very well. The cause for these differences can be either errors in the measurement of the geometric
coverages of the film or errors in the densitometric measurements.
For the two LumiSilk samples, the simulated and measured effective coverages show good conformity
for almost all coverages. For the Epson Photo Paper, the ODG is slightly underestimated. Nevertheless,
it can be assumed that for the papers of this investigation, the measured PSF is valid. The differences in
measurement and simulation are assumed to be caused by the uncertainty of densitometric or microscopic
measurements of the coverages. An additional cause might be the possible shadowing from the 45°/0°
measurement geometry or multiple reflections in the film.
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Figure 4.3: Results of the experiment of a halftone film attached to the samples; tone response curves and
ODG curves from densitometric measurement, dot gain simulation, and Yule-Nielsen approximations for opal
glass and Stora Enso LumiSilk 100 g/m2.
Figure 4.4: Results of the experiment of a halftone film attached to the samples; tone response curves
and ODG curves from densitometric measurement, dot gain simulation, and Yule-Nielsen approximations for
Felix Scho¨ller Epson Premium Glossy Photo Paper and Stora Enso LumiSilk 250 g/m2.
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4.2 Application on Monochrome Prints
In the following section, the light scattering measurements were applied to real prints. For reasons of
comparability, a conventional AM screen was chosen, again with a 40 l/cm frequency (as in section 4.1).
4.2.1 Experiment
For printing the chosen AM screen, a layout was designed that was printed with a DIMATIX Inkjet
Printing System DMP-2831, where each drop of ink can be controlled separately and no raster image
processor (RIP) is needed.
The two papers of this investigation were Stora Enso Lumisilk (250 g/m2) and Felix Scho¨ller Epson
Premium Glossy Photo Paper (PGPP). The ink spread on the two papers differed. Therefore, different
dot frequencies had to be used. The Felix Scho¨ller Epson PGPP was printed with a dot pitch of 30µm
(847 dpi), Lumisilk with a dot pitch of 40µm (635 dpi). The screen frequency was fixed at 40 l/cm.
The geometric area coverage was derived using micrographs that were captured with the Techkon
DMS 910, and calculated using a Photoshop algorithm similar to the one presented by Nystro¨m [93],
which proved to be more reliable than the integrated algorithm of the associated Techkon software.
Ink densities and reflectances were measured with the Techkon SpectroDens. Effective area coverage
and ODG were calculated, as already presented in section 4.1.1. The reflectances of the prints were
simulated as described in section 4.1.2 and the effective area coverage and ODG of the simulation were
calculated accordingly. The results are summarized in table 4.2 and figure 4.5 shows the related tone
response curves on the left hand side, the ODG curves on the right hand side.
4.2.2 Discussion of Results
Table 4.2 and figure 4.5 present the results of the measurements and the simulations. While the prediction
for Stora Enso LumiSilk was close to the measurement, the deviation between simulation and measurement
for the Felix Scho¨ller Epson PGPP was significant.
It is unlikely, that the deviations for the inkjet paper of Felix Scho¨ller only arise from inaccuracies of
the measurements, or from different measurement geometries of densitometric and light scattering mea-
surements. It seems, that for the printed samples, some more effects have to be taken into account in order
to accurately model ODG. Two examples for such extended models in literature are the transmittance
based model of Ukishima [94] and the physical model of the toner distribution of an electrophotogra-
phy printer presented by Mourad [7]. Here, ink-spread and inhomogeneous distribution of the ink layer
thickness have been taken into account. It is reasonable, that the ODG simulation could be enhanced
noticeably when incorporating these two effects into the simulation model. Nevertheless, this would go
beyond the scope of this work.
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Nominal 5 10 20 30 40 50 60 70 80 90
Stora Enso LumiSilk 250 g/m2
measured geometric Ag,m 9 15 25 35 46 54 56 66 75 84
effective Ae,m 9 16 30 41 52 62 64 74 83 92
simulated geometric Ag,s 6 11 22 32 42 52 58 69 78 88
effective Ae,s 8 13 25 36 47 57 63 73 81 90
Felix Scho¨ller Epson Premium Glossy Photo Paper
measured geometric Ag,m 10 16 29 41 50 59 61 72 80 90
effective Ae,m 20 32 50 63 73 80 81 88 93 97
simulated geometric Ag,s 6 11 22 32 42 52 58 69 78 88
effective Ae,s 9 17 31 44 55 66 71 81 87 94
Table 4.2: Comparison of geometric and effective coverages for the ODG experiment with printed samples.
Figure 4.5: Results of the experiment with printed samples; tone response curves and ODG curves from
densitometric measurement, dot gain simulation, and Yule-Nielsen approximations for Felix Scho¨ller Epson
Photo Paper and Stora Enso LumiSilk 250 g/m2.
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4.3 New Considerations on Optical Dot Gain
The results found in the previous investigations lead to the assumption, that there must be a simple
connection between optical dot gain ∆A and parameters like the light scattering form parameter s, the
reflectance of the paper Rp, the transmittance of the ink T i, the screen frequency of the halftone fs,
and the geometrical coverage of the halftone Ag. Therefore, a parameter study was taken out, where
the considered parameters were varied and their influence on ODG was analyzed. For all following
calculations, light scattering was simulated using PSFs of EMG shape.
4.3.1 Parameter Spot Test
In a preliminary study, different parameters were investigated according to their impact on ODG. The
parameters investigated were:
 screen frequency fs
 light scatter form parameter s
 reflectance of paper Rp
 transmittance of ink T i
 geometrical coverage of halftone Ag
For the evaluations, an AM screen was used. The ODG calculations were performed as described in
section 4.1.1.
Since the investigated parameters open a 5-dim solution space, only a spot test could be performed.
For each parameter, 3 to 4 representative values were chosen, where one value is close to the upper and
lower limit for printing applications respectively, and at least one value lies approximately in the center
of the covered interval. The chosen values can be found in table 4.3. For these parameters, ODG was




screen frequency fs 40 l/cm, 80 l/cm, 160 l/cm
form parameter of light
scattering
s 50 px, 100 px, 200 px,
300 px
reflectance of paper Rp 0.6, 0.8, 0.95
transmittance of ink T i 0.01, 0.05, 0.1
geometrical coverage of halftone Ag 10%, 50%, 90%
Table 4.3: Investigated parameters for spot test on ODG.
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Figure 4.6 shows the calculated ODG ∆A for the investigated parameters. Screen frequency, light
scattering, transmittance of the ink, and fractional coverage of the halftone clearly influence the ODG,
whereas the reflectance of paper does not show any effect. A closer investigation of the results for the
three paper reflectances revealed that the differences of the simulated ODGs were less than 3× 10−13
which can be interpreted as discretization errors only.
The results for screen frequency and light scattering were found to be directly coupled. Thus, a
auxiliary variable fs for the product of screen frequency fs and light scattering form parameter s was
defined. When converting screen frequency (here in l/cm) and light scattering parameter (here in px)
into conforming units using the conversion factor fc (here in µm/px), the auxiliary variable fs gets
dimensionless:
fs = fs · s · fc. (4.8)
Figure 4.6: Results of the spot test of the different parameters and their influence on optical dot gain
(ODG).
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This way, the ODG parameter study could be reduced to three dimensions:
∆A = f (fs, T i, Ag) . (4.9)
4.3.2 New Function for Optical Dot Gain
An extended parameter study was taken out to reveal functional relations of the three parameters with
ODG. The parameters and their investigated values can be found in table 4.4. In this study, the screen
frequency fs was fixed with the constant value 160 l/cm and the auxiliary variable fs was varied by
changing the light scattering form parameter s alone. Halftones up to 65% were simulated with positive
dots and halftones from 40% upwards with negative dots. This created an overlap between 40% and
65%, where positive as well as negative screens were evaluated.
In Figure 4.7 the results of the extended parameter study are plotted against the three parameters.
With increasing auxiliary variable fs the ODG grows. For high fs the different ODG curves approach an
horizontal asymptote.
This behavior is reasonable if considering the leveling effect of light scattering. Figure 4.9 illustrates
this effect with the help of the simulation model that was presented in section 4.1.2. The three rows
show the light distributions after the first passing of the ink layer (I1, left), after light scattering (I2,
center), and after the light passed the ink layer the second time (I3, right). For the top row, zero light
scattering was assumed (form parameter s→ 0). This equals infinitesimal screen frequency (fs → 0). In
other words, if the light scattering is small compared to the distance between the dots, there will be no
remarkable light transport and ODG will stay insignificantly small. The center row presents the effect
that is most important for printing. Here, the auxiliary variable lies somewhere between zero and infinity
(0 < fs < 1). Neither light scattering (s) nor screen frequency fs are very small or very large. This way,
changes in either screen frequency or light scattering form parameter effect ODG noticeable. For the last
case, infinite light scattering or screen frequency result in a total leveling of the light distribution after
light scattering. In other words, if the light scattering is very large compared to the distance of the dots,
all differences in the light distribution will be completely evened to a constant light intensity. In this case,
Parameter Symbol Investigated Values
form parameter of light scattering s 10 px, 20 px, 50 px, 100 px, 200 px, 500 px
transmittance of ink T i 0.01, 0.02, 0.05, 0.1, 0.2, 0.5
geometrical coverage of halftone Ag 1%, 5%, 10%, 15%, ..., 85%, 90%, 95%, 99%
Table 4.4: Investigated parameters for extended parameter study on ODG.
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Figure 4.7: Results of the extended parameter study on optical dot gain (ODG).
Figure 4.8: Details from the results of the extended parameter study on optical dot gain (ODG); selected
curves for s = 5 px, s = 500 px, T i = 0.01, and T i = 0.5.
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changes in screen frequency or light scattering form parameter will not have a noticeable effect. This is
the horizontal asymptote in figure 4.7, top left.
The transmittance of the ink has an inverse effect. Increasing transmittance, i.e. increasing trans-
parency of the ink reduces the optical dot gain. An explanation for this is, that with higher absorption of
the ink, the less of the light that is ”trapped” under the dots can come out again. Although the amount
of light, that is transported from an unprinted location to a printed dot stays the same, less of it can pass
the ink and come out. At the same time, the light that is transported from under the dots to unprinted
locations is already weakened by the higher absorption when passing the ink layer and entering the paper.
Figure 4.9: Leveling effect of light scattering. The lateral distribution of the light before it passes the ink
layer the second time depends on the auxiliary variable of light scattering fs; top row: no light scattering
and/or infinitesimal screen frequency, central row: medium light scattering and medium screen frequency,
bottom row: infinite light scattering and/or infinite screen frequency.
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The relation of ODG to fractional area coverage revealed some interesting facts. First, the maximum
ODG is not always found for 50%, but the location of maximum ODG travels to higher tonal values
for lower auxiliary variables fs. This is valid for positive dots, the curves for negative dots were found
to be mirror-inverted at 50% fractional area coverage. The second fact is that the curves for positive
and negative dots only meet for very high auxiliary variables fs and thus very pronounced ODG curves.
For lower fs the point of transition between positive and negative dots can clearly influence the resulting
ODG curve. This can be seen clearly in figure 4.8, where the curves for s = 5 px, s = 500 px, T i = 0.01,
and T i = 0.5 are plotted. Obviously the ink transmittance has no influence on the shift of the location
of maximum ODG.
An approximation for ODG that takes into account these relations was formulated by analyzing the
different dependencies of the parameters that were found in the parameter study. For the auxiliary
variable fs, the arc tangent function was postulated, while its horizontal asymptote was assumed to be a
function of fractional area coverage Ag and transmittance of the ink T i. The approach was as follows:
∆A = a · arctan [b · c] where
a = f(Ag, T i),
b = f(Ag, T i),
c = f(fs).
(4.10)





 · (p1 · T p2i + p3) · arctan [f(Ag) · fs] where
f(Ag) =





For negative dots, Ag has to be replaced by 1−Ag. The parameter p1 to p8 were fitted to the simulated
results of the parameter study:
p = (−0.242 0.255 0.761 5.99 − 22.08 7.60 − 5.05 4.77) . (4.12)
The performance of the fit was evaluated in terms of absolute errors of the predicted with the simulated
ODG. The mean absolute error was 0.11%, where the percentage sign refers to ODG, which is usually
given in percent. The median absolute error was calculated to 0.07% and the maximum absolute error
to 0.5%.
Figure 4.10 shows, how ODG can be predicted by means of the derived function. Here, three different
values for ink transmittance were chosen exemplarily. The y- and the x-axis are the auxiliary variable fs
and geometrical area coverage Ag respectively. The z-axis indicates the ODG.
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Figure 4.10: Prediction of ODG with empirical equation 4.12, shown for three different values for ink
transmittance.
Without any further fitting, ODG can be calculated with very restricted information input; only the
knowledge of screen frequency, light scatter parameter, and ink transmittance are required to predict
ODG for any geometrical area coverage.
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In the following sections, the main outcomes of this work will be summarized and discussed. For the sum-
mary (section 5.1), the facts will be stated without further explanation and the reasons, why these choices
were made or why simplifications and necessary conditions were formulated. For detailed information,
please be referred to the related chapters.
In section 5.2, the outcomes of this work are discussed. Unsolved challenges or assumptions on causing
effects that could not be included into the main chapters will be stated here. These open up topics for
future research.
5.1 Summary
The aim of this work was to introduce a measurement setup for light scattering in paper, to present rep-
resentative measurement results, and to show possible applications for the prediction of printed halftones.
In order to derive a suitable measurement setup, basic principles on light scattering, optical models, and
printing were summarized in chapter 2.
A literature review of known measurement setups lead to a morphological analysis of principle mea-
surement designs (section 3.1), which was the basis for the chosen measurement setup in this research:
 projection method
 light pattern: edge
 laterally resolved detection using CCD monochrome camera, 12 bit, 2 MP
 measurement geometry: 0°/0°
 spectral sensitivity reduced by using small-band LED as light source
 suppression of surface reflections by using polarizing filters for the sample measurements
 reduction of distortions of polarizing filters by leaving the analyzer in the light path for the first
surface (FS) mirror reference capture
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 enhanced focusing using FS mirror as focusing tool and Tenengrad focus measure
 angular scattering measurement by pivotable sample holder
 pixel resolution of 0.54 µm/px
 suppression of external straylight using black curtain
 internal straylight correction of reference ESF
It was found, that for the chosen setup, four images are necessary to obtain a complete measurement.
The types of these images were gained from theoretical considerations, see section 3.2:
 reference (FS mirror), unmasked illumination (no edge) (V ref)
 reference (FS mirror), masked illumination (edge) (V M,ref)
 sample (paper), unmasked illumination (no edge) (V )
 sample (paper), masked illumination (edge) (V M)
The derived measurement equation describes the necessary processing of these images to a single
measurement of an edge spread function (ESF). Additionally, some requisitions were formulated that
have to be satisfied in order to apply this measurement equation correctly. These are:
1. The acquisition of the images of each specimen (sample or reference) with masked and unmasked
illumination should be performed using the same exposure time.
2. The images of the reference (masked and unmasked) must be taken without polarizing filters, the
sample images with polarizing filters.
3. Absorption and fluorescence in the sample must be negligible for the spectral distribution of the
light source.
4. For each image, the capture must be repeated several times.
5. The edge must be well aligned along pixel direction.
In section 3.3, the measurement setup is presented in detail. An important improvement is the
enhanced focusing that was realized using a focus measure and a FS mirror as focusing tool. Different
focus measures were analyzed with respect to their applicability on the image motives, that have to
be captured for one measurement. The best conditions were featured by the Tenengrad focus measure
(TENG), which was used for all subsequent analyses and measurements.
The performance of the measurement setup was evaluated, investigating the following aspects:
 spectrum of the light source







If necessary, counter measures were presented and implemented to improve the performance.
With these adjustments, measurements on 33 papers were conducted (section 3.4). These measure-
ments were analyzed according to the anisotropy of light scattering. It was found, that the anisotropy
of papers is not significant compared to the lateral inhomogeneity of paper. Thus, measurements were
averaged over all captured angles for all subsequent investigations.
The different types of papers formed three groups, here called the light scattering classes. As presented,
a definition of such classes could be advantageous for printing applications, if paper producers included
this information into their data sheets.
Even more information on the light scattering of a paper sample can be featured by its line or point
spread functions (LSF, PSF). Thus, two approaches were presented to calculate the LSF and PSF from
the measured ESF of one paper sample. The first approach was the fitting of empirical functions from
literature to the measured ESFs. From the evaluated empirical functions, the modified exponential PSF
according to Gustavson (EMG) was found to be the best description of the measurements. Also, the
second approach using linear programming resulted in similar PSFs.
A spectral analysis using different LED spectra as illumination led to the conclusion, that light scat-
tering depends on the light’s wavelength. Nevertheless, the spectral differences for one paper were small
compared to the differences between the papers, such that the spectral dependency was not investigated
with more detail.
In chapter 4, the measurement results were applied to the prediction of optical dot gain (ODG) in
monochrome halftones. Here, PSFs on the basis of the EMG empirical function were used. Spectral and
angular influences on the scattering properties were neglected.
Since printing includes mechanisms, that increase the fractional area coverage but are not related to
ODG, the first experiment of section 4.1 was designed in such a way that printing was not necessary
using a halftone film. The measured fractional area coverages and the simulations on the basis of the
measurements were compared. It could be shown that the simulations approximated the measured results.
Although the tendencies coincide, the simulation was not a perfect match for the measurement.
The same result was found for a similar experiment using printed samples, see section 4.2. Again, the
tendencies of simulation and measurement were the same. Nevertheless, the differences between simula-
tion and measurement diverged even more for this experiment. It was concluded, that the main reasons
for these deviations come from the different measurement geometries, imprecisions in the measurement of
the area coverages, and – for the experiment with printed samples – from the inhomogeneous distribution
of the ink layer thickness.
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The last investigation (section 4.3) showed a new possibility from light scattering description using
PSFs. A broad parameter study showed, that ODG only depends on the following parameter:
 the product of form parameter of light scattering and screen frequency
 the transmittance of ink
 the geometrical fractional area coverage of the halftone
Using these parameter, a prediction function was derived, which can be used to predict ODG without
printing any patches.
5.2 Discussion
An outcome of this work is the morphological analysis of subfunctions of the measurement setup, presented
in section 3.1. It allows to easily vary the setup design by choosing a different solution for a subfunction.
Unfortunately, not every combination is feasible. Also, some solutions will not work on certain samples.
An example for the latter is the use of polarizing filters, when the sample has a polarizing effect. This
was found when evaluating white foils, like they are used for some printing applications. The stretch
forming during the foils’ production process is the reason, why these foils polarize light. This resulted in
a strong anisotropy of the measurements, which was found to be caused only by polarization.
The 1D measurement equation 3.27, introduced in section 3.2 is based on several conditions. If the
measurement setup does not fit these conditions, the application of the measurement equation might be
afflicted with errors. One example is the constancy of the lateral light distribution, which was determined
and adjusted for the measurement setup of this work, see figure 3.10. Nevertheless, there have been no
investigations on the impact on the measurement performance, when this light distribution severely differs
from conformity. This could be an aspect to be examined in future.
Introducing the enhanced focusing tools is an important improvement compared to previous setups.
In literature, information on the way of focusing are missing. It can only be guessed, that in previous
researches, the focus was adjusted manually and judged subjectively by the researcher. One of the
enhancements is based on the sample holder. Here, the focusing of the rough sample is replaced by
focusing the smooth FS mirror and then just swivel in the sample. The second enhancement is the focus
measure, which helps to judge the quality of focus objectively. It is also the first step to an auto-focus
for future measurement setups. Nevertheless, the chosen Tenengrad (TENG) focus measure depends on
the general light intensity of the illumination. When the LED got brighter, the focus measure increased
without changing the focus – which was a challenge to ignore when focusing. This drawback could be
solved by either decouple the TENG focus measure from the light intensity or by enhancing the stability
of the light source, here the LED.
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The measurement results presented in section 3.4 still open up some questions. The lack of anisotropy
in the papers was astonishing in first place – which was even found for uncoated papers. Nevertheless, this
can be explained by the large region that is used when averaging the pixel rows. This way, the influence
of the single fiber decreases. An interesting approach might be to find materials, where the anisotropy of
light scattering is already known. Then it could be investigated, if the isotropy of light scattering is really
caused by material properties or if there are other reasons that hide the anisotropy behind measurement
errors.
A second interesting fact was, that the light scattering properties of the coated fine art papers did not
follow systematic rules. For some paper series, the light scattering increased with increasing grammage,
for some series they decreased. At the same time, the differences between the investigated paper series
were surprisingly small. The reason for this might be, that the fillers used in the coatings are very similar
for all papers. Again, a research on defined and well characterized samples might be interesting. Then,
the research could also include fluorescence as a new aspect.
Although in literature, the spectral dependency on light scatter is also described as low [46, 94], it
would be interesting to verify this finding with other experiments. Measurements with monochromatic
illumination could deliver new insight.
As seen in chapter 4, the application of the measurement results to printed AM halftones is not
very satisfying, yet. Although for some samples, the prediction of ODG is acceptable, samples with
pronounced light scattering (i.e. opal glass and Felix Scho¨ller Epson PGPP) were not approximated
very well. There might be several reasons for this mismatch, as they were already mentioned before.
Among measurement geometry and incorrect detection of the geometrical area coverages, the insufficient
measurement accuracy of the ink transmittance is assumed to be an important factor. Additionally, the
incorporation of an ink thickness distribution instead of a constant ink thickness for each dot could provide
the essential improvement for the prediction model – similar to the approach presented by Emmel and
Hersch [44]. A second improvement on the prediction model would be to incorporate light scattering in
the ink, which is up to now assumed to be a perfect filter with only absorption. Here, the Kubelka-Munk
model could be used.
Since the prediction was only tested on AM screens, the applicability on FM screens is not verified,
yet.
However, there is also a new possible application of the presented model. Since the determination
of the geometrical area coverage of halftones is still afflicted with uncertainties in the state of the art
measurement procedures, the inverse effect of light scattering could be used to enhance this prediction.
If light scattering of the paper is known, the detected image of a halftone could be deconvoluted by the




5.3 Scientific Added Value
This work presents the necessary means to design a measurement setup for the measurement of light
scattering in paper or other substrates.
The main enhancements of the derived measurement setup are the advanced focusing tools, the inves-
tigation of the sources of possible measurement errors, and the angular resolved measurement to detect
anisotropy.
For AM screens it was shown that with the representation of light scattering using a PSF, the optical
dot gain can be predicted without printing any patches. Only one parameter, the form parameter s of
the PSF, is necessary to describe light scattering, and the ink transmittance and screen frequency have
to be known.
A prerequisite of this optical dot gain prediction is an accurate and reliable measurement of the form
parameter s for light scattering. The measurement setup presented in this work offers the possibility of
such a measurement.
This way, this work is a contribution to improve first principle printer models by decoupling optical
dot gain and other physical dot gain sources like ink spread.
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A.1.1 Convolution of 1D Functions
The convolution of two continuous functions A(x) and B(x) is defined as:









where ∗ is the convolution operator and the variable ξ allows the two functions to shift, passing each
other. The discrete form of the convolution for the functions A(i) and B(i) is:









A.1.2 Convolution of 2D Functions
When the considered functions A(x, y) and B(x, y) depend on two variables, the convolution is defined
as:











A(x− ξ, y − υ)B(ξ, υ) dξ dυ
(A.3)
The corresponding discrete convolution of A(i, j) and B(i, j) is:











A(i− ι, j − κ)B(ι, κ)
(A.4)
A.1.3 Convolution Theorem
The convolution theorem states, that the convolution of two functions is the pointwise product of their
Fourier transforms F:
F[A ∗B] = F[A] · F[B] (A.5)
Thus, a deconvolution can be performed by dividing the fourier transform of the convoluted functions






A.2 Transformation Equations of PSF, LSF, and ESF
A.2 Transformation Equations of PSF, LSF, and ESF
The equations presented here rely on the transformation equations derived by Marchand [18, 19]. They
are valid only for isotropic scattering. This means, that the polar formulation of the PSF P(r, φ) depends
only on the radius r and not on the angle φ:
P(r, φ) = P(r). (A.7)
Starting from this assumption, the following equations can be formulated:





r2 − x2 dr (A.8)














They will be derived in the following paragraphs. Additional assumptions are that absorption α and
surface reflection ρ can be neglected. Additionally, the medium is assumed to be optically thick, so that
transmittance T can be disregarded, too.
α = 0, ρ = 0, T = 0
In this case, the law of energy conservation constitutes that all energy incident on the surface (irradi-










E(x, y) dxdy (A.12)
The lateral distribution of the exitance E is given by the convolution of the irradiance M and the
PSF P:
M(x, y) = (E ∗ P)(x, y) (A.13)










E(x, y) dx dy (A.14)
109
A. MATHEMATICAL APPENDIX









P(r, φ) r dr dφ = 1 (A.15)




P(r) r dr = 1 (A.16)






E(x− ξ, y − υ)P(ξ, υ) dξ dυ (A.17)
and the irradiance E and therefore also the exitance M are constant over y and y − υ respectively, it







P(ξ, υ) dυ dξ (A.18)




E(x− ξ)L(ξ) dξ (A.19)
M(x) = (E ∗ L) (x) (A.20)




P(x, y) dy (A.21)






and by using equation A.20, M can be eliminated: ∞
−∞














A.2 Transformation Equations of PSF, LSF, and ESF
which requires that:  ∞
−∞
L(x) dx = 1 (A.25)
When using the polar description of the PSF P(r)
P(r) = P(

x2 + y2) (A.26)












x2 + y2) dy (A.28)
Substituting y by r with
y =





r2 − x2 , r(y = 0) = x, r(y →∞)→∞ (A.29)
the LSF can be written as:





r2 − x2 dr (A.30)






This can be reverted by differentiating the ESF with respect to x, which leads to the following





For the transformation equation from LSF to PSF, equation A.28 must be solved for P. For this
purpose, the Abelian itegration equation can be used, as described by Marchand [18,19]. For the case at
hand, Marchand presents the following equation for the PSF:




L′(v2 + z) dv, (A.33)
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where t, v, and z are auxiliary variables defined by
t = v2 + z = x2. (A.34)
Therefore, the derivative L′ can be transformed to:





















Substituting v with x, while




x2 − r2 , x(v = 0) = r, x(v →∞)→∞, (A.38)
the PSF can be formulated by:





x2 − r2 dx. (A.39)
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A.3 LSFs from PSF Functions
The following PSFs will be presented:
 Pillbox PSF (PBX)
 Ramp PSF (RAM)
 Gaussian PSF (GAU)
 Exponential PSF (EXP)
 Modified exponential PSF according to Gustavson (EMG)
 Quadratic-Rational PSF (QUA)








where s is a characteristic length, called the form parameter in the previous chapters. The corre-
sponding functions, all isotropic, are:
PPBX(u) =





































and b = umax =
rmax
s
with rmax being the radius that is the last evaluated. All functions are normalized that the law of
energy conservation is satisfied. This means that all Pi satisfy equation A.2. The scaling factor for PQUA
depends on the size of the evaluated region, which stands in contrast with physical considerations.
Figures A.1a and A.2a show the different PSFs in independent coordinates r/s and P·s2. Figures A.1b





L(x) dx = 1. For the plot of the quadratic-rational PSF and its LSF the evaluation
limit b is set to 5.
Pillbox PSF
A very simple PSF is the pillbox PSF PPBX. For a defined radius r = s, the PSF has a constant value
and drops to zero for r > s. This creates the typical pillbox shape. The pillbox PSF is defined by:
PPBX(u) =

a for u ≤ 1
0 else
(A.46)









The ramp PSF drops linearly from a given starting value and reaches zero at the radius r = s. For radii
r > s it is zero. This way, the PSF has a conical form. It is defined by:
PRAM(u) =

3a · (1− u) for u ≤ 1
0 else.
(A.48)










for |v| ≤ s
0 else.
(A.49)
This LSF function is not defined for x = 0. Nevertheless, this is a removable discontinuity using











for |v||v| ≤ s
















The corresponding LSF is defined by:
114
A.3 LSFs from PSF Functions
(a) Point Spread Functions
(b) Line Spread Functions
Figure A.1: Different types of PSFs (a) and their corresponding LSFs (b), linear scale.
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(a) Point Spread Functions
(b) Line Spread Functions
Figure A.2: Different types of PSFs (a) and their corresponding LSFs (b), logarithmic scale.
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· exp (−u) (A.54)
Using the Bessel function Kn of the second kind, the LSF can be written as:
LEXP(v) = as|u| ·K1(|u|). (A.55)
Modified Exponential According to Gustavson




· exp (−u) (A.56)
This PSF and its corresponding LSF go to infinity for x→ 0, which causes a discontinuity of the LSF
that cannot be removed:
LEMG(v) = as ·K1(|u|). (A.57)
where Kn is the Bessel function of the second kind. For computations in this work, the values of the
LSF for x = 0 were replaced by their values at x = s/1000.
Quadratic PSF
The quadratic PSF and its corresponding LSF show a continuous and smooth run. The indefinite integral
of the LSF tends to infinity. Therefore, the amplitude of LSF and PSF depend on their extent, denoted




· sinh−1(b) · 1
1 + u2
. (A.58)











This appendix summarizes all measurements that were performed for this thesis. All reflectance measure-
ments were taken using Techkon SpectroDens Pro, spectrophotometer with 45°/0°measurement geometry,
using a black backing. This way, differences in transparency due to different paper weights are visible.
For the illustrations of light scattering measurements, the measured ESFs are presented. All measure-
ments of this appendix were derived using the green LED. For each paper sample, three specimen were
measured and their ESFs were averaged. The black solid line always indicates the reference ESF of the
FS mirror. The indicatrices were derived with six measurements with an angular difference of 30°. For
visualization purposes, these measurements were duplicated to cover a full range of 360°.
For the LSF and PSF calculations, all ESFs of each paper type were averaged. In the LSF illustrations,
also the result of the linear programming is plotted. The tables summarize the RMSD of the fittings and
the linear programming, as well as the form parameters s.
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B.1 Felix Scho¨ller Papers
Series Coating Grammage Color
PE-Photopaper (swellable) glossy 230 g/m2 Ultra 8
matte 230 g/m2 Ultra 8
PE-Photopaper (microporous) glossy 240 g/m2 UltraWhite
matte 240 g/m2 UltraWhite
Proofing Paper matte 200 g/m2 ND
matte 275 g/m2 ND
Epson Premium Glossy PP glossy 255 g/m2 ND
Table B.1: Investigated Felix Scho¨ller papers.
Figure B.1: Reflectance spectra for Felix Scho¨ller papers.
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Figure B.2: ESFs for Felix Scho¨ller papers.
Figure B.3: 0.1-indicatrices for Felix Scho¨ller papers.
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Value PBX LIN GAU EXP EMG QUA linprog
PE-Photopaper, swellable, glossy
s/px 229 318 131 89 200 0,62
RMSD·1000 49,89 45,07 41,82 33,36 18,30 32,47 8,39
PE-Photopaper, swellable, matte
s/px 229 319 131 89 200 0,63
RMSD·1000 48,59 43,79 40,55 32,18 17,53 33,66 8,98
PE-Photopaper, microporous, glossy
s/px 465 648 265 174 385 10,08
RMSD·1000 67,54 59,68 54,42 41,66 20,88 14,08 18,07
PE-Photopaper, microporous, matte
s/px 413 573 235 156 342 7,15
RMSD·1000 60,60 53,39 48,52 36,33 16,44 22,21 14,12
Proofing Paper, matte, 200 g/m2
s/px 250 344 141 94 207 0,95
RMSD·1000 37,64 32,44 28,91 20,41 10,62 45,91 6,94
Proofing Paper, matte, 275 g/m2
s/px 355 491 201 133 292 4,84
RMSD·1000 44,80 38,25 33,72 22,62 9,28 39,42 9,55
Epson Premium Glossy Photo Paper
s/px 315 438 180 121 268 2,82
RMSD·1000 55,00 48,97 44,88 34,26 16,60 30,25 10,74
Table B.2: Results of the LSF calculation for investigated Felix Scho¨ller papers; form parameter s and
RMSD.
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Figure B.4: LSFs for Felix Scho¨ller papers.




Series Coating Grammage Color
Evergreen Natural uncoated 90 g/m2 white
Evergreen Technique uncoated 148 g/m2 crystal white
Table B.3: Investigated IGEPA papers.
Figure B.6: Reflectance spectra for IGEPA papers.
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Figure B.7: ESFs for IGEPA papers.
Figure B.8: 0.1-indicatrices for IGEPA papers.
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Value PBX LIN GAU EXP EMG QUA linprog
Evergreen Natural
s/px 142 197 81 54 122 0,13
RMSD·1000 34,81 31,17 28,76 22,86 14,12 40,41 6,72
Evergreen Technique
s/px 114 158 65 44 101 0,09
RMSD·1000 34,70 31,62 29,54 24,42 16,36 36,15 6,40
Table B.4: Results of the LSF calculation for investigated IGEPA papers; form parameter s and RMSD.
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Figure B.9: LSFs for IGEPA papers.




Series Coating Grammage Color
BVS glossy 150 g/m2 gloss white
glossy 170 g/m2 gloss white
glossy 200 g/m2 gloss white
glossy 300 g/m2 gloss white
matte 90 g/m2 dull white
matte 115 g/m2 dull white
matte 130 g/m2 dull white
matte 135 g/m2 dull white
matte 150 g/m2 dull white
matte 170 g/m2 dull white
matte 200 g/m2 dull white
matte 300 g/m2 dull white
Consort Royal matte 135 g/m2 silk tint
matte 250 g/m2 silk tint
Job Parilux glossy 135 g/m2 gloss white
matte 135 g/m2 silk white
matte 250 g/m2 dull cream
heaven 42 matte 250 g/m2 soft dull absolute white
Table B.5: Investigated Scheufelen papers.
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Figure B.11: Reflectance spectra for Scheufelen BVS papers.
Figure B.12: Reflectance spectra for other Scheufelen papers.
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Figure B.13: ESFs for Scheufelen BVS papers.
Figure B.14: 0.1-indicatrices for Scheufelen BVS papers.
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Figure B.15: ESFs for other Scheufelen papers.
Figure B.16: 0.1-indicatrices for other Scheufelen papers.
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Value PBX LIN GAU EXP EMG QUA linprog
BVS, glossy 150 g/m2
s/px 95 134 55 38 91 0,08
RMSD·1000 37,65 35,08 33,26 28,70 20,97 30,63 7,57
BVS, glossy 170 g/m2
s/px 83 118 49 34 82 0,07
RMSD·1000 36,93 0,00 0,00 0,00 0,00 0,00 0,00
BVS, glossy 200 g/m2
s/px 91 129 54 37 89 0,08
RMSD·1000 38,51 0,00 0,00 0,00 0,00 0,00 0,00
BVS, glossy 300 g/m2
s/px 93 133 55 39 94 0,09
RMSD·1000 42,49 40,10 38,38 33,96 26,00 26,58 8,47
BVS, matte 90 g/m2
s/px 89 125 52 36 84 0,08
RMSD·1000 37,70 35,21 33,48 29,14 21,77 29,15 8,66
BVS, matte 115 g/m2
s/px 78 109 45 31 73 0,06
RMSD·1000 30,52 28,24 26,58 22,58 16,43 33,04 5,56
BVS, matte 130 g/m2
s/px 91 128 53 37 86 0,07
RMSD·1000 37,03 34,39 32,53 27,81 19,59 30,35 6,80
BVS, matte 135 g/m2
s/px 81 115 48 33 81 0,07
RMSD·1000 38,66 36,43 34,82 30,73 23,49 26,94 7,94
BVS, matte 150 g/m2
s/px 89 126 53 37 88 0,08
RMSD·1000 38,94 36,72 35,10 31,10 24,45 30,69 9,16
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Value PBX LIN GAU EXP EMG QUA linprog
BVS, matte 170 g/m2
s/px 85 121 50 35 87 0,08
RMSD·1000 0,00 0,00 0,00 0,00 0,00 0,00 0,00
BVS, matte 200 g/m2
s/px 87 123 51 35 83 0,07
RMSD·1000 34,94 32,47 30,71 26,32 18,98 31,40 6,11
BVS, matte 300 g/m2
s/px 89 126 52 37 89 0,08
RMSD·1000 39,20 36,90 35,21 30,93 23,45 28,59 6,50
Consort Royal, matte 135 g/m2
s/px 94 132 55 38 89 0,08
RMSD·1000 33,22 30,88 29,15 25,08 19,30 35,86 6,68
Consort Royal, matte 250 g/m2
s/px 116 164 68 48 114 0,12
RMSD·1000 41,69 38,91 36,87 31,81 23,37 32,51 7,57
Job Parilux, glossy 135 g/m2
s/px 112 158 65 44 103 0,10
RMSD·1000 33,91 31,07 28,99 24,11 17,27 38,10 6,24
Job Parilux, matte 135 g/m2
s/px 90 126 52 36 83 0,07
RMSD·1000 31,09 28,81 27,11 23,18 17,81 36,48 5,52
Job Parilux, matte 250 g/m2
s/px 121 170 71 49 114 0,13
RMSD·1000 36,52 33,86 31,83 27,10 20,55 38,68 6,85
heaven 42, matte 250 g/m2
s/px 106 148 61 42 98 0,10
RMSD·1000 35,16 32,76 31,00 26,95 21,34 36,73 8,37
Table B.6: Results of the LSF calculation for investigated Scheufelen papers; form parameter s and RMSD.
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Figure B.17: LSFs for Scheufelen BVS papers.
Figure B.18: PSFs for Scheufelen BVS papers.
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Figure B.19: LSFs for other Scheufelen papers.
Figure B.20: PSFs for other Scheufelen papers.
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B.4 Stora Enso Papers
Series Coating Grammage Color
LumiArt glossy 100 g/m2 ND
glossy 250 g/m2 ND
glossy 400 g/m2 ND
LumiSilk matte 100 g/m2 ND
matte 250 g/m2 ND
matte 400 g/m2 ND
Table B.7: Investigated Stora Enso papers.
Figure B.21: Reflectance spectra for Stora Enso papers.
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Figure B.22: ESFs for Stora Enso papers.
Figure B.23: 0.1-indicatrices for Stora Enso papers.
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Value PBX LIN GAU EXP EMG QUA linprog
LumiArt, 100 g/m2
s/px 81 114 47 33 79 0,07
RMSD·1000 37,77 35,51 33,91 29,85 22,78 27,47 8,44
LumiArt, 250 g/m2
s/px 85 119 49 34 79 0,07
RMSD·1000 29,34 27,27 25,69 22,17 17,78 36,98 5,30
LumiArt, 400 g/m2
s/px 63 88 36 25 60 0,05
RMSD·1000 30,77 29,16 27,98 25,24 21,19 28,35 6,99
LumiSilk, 100 g/m2
s/px 77 109 45 31 75 0,06
RMSD·1000 34,86 32,50 30,82 26,52 18,91 28,87 5,60
LumiSilk, 250 g/m2
s/px 78 110 45 31 74 0,06
RMSD·1000 30,71 28,65 27,11 23,52 18,39 33,64 5,93
LumiSilk, 400 g/m2
s/px 72 99 41 28 66 0,05
RMSD·1000 29,07 27,36 26,11 23,36 19,96 32,67 7,68
Table B.8: Results of the LSF calculation for investigated Stora Enso papers; form parameter s and RMSD.
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Figure B.24: LSFs for Stora Enso papers.
Figure B.25: PSFs for Stora Enso papers.
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