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Abstract
In this paper we introduce elementary and completely explicit formulas for the
derivative of any order of any function of the type
1
p
, where p is a polynomial with
known zeros. These formulas lead easily to corresponding explicit formulas of any
derivative of any rational function. The formulas are canonical in the sense of differen-
tiation: they depend on some dummy parameters but do not become more complicated
when the order of the derivative increases. As applications we get other elementary
and explicit results: a solution to the general interpolation problem of Hermite, finding
the primitive function for any rational function and getting an explicit formula for the
n-th element of certain recursive sequences. We point out the possibility of producing
general identities and in particular combinatorial identities by the formulas. We also
discuss the very practical possibility of writing computer programs that will carry out
some of the above applications.
Keywords and phrases: rational function, higher order derivatives, interpolation, inte-
gration, recursive sequences, combinatorial identities, computer applications
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1 Introduction
Given a polynomial of degree n,
p(z) = zn + an−1zn−1 + ... + a0 (1)
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it is very simple to find an explicit formula for its derivative of any order t ≥ 0. These
derivatives are of course identically zero for t ≥ n + 1. However, if we introduce p(z) in a
multiplicative form,
p(z) = (z − z1)m1(z − z2)m2⋯(z − zL)mL ,
where z1, z2, ..., zL are the distinct roots of p(z) and mi are natural numbers, then a general
formula for the derivative of order t is much more complicated an it is based on the general
Leibniz rule for differentiating the product of a finite number of functions
(f1 ⋅ f2⋯fp)(m) = Q
k1+k2+...+kp=m
k≥0,k∈Z
f
(k1)
1 f
(k2)
2 ⋯f
(kp)
p (2)
This formula is indeed explicit, but its application depends on the number of ways to write
a natural number m as an ordered sum of p non-negative integers, and so it is complicated.
This is the situation also in other known explicit formulas we shall introduce in this paper.
The essence of this paper is to introduce (many) explicit and elementary (but complicated)
formulas for each derivative of any function of the form h(z) = 1
p(z) , where z is a complex
variable. In contrast to the derivatives of a certain order of a polynomial, p(z), these
formulas are based on the multiplicative representation of h(z), that is
h(z) = 1(z − z1)m1(z − z2)m2⋯(z − zL)mL , (3)
rather than the form h(z) = 1
zn + an−1zn−1 + ... + a0
.
As a result of these formulas we can deduce formulas for the derivative of any order of any
rational function, R(z) = p1(z)
p2(z) , by the basic Leibniz rule for the differentiation of product:
(f ⋅ g)(n) = nQ
k=0
n
k
f (k)g(n−k) (4)
(see [9, p. 118], [10, p. 170]).
Here we introduce f = p1 in the form (1) and g = 1
p2
in the form (3).
This paper is arranged as follows:
In Section 2 we introduce some known results about higher order derivatives.
In Section 3 we introduce our results on the formulas for derivatives of any order of functions
of the form 3, which is the content of Theorem 3.1. In Section 4 we bring a few numerical
examples of using these formulas. In Section 5 we show how to deduce one of these formulas
from another one. In Section 6 we introduce some applications of the results. In Section
2
6.1 we explain how to get an explicit and elementary formula for the solution of the general
interpolation problem of Hermite. In Section 6.2 we explain in general how to derive some
identities by comparing the formulas we got in Theorem 3.1 to other known results. In
section 6.3 we explain how to get combinatorial identities, (see [3]), by Theorem 3.1. In
Section 6.4 we show how to get explicit formulas for the primitive function of any rational
function by involving Theorem 3.1 and the representation of such a function as a sum of
partial fractions. We also show there how to find explicit formulas for the derivative of any
order of any rational function. In Section 6.5 we show how to get by Theorem 3.1 explicit
formulas for certain recursive sequences. In Section 6.6 we discuss the possibility of writing
efficient computer programs in order to apply Theorem 3.1 for differentiation or integration
of general rational functions and for the solution of the general interpolation problem.
2 Higher order derivative
Higher order derivatives for general functions (of one or more variables) and for certain
classes of functions is an old subject in function theory. In addition to Leibniz formulas
(2),(4) the most famous one is probably Cauchy’s integral formula for the derivative of any
order of an analytic function
f (n)(z) = n!
2pii
S
γ
f(ζ)dζ
(ζ − z)n+1 , n = 0,1,2, ...,
see [1, p. 120], where f is an analytic function in some domain D in the complex plane C
and γ is a simple smooth and closed curve in D, whose interior lies in D and z is also in
the interior of γ.
In the 19’th century the formula for the derivative of order n of the composition of two
sufficiently differentiable functions was invented, named after the Italian mathematician
Faa` di Bruno. It says
dn (f (g(x)))
dxn
= Q n!
m1!1!m1 ⋅m2!2!m2 ⋅ ⋅ ⋅mn!n!mn
⋅ f (m1+...+mn) (g(x)) ⋅ nM
j=1
g(j)(x))mj ,
where the summation is over all n-tuples of non-negative integers (m1, ...,mn) satisfying the
constraint 1 ⋅m1 + 2 ⋅m2 + 3 ⋅m3 + ... +n ⋅mn = n. For the history of Faa` di Bruno’s formula
see [2].
From recent years we have results about certain classes of functions, or specific types of
higher order derivatives for general functions. For example, in [13], the Slevinsky–Safouhi
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formula is introduced about iterated applying of the differential operator
d
xµdx
. In [7], the
invariant Schwarzian derivative of higher order is discussed. In [11], higher order derivatives
of period functions are discussed. We shall not go into details on these matters. Our results
are much more elementary. So, returning to elementary functions, then in addition to
polynomials, it is possible (and easy) to find a derivative of any order of xa, ex, lnx and
their linear combinations (sinx for example is a linear combination of eix, e−ix).
Among the functions of the form h(z) = 1
p(z) , p a polynomial, there is a simple formula for
derivative of any order for h(z) = 1(z − a1)(z − a2)⋯(z − aL) .
Indeed, by separating it into partial fractions we get h(z) = A1
z − a1
+
A2
z − a2
+ ⋯ +
AL
z − aL
,
where Ai = M
j=1
j≠i
1
ai − aj
for 1 ≤ i ≤ L. Now, since the Ai’s are constants it is easy to derive
h(t)(z) of any desired order t. The next section deals with getting formulas of a different
type for any derivative of functions of the form h(z) = 1
p(z) .
3 The formulas for the derivative of any order of the recip-
rocal of a polynomial
The formulas we introduce here in Theorem 3.1 are the heart of this paper, the source for
all other results. They are elementary, but long. Their main addends are composed of 2 or
3 summations of pretty long terms.
In order to simplify this complexity, and to ease the use of these formulas in the sequel, we
also write them in steps, according to the order of summation of each of their addends. For
that we use some intermediate functions Ψ1(j); Φ1(j, r),Φ2(r); Θ1(j, r, p),Θ2(r, p) that
will be defined in the statement of our theorem. For these intermediate functions we denote
only their dependence on the indices of the summations j, r, p, but of course they depend
also on the variable z and the parameters t,N,n1, n2, ..., nL, s1, s2, ..., sL, s.
Theorem 3.1. Let
h(z) = 1(z − a1)n1+1(z − a2)n2+1⋯(z − aL)nL+1 (5)
be a rational function such that a1, a2, ..., aL are different complex numbers, and for any
1 ≤ i ≤ L, ni ≥ 0 is an integer. Let z ∈ C be a point which is not a pole of h. Let
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s1, s2, ..., sL, s = s(z) be numbers in C, such that s ≠ 0 and si = 0 if and only if ni = 0.
Then the following two collections of formulas hold:
For any t ≥ 0 an integer, and for every integer N , N ≥ t + 1:
h(t)(z) =
t!
st
N
∑
j=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
jN−t(−1)N−j+1
j!(N − j)!
L
∑
r=1
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)nr
s
nr
r (ar − z)1+nr+t
nr
∑
p=0
⟨ (js − psr)
(
L
∑
m=1
nm) +L − 1 + t(−1)p
p!(nr − p)!)
⎛⎜⎜⎝
L
∏
m=1
m≠r
⎛
⎝
nm
∏
q=0
1
(js − qsm)(ar − z)− (js − psr)(am − z)
⎞
⎠
⎞⎟⎟⎠⟩
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
For every t ≥ 0, if  LQ
m=1
nm + t ≥ 1:
h(t)(z) = 1
st
⎛
⎝
L
∏
r=1
1
z − ar
⎞
⎠⋅(−1)
(
L
∑
m=1
nm) + t L
∑
r=1,
nr≥1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
s
⎛
⎜⎜⎜⎜
⎝
L
∑
m=1,
m≠r
nm
⎞
⎟⎟⎟⎟
⎠
+t
r ⋅ 1(z − ar)nr+t
nr
∑
p=1
p
(
L
∑
m=1
nm) + t
p!(nr − p)! (−1)
p
⎛⎜⎜⎝
L
∏
m=1,
m≠r
⎛
⎝
nm
∏
q=1
1
qsm(z − ar) − psr(z − am)
⎞
⎠
⎞⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
t!
st
t
∑
j=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
( (−1)t−j+1
j!(t− j)! )
L
∑
r=1
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)nr
s
nr
r (ar − z)1+nr+t
nr
∑
p=0
⎛⎜⎜⎜⎜⎜⎜⎝
(js − psr)
(
L
∑
m=1
nm) +L − 1 + t
p!(nr − p)! (−1)
p
⎛⎜⎜⎝
L
∏
m=1,
m≠r
⎛
⎝
nm
∏
q=0
1
(js − qsm)(ar − z) − (js − psr)(am − z)
⎞
⎠
⎞⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In a more compact and concise form, using auxiliary functions Ψ1, Φ1,Φ2, Θ1, Θ2 we
have respectively to the above formulas
(I) For any t ≥ 0 an integer, and for every integer N , N ≥ t + 1
h(t)(z) = t!
st
(−1)N+t NQ
j=1
Ψ1(j). Here for every 1 ≤ j ≤ N
Ψ1(j) ∶= jN−t
j!(N − j)!(−1)j
LQ
r=1
Φ1(j, r) where for every 1 ≤ r ≤ L
Φ1(j, r) ∶= 1
snrr (z − ar)nr+1+t
nrQ
p=0
Θ1(j, r, p) where for every 0 ≤ p ≤ nr
Θ1(j, r, p) ∶= (js − psr)
(
LQ
m=1
nm) +L − 1 + t
p!(nr − p)! (−1)p
LM
m=1,
m≠r
⎛
⎝
nmM
q=0
1
(z − am)(js − psr) − (z − ar)(js − qsm)
⎞
⎠
Thus, considering all the relations above we have ’in one piece’
h(t)(z) = t!
st
(−1)N+t NQ
j=1
⎛
⎝
jN−t
j!(N − j)!(−1)j
LQ
r=1
⎛
⎝
1
snrr (z − ar)nr+1+t
nrQ
p=0
Θ1(j, r, p)⎞⎠
⎞
⎠ (6)
with Θ1(j, r, p) as above.
(II) For every t ≥ 0, if  LQ
m=1
nm + t ≥ 1 then
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h(t)(z) = 1
st
 LM
m=1
1
z − am
(−1)(
LQ
m=1
nm) + t LQ
r=1,
nr≥1
Φ2(r) + t!
st
tQ
j=1
Ψ1(j)
where for every 1 ≤ r ≤ L, nr ≥ 1, Φ2(r) ∶= s
⎛⎜⎜⎜⎜⎝
nrQ
m=1,
m≠r
nm
⎞⎟⎟⎟⎟⎠
+t
r ⋅
1
(z − ar)nr+t
nrQ
p=1
Θ2(r, p),
where for every 1 ≤ p ≤ nr, Θ2(r, p) ∶= p
(
LQ
m=1
nm) + t
p!(nr − p)! (−1)p
LM
m=1,
m≠r
⎛
⎝
nmM
q=1
1
qsm(z − ar) − psr(z − am)
⎞
⎠
and Ψ1(j) is defined like in (6) with t instead of N in the two places where N appears.
Thus, considering the relations above we have ’in one piece’
h(t)(z) = 1
st
 LM
m=1
1
z − am
 (−1)
⎛⎜⎜⎝
LQ
m=1
nm
⎞⎟⎟⎠+t Q
r=1,
nr≥1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
s
⎛⎜⎜⎜⎜⎝
LQ
m=1,
m≠r
nm
⎞⎟⎟⎟⎟⎠
+t
r ⋅
1
(z − ar)nr+t
nrQ
p=1
Θ2(r, p)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
t!
st
tQ
j=1
⎛
⎝
(−1)j
j!(t − j)!
LQ
r=1
⎛
⎝
1
snrr (z − ar)nr+1+t
nrQ
p=0
Θ1(j, r, p)⎞⎠
⎞
⎠
(7)
Where Θ1(j, r, p),Θ2(r, p) are as above. We note, that the relations explained before
(6) and (7) are efficient for easy calculation by these formulas respectively, and it is
recommended to work out these formulas by these relations.
Remarks.
Notation
3.1 h(0)(z) means (as common) h(z).
3.2 00 is defined to be 1, for example snrr if nr = 0.
3.3 A sum with empty range is defined to be zero. For example
tQ
j=1
⋯ if t = 0 or LQ
r=1
nr≥1
⋯ if
nr = 0 for every 1 ≤ r ≤ L.
3.4 A product with empty range is defined to be 1. For example
LM
m=1
m≠r
⋯ if L = 1 or nmM
q=1
⋯ if
nm = 0.
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Uniformity
3.5 If s1, ..., sL, s are valid (that is for a certain z, the denominators in the formulas for
h(t)(z) in Theorem 3.1 are non-zero) for one of the formulas in Theorem 3.1, then they
are valid for all other admissible formulas there.
Canonical choice of the dummy parameters
3.6 Evidently, almost any choice of s1, ..., sL, s is valid in the sense that the probability that
this choice from the space CL+1 (with uniform distributed probability measure) is valid,
is 1. However, there are certain choices for which one or more of the denominators
vanishes. Suppose we want to write a computer program (see Section 6.6) that uses
these formulas. Then we must ensure that all the denominators are nonzero. This
happens if and only if
ar − z
am − z
≠ js − psr
js − qsm
, for all admissible values of j, r,m,p, q in the
formulas (6) and (7).
By elementary considerations it follows that these requirements can be simultaneously
fulfilled in the following way.
Set M = Mz ∶= M
1≤m,r≤L
m≠r
1 + V ar − z
am − z
V (a product with L(L − 1) factors). Now, with-
out loss of generality we can assume that ni ≥ 1 for 1 ≤ i ≤ L′, and that ni = 0 for
L′ + 1 ≤ i ≤ L.
Then define s1 = 1, s2 = (3M)n1, s3 = (3M)2 n2 ⋅n1, ..., sL′ = (3M)L′−1 nL′−1 ⋅nL′−2⋯n1,
s = s(z) ∶= (3M)L′ nL′ ⋅ nL′−1⋯n1 and of course sL′+1 = sL′+2 = ⋯ = sL = 0.
Connection to Euler’s Finite Difference Theorem
3.7 Some terms of the formulas in Theorem 3.1 have some similarity to the terms in Euler’s
Finite Differences Theorem (see Sections 5 and 6.3).
Indeed, in the course of the proof of Theorem 3.1 a proof of this theorem of Euler is
deduced.
Canonical meaning of the formulas in the sense of differentiation
3.8 The formulas for h(t)(z) are long (and similar to each other) and also depend on the
dummy parameters s1, ..., sL, s and ion N . Nevertheless, they remain in the same form
for any valid value of t, except for a change in t itself. In this sense, these formulas
can be considered as canonical for h(z) in the sense of differentiation.
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4 Numerical examples of using the formulas of Theorem 3.1
We give here a few specific examples, in order to verify the validity of our formulas in
different cases. The calculations are detailed in order to make the reading easier. The
reader is invited to check the formulas in another cases.
Example 1. h(z) = 1
z
, t = 0. Here N = 2 is admissible for the formulas in (6).We have
L = 1, a1 = 1, n1 = 0 and we get h(z) = 0!(−1)2
1
⋅ (−1)2 (Ψ1(j = 1) +Ψ1(j = 2)).
Ψ1(j = 1) = 1 ⋅(−1)1Φ1(j = 1, k = 1) = − 1
00(z − 0)1 ⋅Θ1(j = 1, r = 1, p = 0) = −
1
z
(s − 0)0
0!0!
(−1)0 =
−
1
z
.
Ψ1(j = 2) = 222!0!(−1)2Φ1(j = 2, k = 1) = 2 100(z − 0)1 ⋅Θ1(j = 2, r = 1, p = 0) =
2
z
(2s − 0)0
0!0!
(−1)0 =
2
z
.
Then we get: h(z) = −1
z
+
2
z
= 1
z
.
Observe that by formula (7) we get 0, but this formula is not admissible in this case, since
1Q
m=1
nm + t = 0 + 0 = 0.
Example 2. h(z) = 1
z2
, t = 0. Here N = 1 is admissible. We have L = 1, n1 = 1 and we get
by (6) with some valid s1 ≠ 0:
h(z) = 0!
s0
(−1)1+0Ψ1(j = 1) = − 111!0!(−1)1Φ1(j = 1, r = 1) =
1
s11(z − 0)1+1+0 (Θ1(j = 1, r = 1, p = 0) +Θ1(j = 1, r = 1, p = 1)).
Θ1(j = 1, r = 1, p = 0) = (s − 0)1
0!1!
(−1)0 ⋅ 1 = s, Θ1(j = 1, r = 1, p = 1) = (s − s1)1
1!0!
(−1)1 = s1 − s
and we get
h(z) = 1
s1 ⋅ z2
(s + s1 − s) = 1
z2
, as required.
We can also use for this case formula (7). Here the second addend is 0 and we get
h(z) = h0(z) = 1
s0
⋅
1
z
⋅(−1)1+0 ⋅Φ2(1) = −1
z
⋅s01
1
(z − 0)1 ⋅Θ2(r = 1, p = 1) = −
1
z2
⋅
11
1!0!
(−1)1 ⋅1 = 1
z2
Here, in accordance with Remark (3.4) the double product in Θ2(r = 1, p = 1) is taken to be
1.
The rest of the examples are for specific values of z and the parameters. This in order to
simplify calculations.
Example 3. h(z) = 1
z(z − 2)2 with t = 1, z = 1. Here L = 2, a1 = 0, n1 = 0 (and thus
s1 = 0), a2 = 2, n1 = 1 and we take s2 = −1. We use formula from (6) with N = 2 to calculate
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h′(1). We also take s = s(z) = s(1) = 3. As we shall see, the choice of s, s1 is valid. We
have
h′(1) = 1!
31
(−1)2+1 (Ψ1(j = 1) +Ψ1(j = 2)).
Ψ1(j = 1) = 1 ⋅ (−1) (Φ1(j = 1, r = 1) +Φ1(j = 1, r = 2)).
Φ1(j = 1, r = 1) = 1
00(1 − 0)2 ⋅Θ1(j = 1, r = 1, p = 0) =
1
12
(3 − 0)3
0!0!
(−1)0⋅ 1(1 − 2)(3 − 0) − (1 − 0)(3 − 0) ⋅
1
(1 − 2)(3 − 0) − (1 − 0)(3 + 1) = 27 ⋅ −
1
6
−1
7
 = 9
14
.
Φ1(j = 1, r = 2) = 1(−1)1(1 − 2)3 (Θ1(j = 1, r = 2, p = 0) +Θ1(j = 1, r = 2, p = 1)).
Θ1(j = 1, r = 2, p = 0) = (3 − 0)3
0!1!
(−1)0 ⋅ 1(1 − 0)(3 − 0) − (1 − 2)(3 − 0) = 27 ⋅
1
6
= 9
2
.
Θ1(j = 1, r = 2, p = 1) = (3 + 1)3
1!0!
⋅ (−1)1 ⋅ 1(1 − 0)(3 + 1) − (1 − 2)(3 − 0) = 64 ⋅ (−1) ⋅
1
7
= −64
7
.
Then we get Φ1(j = 1, r = 2) = 1 ⋅ 9
2
−
64
7
 = −65
14
and Ψ1(j = 1) = − 9
14
−
65
14
 = 4.
Now to Ψ1(j = 2):
Ψ1(j = 2) = 21
2!0!
(−1)2 (Φ1(j = 2, r = 1) +Φ1(j = 2, r = 2)).
Φ1(j = 2, r = 1) = 1
00(1 − 0)2 ⋅Θ1(j = 2, r = 1, p = 0) =
(6 − 0)3
0!0!
(−1)0⋅ 1(1 − 2)(6 − 0) − (1 − 0)(6 − 0) ⋅
1
(1 − 2)(6 − 0) − (1 − 0)(6 + 1) = 216 ⋅
1
(−12) ⋅
1
(−13) =
18
13
.
Φ1(j = 2, r = 2) = 1(−1)1(1 − 2)3 (Θ1(j = 2, r = 2, p = 0) +Θ1(j = 2, r = 2, p = 1)).
Θ1(j = 2, r = 2, p = 0) = (6 − 0)3
0!1!
(−1)0 ⋅ 1(1 − 0)(6 − 0) − (1 − 2)(6 − 0) = 216 ⋅
1
12
= 18.
Θ1(j = 2, r = 2, p = 1) = (6 + 1)3
0!1!
(−1)1 ⋅ 1(1 − 0)(6 + 1) − (1 − 2)(6 − 0) = −
343
13
.
Then Φ1(j = 2, r = 2) = 18 − 343
13
and Ψ1(j = 2) = 18
13
+ 18 −
343
13
 = −7 and h′(1) =
−
1
3
(4 − 7) = 1. (This is true!)
The reader is invited to make the calculation with different valid values of the dummy pa-
rameters s2, s. Also, further work of calculations will bring us to the general formula for
h′(z).
Let us calculate again h′(1). This time by (7), with s2 = −6, s = s(1) = 1. We then get:
h′(1) = 1
11
⋅
1
1 − 0
⋅
1
1 − 2
⋅ (−1)2 ⋅Φ2(r = 2) + 1!
11
Ψ1(j = 1).
Φ2(r = 2) = (−6)1 ⋅ 1(1 − 2)2Θ2(r = 2, p = 1) = −6 ⋅
11+1
1!0!
(−1)1 ⋅ 1 = 6.
Ψ1(j = 1) = 10
1!0!
(−1)1 (Φ1(j = 1, r = 1) +Φ1(j = 1, r = 2)).
Φ1(j = 1, r = 1) = 1
00(1 − 0)2 ⋅Θ1(j = 1, r = 1, p = 0) = 1⋅
(1 − 0)3
0!0!
(−1)0⋅ 1(1 − 2)(1 − 0) − (1 − 0)(1 − 0) ⋅
9
1(1 − 2)(1 − 0) − (1 − 0)(1 + 6) = 1 ⋅
1
(−2) ⋅
1
(−8) =
1
16
.
Φ1(j = 1, r = 2) = 1(−6)1(1 − 2)3 ⋅ (Θ1(j = 1, r = 2, p = 0) + (Θ1(j = 1, r = 2, p = 1)).
Θ1(j = 1, r = 2, p = 0) = (1 − 0)3
0!1!
⋅ (−1)0 ⋅ 1(1 − 0)(1 − 0) − (1 − 2)(1 − 0) =
1
2
.
Θ1(j = 1, r = 2, p = 1) = (1 + 6)3
1!0!
⋅ (−1)1 ⋅ 1(1 − 0)(1 + 6) − (1 − 2)(1 − 0) =
343 ⋅ (−1)
8
= −343
8
.
Then Φ1(j = 1, r = 2) = 1
6
1
2
−
343
8
 = −113
6
and then Ψ1(j = 1) = − 1
16
−
113
16
 = 7 and
h′(1) = −6 + 7 = 1 as expected. Observe, that we cannot use, for example, the value we got
for Φ1(j = 1, r = 1) from the calculation by (6), since the values of s2, s changed.
In Example 1 we showed that formula (7) does not work if  LQ
m=1
nm + t = 0. Let us show
now a case in which the formulas of (6) do not work when N is out of the valid range. We
demonstrate it with h(z) = 1
z2
, t = 1 and take N = t = 1. Here L = 1, a1 = 0, n1 = 1 and we
take s1 = 7 and calculate for z = 2 with s = s(2) = 2.We then get by (6)
1!
21
(−1)2 ⋅ 10
1!0!
(−1)1 ⋅ 1
71(2 − 0)3 ⋅ (Θ1(j = 1, r = 1, p = 0) +Θ1(j = 1, r = 1, p = 1)).
Θ1(j = 1, r = 1, p = 0) = (2 − 0)2
0!1!
(−1)0 = 4.
Θ1(j = 1, r = 1, p = 1) = (2 − 7)2
1!0!
(−1)1 = −25 and we get in total − 1
7 ⋅ 16
(4 − 25) = 3
16
≠ −1
4
=
h′(2).
5 Connections between the formulas in Theorem 3.1
There is a strong connection between formulas (6) and (7). We choosed to demonstrate it
by showing how formula (6) for the case t = 0 implies formula (7) for the case t = 0. For
this we also need the following known theorem of Euler.
Euler’s Finite Difference Theorem. Let n,p be integers 0 ≤ p ≤ n. Then
nQ
j=0
(−1)jn
j
jp =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 0 ≤ p ≤ n
(−1)n ⋅ n! p = n
Observe that when p > 0 then j = 0 can be omitted. When p = 0 we get the known fact that
the alternate sum of the binomial coefficients is zero (here 00 = 1).
Proposition 5.1. Formula (6) for the case t = 0 with every admissible N implies formula
(7) for the case t = 0.
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Proof. We apply (6) with some N, N ≥ 0 + 1. We separate nrQ
p=0
Θ1(⋅) to the addend of p = 0
and to
nrQ
p=1
Θ1(⋅). We then have
h(z) = h0(z) = (−1)N NQ
j=1
⎛
⎝
jN
j!(N − j)!(−1)j
LQ
r=1
⎛
⎝
1
snrr (z − ar)nr+1
⎛
⎝Θ1(j, r,0) +
nrQ
p=1
Θ1(j, r, p)⎞⎠
⎞
⎠
⎞
⎠
Recall that the parameter s is hidden inside the Θ1(⋅)’s. Since the denominators in (7) are
nonzero by the choice of the parameters, we can let s → 0. Since LQ
m=1
nm ≥ 1 we get that
Θ1(j, r,0) → 0
s→0
for every relevant j, r (consider especially the case when q = 0 in the double
product in Θ1(j, r,0)). For 1 ≤ p ≤ nr, we separate in the double product of Θ1(j, r, p) the
factors of q = 0 from others. We get that the limit of that double product is
⎛⎜⎜⎝
LM
m=1
m≠r
⎛
⎝
nmM
q=1
1
(z − am)(−psr) − (z − ar)(−qsm)
⎞
⎠
⎞⎟⎟⎠
LM
m=1
m≠r
 1(z − am)(−psr). Note that we consider
here only r such that nr ≥ 1 (see Remark 3.3), so sr ≠ 0 in the last product. Also, by the
choice of the parameters, the denominators here are nonzero and the limit indeed exists.
Overall we get in the limit that:
Θ1(j, r, p) →
s→0
(−psr)
⎛⎜⎜⎝
LQ
m=1
nm
⎞⎟⎟⎠+L−1
p!(nr − p)! ⋅(−1)p⋅
1
(−psr)L−1
LM
m=1
m≠r
 1
z − am

⎛⎜⎜⎝
LM
m=1
m≠r
⎛
⎝
nmM
q=1
1
qsm(z − ar) − psr(z − am)
⎞
⎠
⎞⎟⎟⎠
= (−1)
LQ
m=1
nm
⋅
p
LQ
m=1
nm
p!(nr − p)! ⋅ (−1)ps
LQ
m=1
nm
r
⎛⎜⎜⎝
LM
m=1
m≠r
⎛
⎝
nmM
q=1
1
qsm(z − ar) − psr(z − am)
⎞
⎠
⎞⎟⎟⎠
LM
m=1
m≠r
1
z − am
= (−1)
LQ
m=1
nm
⋅s
LQ
m=1
nm
r
⎛⎜⎜⎝
LM
m=1
m≠r
1
z − am
⎞⎟⎟⎠
Θ2(r, p), and this is of course the exact value of Θ1(j, r, p),
since as long as the parameter s is valid its value does not matter. We then get:
h(z) = (−1)N NQ
j=1
⎛⎜⎜⎜⎜⎜⎝
jN
j!(N − j)!(−1)j
LQ
r=1
⎛⎜⎜⎜⎜⎜⎝
1
snrr (z − ar)nr+1
nrQ
p=1
⎛⎜⎜⎜⎜⎜⎝
(−1)
LQ
m=1
nm
⋅ s
LQ
m=1
nm
r
⎛⎜⎜⎝
LM
m=1
m≠r
1
z − am
⎞⎟⎟⎠
Θ2(r, p)
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠
= (−1)N NQ
j=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
jN
j!(N − j)!(−1)j
LQ
r=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1
(z − ar)nr 
LM
m=1
1
z − am
(−1)
LQ
m=1
nm
⋅ s
LQ
m=1
m≠r
nm
r
nrQ
p=1
Θ2(r, p)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
We got rid of the dependence in s. It caused also to get rid of the dependence in j inside
LQ
r=1
(⋯), and so we can change the order of the summations NQ
j=1
(⋯) and LQ
r=1
(⋯), or more
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accurately to consider
LQ
r=1
(⋯) as a constant with respect to NQ
j=1
(⋯).
Now, by Euler’s Finite Difference Theorem (−1)N NQ
j=1
jN
j!(N − j)! = 1 and we get
h(z) =  LM
m=1
1
z − am
 (−1)
LQ
m=1
nm
⋅
LQ
r=1
s
LQ
m=1
m≠r
nm
r ⋅
1
(z − ar)nr
nrQ
p=1
Θ2(r, p)
Of course we consider here only values of the index r for which nr ≥ 1. Now, since the second
main addend in (7) is zero when t = 0 (empty summation), we get exactly the formula (7)
for t = 0, as desired.
6 Applications of Theorem 3.1
6.1 Interpolation
An important application we have found for Theorem 3.1 is an explicit and elementary for-
mula for the solution of the general interpolation problem of Hermite. Let us first introduce
the problem.
Let a1, a2, ..., aL be different points in C, and n1, n2, ...nL non-negative integers. For each
1 ≤ i ≤ L corresponds ni + 1 numbers A(i)0 ,A(i)1 , ...,A(i)ni . Find a polynomial p(z) of minimal
degree such that p(l) (ai) = A(i)l , for every 1 ≤ i ≤ L, 0 ≤ l ≤ ni. It is known by the theory of
interpolation that there exist exactly one such polynomial of degree at most n = LQ
i=1
ni+L−1.
The first case of this interpolation problem that was solved is the case where nr = 0 for
1 ≤ r ≤ L, and is due to Lagrange. Then the required polynomial is p(z) = LQ
i=1
lL,i(z) ⋅A(i)0 ,
where
lL,i(z) = LM
i=1
j≠i
z − aj
ai − aj
, (8)
(see [5, p. 7],[14]).
Hermite ([5, p. 11],[14]) extended the solution to the case that 1 = n1 = n2 = ... = nL, and
got the minimal polynomial of degree at most 2L−1, p(z) = LQ
i=1
ϕL,i(z)A(i)0 +
LQ
i=1
ψL,i(z)A(i)1 ,
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where for each 1 ≤ i ≤ L, ϕL,i and ψL,i are defined as follows (see [5, p. 12])
ϕL,i(z) = 1 − 2l′L,i(ai)(z − ai) l2L,i(z),
ψL,i(z) = (z − ai)2 l2L,i(z).
Spitzbart [14], introduced formula for the general case as follows. Define for each 1 ≤ i ≤ L
a polynomial
pi(z) ∶= (z−a1)n1+1 ⋅(z−a2)n2+1⋯(z−ai−1)ni−1+1 ⋅(z−ai+1)ni+1+1 ⋅(z−ai+2)ni+2+1⋯(z−aL)nL+1,
and set gi(z) = 1
pi(z) . Then the solution to the interpolation problem is p(z) =
LQ
i=1
niQ
l=0
Qi,l(z)A(i)l ,
where Qi,l(z) = pi(z) ⋅ (z − ai)l
l!
ni−lQ
t=0
g
(t)
i (ai)
t!
(z − ai)t.
This is an explicit formula, but not elementary, since the values g
(t)
i are yet to be calculated.
Theorem 3.1 gives an elementary formulas exactly for this need. It seems that the ’minimal’
case of the formulas (6) i.e. with N = t+ 1 or formula (7) are most simple for this case (and
in general to calculate some high order derivative).
6.2 General identities
Over the years,there were made attempts to find easy formulas for solution of the general
interpolation problem. In [8, pp. 306-308] and in [12] the solution is expressed by recursive
process. In [4] p(z) is expressed by what known as cycle index polynomials of certain
symmetric groups. In [6] they got the formula p(z) = LQ
i=1
niQ
l=0
Zi (Ini+1 −Λi)lAi, where each
Zi is a row vector depends on the variable z of size ni+1, and Λi is a lower triangular matrix
of constants of size (ni + 1)× (ni + 1). It is possible to relate our formulas (6) and (7) to all
these formulas mentioned above to get some identities. Of course we shall not detail here
these matters.
6.3 Combinatorial identities
By taking h(z) = 1
z
in any of the many formulas in (6) or in (7), the case p = n in Euler’s
Finite Difference Theorem follows easily. In addition, fixing some function h(z) of the
form (5) and some z = z0, the right hands of formulas (6) and (7) are constant functions
of the L′ + 1 variables s1, ..., sL′ , s (see Remarks 3.1, 3.6). Hence any partial derivative of
these expressions with respect to any of these variables is zero. This gives the ability to
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produce many combinatorial identities. Other combinatorial identities can be obtained by
comparing any two of the formulas, for the same value of t, the same function h and the
same point z. The residue Theorem can also be used. For a certain function h(z) of the
type (5), the only poles are a1, a2, ..., aL. But a typical pole of the right hand of the formulas
in (6) or (7) is a zero z of some denominator, that is some z for which
(js − qsm)(ar − z) − (js − psr)(am − z) = 0 , (9)
or
z = (js − qsm)ar − (js − psr)am
psr − qsm
, (10)
for the relevant values of j, p, q, r,m.
Thus, the sum of coefficients of any term as in (9) must be zero, otherwise h would have
an additional pole, except a1, a2, ..., aL. This is true even if the expression in (10) is equal
to some ai, 1 ≤ i ≤ L, by the uniqueness theorem for meromorphic functions.
We can also differentiate each of the formulas for h(t)(z) with respect to z and get a
formula for h(t+1)(z). Of course, checking all these possibilities, or better to say - selecting
the reasonable ones among them is an hard mission.
6.4 Integration and derivatives of general rational function
For a comprehensive text about the material of this section, the reader is referred to [10,
pp. 284-290] and [9, pp. 243-269]. It is known that h(z) as in (5) can be represented as a
finite sum of partial fractions as follows:
h(z) = LQ
i=1
ni+1Q
j=1
B
(i)
j(z − ai)j , (11)
where the B
(i)
j ’s are uniquely determined constants. Finding these constants is involved
with reconstructing the common denominator of the partial fractions in (11) (which is the
denominator of h from (5)). That leads to use the method of comparing of coefficients. It
is known and easy to verify that each B
(i)
j is given by
B
(i)
j = (z − ai)
ni+1h(z)(ni+1−j)
(ni + 1 − j)! (ai) (12)
Now, in this relation, the function that we have to differentiate, (z − ai)ni+1h(z), is exactly
of the form (5), and ai is not a pole of it. So we can express explicitly (and elementary)
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B
(i)
j by the formulas (6) and (7). After we have the constants B
(i)
j , the representation
(11) of h(z) enables us to calculate explicitly a primitive function of h. It is also very
useful to calculate a complex integral S
γ
h(ζ)dζ for some closed curve γ, that does not
contain any point ai, 1 ≤ i ≤ L. Indeed, we know all the residues, B(i)1 , 1 ≤ i ≤ L. A
similar representation to (11) can be constructed for any rational function H(z). Indeed,
let H(z) = p(z)
q(z) , where p, q are polynomials and q(z) = (z−a1)ni+1 ⋅(z−a2)n2+1⋯(z−aL)nL+1
where as usual each ni is a non-negative integer. By dividing in long division p by q, we can
write H as H(z) = b(z) + pˆ(z)
q(z) , where b, pˆ are polynomials with ∣pˆ∣ < ∣q∣. Then the rational
function hˆ(z) = pˆ(z)
q(z) can also be written as in (11), say hˆ(z) =
LQ
i=1
ni+1Q
j=1
Bˆ
(i)
j(z − ai)j , where the
Bˆ
(i)
j ’s are constants, and similarly to (12) we have:
Bˆ
(i)
j = ((z − ai)
ni+1hˆ(z))(ni+1−j)
(ni + 1 − j)! (ai) (13)
for each 1 ≤ i ≤ L, 1 ≤ j ≤ ni + 1. So we have to find here the derivative of order ni + 1 − j of
the function
⎛⎜⎜⎝
LM
k=1
k≠i
1
(z − ak)nk+1
⎞⎟⎟⎠ pˆ(z) at ai, and we can find it explicitly by the formulas in
(6) and (7), and by Leibniz rule (4).
In general, if R(z) = P (z)
Q(z) is a rational function, where
1
Q
is of the form (5), then for t ≥ 0
we have by (4) R(t)(z) = tQ
j=0
(t
j
)P (j) (1/Q)(t−j) (z). Now, if ∣P ∣ is the degree of P and j > ∣P ∣,
then P (j)(z) ≡ 0. Hence, if t ≥ ∣P ∣, the above summation runs only for j = 0,1,2, ..., P and
then by (6) and (7) we get explicit formulas for R(t)(z).
6.5 Recursive sequences
We want to construct certain infinite sequence {bn}∞n=0 in a recursive way. First let us choose
4 complex numbers: b0, b1, b2, b3 (the first four elements of the sequence). In addition let
c0, c1, c2, c3 be the other fixed 4 complex numbers, with c3 ≠ 0, and let be b5, b6, b7, ... be
defined by the rule:
bn+4 = c0bn+3 + c1bn+2 + c2bn+1 + c3bn, n ≥ 0 (14)
We then get an infinite sequence (that is some kind of a generalization to the well known
Fibonacci’s sequence bn+2 = bn+1 + bn). Let us show how to find an explicit formula to the
15
elements {bn}∞n=4. For this purpose consider the series:
∞Q
n=0
bnz
n (15)
(see [1, p. 184 Ex. 5] for comparison). We need
Lemma 6.1. The series (15) has a positive radius of convergence at z0 = 0.
Proof. Let M = max {∣b0∣, ∣b1∣, ∣b2∣, ∣b3∣} , T = max {∣c0∣, ∣c1∣, ∣c2∣, ∣c3∣} and define a sequence
{bˆn}∞n=0 by setting bˆ0 = bˆ1 = bˆ2 = bˆ3 =M and for n ≥ 0 define bˆn+4 ∶= (T + 1) (bˆn+3 + bˆn+2 + bˆn+1 + bˆn).
Evidently ∣bn∣ ≤ bˆn for every n ≥ 0. Also, since T + 1 > 1, {bˆn}∞n=0 is a non-decreasing
sequence and we have bˆn+1 ≤ 4 (T + 1) bˆn for n ≥ 3. Hence, for every n ≥ 4 we have
bˆn ≤ (4 (T + 1))n−3 bˆ3 = (4 (T + 1))n−3M . Thus lim n√bˆn ≤ 4(T + 1) and so we also have
that lim n
√∣bn∣ ≤ 4(T + 1). Thus we get that the radius of convergence R of the series (15)
is greater than zero as claimed.
We deduce that the series (15) defines an analytic function in some neighbourhood of z0 = 0.
Let us find an explicit (and simple) formula to f(z). For this we first write in five rows
the expressions for f(z), c0zf(z), c1z2f(z) c2z3f(z) and c3z4f(z). We shall write it in a
friendly manner to our purpose.
f(z) = b0+ b1z+ b2z2+ b3z3+ b4z4+ b5z5 + ...
c0zf(z) = c0b0z+ c0b1z2+ c0b2z3+ c0b3z4+ c0b4z5 + ...
c1z
2f(z) = c1b0z2+ c1b1z3+ c1b2z4+ c1b3z5 + ...
c2z
3f(z) = c2b0z3+ c2b1z4+ c2b2z5 + ...
c3z
4f(z) = c3b0z4+ c3b1z5 + ...
(16)
Now, by subtracting the last four equations from the first and getting by (14) that the 5’th,
6’th, 7’th,... columns of (16) are cancelled, we get:
f(z) (1 − c0z − c1z2 − c2z3 − c3z4) = b0 + (b1 − b0c0) z+
(b2 − b1c0 − b0c1) z2 + (b3 − b2c0 − b1c1 − b0c2) z3 , (17)
that is f is a rational function, f(z) = p(z)
q(z) , ∣p∣ ≤ 3, ∣q∣ = 4; q(z) = −c3z4−c2z3−c1z2−c0z+1
and p(z) is the right-hand side of (17). Since ∣q∣ = 4 we can find all its roots and get
q(z) = −c3(z − a1)(z − a2)(z − a3)(z − a4) for some a1, a2, a3, a4 ∈ C, not necessarily distinct.
Then, as in (13), we get by the formulas in (6), (7) (note that q(0) ≠ 0) and by Leibniz rule,
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an explicit and elementary formulas for the derivatives of f at z = 0. This gives elementary
formulas to the elements of the recursive sequence {bn}∞n=4 (bn = f (n)(0)n! ) as we wanted.
We shall not write down here these explicit (but complicated formulas).
In a similar way, we can find explicit formulas for a sequence that is determined by the rule
bn+2 = c0bn+1 + c1bn , n ≥ 0 (18)
b0, b1 are given, c1 ≠ 0 or for a sequence given by
bn+3 = c0bn+2 + c1bn+1 + c2bn , n ≥ 0 (19)
b0, b1, b2 are given, c2 ≠ 0 which are simpler than (14). For finding explicit formulas to the
elements of the sequences (18) or (19) we have to find the roots of polynomials of degrees
2 or 3, respectively.
We remark that it is possible to find explicit formulas for the elements of sequences of the
types (14), (18) and (19) also without using our formulas (6) and (7). Indeed, suppose
for example that from (14) we get q(z) = −c3(z − a1)2(z − a2)(z − a3), where a1, a2, a3 are
distinct. Then we have that
f(z) = B(1)1
z − a1
+
B
(1)
2(z − a1)2 +
B
(2)
1
z − a2
+
B
(3)
1
z − a3
,
and we can find the B
(i)
j ’s similarly to (12). Then we can find easily any derivative of f
at z0 = 0 and by this we can derive explicit and elementary formulas for bn, , n ≥ 4. These
formulas will be indeed explicit, not depending in some recursion rule, because here, in this
case the number of the roots is fixed : L = 3, as their multiplicities are known: 2,1,1. In
other sequences of the type (14) it can be L = 4 with multiplicities 1,1,1,1; L = 2 with
multiplicities: 3,1 or 2,2 or L = 1 with one multiplicity, 4. The sequences (18) and (19) can
be treated similarly.
Let us discuss the general case.
Let k ≥ 1 and let b0, b1, ..., bk be given. Let also c0, c1, ..., ck be constants with ck ≠ 0 and
let the sequence {bn}∞n=k+1 be defined by the recursive rule bn+k+1 = c0bn+k + c1bn+k−1 + ... +
ck−1an+1+ckan, n ≥ 0. We showed how to get an explicit formula for {bn}∞n=k+1 for the cases
k + 1 = 2,3,4. In view of the ability of using formulas from (6) and (7), the ’only’ barrier to
get explicit formulas to the cases k + 1 = 5,6,7, ..., is the lack of ability of finding the zeros
of general polynomial of degree at least 5. However, we can fix in advance the constants
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c0, c1, ..., ck to be the coefficients of some polynomial that we know its zeros. Specifically,
if q(z) = A(z − a1)(z − a2)⋯(z − ak+1), k + 1 ≥ 5 and assume for simplicity that the free
coefficient, A ⋅ a1 ⋅ a2⋯ak+1(−1)k+1 is 1, then we have q(z) = 1− c0z − c1z2 − ... − ckzk+1, with
constants cj’s that we can calculate. Now, let p(z) be the polynomials of degree k, which
is analogous to the previous p(z) that is the right-hand side of (17). Then by the formulas
from (6) and (7) we get the derivatives of f(z) at z0 = 0 and these will give us the elements
of the sequence {bn}∞n=k+1.
6.6 Applications by computers
As we now have explicit and elementary formulas for derivatives of any order of any rational
function for which we know the zeros of its denominator (especially in view of remark 3.6,
that gives explicit values for s1, s2, ..., sL, s, whose we need for calculating the formulas from
(6) and (7)), it is simpler now to write a computer program, that calculates the derivatives
of any such function or to write a program that integrates such functions. Moreover, for
the case of the general interpolation problem (see subsection 6.1), the situation is even
better. We need there only to find derivative of functions that are given in the form (5),
(the zeros of the denominators there are the interpolation points a1, a2, ..., aL), so for this
case, applying Theorem 3.1 by computer is straightforward.
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