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Deep learning based approaches for vision motivated many researchers in Medical
Image processing fields due to the powerful performances. Compare to the natural
image data, the medical image data set commonly consumes huge memory with
complex data structures. In addition, to demonstrate the large scale images for clin-
ical purpose such as CT scans or pathological image data, it is commonly known
to be difficult so that direct application of conventional deep models with typical
GPU usage should be considered. For example, in the pathological data which is the
image of microscope of human cells to classify tumor cells or not, the size of image
slide is far larger than natural high resolution images while the field of view (FOV)
that we are interested region is tiny. On the other hand, to handle the large scale
of CT data which is using X-ray beams to visualize in-vivo hardness structures, due
to the memory limitation of GPU device, the patch-wise method is suppressed to
yield high performance and is disturbed to compute faster. Thus, in this paper, we
investigate the how data balancing method effectively enhance the deep approach
method when there is only unbalanced dataset. Furthermore, we propose the effi-
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Pathological data is one of the representative large-scale medical images. Camelyon17 [1] is a
challenge that aims to classify cancer stages (pN-stage) through these whole-slide-images(WSI).
In digital pathology, classifying cancer stages (pN-stage) through WSI is very important. How-
ever, as the automation of pathological image generation accelerates, it is time-consuming to
examine ultra-high resolution WSI images in detail and there is a risk of overworking the pathol-
ogists and the resultant decrease in examination accuracy. Fine-grained observation of ultra-high
resolution WSI and the use of technology to identify and classify metastatic areas have greatly
improved accuracy due to a variety of factors, including recent advances in deep learning and
public data on breast cancer metastasis such as Camelyon challenges [1]. The winner of Came-
lyon 17 [1], Lee at al. [5] used deep learning model resnet101 [6] to detect tumor areas and
classify each WSI through a random forest. Finally, they determined the pN-stage based on
the classified results. However, there are still many technical challenges, such as the need to
use effectively and efficiently large amounts of data, and to deal with different transition imag-
ing features of various organs. Therefore, for effective pathological deep learning learning, we
proposed a data balancing technique. Through this, the small sized cancer metastasis area was
effectively detected, and the classification result of cancer progression was also derived through
the classifier.
Despite the improved performance of finding tumor areas using these data balancing tech-
niques, the problem still remained. Still, the pathology image was so intractably large that it
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took a long time for the model to learn once. This has been a major obstacle to the develop-
ment of models and methods through various experiments. Thus, we began to study how to use
multiple GPUs at the same time, instead of using one GPU.
The use of multi GPU is natively supported by many deep learning frameworks such as
tensorflow [7], keras [8], and pytorch [9], and Uber’s horovod [3] has improved performance by
optimizing the use of muti-gpu in tensorflow. They used a method that helped speed up by
optimizing the communication speed between the GPU and the CPU and between the GPU
and the GPU. Of course, speeding up is important, but there are also downsides. These methods
eventually help a lot in large multi-GPU systems, but in reality they do not show a noticeable
performance improvement in environments that only use up to four GPUs. Figure 3.6 shows a
graph of performance improvements when horovod is applied by Uber and Nvidia. In addition,
these methods do not increase the memory of the maximum available GPU. Therefore, rather
than using multi-gpu to increase the memory of a physically available GPU, we studied how to
use the GPU memory efficiently on a single GPU.
Because large-scale medical images have large image sizes, the available memory limit of the
GPU is one of the important considerations in our research. According to Goyal et al. [10], The
larger the minibatch size, the faster training speed of the model and the better the performance.
And then, Smith et al. [11] investigated the effect of changing batch size when deep learning
network is training. If batch size is increased during the training process, their performance can
be improved. So we looked forward to improving performance, learning speed, and increasing
efficiency, and we studied how to make the mini-batches larger by optimizing the memory of
the GPU in a single server or single GPU environment.However, there are some of problems
explained earlier in using pathological data, so we decided to use CT data. There are two main
reasons for using CT data instead of pathological data. First of all, it is suitable for observing
the change according to the batch size because the image size of the CT data is so large that
a lot of data cannot be used in a batch. In addition, the problem in CT data is not difficult
to train the model compared to the pathology data studied previously, and the result can be
intuitively checked. We set our problem to remove noise and artifacts that occur in sparse-view
CT images that reduced the projection view in a ordinary CT image. When reconstruction of
the sparse-view CT, lattice artifacts are generated throughout the image. Recent studies using
deep learning have solved this problem using a U-net [4] based model. [12–14] Following this
research flow, we used the method of removing noise and artifacts of sparse-view CT using deep
learning model based on U-net.
However, increasing physically usable memory through multi-gpu had physical limitations,
so we firstly studied how to use memory efficiently on single GPU. In addition, we conducted a
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variety of studies on the benefits of increasing the batch size, which is the main reason for using
large amounts of memory. We added batch normalization and sigmoid functions in the basic
U-net model and made some minor tweaks. As a result, in the same experimental environment,
an minimum of 0.2195 and up to 3.1326 improvements in train PSNR(dB) when only batch size
was changed.
According to Goyal et al. [10] and Smith et al.. [11], We conducted a study with the goal
that larger minibatches helped learning. However, we are currently conducting all experiments
on a single GPU, and plan to study it on a multi GPU in the future. Therefore, through the
previous researches, we plan to finally go back to the pathological data and solve the problem
of the speed of learning about the huge data that was problematic.
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CHAPTER II
Patch-based data balancing method with
pathology images for efficient deep learning
2.1 Related work
Nowadays, deep learning has been commonly used to solve various problems. In this regard,
studies have also been conducted in the pathology area to solve problems using deep learning. [5,
15–17] Pathological data consists of microscopic images of the patient’s lesion tissue, which is
very large (200, 000 × 100, 000 pixels) for the original image. In general, pathologists use this
image to locate a patient’s lesion and identify its carcinoma. Figure 2.1 shows the whole slide
image (WSI) of the camelyon17 [1] dataset, and the corresponding ground-truth mask.
Camelyon16 [18] was a challenge to find the lesion site on a whole slide image (WSI) of
the patient’s breast cancer tissue. In Camelyon16 [18], Liu et al. [16] cut a WSI into a patch
of 299 × 299 and regression it using GoogleNet-v1 [19] to create a heatmap of the cancerous
distribution in WSI. Through this, they found the area of cancer in WSI. The next year’s
challenge, Camelyon17 [1], was a TNM staging challenge for WSI. TNM staging [20] refers to
determining the pN-stage for each WSI, which is divided into five categories: pN0, pN0 (i +),
pN1mi, pN1, and pN2. Lee et al. [5], who won first place, performed TNM staging for each WSI
through the following process. 1) Extract the region of interest. 2) Regression of WSI to Patch
based (256 × 256) using CNN. 3) Generate probability heatmap using the previous results. 4)
Classification using feature vector extraction and random forest classifier.
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Figure 2.1: Whole slide image(WSI) and ground-truth mask of Camelyon17 dataset. [1]
2.2 Methods
Lee at al. [5] performed the TNM stage classification through the following process: 1)The
probability heat map generation by detecting tumor areas from original whole-slide-image, 2)
Extracting 11 feature vectors from the generated probability heat map, 3) Classifying each
whole-slide-image based on feature vectors extracted using random forest classifier, 4) Determine
pN-stage based on a total of five whole-slide-image classifications per each patient. We have
proposed a method to improve performance based on [5]. Since each whole-slide-image has a
different tumor shape and size of areas, we scaled the size of this area.
2.2.1 Heatmap generation for tumor areas
We used a deep learning network to find tumor areas of breast cancer. We cut 256 × 256
patches from whole-slide-image and entered it into the resnet101 model [6], one of the popular
deep learning networks. Through this process, the probability of tumor area for each patch
comes out. However, the original resnet101 [6] is a model for image classification and their
outputs are 1000. So, we modified it that has one output as the probability of tumor area. We
created a heat map that represents the probability of a tumor area using all the patches of
one whole-slide-image. These heat maps intuitively show the tumor area predicted by the deep
learning model.
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Figure 2.2: Tumor areas (white) and normal areas (black) in binary ground-truth masks from
4 different WSIs.
2.2.2 Data balancing method
In the process of generating the heatmap, we found that the size of the Tumor area was very
different for each whole-slide-image. Figure 2.2 shows the four whole-slide-image binary masks
of the Camelyon17 [1] dataset. This difference was a major obstacle to deep learning models
learning to find tumor areas. Naturally, the typical deep learning model is good at learning
what it see often, while not learning what it haven’t seen often. For that reason, previous
studies [5, 15–17] have trained models by matching the number of tumor patches and normal
patches. This method helped to improve the performance, but it was limited to whole-slide-
image with large tumor area. Therefore, we not only matched the number of tumor patches and
normal patches, but also the size of the tumor area for each whole-slide-image.
We performed data balancing in the tumor area by the following process: 1) In all datasets,
measure the number of tumor patches for each whole-slide-image, 2) Average the measured
counts, 3) In order to match the number of tumor patches of all whole-slide-image, if more
than the average, patch is deleted randomly, if less than the average, increase the number of
patches through data augmentation. Using these balanced patches, we matched the number of
Table 2.1: The number of tumor patches using proposed data balancing method.
WSI01 WSI02 WSI03 WSI04
Before 1123 209 1823 84
After 811 810 811 810
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Figure 2.3: Proposed data balancing method.
tumor patches with the number of normal patches just like the previous methods. Figure 2.3 is a
simplified illustration of the proposed method. For example, as shown in Table 2.1, when using
a total of four whole-slide-images in the total Camelyon17 [1] dataset, we averaged the different
numbers of whole-slide-image patches and made it to have about 810(810 or 811) patches for
each whole-slide-image.
2.2.3 Results
2.2.4 Classification of cancer metastasis status
Lee at al. [5] used a random forest classifier to classify each whole-slide-image. First, a total
of 11 feature vectors were extracted from the probability heat map generated by whole-slide-
image. table 2.2 [5] shows the criteria for extracting the 11 feature vectors they proposed. Next,
to classify whole-slide-image into four categories: negative, micro metastasis, macro metastasis,
and isolated tumor cells (itc), they used a random forest classifier. Finally, the final goal of the
Camelyon17 [1] challenge, TNM stage classification, is performed using the criteria described
in the table 2.3 [1]. These criteria were provided by Camelyon17 [1].
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Table 2.2: All 11 features for classification of cancer metastasis. [5].
No. Feature description
1 largest tumor’s major axis length
2 largest tumor’s maximum confidence probability
3 largest tumor’s average confidence probability
4 largest tumor’s area
5 average of all tumor’s averaged confidence probability
6 sum of all tumor’s area
7 maximum confidence probability in WSI
8 average of all confidence probability in WSI
9 number of regions in WSI
10 sum of all foreground area in WSI
11 foreground and background area ratio in WSI
Table 2.3: pN-stage criteria. [1]
pN0 No micro-metastases or macro-metastases or ITCs found.
pN0(i+) Only ITCs found.
pN1mi Micro-metastases found, but no macro-metastases found.
pN1 Metastases found in 1-3 lymph nodes, of which at least one is a macro-metastasis.
pN2 Metastases found in 4-9 lymph nodes, of which at least one is a macro-metastasis.
2.3 Experimental Results
2.3.1 Experiment setup
We did not use all the WSIs of camelyon17 [1] for model learning, we chose only four WSIs
for our experiments. Each WSI was split into 256× 256 patches and entered into resnet101 [6].
Probability heat maps were generated for each WSI by collecting the probabilities of the tumor
areas. In the training process, we used the cross entropy function as the loss function, Adam
optimizer as the optimizer, and set the experiment with the learning rate 0.0001, batch size 4,
and 500 epochs.
Then we trained the WSIs of all camelyon17 [1] train datasets through the model. The
random forest classifier was trained using the generated results, and 400 of the total 500 were
used as train sets and the remaining 100 as validation sets.
2.3.2 Results
Table 2.4 shows the change in the Jaccard Index score of the our proposed data balancing on
4 WSIs. In all WSIs, the respective scores rose 139-1759%. In particular, the WSI02, which had
a very small tumor area, showed the biggest performance improvement. Figure 2.4 shows the
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Figure 2.4: Results of overlaid probability heat map our proposed data balancing of tumor patch
counts.
Table 2.4: Jaccard Index scores our proposed data balancing.
WSI01 WSI02 WSI03 WSI04
Before proposed method 0.2869 0.0100 0.2664 0.0227
After proposed method 0.3978 0.1759 0.5627 0.0380
Performance improvement 139% 1759% 211% 167%
probability heat map before and after data balancing of WSI02. In the figure 2.4, the balanced
results find the tumor area well in red, while the unbalanced results do not find well.
2.4 Discussion
In this paper, we studied the effects that can be obtained by matching the tumor area ratio in
each WSI and proposed data balancing methods. The simple method has brought great effects,
but the learning process still takes a long time, which makes the experiment time very long.
Therefore, we plan to study ways to reduce learning time and make learning more efficient.
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CHAPTER III
Efficient usage of limited GPU memory for
Sparse view CT artifacts removing
3.1 Related work
3.1.1 Sparse view CT artifacts removing
In X RAY CT (computed tomography), reducing the scanning time is one of the most
important parts. If the scanning time is shortened, hospitals can reduce the time required per
patient, and patients will be less exposed to X RAY, reducing the chance of health problems.
Therefore, many researchers aimed to reduce the radiation dose in order to reduce the scanning
time. Sparse view CT have been proposed as one of these low-dose CTs. [21–29] Figure 3.1 shows
the differences between the ordinary CT and sparse view CT image on scanning procedures. A
ordinary CT has about 1000-2000 projection data and a Sparse-view CT has 10-100 projection
data. [30] While sparse view CT can significantly reduce scanning time, certain artifacts are left
behind when performing FBP (filtered back projection) reconstruction. Figure 3.2 shows the
image of sparse view CT according to the difference between the original image and the number
of view.
Before deep learning was commonly used to remove artifacts and noise from low-dose CT,
various studies have been conducted in the traditional methods. These methods divided into
following three categories: 1) Filtering sinogram before reconstruction. [31–33] 2) Iterative re-
construction. [34,35] 3) Post-processing the image after reconstruction. [36–38]
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Figure 3.1: Data generation of ordinary CT scanner and sparse-view CT scanner.
Figure 3.2: Original CT and Sparse-view CT images
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First, sinogram filtering is a method to improve the quality of raw data before filtered back
projection(FBP). Next, iterative reconstruction is a way to solve the problem repeatedly with
information such as the target image prior information. Various priors have been proposed,
such as dictionary learning, nonlocal means, and total variation [21, 39–44]. However, the two
previous approaches had difficulty despite the successful approach. Compared to other natural
image data, it is difficult to obtain a large amount of good quality data. In addition, interative
reconstruction requires huge computational costs. On the other hand, post-processing the image
after reconstruction had the advantage of being independent of projection data, of being directly
applied to low-dose CT images, and of being easily applicable to CT workflows. However, it was
difficult to apply effectively with traditional image denoising method, because the noise of low-
dose CT is not uniform distribution, Therefore, effective methods have been proposed such as
K-SVD to low-dose CT [37], and a block-matching 3D algorithm. [45]
However, deep learning is now used in many areas, and most of the methods go beyond
the performance of traditional methods. Therefore, some researches have been conducted in
this area to solve problems using deep learning. However, as with traditional denoising, general
denoising methods using convolution neural network(CNN) had difficulty removing noise and
artifacts from low-dose CT effectively. [46–48] The reason for this is that artifacts in low-dose
CT are generated entirely, so a CNN with a large receptive field is needed, rather than a general
CNN. Therefore, methods based on U-net [4] have been proposed. Jin et al. [13] proposed Deep
convolutional neural network for inverse problems in imaging, Han et al. [12] proposed deep
residual learning for compressed sensing CT reconstruction via persistent homology analysis.
Framing U-Net via deep convolutional framelets as application to sparse-View CT was proposed
py Han et al. [14]. Therefore, in this paper, we tried to remove noise and artifacts of sparse view
CT after FBP using U-net based model.
3.1.2 Efficient usage of GPU memory
The medical images have a larger image size and complexity than natural images. Based
on data from Camelyon17 [1], the pathology data has a size of 200, 000× 100, 000. In addition,
since it consists of similar but different data, it has a lot of difficulties to use in deep learning.
Therefore, training deep learning models using pathological data uses a relatively large amount
of memory on the GPU. According to [10], GPU memory size is one of the most important
parts of deep learning. Goyal et al. [10] shows that as the minibatch size increases, the learning
speed and learning results improve. To increase the minibatch size, we usually need to increase
the memory size of the GPU.
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Figure 3.3: Network training method of data parallel multi-gpu.
One way to increase the amount of physically available GPU memory is by using multiple
GPUs at the same time. There are two main ways to use multi-GPU, one is to parallelize the
model, and the other is to parallelize the data. Parallelizing a model means dividing the parts of
the model so that they are trained on different GPUs. However, this method has a disadvantage
in that it is difficult to apply in the structure where the start and end parts are connected by
skip-conection such as U-net [4]. Next, the way to parallelize data is generally: 1) Create a copy
of the model. 2) Assign the copied model to each GPU. 3) Calculate loss and gradient on each
GPU. 4) Model update according to optimization algorithm using calculated loss and gradient.
The figure 3.3 is a simplified illustration of the process of using multi-gpu.
Tensorflow [2, 7], keras [8], pytorch [9], etc., the deep learning framework used by many
people, have supported multi gpu method based on data parallelism. In addition, methods such
as Uber’s horovod [3] and Nvidia’s NCCL improve basic algorithms to increase efficiency when
using multi gpu, optimizing the communication speed between GPU and CPU, between GPU
and GPU, and between GPU server and GPU server. The figure 3.4 shows how the typical
distributed tensorflow [2] uses multi-gpu. In basic distributed tensorflow, each worker gets in-
formation through parameter server. On the other hand, the ring all reduce [49] method applied
by horovod does not use a parameter server, but exchanges information through communica-
tion between workers. Figure 3.5 is a simplified illustration of how ring all reduce works. In this
way, they could reduce the delay in the communication process and made the multi gpu more
efficient. Figure 3.6 shows the speed difference between a model is applied basic distributed
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Figure 3.4: Multi-gpu communication method of distributed tensorflow [2]
Figure 3.5: Multi-gpu communication method of horovod [3]
Tensorflow [2] and a model is applied horovod [3].
As you can see in Figure 3.6, horovod can be very helpful when using a large GPU cloud,
but in general, for gpu server, which is used for research purposes, it is not efficient because
only 4 gpu can be used at the same time. In addition, the previous methods can greatly help
speed optimization when using multi-gpu, but the available memory is still limited. Therefore,
in this paper, we studied how to efficiently use the limited gpu memory in a single gpu over the
efficient use of the gpu memory in a multi-gpu.
3.2 Methods
3.2.1 Generating sparse-view CT data
Figure 2 shows the differences between the generation method of a ordinary CT and a sparse-
view CT. Through following method, we created a sparse-view CT image from the CT image
taken in the usual way. 1) Generates a sinogram by radon transforming a normal CT image.
2) Create the desired views. 3) In the process of reconstruction of the sinogram using iradon,
reconstruction only as much as the previously generated view. Figure 3.2 shows the original
normal CT image and the sparse view CT image generated.
14
Figure 3.6: Performance comparison graph of the number of GPUs between horovod and dis-
tributed tensorflow. [3]
3.2.2 Removing sparse-view CT artifacts
U-net [4] has been used for image to image methods in various fields such as image recon-
struction and segmentation. In addition, studies on removing noise and artifacts from sparse
view CT data have been using the proposed models based on U-net [4]. [12–14] Figure 3.7 shows
the original structure of the U-net proposed by Ronneberger et al [4].
Since our ultimate goal was not to end up removing the noise and artifacts of sparse view
CT, we focused on studying efficient GPU usage. Therefore, we studied and experimented with
methods to achieve optimal performance on a single GPU. In order to compare the results
according to the batch size, we added batch normalization in the original U-net [4], and we
added sigmoid funcion as the activate function at the end of the model to compare about the
results with or without activate funtion. Also, since the original U-net [4] has different inputs
and outputs, we added paddings to make them the same size.
We used the sparse view CT image created earlier as a input and the original full view
CT image as a ground-truth. The process of training the model was as follows: 1) Preparation:
Import the original CT image and sparse view CT image and normalize them to 0-1. 2) Batch
generation: Prepare to put the batch size image into the model. 3) Model training: Loss and
gradient calculation by comparing the prediction result output from the model with the nor-
malized original CT image. 4) Update the model based on the calculated values. 5) Repeat the
process 1-4 until all the data is used up. 6) Repeat the process of 1-5 for the set maximum
epoch. Figure 3.8 shows the model training process in this paper.
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Figure 3.7: Original U-net model [4]




We set up the following experiment to observe changes in train loss, PSNR, validation loss,
and PSNR according to batch size within the limited memory of a single GPU. First of all,
we unify the overall experimental setting except the batch size. As an initial batch size for all
experiment, we set 1. This value is increased up to our pre-defined batch size on every 5 epoch.
For example, when the maximum batch size is 4, it is increased up to 2 from 1 at last 10th
epoch and it is again increased up to 4 from 2 at last 5th epoch. In similar way, if the maximum
batch size is 32, it is increased repeatedly from last 75 epoch. Since the physical limitation for
usage of GPU is only batch size 4, we designed 4 experiment as following: 1) batch size is not
increased from 1, 2) from last 10 epoch, increased up to 2, 3) from last 10 epoch, increased up
to 4, 4) from last 10 epoch, increased up to 2, then increased up to 4 again at last 5 epoch. Note
that the image size in this experiment was cropped from 512 × 512 to 128 × 128 for handling
the as many as images with larger batch size in limited GPU memory.
Before all experiments, rather than changing the batch size during training, we set up another
Figure 3.9: The result graph of training process at fixed batch size.
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experiment to see what results would be achieved by increasing the batch size from scratch. In
this experiment, we simply trained from start to finish with the batch size fixed at 1, 2, 4, 8, 16,
32, 64. Figure 3.9 shows the results for this experiment. In this experiment, the best results were
obtained when setting batch size to 1. As the batch size increases in each epoch, the iteration
count decreases.
All experiments were conducted up to 100 epochs, the learning rate was 0.001, the optimizer
was SGD, and loss function was fixed mean absolute error(MAE). We also changed the size of
the image using bilinear interpolation to change the image size. The train dataset consists of
4800 images, of which 10%, 480, were used as the validation dataset, and the data order of each
epoch shuffled randomly.
In this experiment, we used python 3.7 version, pytorch 1.0.0 version as deep learning frame-
work, CUDA version 9.0, Nvidia Xp (pascal) GPU.
3.3.2 Results
In this experiment, we investigate the performance changes by different batch sizes. Fig-
ure 3.10 shows the loss ans PSNR changes among the epoch is increased. In top left figure, the
train loss graph, as soon as the batch size is changed, the loss value decreases momentarily. The
train PSNR also rises momentarily whenever the batch size changes. If we change the batch size
to 2 and then once again to 4 (red line, batch size 1-2-4), the descent will occur every time the
batch size changes. Figure 3.12 shows the qualitative results of our methods. In this figure, (a) is
sparse view CT image(input), (b),(c),(d),(e) are predicted results of model when batch size set
1, 1-2, 1-4 and 1-2-4. And (f) is full view CT image as using ground truth. It seems difficult for
us to see the difference in performance between predicted images with the naked eye. Table 3.1
shows the quantitative results of training process at each batch size. As can be seen in Figure
3.10, the method that moved batch size from 1 to 2 and 2 to 4 showed the biggest performance
improvement.
We reduced the size of the image to experiment with increasing the batch size further. By
reducing the size of the image by 512×512 to 128×128, we could increase the maximum available
batch size from 4 to 64. Figure 3.11 shows the results of a training process using downsized CT
image at each batch size. Looking at the train loss and train psnr on the left, you can see
that the performance has risen steeply every 5 epochs. In addition, as the batch size is greatly
increased, the performance is also greatly improved. Table 3.2 shows the quantitative results of
training process using downsized CT image at each batch size. In the case of Train psnr, as the
batch size was greatly increased, the performance improved by up to 3.14dB.
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Figure 3.10: The result graph of training process at each batch size.
3.4 Discussion
In this paper, we studied that the performance improvement can be achieved by simply
changing the batch size during the learning process. Increasing the batch size significantly
resulted in better performance. However, in this paper, since the original image was made small
and experimented, it is difficult to apply in a realistic case. In practice, there is a limit of 4
batch sizes when using the original image. Therefore, in order to apply this study to the original
large-scale medical image data, we plan to conduct multi-gpu research through co-work that
increases the memory of the gpu.
Table 3.1: The quantitative results of training process at each batch size.
Batch size Train loss Train PSNR(dB) Validation loss Validation PSNR(dB)
1 0.00448 44.091 0.00549 42.331
1-2 0.00444 44.044 0.00503 43.181
1-4 0.00439 44.102 0.00482 43.549
1-2-4 0.00438 44.119 0.00479 43.586
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Figure 3.11: The result graph of training process using downsized CT image at each batch size.
Table 3.2: The quantitative results of training process using downsized CT image at each batch
size.
Batch size Train loss Train PSNR(dB) Validation loss Validation PSNR(dB)
1 0.0048 43.1479 0.0051 42.306
1-2 0.0046 43.3674 0.0047 42.8633
1-4 0.0044 43.6368 0.0046 43.0000
1-8 0.0042 43.9589 0.0046 42.9229
1-16 0.0041 44.2905 0.0047 42.8502
1-32 0.0041 44.9630 0.0047 42.7420
1-64 0.0043 46.2805 0.0047 42.6878
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Figure 3.12: The qualitative results of our methods. (a) is sparse view CT image(input),
(b),(c),(d),(e) are predicted results of model when batch size set 1, 1-2, 1-4 and 1-2-4. (f)
is full view CT image(ground-truth).
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In this study, we investigated efficient methods to deal with large scale medical image in
limited resource. Firstly, we proposed data balancing method on the pathological image data.
The pathological data shows that the ratio of tumor area to the remaining area is very unbal-
anced at about 0.1%, and each WSI has tumor areas of different sizes. Therefore, through our
proposed data balancing technique, we matched the proportion of tumor areas in each WSI. As
a result, a performance increase of 139%-1759% was achieved.
Since large scale medical images are complex and large, they are dependent on the memory
size of the GPU when training deep learning models. we studied the multi GPU method of
physically increasing the size of the GPU, but it was not suitable for the general environment.
Thus, we studied how to use memory efficiently on a single GPU. Since the pathology data is so
large and complex that it is difficult to handle, we used CT data. We made it a problem to remove
noise and artifacts from the sparse view CT. We studied the changes in the training process
according to batch size. As a result, by changing the batch size under the same conditions, we
achived the an minimum of 0.2195 and up to 3.1326 improvements in train PSNR(dB) when
only batch size was changed.
We used a large scale image to study on a single GPU. However, we have not yet reached
the goal of efficient memory usage on multi GPU, which we ultimately aimed for. Finally, we
will study efficient usage the memory of multi GPU to experiment with more complex and huge
pathological data than CT data.
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