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Introduction
Mes principales activite´s de recherche concernent l’e´tude des grandes de´viations, des de´viations mode´re´es
et des ine´galite´s de de´viations pour certains processus ale´atoires issus de la statistique (estimateurs
des parame`tres d’une diffusion, chaˆınes de Markov, martingales, moyennes mobiles et pe´riodogramme).
J’ai diversifie´ mes activite´s de recherches en m’inte´ressant aux ine´galite´s de transport-information, a`
la statistique des processus, aux chaˆınes de Markov bifurcantes et aux mode`les de vieillissement de
population, ainsi qu’aux mathe´matiques financie`res.
Ce document pre´sente une synthe`se de mes travaux de recherche et de´crit ainsi brie`vement les articles
dont la liste est pre´sente´e p.3. Ces travaux incluent tous les re´sultats obtenus depuis ma the`se jusqu’aux
plus re´cents. Ces recherches se regroupent naturellement selon 4 the`mes principaux, ne respectant pas
l’ordre chronologique, mais qui ont en commun une the´matique majeure : les grandes de´viations, et
par extension, les de´viations mode´re´es, les ine´galite´s de de´viation et leurs applications. Ces quatre
the`mes sont les suivants :
1. Grandes de´viations pour les estimateurs de la (co)-volatilite´
Ces travaux sont faits apre`s la the`se, sauf le premier qui a e´te´ re´alise´ pendant celle-ci.
Les processus de diffusion jouent maintenant un roˆle pre´dominant dans de nombreux champs applicatifs
comme les mathe´matiques financie`res ou la ge´ne´tique des populations. Il est alors crucial de pouvoir esti-
mer finement le coefficient de diffusion (appele´ volatilite´ en finance), associe´ a` ces e´quations diffe´rentielles
stochastiques.
Dans l’estimation de la volatilite´ en finance, on dispose souvent d’observations a` des temps, re´gulie`rement
espace´s ou non, ou encore a` des temps ale´atoires, ce qui rend le proble`me plus difficile. Depuis quelques
anne´es, des perce´es me´thodologiques ont permis de montrer la consistance ou la normalite´ asymptotique
des estimateurs, dans ces cas. Cependant, afin de calibrer finement les mode`les, il est crucial de pouvoir
montrer des the´ore`mes plus puissants de type grandes de´viations, c’est-a`-dire d’e´tablir des e´quivalents
asymptotiques logarithmiques pour l’erreur d’estimation. C’est un proble`me largement ouvert, quelques
re´sultats seulement existent qui sont souvent restreints a` des cas d’observations uniformes.
Plus pre´cisement, nous mode´lisons l’e´volution d’une variable d’e´tat observable par un processus stochas-
tique Xt = (X1,t, X2,t), t ∈ [0, 1]. Dans les applications financie`res, Xt peut eˆtre conside´re´ comme le taux
d’inte´reˆt a` court terme, un taux de change ou le logarithme du prix d’un actif ou d’un indice boursier.
Supposons que X1,t et X2,t sont de´finies sur un espace de probabilite´ filtre´ (Ω,F , (Ft),P) et suivent un
processus de Itoˆ, a` savoir : {
dX1,t = σ1,tdB1,t + b1(t, ω)dt,
dX2,t = σ2,tdB2,t + b2(t, ω)dt,
ou` B1 et B2 sont des mouvements browniens standards corre´le´s avec Corr(B1,t, B2,t) = ρt. On peut
e´crire dB2,t = ρtdB1,t +
√
1− ρ2tdB3,t, ou` B1 = (B1,t)t∈[0,1] et B3 = (B3,t)t∈[0,1] sont des mouvements
browniens inde´pendants.
On limite notre attention au cas ou` σ1, σ2 et ρ sont des fonctions de´terministes. Les fonctions σℓ, ℓ = 1, 2
prennent des valeurs positives tandis que ρ prend ses valeurs dans l’intervalle ]− 1, 1[.
Nous nous sommes inte´resse´s au vecteur de la (co-)variation
Vt = ([X1]t, [X2]t, 〈X1, X2〉t)T
5
6ou` [Xℓ]t :=
∫ t
0 σ
2
ℓ,sds, ℓ = 1, 2 repre´sente la variation quadratique du processus Xℓ, et 〈X1, X2〉t :=∫ t
0 σ1,sσ2,sρsds la covariance de´terministe entre X1 et X2.
E´tant donne´ des observations discre`tes e´galement espace´es (X1,tn
k
, X2,tn
k
, k = 1, · · · , n) dans l’intervalle
[0, 1] (avec tnk = k/n ), un the´ore`me limite pour les processus stochastiques affirme que
(1) V nt (X) =
(
Qn1,t(X), Q
n
2,t(X), C
n
t (X)
)T
,
usuellement appele´e la (co-)variance re´alise´e, est un estimateur consistant de Vt, avec, pour ℓ = 1, 2
Qnℓ,t(X) :=
[nt]∑
k=1
∆kX
2
ℓ et C
n
t (X) :=
[nt]∑
k=1
∆kX1∆kX2 ou` ∆kXℓ := Xℓ,tk −Xℓ,tk−1 .
Notre but dans ce chapitre est de pre´senter les principes de grandes de´viations et de de´viations mode´re´es
de cet estimateur. Bien que ces statistiques aient e´te´ e´tudie´es depuis pre`s de 20 ans, il y a de fac¸on
surprenante tre`s peu de re´sultats dans cette direction. L’explication peut eˆtre la suivante : les techniques
habituelles (telle que la me´thode de Ga¨rtner-Ellis) ne fonctionnent pas et un traitement tre`s particulier
doit eˆtre effectue´ pour ce proble`me.
Notons que la forme des fonctions de taux de grandes de´viations est aussi originale. En effet, un terme
correctif supple´mentaire apparaˆıt dans l’e´valuation de la fonction de taux, au niveau processus. Ce
phe´nome`ne est duˆ a` la faible inte´grabilite´ exponentielle des estimateurs, il a e´te´ d’abord remarque´ par
Lynche et Sethuraman [119].
Nous avons conside´re´ le cas unidimensionnel dans [T-D1], un travail en collaboration avec A. GUILLIN et
L. WU [T-D1] publie´ dans Statistical Inference For Stochastic Processes. Nous avons e´tudie´ les grandes
de´viations et les ine´galite´s de de´viations pour l’estimateur de la variation quadratique Qn1,t(X).
Dans le cas bidimensionnel, nous avons obtenu en collaboration avec Y. SAMOURA [H-D12], publie´ dans
Statistics & Probability Letters, le principe de grandes de´viations pour l’estimateur de la covolatilite´
re´alise´e Cnt (X).
Re´cemment, en collaboration avec A. GUILLIN et Y. SAMOURA ([H*-D13] soumis), nous avons conside´re´
les grandes de´viations pour le vecteur V nt (X) de´fini dans (1). Comme application de notre re´sultat
principal, nous avons donne´, dans certains cas, les grandes de´viations pour les estimateurs des coefficients
de corre´lation et de re´gression.
En collaboration avec H. JIANG ([H-D14] soumis), nous conside´rons une diffusion bidimensionnelle en
pre´sence de processus de sauts de type processus de Poisson compose´ de la forme Jℓ,t =
Nℓ,t∑
i=1
Yℓ,i. Les
processus a` sauts sont des outils standards, par exemple, pour mode´liser des valeurs d’un actif financier
ou dans l’assurance. La motivation cle´ derrie`re des mode`les de diffusion a` sauts est l’e´tude de marche´ des
actions qui aboutissent a` des changements soudains du prix ou l’e´tude des titres risque´s et qui ne peuvent
pas eˆtre mode´lise´ par une seule composante diffusive continue.
L’estimateur V nt (X) donne´ dans (1) est fortement influence´ quand les processus Xℓ contiennent des sauts.
En fait, quand n tend vers l’infini une telle somme s’approche du vecteur (co-)variation quadratique
globale qui contient aussi les co-sauts.
Au cours des dernie`res anne´es, plusieurs auteurs ont propose´ diverses me´thodes d’estimation pour le
vecteur de la (co-)volatilite´. L’utilisation d’un estimateur tronque´ est une des techniques utilise´es dans
l’infe´rence pour des processus stochastiques a` sauts. Dans ce travail, nous utilisons l’estimateur tronque´
introduit par Mancini [121] ou` seulement les variations par rapport a` une fonction de seuil donne´e sont
prises en compte. On utilise donc l’estimateur Vnt = (Qn1,t,Qn2,t, Cnt ) ou` :
Qnℓ,t =
[nt]∑
k=1
(∆kXℓ)
21{(∆kXℓ)2≤r( 1n )}, et C
n
t =
[nt]∑
k=1
∆kX1∆kX21{max2
ℓ=1
(∆kXℓ)2≤r( 1n )}.
7Sous certaines conditions sur la fonction de seuil, nous obtenons les meˆmes grandes de´viations que dans
le cas de processus sans saut.
Actuellement, en collaboration avec H. JIANG, A. GUILLIN et Y. SAMOURA [H-D15], nous conside´rons
une diffusion bidimensionnelle dans le cas d’un e´chantillonnage asynchroune, en utilisant l’estimateur de
Hayashi-Yoshida de´fini par
Un,m :=
n∑
i=1
m∑
j=1
∆X1(I
i)∆X2(J
j)I{Ii∩Jj 6=∅},
ou` Ii = (si−1, si], Jj = (tj−1, tj ]. Hayashi et Yoshida ont prouve´ que cet estimateur e´tait a` la fois non
biaise´ pour la covariance et consistant. On obtient les de´viations mode´re´es dans ce cas. Les grandes
de´viations sont un peu plus difficiles a` obtenir, sauf dans quelques cas particuliers pour les coefficients de
diffusion.
2. Chaˆınes de Markov bifurcantes et the´ore`mes limites
Ces travaux ont e´te´ effectue´s apre`s la the`se.
Les chaˆınes de Markov bifurcantes (BMC) sont une adaptation des chaˆınes de Markov habituelles aux
donne´es d’un arbre binaire re´gulier. En d’autres termes, ce sont des chaˆınes de Markov pour lesquelles l’en-
semble des indices est un arbre binaire re´gulier. Elles sont approprie´es par exemple dans la mode´lisation
de donne´es d’origine cellulaires quand chaque cellule d’une ge´ne´ration donne naissance a` deux descendants
dans la ge´ne´ration suivante.
Re´cemment, les chaˆınes de Markov bifurcantes ont fait l’objet de beaucoup de travaux a` cause
d’expe´riences de biologistes e´tudiant le vieillissement de Escherichia Coli (voir [160], [97]). E. Coli est
une bacte´rie en forme de tige qui se reproduit en se divisant en son milieu, produisant ainsi deux cellules :
celle qui a de´ja` existe´ et que nous appelons la vieille descendante du poˆle, et l’autre qui est nouvelle et
que nous appelons la nouvelle descendante du poˆle. Le but de ces expe´riences e´tait de chercher la trace
de vieillissement dans E. Coli.
Figure 1 – Me´canisme de division, de Stwart, Madden, Paul et Taddei, PLoS Biol.,2005
Cowan et Staudte [50] et Guyon & al. ([97], [96]) ont propose´ le mode`le Gaussien line´aire suivant pour
de´crire l’e´volution du taux de croissance Xn de l’individu n de la population des cellules tire´es d’un
8individu initial
L(X1) = ν, et ∀n ≥ 1,

X2n = α0Xn + β0 + ε2n
X2n+1 = α1Xn + β1 + ε2n+1,
n e´tant la me`re, 2n la nouvelle descendante du poˆle et 2n + 1 la vieille descendante du poˆle, α0, α1 ∈
(−1, 1) ; β0, β1 ∈ R et
(
(ε2n, ε2n+1), n ≥ 1
)
des variables ale´atoires i.i.d..
Ce mode`le est un exemple typique de la dynamique Markovienne bifurcante et a e´te´ la motivation pour
l’e´tude mathe´matique rigoureuse des BMC [96].
On note Tr le sous-arbre de tous les individus en partant de l’individu initial jusqu’a` la r-ie`me ge´ne´ration.
On sait que son cardinal |Tr | est e´gal a` 2r+1− 1. Nous nous sommes inte´resse´s aux moyennes empiriques
du type
MTr(f) =
1
|Tr|
∑
i∈Tr
f(Xi, X2i, X2i+1).
Un outil essentiel est la chaˆıne induite Y = (Yi, i ∈ IN∗) correspondant a` une ligne´e prise uniforme´ment
au hasard parmi toutes les ligne´es.
Nos objectifs dans ce travail en collaboration avec V. BITSEKI PENDA et A. GUILLIN ([H-D8] publie´
dans Annals of Applied Probability), sont multiples. Sous l’hypothe`se d’ergodicite´ ge´ome´trique ou d’er-
godicite´ ge´ome´trique uniforme de cette chaˆıne, on obtient quelques the´ore`mes limites comme la loi des
grands nombres, la loi du logarithme ite´re´, le the´ore`me de la limite centrale et le principe de de´viations
mode´re´es pour une classe de fonctions f . Nous obtenons aussi des ine´galite´s de de´viations pour la quantite´
pre´ce´dente. Nos re´sultats mettent en e´vidence une compe´tition entre la division binaire et la vitesse de
convergence du coefficient d’ergodicite´ et on obtient des re´gimes de´pendant de la position de ce coefficient
par rapport a` 1/2.
Comme applications de ces re´sultats sur les chaˆınes de Markov bifurcantes, on obtient les de´viations
mode´re´es et les ine´galite´s de de´viations pour l’estimateur des parame`tres inconnus dans le processus
autore´gressif bifurcant d’ordre 1 avec un bruit Gaussien ou un bruit borne´. Ces estimations sont impor-
tantes pour une e´tude statistique rigoureuse. En collaboration avec V. BITSEKI PENDA ([H-D8] publie´
dans Annales de l’Institut Henri Poincare´ Probabilite´s et Statistiques), on a e´tudie´ les meˆmes questions
mais pour un mode`le auto-re´gressif d’ordre quelconque par une approche martingale. Une analyse fine de
ce mode`le est faite par BERCU, GE´GOUT-PETIT et SAPORTA (2009).
3. Ine´galite´s fonctionnelles et applications
Ces travaux ont e´te´ faits apre`s la the`se.
Nous nous inte´ressons dans cette partie aux ine´galite´s fonctionnelles du type ine´galite´s de transport ou
de Sobolev logarithmiques, dont l’e´tude a suscite´ ces 20 dernie`res anne´es un engouement croissant, voir
par exemple l’ouvrage pe´dagogique [6] et les cours, ou le livre de Ledoux [114, 115]. Leur inte´reˆt provient
non seulement de leurs conse´quences en probabilite´s en termes, par exemple, d’ine´galite´s de de´viations,
de concentration de la mesure et de convergence de semi-groupes, mais aussi en analyse des e´quations
aux de´rive´es partielles, pour l’e´tude de la vitesse d’atteinte de l’e´quilibre, voir par exemple Villani [167].
Sur (E, d) un espace me´trique, pour p ≥ 1 et µ, ν deux mesures de probabilite´s sur E, on de´finit la
distance de Wasserstein Lp
W dp (µ, ν) = inf
(∫ ∫
d(x, y)pdπ(x, y)
)1/p
ou` l’infimum est pris sur toutes les mesures de probabilite´ sur E × E de marginales µ et ν (π est alors
appele´e couplage de µ et ν). On dit alors que µ satisfait une ine´galite´ de transport Tp, pour p ∈ [1, 2], de
constante C (que nous notons µ ∈ Tp(C)), si pour toute mesure de probabilite´ ν
W dp (µ, ν) ≤
√
2CH(ν|µ)
9avec H(ν|µ) l’entropie (ou information de Kullback) de´finie par
H(ν|µ) =
∫
log
dν
dµ
dν, si dν ≪ dµ; +∞ sinon.
Ces ine´galite´s impliquent, de par les travaux de MARTON et TALAGRAND, des ine´galite´s de concentra-
tion de type gaussienne et sont donc particulie`rement utiles en pratique. Rappelons que l’ine´galite´ de
concentration se traduit par une des deux formulations e´quivalentes suivantes :
– pour A ⊂ E avec µ(A) ≥ 1/2 (par exemple), alors µ(Ar) ≥ 1− ε(r) ou` Ar = {x ∈ E, d(x,A) ≤ r},
– pour toute fonction f 1-Lipschitz (par exemple), µ({x ∈ E, f(x) ≥ m+r}) ≤ ε(r), m e´tant la me´diane.
On parle d’une concentration Gaussienne quand ε(r) ≃ e−cr2 .
Notons que pour p = 1 et d(x, y) = 1x 6=y, T1 est l’ine´galite´ de Pinsker-Csizsar, qui est toujours ve´rifie´e.
Pour des distances ge´ne´rales, les ine´galite´s de transport ont e´te´ e´tudie´es par Marton [124, 125] qui les
a e´le´gamment relie´es au phe´nome`ne de concentration de la mesure ; par Talagrand [163] qui a montre´
que T2 e´tait ve´rifie´e par la mesure gaussienne et la distance euclidienne ; par BOBKOV-GO¨TZE [33] qui
ont donne´ une caracte´risation de T1 par un controˆle de la transforme´e de Laplace associe´e a` la mesure,
(voir Ledoux [115] pour de plus amples re´fe´rences). Otto-Villani [141] et Bobkov-Gentil-Ledoux [32] ont
montre´ qu’une ine´galite´ de Sobolev logarithmique impliquait T2.
En collaboration avec A. Guillin et L. Wu ([H-D5] publie´ dans Annals of Probability), nous avons
cherche´ une condition ne´cessaire et suffisante applicable pour le transport T1 comme pour les mesures
satisfaisant une condition d’inte´grabilite´ gaussienne, comple´tant la caracte´risation fonctionnelle e´tablie
par Bobkov-Go¨tze. Ainsi µ satisfait une ine´galite´ T1 si et seulement si :
∃δ > 0,
∫ ∫
eδd(x,y)
2
dµ(x)dµ(y) <∞.
Nous montrons ensuite comment e´tendre ces ine´galite´s de transport aux suites de´pendantes (notamment
markoviennes) et nous les appliquons au cas de lois de diffusions ainsi qu’a` certains syste`mes dynamiques
ale´atoires. Nous proposons ensuite une me´thode de type GIRSANOV pour e´tablir le transport T2 dans le
cas infini-dimensionnel de la mesure de WIENER ou de lois de diffusions, obtenant ainsi des re´sultats pour
ce transport qui ne de´coulent pas d’une ine´galite´ de Log- SOBOLEV.
Nous obtenons dans un travail en collaboration avec L. WU ([H-D7], publie´ dans Annales de l’Institut
Henri Poincare´ Probabilite´s et Statistiques,) des ine´galite´s transport-information plus pre´cises pour la
moyenne empirique d’un processus de Markov unidimensionnel en controˆlant la norme Lipschitzienne de
la solution de l’e´quation de Poisson. Plus pre´cise´ment, conside´rons (Xt : t ≥ 0) une diffusion re´versible
par rapport a` une probabilite´ µ, de ge´ne´rateur infinite´simal L. On s’inte´resse a` la solution G ∈ L2(µ)
avec µ(G) = 0 de l’e´quation de Poisson
−LG = g
ou` g ∈ L2(µ) telle que µ(g) = 0. Dans l’interpre´tation physique de la diffusion de chaleur, g repre´sente
la source de chaleur et G est la distribution de chaleur d’e´quilibre. Cette inversion du ge´ne´rateur nous
donne des informations importantes sur le processus de Markov associe´, spe´cialement en ce qui concerne
la moyenne empirique associe´e. On se restreint au cas unidimensionnel sur un intervalle I. Notre objectif
est d’estimer
‖G‖Lip(ρ) := sup
x,y∈I,x<y
|G(y)−G(x)|
|ρ(y)− ρ(x)|
a` l’aide des diffe´rentes normes de g, (ici ρ est telle que ρ′(x) > 0). Ceci conduit a` une interpre´tation
inte´ressante de la formule variationnelle pour le trou spectral λ1 duˆe a` Chen ([43]).
L’importance du trou spectral re´side dans le fait qu’il de´crit le taux de convergence exponentielle. L’e´tude
de λ1 a une tre`s longue histoire, le lecteur est renvoye´ aux livres [44, 168] pour des bibliographies.
Nous obtenons dans ce travail la meilleure constante dans l’ine´galite´ isope´rime´trique de CHEEGER et
certaines ine´galite´s de concentration plus pre´cises pour la moyenne empirique
1
t
∫ t
0
g(Xs)ds.
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Ces re´sultats sont des conse´quences imme´diates de l’estimation de ‖G‖Lip(ρ) via la de´composition forward-
backward de martingale ou via des ine´galite´s transport-information de´veloppe´es dans [95].
4. De´viations mode´re´es pour des variables ale´atoires de´pendantes
Dans ces travaux, faits essentiellement pendant ma the`se (5 publications pendant la the`se et 2 apre´s la
the`se), on s’inte´resse aux principes des grandes de´viations et des de´viations mode´re´es de fonctionnelles
de´pendant d’une suite infinie de variables ale´atoires inde´pendantes de meˆme loi. Ce cadre couvre diverses
situations : filtrage, statistique, syste`mes dynamiques, moyennes mobiles [T-D3] et [T-D19]. Nous nous
sommes inte´resse´s a` l’obtention des conditions les plus optimales pour le principe des de´viations mode´re´es
pour des diffe´rences de martingales, pour les suites φ-me´langeantes [T-D4], pour le pe´riodogramme em-
pirique [H-D6], pour le processus empirique fonctionnel d’une chaˆıne de Markov [T-D2], [T-D17] et la
statistique de Durbin-Watson [H-D9], en s’inspirant du cadre inde´pendant. Nous renvoyons au dernier
chapitre de ce manuscrit pour plus de de´tails.
Rappel
Par souci de clarte´ et pour ne pas alourdir ce manuscrit, nous ne pre´senterons que les e´le´ments cle´s des
de´monstrations de nos principaux re´sultats, oubliant parfois les hypothe`ses les plus techniques pour ne
laisser que les plus significatives, renvoyant aux textes complets des articles pour les de´tails.
Enfin, comme ce manuscrit se place clairement dans le cadre des grandes de´viations, rappelons la de´finition
de celles-ci : soit (Xn) une famille de variables ale´atoires de´finies sur un espace de probabilite´ (Ω,F ,P)
a` valeurs dans un espace topologique se´pare´ et re´gulier E. On dit que (Xn) (ou P(Xn ∈ ·)) satisfait le
Principe de Grandes De´viations (PGD) de vitesse λn tendant vers l’infini et de bonne fonction de taux
I si
1. I : E → [0,∞] est une application semi-continue infe´rieurement et inf-compacte (ensembles de
niveaux compacts) ;
2. pour tout ensemble bore´lien A de E, on a
− inf
x∈Ao
I(x) ≤ lim inf
n→∞
1
λn
logP(Xn ∈ A) ≤ lim sup
n→∞
1
λn
logP(Xn ∈ A) ≤ − inf
x∈A¯
I(x),
ou` Ao et A¯ de´signent respectivement, l’inte´rieur et la fermeture de A.
On dit que la suite de variables ale´atoires (Xn) satisfait le Principe de De´viations Mode´re´es (PDM) de
vitesse b2n avec 1 ≪ bn ≪
√
n et de fonction de taux J , si la suite (
√
n(Xn − E(Xn))/bn)n satisfait le
PGD de vitesse b2n et de fonction de taux J .
Un PDM est donc un re´sultat interme´diaire entre le the´ore`me de la limite centrale (TCL) et un PGD.
Un PDM ne´cessite ge´ne´ralement des hypothe`ses moins fortes qu’un PGD et pre´sente une fonction de
taux ge´ne´ralement quadratique, plus aise´ment manipulable. Il a en outre un lien naturel avec la loi du
logarithme ite´re´ (voir Deuschel-Stroock [66]).
On aura besoin de la notion de convergence super exponentielle, que nous rappelons ici. On dit que Xn
converge λn-super exponentiellement vers une variable ale´atoire X en probabilite´, ou` λn → ∞, si pour
tout δ > 0
lim sup
n→∞
1
λn
log IP(d(Xn, X) > δ) = −∞.
Cette convergence super exponentielle de vitesse λn sera note´e Xn
superexp−→
λn
X.
Chapitre 1
Grandes de´viations pour les
estimateurs de la (co-)volatilite´
Dans ce chapitre, nous pre´sentons les articles [T-D1], publie´ dans Statistical Inference For Stochastic
Processes, [H-D12], publie´ dans Statistics & Probability Letters, les articles [H-D13] et [H-D14] sont
soumis et l’article [H-D15] est un travail en cours de re´alisation.
1.1 Introduction
Pendant les dix dernie`res anne´es, il y a eu un de´veloppement conside´rable de la the´orie asymptotique
pour des processus observe´s a` une haute fre´quence. Ceci a e´te´ principalement motive´ par des applications
financie`res, ou` les donne´es, comme les cours des actions ou des monnaies, sont observe´es tre`s fre´quemment.
La covariance de la rentabilite´ d’un actif et ses statistiques connexes jouent un roˆle de premier plan
dans de nombreux proble`mes the´oriques ainsi que pratiques, rencontre´s dans le domaine de la finance.
De fac¸on analogue a` l’approche de la volatilite´ re´alise´e, l’ide´e d’employer des donne´es haute fre´quence
dans le calcul de la covariance entre deux actifs me`ne au concept de covariance re´alise´e. Le roˆle cle´ de la
quantification de la (co-)volatilite´ inte´gre´e dans l’optimisation de portefeuille et de gestion des risques, a
stimule´ un inte´reˆt croissant pour les me´thodes d’estimation pour ces mode`les.
Il est naturel d’utiliser le cadre asymptotique lorsque le nombre d’observations a` haute fre´quence dans
un intervalle de temps fixe (un jour par exemple) augmente a` l’infini.
Ainsi Barndorff-Nielsen et Shephard [16] ont e´tabli une loi des grands nombres, et e´tudie´ les fluctuations
correspondantes de la volatilite´ re´alise´e. Ces estimations ont e´te´ e´tendues aux configurations plus ge´ne´rales
de la statistique par Barndorff-Nielsen et al. [15] et [14]. Dovonon, Gonc¸alves et Meddahi [69] ont conside´re´
des expansions d’Edgeworth pour la statistique de la volatilite´ re´alise´e et son analogue bootstrap.
Ces re´sultats sont essentiels pour explorer les comportements asymptotiques de la (co-)volatilite´ re´alise´e.
Il y a aussi des estimations par des approches diffe´rentes pour la (co-)volatilite´ inte´gre´e dans les mode`les
multidimensionnels et les the´ore`mes limites. On peut se re´fe´rer a` Barndorff-Nielsen et al. [17] et [15]
ou` les auteurs pre´sentent, d’une manie`re unifie´e, une loi faible des grands nombres et un TCL pour un
estimateur ge´ne´ral, appele´ variation re´alise´e ge´ne´ralise´e a` double puissance.
Pour les travaux connexes concernant les cas de deux variables en vertu d’un plan d’e´chantillonnage non
synchrone, voir Hayashi et Yoshida [99], Bibinger [26], Dalalyan et Yoshida [51], voir aussi Aı¨t-Sahalia
et al. [2] et les re´fe´rences qui y sont cite´es. Pour l’estimation de la (co-)variance du processus log-prix
en pre´sence de bruit de microstructure du marche´, nous renvoyons a` Bibinger et Reiss [27], Robert et
Rosenbaum [152], Zhang et al. [184] et [185]. Voir aussi Gloter [87], ou Comte et al. [49] pour l’estimation
non parame´trique dans le cas d’un mode`le a` volatilite´ stochastique.
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Le proble`me des grandes de´viations apparaissant dans la the´orie de l’infe´rence statistique est tout naturel.
Pour l’estimation des parame`tres et des fonctions inconnues, il est important de minimiser le risque
de mauvaises de´cisions de´duites des de´viations entre les valeurs observe´es des estimateurs et les vraies
valeurs de parame`tres ou des fonctions a` estimer. Les grandes de´viations des estimateurs peuvent nous
fournir des taux de convergence, ainsi qu’une me´thode utile pour construire des intervalles de confiance
asymptotiques.
Le but de ce chapitre est de pre´senter les grandes de´viations des estimateurs de la (co)-volatilite´ dans
diverses situations. Bien que ces statistiques aient e´te´ e´tudie´es depuis 20 ans, il y a remarquablement peu
de re´sultats dans cette direction, ce qui n’a pas manque´ de nous surprendre.
L’explication peut toutefois eˆtre la suivante : les techniques habituelles (telles que la me´thode de Ga¨rtner-
Ellis) ne fonctionnent pas, et un traitement tre`s particulier doit eˆtre effectue´ pour ce proble`me.
Nous avons conside´re´ le cas unidimensionnel dans [T-D1] et re´cemment Kanaya et Otsu [108] ont obtenu
les grandes de´viations pour la volatilite´ re´alise´e, mais leurs re´sultats sont de´ja` contenus dans notre travail
[T-D1]. Dans le cas bidimensionnel, nous avons obtenu, en collaboration avec Samoura [H-D12], les
grandes de´viations pour la covolatilite´ re´alise´e. Dans le cas d’une diffusion unidimensionnelle avec une
composante a` sauts, le principe de grandes de´viations pour l’estimateur tronque´ de la volatilite´ constante
a e´te´ e´tabli par Mancini [122]. Le principe de de´viations mode´re´es trajectoriel pour cet estimateur du
processus variationnel quadratique a e´te´ obtenu par Jiang [107].
Comme on l’a signale´ la strate´gie de preuve de Ga¨rtner-Ellis des grandes de´viations ne peut pas eˆtre
adapte´e dans ces cas. Nous sommes dans la situation que Schied [156] appelle ”la condition faible de
Cramer”. Nous rencontrons les meˆmes difficulte´s techniques que dans les papiers de Bercu et al. [23], Bryc
et Dembo [40] et Gamboa et al. [82] ou` ils ont e´tabli les grandes de´viations pour les formes quadratiques
de processus gaussiens. Sur les grandes de´viations des variables ale´atoires ponde´re´es, nous nous re´fe´rons
aussi a` Ma¨ıda et al. [120] et [182].
Puisque nous ne pouvons pas de´terminer le comportement limite de la fonction ge´ne´ratrice des moments
a` un certain point de la frontie`re du domaine de de´finition, nous utilisons d’autres approches. Notons que
la forme des fonctions de taux des grandes de´viations est aussi originale : au niveau du processus et a`
cause de la faible inte´grabilite´ exponentielle des estimateurs, un terme correctif supple´mentaire apparaˆıt
dans l’e´valuation de la fonction de taux, phe´nome`ne d’abord de´couvert par Lynche et Sethuraman [119].
Dans nos approches, nous nous sommes principalement inspire´s des travaux suivants : les re´sultats de
Lynch et Sethuraman [119] sur les grandes de´viations de processus a` accroissements inde´pendants et
homoge`nes, et ceux de Puhalski [145] sur les grandes de´viations de processus stochastiques ; les travaux de
Bryc et Dembo [40], et Bercu, Gamboa et Rouault [23] sur les grandes de´viations de formes quadratiques
de processus gaussiens stationnaires. Nous avons utilise´ aussi une autre approche base´e sur les re´sultats de
Najim [134, 135, 133], ou` l’hypothe`se d’escarpement de la fonction ge´ne´ratrice des moments est relache´e.
Pour les re´sultats originaux sur les grandes de´viations trajectorielles on peut citer les travaux de de-Acosta
[52], Borovkov [37], Varadhan [166] et Moguslkii [131], [132].
1.2 Grandes de´viations dans le cas synchrone et sans sauts
Nous mode´lisons l’e´volution d’une variable observable d’e´tat par un processus stochastique Xt =
(X1,t, X2,t), t ∈ [0, 1]. Dans les applications financie`res, Xt peut eˆtre conside´re´ comme le taux d’inte´reˆt a`
court terme, un taux de change ou le logarithme du prix d’un actif ou d’un indice boursier.
Supposons que X1,t et X2,t soient de´finies sur un espace de probabilite´ filtre´ (Ω,F , (Ft),P) satisfaisant
aux conditions usuelles, et suivent un processus de Itoˆ :{
dX1,t = σ1,tdB1,t + b1(t, ω)dt,
dX2,t = σ2,tdB2,t + b2(t, ω)dt,
ou` (bℓ(t, ω))t≥0 est un processus adapte´ repre´sentant la vitesse moyenne (aussi appele´ de´rive) et B1
et B2 sont des mouvements browniens standards corre´le´s Corr(B1,t, B2,t) = ρt. On peut aussi e´crire
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dB2,t = ρtdB1,t+
√
1− ρ2tdB3,t, ou`B1 = (B1,t)t∈[0,1] et B3 = (B3,t)t∈[0,1] sont des mouvements browniens
inde´pendants.
On limite notre attention au cas ou` σ1, σ2 et ρ sont des fonctions de´terministes. Les fonctions σℓ, ℓ = 1, 2
prennent des valeurs positives tandis que ρ prend ses valeurs dans l’intervalle ]− 1, 1[.
Le proble`me aborde´ ici est le suivant : nous supposons que σℓ,t et ρt sont inconnues et nous cherchons
a` les estimer a` partir d’un e´chantillon de (Xt)0≤t≤1, ou, plus exactement, nous estimons le vecteur de la
(co)-variation inconnu de la diffusion X , de´fini par
Vt = ([X1]t, [X2]t, 〈X1, X2〉t)T ,
quandX1,t etX2,t sont observe´s d’une manie`re synchrone, [Xℓ]t :=
∫ t
0
σ2sds, ℓ = 1, 2 repre´sente la variation
quadratique du processus Xℓ et 〈X1, X2〉t :=
∫ t
0
σ1,sσ2,sρsds la covariance de´terministe de X1 et X2.
Cette question apparaˆıt naturellement en mathe´matiques financie`res, Vt e´tant alors appele´ (co)-volatilite´.
E´tant donne´s des observations discre`tes e´galement espace´es (X1,tn
k
, X2,tn
k
, k = 1, · · · , n) dans l’intervalle
[0, 1] (avec tnk = k/n ), un estimateur naturel pour Vt est le vecteur de la (co-)variance re´alise´e
V nt (X) =
(
Qn1,t(X), Q
n
2,t(X), C
n
t (X)
)T
,
dans lequel, les quantite´s Qnℓ,t(X) et C
n
t (X) pour ℓ = 1, 2, sont donne´s par
Qnℓ,t(X) :=
[nt]∑
k=1
(∆kXℓ)
2 et Cnt :=
[nt]∑
k=1
∆kX1∆kX2,
ou` ∆kXℓ = Xℓ,tn
k
−Xℓ,tn
k−1 avec τn = {tnk := kn ; 0 ≤ k ≤ n}, une partition re´gulie`re de [0, 1] a` n morceaux,
la notation [x] sera utilise´e pour la partie entie`re de x ∈ IR.
Les the´ore`mes limite pour les processus stochastiques affirment que V nt (X) est un estimateur consistant de
Vt. Le TCL est aussi prouve´ (voir [150]). L’objectif principal de cette partie est d’obtenir des informations
plus fines sur cet estimateur, notamment de raffiner le TCL en nous inte´ressant aux grandes de´viations.
En collaboration avec A. Guillin et L. Wu [T-D1], nous avons d’abord obtenu le principe de grandes
de´viations et des de´viations mode´re´es pour l’estimateur de la variation quadratique Qnℓ,t(X) par une
approche directe. Nous avons obtenu des ine´galite´s de de´viations dans ce cas.
En collaboration avec Y. Samoura [H*-D12], nous avons conside´re´ les grandes de´viations pour l’estimateur
de la covariance Cnt (X). La preuve de´coule d’une application du principe de contraction aux re´sultats
donne´s dans le cas de la volatilite´.
Re´cemment avec A. Guillin et Y. Samoura [H-D13], nous avons conside´re´ les grandes de´viations pour le
vecteur de la variance et de la covariance du processus de diffusion bidimensionnelle V nt (X). Nous ne
pre´sentons ici que ces derniers re´sultats.
On introduit la fonction suivante, qui va jouer un roˆle crucial dans le calcul de la fonction ge´ne´ratrice des
moments : pour −1 < c < 1 pour tout λ = (λ1, λ2, λ3) ∈ R3
(1.1) Pc(λ) :=

−1
2
log
(
(1− 2λ1(1 − c2))(1 − 2λ2(1− c2))− (λ3(1− c2) + c)2
1− c2
)
si λ ∈ Dc
+∞, sinon
ou`
Dc =
{
λ ∈ R3, max
ℓ=1,2
λℓ <
1
2(1− c2) et
2∏
ℓ=1
(
1− 2λℓ(1− c2)
)
>
(
λ3(1− c2) + c
)2}
.
La fonction Pc est la log-Laplace de la variable ale´atoire λ1X
2 + λ2Y
2 + λ3XY , ou` X,Y sont deux
variables ale´atoires gaussiennes standards corre´le´es avec un coefficient c.
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Introduisons aussi la fonction P ∗c qui est la transforme´e de Legendre de Pc donne´e dans (1.1) : pour tout
x = (x1, x2, x3) ∈ R3, soit
(1.2) P ∗c (x) :=

log
( √
1− c2√
x1x2 − x23
)
− 1 + x1 + x2 − 2cx3
2(1− c2) si x1 > 0, x2 > 0, x1x2 > x
2
3
+∞, sinon.
Nous nous inte´ressons aux grandes de´viations de niveau processus (toute la trajectoire est conside´re´e) de
V n· (X), cas particulie`rement inte´ressant du point de vue de la statistique non parame´trique.
Soit BV ([0, 1],R3) l’espace des fonctions a` variations borne´es sur [0, 1]. On identifie BV avec M3([0, 1]),
l’espace des mesures vectorielles a` valeurs dans R3. Cette identification sera faite de la manie`re usuelle :
pour f ∈ BV , il lui correspond µf caracte´rise´e par µf ([0, t]) = f(t). L’espace C3([0, 1]) des fonctions
continues borne´es de [0, 1] a` valeurs dans R3 est l’espace topologique dual de BV . On munit BV de la
topologie de la convergence faible* σ(BV, C3([0, 1])).
Soit f ∈ BV et µf la mesure associe´e dans M3([0, 1]). Conside´rons la de´composition de Lebesgue de
µf , µf = µfa + µ
f
s ou` µ
f
a de´signe la partie absolument continue de µ
f par rapport a` dx et µfs sa partie
singulie`re. On note fa(t) = µ
f
a([0, t]) et fs(t) = µ
f
s ([0, t]).
The´ore`me 1.2.1 Supposons que b(·, ·) ∈ L∞(dt⊗ P) que σ2ℓ,t(1− ρ2t ) et σ1,tσ2,t(1− ρ2t ) ∈ L∞([0, 1], dt)
et que les fonctions t→ σℓ,t et t→ ρt sont continues. Alors
1. P(V n1 (X) ∈ ·) satisfait le PGD sur R3 de vitesse n et de bonne fonction de taux donne´e par
(1.3) Ildp(x) = sup
λ∈R3
(
〈λ, x〉 −
∫ 1
0
Pρt(λ1σ
2
1,t, λ2σ
2
2,t, λ3σ1,tσ2,t)dt
)
.
ou` la fonction Pc est donne´e dans (1.1).
2. P(V n· (X) ∈ ·) satisfait le PGD sur BV de vitesse n et de bonne fonction de taux Jldp donne´e par
Jldp(f) =
∫ 1
0
P ∗ρt
(
f
′
1,a(t)
σ21,t
,
f
′
2,a(t)
σ22,t
,
f
′
3,a(t)
σ1,tσ2,t
)
dt
+
∫ 1
0
σ22,tf
′
1,s(t) + σ
2
1,tf
′
2,s(t)− 2ρtσ1,tσ2,tf
′
3,s(t)
2σ21,tσ
2
2,t(1− ρ2t )
1[t;f ′1,s>0,f
′
2,s>0,(f
′
3,s)
2<f
′
1,sf
′
2,s]
dθ(t),
pour tout f = (f1, f2, f3) ∈ BV ou` P ∗c est donne´e dans (1.2) et θ est n’importe quelle mesure
a` valeurs re´elles positives par rapport a` laquelle µfs est absolument continue et f
′
s = dµ
f
s /dθ =
(f
′
1,s, f
′
2,s, f
′
3,s).
3. On suppose que pour ℓ = 1, 2, σℓ et ρ sont constants et que b(·, ·) ∈ L∞(dt⊗P). Alors P(V n1 (X) ∈ ·)
satisfait le PGD sur R3 de vitesse n et de bonne fonction de taux IVldp donne´e par
IVldp(x1, x2, x3) = P
∗
ρ
(
x1
σ21
,
x2
σ22
,
x3
σ1σ2
)
.
Notons que la de´finition de f ′s est θ-de´pendante. Cependant, par homoge´ne´ite´, Jldp ne de´pend pas de θ.
On peut choisir θ = |f1,s|+ |f2,s|+ |f3,s|, avec |fi,s| = f+i,s + f−i,s, ou` fi,s = f+i,s− f−i,s est la de´composition
de Hahn-Jordan.
Puisque nous ne pouvons pas de´terminer le comportement limite de la fonction ge´ne´ratrice des moments
a` un certain point de la frontie`re du domaine de de´finition, nous utilisons une autre approche base´e sur les
re´sultats de Najim [134, 135, 133], ou` l’hypothe`se d’escarpement de la fonction ge´ne´ratrice des moments
est relaxe´e.
En utilisant le principe de contraction, nous retrouvons les re´sultats du cas unidimensionnel.
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Nous rappelons que nous avons obtenu le principe de grandes de´viations pour IP (Qn· (X) ∈ ·) avec la
fonction de taux
J(γ) =
∫ 1
0
P ∗
(
γ˙(t)
σ2t
)
dt+
1
2
∫ 1
0
1
σ2t
dγ⊥(t) ou` P ∗(x) =

1
2
(x− 1− log x) si x > 0
+∞ si x ≤ 0.
Notre approche dans ce cas e´tant directe, notre preuve de´coule de l’approximation fini-dimensionnelle
(soit en temps fixe) obtenue par approximation, et de l’inde´pendance des accroissements de Qn· (X).
L’identification de la fonction de taux donne´e comme la limite du taux du PGD fini-dimensionnel, est
beaucoup plus de´licate. L’e´le´ment cle´ est une re´e´criture de la fonction J(γ) a` obtenir. Dans le cas ou`
σt = σ est constante, ce re´sultat a de´ja` e´te´ de´montre´ par Bercu, Gamboa et Rouault [23] par l’e´tude
d’ope´rateurs de Toeplitz. Les grandes de´viations lie´es a` la topologie faible ne permettent pas d’obtenir
des estimations pour des domaines de de´viations du type
{
γ : supt∈[0,1] |γ(t)− [X ]t| ≥ r
}
, inte´ressants
en statistique. Pour pallier ce proble`me, les ine´galite´s de de´viations suivantes sont de´montre´es.
Proposition 1.2.2 Soit Y· :=
∫ ·
0 b(t, ω)dt. Alors, pour tout n ≥ 1 et tout r > 0,
IP
(
sup
t∈[0,1]
[Qnt (X − Y )− IEQnt (X − Y )] ≥ r
)
≤ e−n2
h
r
‖σ2‖∞
−log
“
1+ r‖σ2‖∞
”i
IP
(
inf
t∈[0,1]
[Qnt (X − Y )− IEQnt (X − Y )] ≤ −r
)
≤ e−n
r2
4
R 1
0
σ4t dt .
Nous rappelons aussi la fonction de taux obtenue pour les grandes de´viations de P(Cn· ∈ ·)
J(γ) = Jabs+ (γ+ + β) + J
abs
− (γ− + β) + J
⊥
+ (γ+) + J
⊥
− (γ−),
ou` β est absolument continue par rapport a` la mesure de Lebesgue et est donne´e par
·
β(t) =
σ1,tσ2,t(1− ρ2t )− (
·
γ+(t) +
·
γ−(t))
2
+
√
[σ1,tσ2,t(1− ρ2t )− (
·
γ+(t) +
·
γ−(t))]2 + (
·
γ+(t) +
·
γ−(t))σ1,tσ2,t(1− ρ2t )
2
,
et
J⊥± (γ) =
∫ 1
0
1
σ1,tσ2,t(1± ρt)dγ
⊥, et Jabs± (γ) =
∫ 1
0
P ∗
(
2
·
γ(t)
σ1,tσ2,t(1± ρt)
)
dt.
L’hypothe`se de continuite´ de σℓ,· et ρ· n’est pas ne´cessaire. En son absence, on doit conside´rer une autre
strate´gie pour la preuve, plus technique et base´e sur le the´ore`me de Dawson-Ga¨rtner, mais qui ne permet
pas d’obtenir une autre pre´cision sur la fonction de taux outre le fait que ce soit une bonne fonction de
taux.
Cependant, il n’est pas difficile d’adapter notre preuve au cas ou` σℓ,· et ρ· ont seulement un nombre fini
de points de discontinuite´ (du premier type). Ceci peut eˆtre fait en appliquant le the´ore`me pre´ce´dent a`
chaque sous-intervalle ou` toutes les fonctions sont continues et en utilisant l’inde´pendance des incre´ments.
Conside´rons maintenant l’e´chelle interme´diaire entre le TCL et loi des grands nombres. Soit H l’espace
de Banach des fonctions croissantes a` valeurs dans R3 ca`dla`g γ sur [0, 1] avec γ(0) = 0, muni de la norme
de la convergence uniforme et de la σ−alge`bre Bs engendre´e par les coordonne´es {γ(t), 0 6 t 6 1}.
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The´ore`me 1.2.3 Supposons b(·, ·) ∈ L∞(dt ⊗ P) et σ2ℓ,t(1 − ρ2t ) ∈ L2([0, 1], dt). Soit (vn)n>1 une suite
de nombres re´els positifs telle que
(1.4) vn −−−−→
n→∞ ∞,
vn√
n
−−−−→
n→∞ 0, et
√
n vn max
ℓ=1,2
max
16k6n
∫ k/n
(k−1)/n
σ2ℓ,tdt −−−−→n→∞ 0.
Cette condition est ve´rifie´e si pour un certain p > 2, σ2t ∈ Lp([0, 1], dt) et bn = O
(
n
1
2− 1p
)
.
Alors on a
1. P(
√
n (V n1 (X)− [V ]1) /vn ∈ ·) satisfait le PGD sur R3 de vitesse v2n et de fonction de taux
Imdp(x) = sup
λ∈R3
(
〈λ, x〉 − 1
2
〈λ,Σ1 · λ〉
)
=
1
2
〈
x,Σ−11 · x
〉
, avec Σ1 =
∫ 1
0
Σtdt ou`
Σt =

σ41,t σ
2
1,tσ
2
2,tρ
2
t σ
3
1,tσ2,tρt
σ21,tσ
2
2,tρ
2
t σ
4
2,t σ1,tσ
3
2,tρt
σ31,tσ2,tρt σ1,tσ
3
2,tρt
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )

2. P (
√
n (V n. (X)− [V ].) /vn ∈ ·) satisfait le PGD sur H de vitesse v2n et de fonction de taux
(1.5) Jmdp(φ) =

∫ 1
0
1
2
〈
φ˙(t),Σ
−1
t · φ˙(t)
〉
dt si φ ∈ AC0([0, 1])
+∞, sinon,
ou` Σt donne´e pre´ce´demment, est inversible et son inverse Σ
−1
t est donne´ par
Σ
−1
t =
1
det(Σt)

1
2
σ21,tσ
6
2,t(1− ρ2t )
1
2
σ41,tσ
4
2,tρ
2
t (1− ρ2t ) −σ31,tσ52,tρt(1− ρ2t )
1
2
σ41,tσ
4
2,tρ
2
t (1− ρ2t )
1
2
σ61,tσ
2
2,t(1− ρ2t ) −σ51,tσ32,tρt(1− ρ2t )
−σ31,tσ52,tρt(1 − ρ2t ) −σ51,tσ32,tρt(1− ρ2t ) σ41,tσ42,t(1− ρ4t )
 ,
ou` det(Σt) =
1
2
σ61,tσ
6
2,t(1− ρ2t )3 et AC0 =
{
φ : [0, 1]→ R3 absolument continue avec φ(0) = 0} .
Dans les re´sultats pre´ce´dents, nous avons impose´ la bornitude de b(t, ω) ce qui permet de re´duire facilement
les grandes de´viations de V n(X) au cas sans drift. Nos re´sultats restent vrais sous la condition de Lipschitz
ou plus ge´ne´ralement sous une condition de croissance line´aire du drift b(t, x).
Tous les re´sultats restent valables quand la taille de discre´tisation n’est pas re´gulie`re. La proprie´te´ im-
portante est que chaque point soit dans le support de la mesure limite.
Lorsque le processus de volatilite´ est ale´atoire, mais inde´pendant du mouvement brownien, nous pouvons
obtenir les grandes de´viations pour les statistiques du vecteur de la (co)-volatilite´ re´alise´e conditionnel-
lement aux trajectoires du processus de la volatilite´. Les preuves peuvent facilement eˆtre modifie´es pour
obtenir les principaux re´sultats par l’interpre´tation de la probabilite´ et de l’espe´rance mathe´matique
comme e´tant conditionnelles a` la donne´e de la trajectoire du processus de la volatilite´, voir Kanaya et
Otsu [109].
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Applications : PGD pour les coefficients re´alise´s de corre´lation et de re´gression
Dans cette partie, nous appliquons nos re´sultats pour obtenir le PGD et le PDM pour des mesures stan-
dards de de´pendances entre deux retours d’actifs comme le coefficient de re´gression re´alise´e βℓ,1 = C1/Qℓ,1
pour ℓ = 1, 2 et la corre´lation re´alise´e ̺1 = C1/
√
Q1,1Q2,1 qui sont estime´s par β
n
ℓ,1(X) = C
n
1 (X)/Q
n
ℓ,1(X)
et ̺n1 (X) = C
n
1 (X)/
√
Qn1,1(X)Q
n
2,1(X) respectivement. Soulignons que les grandes de´viations pour la
corre´lation re´alise´e ne peuvent pas eˆtre de´duites a` partir du cas unidimensionnel et ont donc e´te´ large-
ment ignore´es. L’application est base´e essentiellement sur la delta me´thode, de´veloppe´e par Gao et Zhao
([85]). Pour simplifier, nous nous concentrons sur le cas ou` σℓ pour ℓ = 1, 2 sont constants et nous notons
par ̺ :=
∫ 1
0
ρtdt.
Parmi les travaux re´cents qui ont conside´re´ ces estimateurs, on peut citer Andersen, Bollerslev, Diebold
et Wu [5], Todorov et Bollerslev [164], Dovonon, Gonc¸alves et Meddahi [69]. La consistance et le TCL
pour ces estimateurs ont de´ja` e´te´ e´tudie´s, voir par exemple Mancini et Gobbi [123].
Proposition 1.2.4 Soit σℓ constante et ̺ :=
∫ 1
0 ρtdt. Sous les conditions du The´ore`me 1.2.1,
1. P (̺n1 (X) ∈ ·) satisfait le PGD sur R de vitesse n et de bonne fonction de taux donne´e par
I̺ldp(u) = inf{(x,y,z)∈R3:u= z√
xy
}
Ildp(x, y, z)
ou` Ildp est donne´e dans (1.3). Si ρ est constant, on obtient
(1.6) Iρldp(u) =
 log
(
1− ρu√
1− ρ2√1− u2
)
, si − 1 < u < 1
+∞, sinon.
2. pour ℓ = 1 ou 2, P
(
βnl,1(X) ∈ ·
)
satisfait le PGD sur R de vitesse n et de fonction de taux
I
βℓ,1
ldp (u) = inf{(x1,x2,x3)∈R3:u= x3xℓ }
Ildp(x1, x2, x3)
ou` Ildp est donne´e par (1.3). Si ρ est constant, on obtient
(1.7) Iβlldp(u) =
1
2
log
(
1 +
(σℓu− ρσι)2
σ2ι (1 − ρ2)
)
.
Comme on peut l’imaginer en regardant la forme de l’expression de la fonction de taux, ceci n’est qu’une
simple application du principe de contraction a` partir du PGD du vecteur de la volatilite´.
La preuve du PDM est beaucoup plus difficile et ne´cessite une technologie un peu plus subtile : grandes
de´viations via la delta me´thode de´veloppe´e par Gao et Zhao ([85]).
Proposition 1.2.5 Soit σℓ constant et ̺ :=
∫ 1
0 ρtdt. Sous les conditions du The´ore`me 1.2.3,
1. P (
√
n (̺n1 (X)− ̺)/vn) ∈ ·) satisfait le PGD sur R de vitesse v2n et de fonction de taux
I̺mdp(u) = inf
{(x,y,z)∈R3:u= z
σ1σ2
−̺σ
2
1
y+xσ2
2
2σ2
1
σ2
2
}
Imdp(x, y, z).
Si ρ est constant, on obtient Iρmdp(u) =
u2
(1 − ρ2)2 .
2. pour ℓ, ι ∈ {1, 2} avec ℓ 6= ι, P
(√
n(βnℓ,1(X)− ̺σισℓ )/vn ∈ ·
)
satisfait un PGD sur R de vitesse v2n
et de fonction de taux donne´e par
I
βℓ,1
mdp(u) = inf{(x,y,z)∈R3:u= z
σ2
ℓ
−̺ σι
σ3
ℓ
x}
Imdp(x, y, z).
Si ρ est constant, on obtient I
βcℓ,1
mdp(u) =
σ2ℓu
2
σ2ι (1− ρ2)
.
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1.3 Grandes de´viations dans le cas synchrone avec sauts
Les processus avec sauts sont des outils standards, par exemple, pour mode´liser des valeurs d’un ac-
tif financier ou dans l’assurance. La motivation cle´ derrie`re ces mode`les de diffusion avec sauts est la
mode´lisation du marche´ des actions pre´sentant des changements soudains du prix, ou celle d’un titre
risque´ qui ne peut pas eˆtre mode´lise´ par une seule composante diffusive. L’utilisation de sauts dans les
mode`les financiers semble donc eˆtre de plus en plus ne´cessaire pour les applications pratiques.
Sur un espace de probabilite´ filtre´ (Ω,F , (Ft)[0,1],P), on conside`re X1 = (X1,t)t∈[0,1] et X2 = (X2,t)t∈[0,1]
deux processus de´finis par une diffusion avec sauts de Le´vy construit via une superposition d’un processus
de Wiener avec drift, et d’une composante de Processus de Poisson inde´pendante.
Plus pre´cise´mment, X1 = (X1,t)t∈[0,1] et X2 = (X2,t)t∈[0,1] sont donne´s par{
dX1,t = b1(t, ω)dt+ σ1,tdB1,t + dJ1,t
dX2,t = b2(t, ω)dt+ σ2,tdB2,t + dJ2,t
pour t ∈ [0, 1] ou` B1,t et B2,t sont deux mouvement browniens corre´le´s, avec d〈B1, B2〉t = ρtdt. Les
processus J1,t et J2,t sont des processus de sauts e´ventuellement corre´le´s. On suppose que J1,t J2,t sont
a` activite´ finie, c.a`.d. qu’il y a un nombre fini de sauts sur un intervalle fini. Un mode`le de Le´vy ge´ne´ral
doit contenir une composante compense´e de sauts infinie.
Sous nos hypothe`ses, Jℓ est ne´cessairement un processus de Poisson compose´ et donc peut-eˆtre re´ee´crit
comme Jℓ,t =
∑Nℓ,t
i=1 Yℓ,i. Ici les varaiables ale´atoires Yℓ,t sont i.i.d. de loi νℓ/λℓ, ou` νℓ est la mesure de
Le´vy de Xℓ normalise´ par la masse totale λℓ = νℓ(IR − {0}) < ∞. On suppose que Nℓ est un processus
de Poisson inde´pendant de chaque Yℓ,i d’intensite´ constante λℓ.
Au cours des dernie`res anne´es, plusieurs me´thodes d’estimation du vecteur de la (co-)volatilite´ ont e´te´
propose´es. Nous utilisons l’estimateur tronque´ par une fonction de seuil qui est introduit inde´pendamment
par Mancini [121] et par Shimizu et Yoshida [159]. Dans cette me´thode, seules les variations infe´rieures
a` une fonction de seuil donne´e sont prises en compte.
Ainsi, e´tant donne´ l’observation synchrone et e´galement espace´e du processusX1,t0 , X1,t1 , · · · , X1,tn , X2,t0 ,
X2,t1 · · · , X2,tn , nous conside´rons la statistique de´finie pre´ce´demment. Cependant cet estimateur est for-
tement influence´ quand les processus Xℓ contiennent des sauts. En fait, quand n tend vers l’infini, une
telle somme s’approche du vecteur variance-covariation quadratique globale ([X1]t, [X2]t, [X1, X2]t) qui
contient aussi les co-sauts, ou`
[Xℓ]t :=
∫ t
0
σ2ℓ,sds+
∑
s≤t
(∆Jℓ,s)
2, [X1, X2]t :=
∫ t
0
σ1,sσ2,sρsds+
∑
s≤t
∆J1,s∆J2,s et ∆Jℓ,s = Jℓ,s−Jℓ,s− .
Mais si nous prenons une fonction de´terministe r( 1n ), au pas
1
n entre les observations, telle que
lim
n→∞ r
(
1
n
)
= 0, et lim
n→∞
logn
nr
(
1
n
) = 0,
nous pouvons re´cupe´rer Vt =
(∫ t
0 σ
2
1,sds,
∫ t
0 σ
2
2,sds,
∫ t
0 σ1,sσ2,sρsds
)
par l’utilisation de l’estimateur
tronque´ suivant Vnt = (Qn1,t,Qn2,t, Cnt ) ou`
Qnℓ,t =
[nt]∑
k=1
(∆kXℓ)
21{(∆kXℓ)2≤r( 1n )} et C
n
t =
[nt]∑
k=1
∆kX1∆kX21{max2
ℓ=1(∆kXℓ)
2≤r( 1
n
)}.
La fonction r(·) est une fonction de seuil, telle que quand |∆kXℓ| > r( 1n ) un saut a duˆ se produire dans
]tk−1, tk].
Depuis les travaux fondateurs de Mancini [121], plusieurs auteurs ont exploite´ ou e´tendu le concept de
seuil pour faire face a` des mode`les stochastiques complexes, voir Shimizu et Yoshida [159], ou Ogihara
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et Yoshida [140]. La meˆme ide´e de troncature est e´galement utilise´e par divers auteurs dans diffe´rents
contextes, voir par exemple Aı¨t-Sahalia et al. [1], [3] et [4], Gobbi et Mancini [88], Cont et Mancini [123].
Dans [78], les auteurs de´terminent ce qui constitue une bonne se´quence de seuil rn et ils proposent une
me´thode objective pour se´lectionner une telle se´quence.
Dans ce cas, Mancini [123] a montre´ que Vnt est un des estimateurs convergents de Vt et pre´sente une
certaine normalite´ asymptotique. En outre, quand σt = σ, Mancini [122] a e´tudie´ les grandes de´viations
pour l’estimateur tronque´. Jiang [107] a obtenu le principe des de´viations mode´re´es fonctionnel pour
l’estimateur tronque´. Dans cette partie, nous conside´rons les grandes de´viations pour l’estimateur tronque´
du vecteur.
The´ore`me 1.3.1
1. Supposons b(·, ·) ∈ L∞(dt ⊗ P) et σ2ℓ,t(1 − ρ2t ) ∈ L∞([0, 1], dt) et les fonctions t → σℓ,t et t → ρt
continues.
Soit r telle que r
(
1
n
)
−−−−→
n→∞ 0 et nr
(
1
n
)
−−−−→
n→∞ ∞.
Alors on a le PGD du The´ore`me 1.2.1.
2. Supposons b(·, ·) ∈ L∞(dt⊗ P) et σ2ℓ,t(1− ρ2t ) ∈ L2([0, 1], dt).
Soit (vn)n>1 des nombres positifs tels que vn −−−−→
n→∞ ∞ et
vn√
n
−−−−→
n→∞ 0 et
√
nvnr
(
1
n
)
= O(1)
et
r
(
1
n
)
/
(
log
(
n
v2n
)
n
max
k=1
∫ tk
tk−1
σ2ℓ,sds
)
−→ +∞.
Alors on a le PDM du The´ore`me 1.2.3.
La preuve est base´e sur les techniques d’approximation au sens des grandes de´viations.
Sous la condition bℓ = 0, on peut prouver que pour tout θ ∈ R3 :
lim
n→∞
1
v2n
logE
(
e
√
nvn〈θ,Vn1 −V1〉
)
=
1
2
< θ,Σ1 · θ > .
Ceci donne une me´thode alternative a` la preuve des de´viations mode´re´es, classiquement obtenues en
utilisant le the´ore`me de Ga¨rtner-Ellis.
On peut aussi calculer la fonction ge´ne´ratrice des moments de Vn1 (X). On obtient pour tout θ =
(θ1, θ2, θ3)
T ∈ Dρt
lim
n→∞
1
n
E
(
en〈θ,V
n
1 〉
)
=
∫ 1
0
Pρs
(
θ1σ
2
1,s, θ2σ
2
2,s, θ3σ1,sσ2,s
)
ds.
Mais l’e´tude de la condition d’escarpement est plus difficile.
1.4 Grandes de´viations dans le cas non-synchrone sans saut
Dans l’estimation de la volatilite´ en finance, on dispose souvent d’observations a` des temps non
re´gulie`rement espace´s. En effet, dans les applications financie`res, les donne´es de transactions re´elles sont
enregistre´es a` des heures irre´gulie`res d’une manie`re non synchrone, c.a`.d. que deux prix d’une transaction
ne sont ge´ne´ralement pas observe´s aux meˆmes instants.
Supposons avoir des observations non-synchrones
(
X1,si , X2,tj
)
i=0,...,n;j=0,...,m
avec 0 = s0 < s1 < ... <
sn = T, 0 = t0 < t1 < ... < tm = T,m, n ∈ N. Re´cemment, Hayashi et Yoshida [99] ont introduit
l’estimateur suivant
Un,m :=
n∑
i=1
m∑
j=1
∆X1(I
i)∆X2(J
j)I{Ii∩Jj 6=∅},
ou` Ii = (si−1, si], Jj = (tj−1, tj ]. Sous certaines hypothe`ses, ils ont de´montre´ la consistance et le TCL
pour Un,m. Dans ce travail en collaboration avec H. Jiang, A. Guillin et Y. Samoura [H-D15], nous nous
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inte´ressons a` l’e´tude des de´viations mode´re´es de Un,m et des grandes de´viations dans des cas particuliers.
Tout d’abord, un autre design re´duit par rapport a` (Ii)i=1,...,n sera construit comme suit.
Nous recueillons les intervalles Ii tels que Ii ⊂ Jj et nous les combinons en un nouvel intervalle. Si aucun
tel intervalle Ii n’existe, on ne fait rien. Ensuite, la collecte de tous ces intervalles et leur re´-e´tiquetage
de gauche a` droite donnent une nouvelle partition de (0, T ], note´e
(
Iˆi
)
i=1,...,nˆ
.
En utilisant la biline´arite´ de Un,m,
Un,m =
nˆ∑
i=1
m∑
j=1
∆X1(Iˆ
i)∆X2(J
j)K Iˆij =
nˆ∑
i=1
∆X1(Iˆ
i)∆X2
(
∪j∈Jˆ(i)Jj
)
,
ou` Jˆ(i) :=
{
1 ≤ j ≤ m : K Iˆij 6= ∅
}
avec K Iˆij = I{Iˆi∩Jj 6=∅}.
Ensuite, nous pouvons constater que chaque Jj contient au plus un Iˆi, ce qui implique que la suite de
variables ale´atoires
{
1 ≤ i ≤ nˆ : ∆X1(Iˆi)∆X2
(
∪j∈Jˆ(i)Jj
)}
est 2-de´pendante.
Pour tout Bore´lien de I ⊂ [0, T ], on de´finit ν(I) = ∫I σ1,tσ2,tρtdt, νℓ(I) = ∫I σ2ℓ,tdt, ℓ = 1, 2. Soit rn,m :=
max1≤i≤n |Ii|∨max1≤j≤m |Jj |, la plus grande taille d’intervalle. On suppose que quand n,m→ +∞ alors
rn,m → 0.
The´ore`me 1.4.1 Sous les hypothe`ses :
1. il existe une suite positive de nombres re´els (bn)n≥1 et une certaine constante Σ ∈ (0,+∞) telle
que, quand n→ +∞, bn → 0 et
b−1n
 nˆ∑
i=1
m∑
j=1
ν1(Iˆ
i)ν2(J
j)K Iˆij +
nˆ∑
i=1
ν2(Ii) +
m∑
j=1
ν2(Jj)−
nˆ∑
i=1
m∑
j=1
ν2(Ii ∩ Jj)
→ Σ.
2. il existe une suite positive de nombres re´els positifs (an)n≥1 telle que, quand n→ +∞,
an → +∞, anb1/2n → 0 et anb−1/2n νn → 0,
ou` νn = maxℓ=1,2max1≤i≤nmax1≤j≤m
(
νℓ(I
i) ∨ νℓ(Jj)
)
;
la suite
{(
Un,m −
∫ T
0
σ1,tσ2,tρtdt
)
/anb
1/2
n , n ≥ 1
}
satisfait le PGD de vitesse a2n et de fonction de taux
L(x) = x2/2Σ.
La preuve est base´e sur l’utilisation de l’approche des de´viations mode´re´es des variables ale´atoires 1-
de´pendantes de Chen [46]. Le principe des grandes de´viations e´tant plus difficile dans le cadre ge´ne´ral, il
est prouve´ dans des cas tre`s particuliers. Les re´sultats de cette partie sont encore tre`s pre´liminaires.
Proble`mes et perspectives
En lien direct avec les travaux pre´ce´demment cite´s sur les grandes de´viations des estimateurs du coefficient
de diffusion, quelques directions particulie`res sont l’objet de mes pre´occupations. Dans chaque cas, les
difficulte´s a` surmonter ne sont pas de meˆme nature et les me´thodes sont diffe´rentes. Nous espe´rons que
notre travail contribuera a` la re´cente tendance dans la recherche pour des proble`mes de l’estimation de la
(co-)variance, qui sont assez souvent discute´s dans l’analyse de donne´es financie`res de hautes fre´quence.
Nous proposons d’e´tudier les grandes de´viations de la (co-)volatilite´ re´alise´e, dans des situations tre`s larges
(processus a` sauts, en pre´sence d’un bruit, asynchrone) et e´galement lorsque l’e´quation diffe´rentielle
stochastique ne sera plus dirige´e par un processus de Wiener mais par un processus de Le´vy ou un
mouvement Brownien fractionnaire.
21
On conside`re l’EDS suivante
dXt = σtdBt + b(t, ω)dt
Nous nous inte´ressons aux diffe´rentes approches pour l’estimation de la (co-)volatilite´.
1. L’approche multi-e´chelle de´veloppe´e par Zhang et ces co-auteurs [183], [184], [185]. On de´finit
(1.8) Yt = Xt + εt,
ou` εt est une variable ale´atoire gaussienne (bruit de la microstructure). On re´partit l’e´chantillon
observe´ en plusieurs sous-e´chantillons. On pose
Ytn
k
= Xtn
k
+ εtn
k
, [Y ](n,K) =
1
K
∑
i≥K
(Ytni − Ytni−K )2.
Nous avons que
〈X〉(n) =
Mn∑
i=1
αi[Y ]
(n,Ki) →
∫ T
0
σ2t dt.
On choisit αi et Mn pour obtenir un estimateur nonbiaise´ de taux optimal n
−1/4.
2. L’approche a` noyaux non line´aires de´veloppe´e par Barndorff-Nielsen [17], [16]. L’estimateur est
base´ sur Y donne´ dans (1.8). Il est de´fini par
Qn(Y ) =
H∑
h=−H
K
(
h
H + 1
)
︸ ︷︷ ︸
Noyau de Parzen
γh, γh =
n∑
j=|h|+1
YjYj−|h|, Hn ∝ n3/5.
3. L’approche de pre´-moyennisation, voir Podolskij et Vetter [143], Jacod et ses co-auteurs [105].
L’estimateur est base´ sur Y donne´ dans (1.8). Il est de´fini par
V nt =
[nt]−kn∑
i=0
|Yin|2, Yin =
kn∑
j=1
g
(
j
kn
)
∆ni+jY, kn ∝
√
n,
ou` g est une certaine fonction donne´e.
4. Le sche´ma asynchrone initie´ par Hayashi et Yoshida [99], voir aussi Dalalyan et Yoshida [51].
5. le sche´ma des observations en temps ale´atoires, voir le travail de Fukasawa [81]. On s’inte´resse
a` l’estimation du coefficient de diffusion quand on dispose d’observations a` des temps ale´atoires.
Dans ce cas, la consistance et la normalite´ asymptotique sont de´ja` de´montre´es. Dans ce travail, on
e´tudiera les grandes de´viations.
QτT (X) :=
∑
j≥1,τj≤T
(
Xτj+1 −Xτj
)2
,
τ = {τj} suite ր de t.a..
6. Le sche´ma avec des erreurs d’arrondis, voir les re´sultats de Delattre et Jacod [59]. On se propose
d’e´tudier le proble`me des grandes de´viations en pre´sence d’erreurs d’arrondis. En effet, en pra-
tique, on ne peut pas connaˆıtre exactement les valeurs Xtn
k
du fait des erreurs de mesures ; on
peut conside´rer ces erreurs comme des erreurs d’arrondis. Plus pre´cise´ment, que deviennent nos
re´sultats, si on remplace dans les estimateurs de la variation quadratique
∫ t
0
σ2sds, les observations
”discre´tise´es” Xtn
k
, par des valeurs ”arrondies”a` un certain niveau de pre´cision αn > 0 (suite de
re´els strictement positifs). On s’inte´resse aux grandes de´viations de l’estimateur suivant :
Q
(αn)
t (X) :=
[nt]∑
k=1
(
X
(αn)
tn
k
−X(αn)tn
k−1
)2
ou` X
(αn)
tn
k
:= αn
[
Xtn
k
αn
]
, [x] de´signant la partie entie`re du re´el x. Ce travail est motive´ par les
re´sultats de S. Delattre, J. Jacod et M. Rosenbaum.
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7. Notre but est de poursuivre les investigations des grandes de´viations dans le cas des estimateurs
du type
n
r+s
2 −1
[nt]∑
k=2
|∆kX |r |∆k−1X |s ,
qui suscitent beaucoup d’inte´reˆt en finance. La consistance ou la normalite´ asymptotique de ces
estimateurs sont largement e´tudie´es. La me´thode pour obtenir les grandes de´viations est certaine-
ment diffe´rente de celle du cas de la variation quadratique, le calcul direct de la transforme´e de
Laplace ne pouvant pas se faire. Le passage par les chaˆınes de Markov syme´triques semble, pour
l’instant, l’approche la plus adapte´e. On peut ge´ne´raliser cette approche a` des estimateurs du type :
n−1
[nt]∑
k=2
g
(√
n∆kX
)
h
(√
n∆k−1X
)
,
pour des fonctions g et h assez ge´ne´rales. Diverses approches sont possibles pour les de´viations
mode´re´es.
Chapitre 2
Chaˆınes de Markov bifurcantes,
the´ore`mes limites
Ce chapitre pre´sente les re´sultats obtenus dans [H-D8] publie´ dans Annals of Applied Probability et [H-
D10] publie´ dans Annales de l’Institut Henri Poincare´, Probabilite´s et Statistiques.
2.1 Introduction
Ce travail a pour origine des expe´riences effectue´es par une e´quipe de biologistes (Stewart et al. [160]) sur
la bacte´rie Escherichia coli. Cette bacte´rie est un organisme unicellulaire qui se reproduit en se divisant en
milieu. Au cours de la division, deux nouvelles membranes ou poˆles sont cre´e´s, chacun d’eux constituant
l’une des extre´mite´s de chacune des filles. Une cellule a donc un poˆle ”jeune” et un poˆle plus ”aˆge´”. Lors
de la division suivante, on peut donc distinguer les deux nouvelles filles : l’une a he´rite´ du poˆle jeune
de sa me`re et l’autre du poˆle plus aˆge´. Et ainsi de suite. Ce phe´nome`ne est sche´matise´ sur la FIGURE
1. Il est possible de suivre et de marquer ainsi toute une ge´ne´alogie de cellules, de les indexer par un
arbre binaire. Nous choisissons l’e´tiquette 2n (resp. 2n + 1) pour la fille ”jeune” (resp. ”aˆge´e”) de la
cellule n. A noter que les cellules dont le label est une puissance de deux (2n) sont d’une ligne´e qui a
toujours he´rite´ du poˆle jeune de sa me`re alors que les cellules 2n + 1 ont toujours he´rite´ du poˆle ”aˆge´”,
la ge´ne´alogie des autres cellules est donne´e par leur e´criture en base deux. Si l’organisme vieillit, alors ce
vieillissement se traduit par une dissyme´trie entre les deux cellules filles que l’on mesure dans la loi de
reproduction elle-meˆme (les cellules paires ont une probabilite´ plus forte d’avoir deux filles, ...) ou par
des caracte´ristiques physiologiques diffe´rentes (taux de croissance, biomasse, longueur, etc.).
Guyon [96] a mode´lise´ l’e´volution du taux de croissance par une chaˆıne de Markov asyme´trique sur un
arbre binaire re´gulier, encore appele´e chaˆıne de Markov bifurcante. Ce mode`le permet de prendre en
compte une re´partition asyme´trique du taux de croissance de la cellule entre ses deux filles selon leur
type. A partir de la`, Guyon [96] a construit un test pour de´tecter une diffe´rence entre les taux de croissance
des deux filles selon leur type de poˆle. Dans ce mode`le, on suppose que les cellules ne meurent jamais (la
mort signifie ici que la cellule ne se divise plus).
Nous de´crivons la ge´ne´alogie des cellules par un arbre binaire re´gulier T dans lequel on voit chaque
sommet comme un entier positif diffe´rent de 0. La cellule initiale est nume´rote´e 1, elle donne naissance a`
deux filles, 2 et 3. Plus ge´ne´ralement, la cellule n donne naissance a` deux filles numre´rote´es 2n et 2n+1,
et par convention, 2n de´signera la cellule de type nouveau poˆle, 2n+1 la cellule de type ancien poˆle. Les
ensembles
Gn =
{
2n, 2n + 1, · · · , 2n+1 − 1
}
, Tn =
n⋃
q=0
Gq,
de´signent alors respectivement la n-e`me ge´ne´ration et le sous-arbre des n+ 1 premie`res ge´ne´rations. Le
taux de croissance de la cellule n est Xn.
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Figure 2.1 – L’arbre binaire T
Alors, le cardinal |Gn| de Gn est 2n et celui de Tn est |Tn| = 2n+1 − 1.
Soit Grn la ge´ne´ration de l’individu n, ce qui veut dire que rn = [log2(n)] ou` ⌊x⌋ de´signe la partie entie`re
de x. Rappellons que les deux descendants de l’individu n sont note´s 2n et 2n+1, ou inversement, la me`re
de l’individu n est [n/2]. Plus ge´ne´ralement, les anceˆtres de l’individu n sont [n/2], [n/22], · · · , [n/2rn ].
Guyon & Al. ([97], [96]) ont propose´ le mode`le gaussien line´aire suivant pour de´crire l’e´volution du taux
de croissance de la population des cellules tire´es d’un individu initial
(2.1) L(X1) = ν, et ∀n ≥ 1,

X2n = α0Xn + β0 + ε2n
X2n+1 = α1Xn + β1 + ε2n+1,
ou` Xn est le taux de croissance de l’individu n, ν est une probabilite´ sur R, α0, α1 ∈ (−1, 1), β0, β1 ∈ R
et
(
(ε2n, ε2n+1), n ≥ 1
)
sont des variables ale´atoires i.i.d. de loi N2(0,Γ), avec
(2.2) Γ = σ2
(
1 ρ
ρ 1
)
, σ2 > 0, ρ ∈ (−1, 1).
Le processus (Xn) de´fini par (2.1) est un exemple typique de BMC qui appele´ le processus autore´gressif
bifurcant du premier ordre (BAR(1)). Les processus BAR(1) sont une adaptation de processus au-
tore´gressifs, quand les donne´es ont une arborescence binaire. Ils ont e´te´ d’abord pre´sente´s par Cowan
et Staudte [50], pour des donne´es d’une ligne´e cellulaire ou` chaque individu dans une ge´ne´ration donne
lieu a` deux descendants dans la ge´ne´ration suivante.
Apre`s avoir e´tabli les premiers re´sultats sur les BMC, Guyon dans [96], a prouve´ la loi de logarithme
ite´re´ et le TCL pour l’estimateur des moindres carre´s θˆr = (αˆr0, βˆ
r
0 , αˆ
r
1, βˆ
r
1) du parame`tre inconnu θ =
(α0, β0, α1, β1). Il a aussi donne´ quelques tests statistiques permettant de de´terminer si le mode`le est
syme´trique ou non (c.a`.d. si α0 = α1 ou non).
Une extension des BMC a e´te´ propose´e dans [60], dans ce travail les auteurs ont e´tudie´ un mode`le de
BMC avec des donne´es manquantes. Pour prendre en compte la possibilite´ pour une cellule de mourir,
les auteurs dans [60] utilisent l’arbre de Galton-Watson au lieu d’un arbre re´gulier. Et ils donnent une
loi faible des grands nombres, un principe d’invariance et le re´sultat de TCL pour la moyenne au cours
d’une ge´ne´ration ou jusqu’a` une ge´ne´ration.
Bercu et al. [22] ont introduit les processus autore´gressifs bifurcants d’ordre p. Ils ont fait une analyse
assez fine de leur mode`le en utilisant les techniques de martingales.
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On peut aussi mentionner le travail de De Saporta & al. [56] traitant des processus autore´gressifs bifurcants
avec des donne´es manquantes dans la proce´dure d’estimation des parame`tres du processus de BAR
asyme´trique. Ils utilisent un processus de Galton-Watson bi-type pour mode´liser la ge´ne´alogie et pour
montrer la convergence et la normalite´ asymptotique des estimateurs.
Il faut remarquer que l’e´tude non-asymptotique des ine´galite´s de de´viations n’a pas e´te´ envisage´e du tout
dans ces travaux, malgre´ son inte´reˆt pratique.
Nos objectifs dans ce travail sont multiples. On comple`te d’abord les travaux de [96], en donnant quelques
the´ore`mes limites pour les BMC (LLN, LIL,...), puis on donne quelques ine´galite´s de de´viations pour les
moyennes empiriques du type
MTr(f) =
1
|Tr|
∑
i∈Tr
f(Xi, X2i, X2i+1),
et enfin on e´tudie les de´viations mode´re´es pour les BMC. Comme application de ces re´sultats, on ob-
tient les de´viations mode´re´es et les ine´galite´s de de´viations pour l’estimateur des parame`tres inconnus
dans le BAR(1). Ces re´sultats sont importants pour une e´tude statistique rigoureuse. Nous faisons aussi
l’extension a` des BAR(p) avec p quelconque, en utilisant les outils de martingales.
2.2 The´ore`mes limites pour des Chaˆınes de Markov Bifurcantes
Pour un individu n ∈ T, on s’inte´resse a` la quantite´ Xn (qui peut repre´senter le poids, le taux de
croissance,· · · ) a` valeurs dans un espace me´trique S muni de la σ-alge`bre S.
De´finition 2.2.1 (T-probabilite´ de transition, voir ([96])) On appelle T-probabilite´ de transition
toute application P : S × S2 → [0, 1] telle que
– P (., A) est mesurable pour tout A ∈ S2,
– P (x, .) est une mesure de probabilite´ sur (S2,S2) pour tout x ∈ S.
Pour une T-probabilite´ de transition P sur S ×S2, on note P0, P1 et Q respectivement la premie`re et la
seconde marginale de P , et la moyenne de P0 et P1, c.a`.d. P0(x,B) = P (x,B×S), P1(x,B) = P (x, S×B)
pour tout x ∈ S et B ∈ S et Q = P0 + P1
2
.
Pour p ≥ 1, on note B(Sp) (resp. Bb(Sp)), l’ensemble de toutes les applications Sp-mesurables (resp.
Sp-mesurables et borne´es) f : Sp → R. Pour f ∈ B(S3), on note Pf ∈ B(S) la fonction x 7→ Pf(x) =∫
S2
f(x, y, z)P (x, dy, dz), quand elle est de´finie.
De´finition 2.2.2 (Chaˆıne de Markov bifurcantes, voir ([96]))
Soit (Xn, n ∈ T) une famille de variables ale´atoires a` valeurs dans S de´finie sur un espace de probabilite´
filtre´ (Ω,F , (Fr, r ∈ N),P). Soit ν une mesure de probabilite´ sur (S,S) et P une T-probabilite´ de transition.
On dit que (Xn, n ∈ T) est une (Fr)-chaˆıne de Markov bifurcante de mesure initiale ν et de T-probabilite´
de transition P si
– Xn est Frn-mesurable pour tout n ∈ T,
– L(X1) = ν,
– pour tout r ∈ N et pour toute famille (fn, n ∈ Gr) ⊆ Bb(S3), on a
E
[ ∏
n∈Gr
fn(Xn, X2n, X2n+1)
/
Fr
]
=
∏
n∈Gr
Pfn(Xn).
Dans la suite, la filtration implicitement utilise´e sera Fr = σ(Xi, i ∈ Tr). On note (Yr, r ∈ N) la chaˆıne
de Markov sur S avec Y0 = X1 et de probabilite´ de transition Q. La chaˆıne (Yr, r ∈ N) correspond a` une
ligne´e prise au hasard dans la population.
Pour tout i ∈ T, on pose ∆i = (Xi, X2i, X2i+1). On introduit les trois quantite´s empiriques suivantes
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(2.3) MGr (f) =
1
|Gr|
∑
i∈Gr
f(∆˜i), MTr (f) =
1
|Tr|
∑
i∈Tr
f(∆˜i) et M
Π
n (f) =
1
n
n∑
i=1
f(∆˜Π(i)),
ou` f(∆˜i) = f(∆i) = f(Xi, X2i, X2i+1) si f ∈ B(S3) et f(∆˜i) = f(Xi) si f ∈ B(S). Ici Π est une
permutation ale´atoire qui laisse chaque ge´ne´ration invariante.
Guyon dans [96] a e´tudie´ les the´ore`mes limites des moyennes empiriques (2.3), a` savoir la loi des grands
nombres (L2 et presque suˆres) et les TCL pour (2.3) quand f ∈ B(S3) mais centre´ sur l’espe´rance
conditionnelle plutoˆt que sur la moyenne de la limite.
Les the´ore`mes limites que nous obtenons, comprennent la loi forte des grands nombres pour la moyenne
empirique M
Π
n (f) avec f ∈ B(S) (ce cas n’est pas e´tudie´ dans [96]) et la loi du logarithme ite´re´.
Tous ces re´sultats sont obtenus sous l’hypothe`se d’ergodicite´ ge´ome´trique ou d’ergodicite´ ge´ome´trique
uniforme, signifiant que Qr converge (uniforme´ment) exponentiellement vite vers une mesure limite.
La loi forte des grands nombres est obtenue via le controˆle des moments d’ordre 4. Nous ge´ne´ralisons donc
le calcul des moments d’ordre 2 fait par Guyon dans [96]. Notons que la technique que nous utilisons peut
eˆtre applique´e pour calculer d’autres moments d’ordre supe´rieur mais au prix d’e´normes et fastidieux
calculs.
Les ine´galite´s de de´viations sont obtenues pour des fonctions non borne´es, en utilisant l’ine´galite´ de
Markov classique et sous l’hypothe`se d’ergodicite´ ge´ome´trique. Les re´sultats sont cependant a` ce stade
assez restrictifs.
Les ine´galite´s de de´viations sont e´nonce´es pour des fonctions borne´es et sous l’hypothe`se d’ergodicite´
ge´ome´trique uniforme. Leur preuve utilise intensivement l’ine´galite´ d’Azuma-Bennett [11, 19, 100], ce qui
ne´cessite des variables ale´atoires borne´es. L’extension a` des fonctions non borne´es et a` des conditions
d’ergodicite´ plus faibles peut se faire, en utilisant les ine´galite´s de transport dans l’esprit de [H-D5].
Le principe de de´viations mode´re´es est principalement de´duit de ces ine´galite´s et des re´sultats ge´ne´raux
sur les de´viations mode´re´es des martingales voir [T-D4]. Leur vitesse de´pendra de l’hypothe`se satisfaite :
ergodicite´ ge´ome´trique uniforme ou seulement ergodicite´ ge´ome´trique.
2.2.1 Cadre des fonctionnelles non-borne´es
Soit F un sous espace vectoriel B(S) tel que
(i) F contient les constantes,
(ii) F 2 := {f2/f ∈ F} ⊂ F ,
(iii) F ⊗ F := {f ⊗ g/f, g ∈ F} ⊂ L1(P (x, .)) pour tout x ∈ S, et P (F ⊗ F ) := {Pf/f ∈ F ⊗ F} ⊂ F ,
(iv) il existe une mesure de probabilite´ µ sur (S,S) telle que F ⊂ L1(µ) et lim
r→∞Ex
[
f(Yr)
]
= (µ, f)
pour tout x ∈ S et f ∈ F ,
(v) pour tout f ∈ F , il existe g ∈ F telle que pour tout r ∈ N, |Qrf | ≤ g,
(vi) F ⊂ L1(ν).
Dans ce cadre, on suppose que la chaˆıne de Markov (Yr, r ∈ N) est ge´ome´triquement ergodique, c.a`.d. :
(H1) Supposons que pour ∀f ∈ F telle que (µ, f) = 0, ∃g ∈ F telle que ∀r ∈ N et ∀x ∈ S,
|Qrf(x)| ≤ αrg(x) pour un certain α ∈ (0, 1).
Rappelons que sous cette hypothe`se, Guyon [96] a de´montre´ la loi faible des grands nombres pour les trois
moyennes empiriques donne´es dans (2.3) et la loi forte des grands nombres uniquement pour MGr (f),
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MTr(f). Quand f ∈ B(S3) et sous les hypothe`ses supple´mentaires que Pf2 et Pf4 existent et appar-
tiennent a` F , il a prouve´ le TCL pour MTr(f) et M
Π
n (f).
Rappelons que le TCL pour les trois moyennes empiriques (2.3) quand f ∈ B(S) est une question encore
ouverte, voir [60] pour plus de pre´cision.
Dans ce travail, nous comple´tons les re´sultats pre´ce´dents en de´montrant la loi forte des grands nombres
pour M
Π
n (f) quand f ∈ F . On prouve aussi la loi du logarithme ite´re´ pour M
Π
n (f) quand f ∈ B(S3).
Pour e´tablir ces re´sultats, on a besoin d’un controˆle des moments d’ordre quatre des moyennes empiriques.
The´ore`me 2.2.3 Soit f ∈ F telle que (µ, f) = 0. On a, pour tout r ∈ IN,
(2.4) E
[(
MGr (f)
)4] ≤

c/4r si α < 1/
√
2
cr2/4r si α = 1/
√
2
cα4r si α > 1/
√
2
ou` la constante positive c = c(α, f) peut changer d’une ligne a` une autre.
Nous obtenons les meˆmes estimations pour les moments d’ordre quatre des deux autres moyennes empi-
riques MTr (f) et M
Π
n (f), dans ce dernier cas r est remplace´ par rn dans (2.4). Si f ∈ B(S3) est telle que
Pf2 et Pf4 existent et appartiennent a` F et avec Pf = 0, alors pour tout r ∈ IN et pour une certaine
constante positive c, on a E
[ (
MGr (f)
)4 ] ≤ c/4r. On obtient la meˆme estimation pour MTr(f).
On utilise les notations MΠn (f) =
n∑
i=1
f(∆Π(i)) et MTr(f) =
∑
i∈Tr
f(∆i). On a le the´ore`me suivant
The´ore`me 2.2.4
1. Soit f ∈ F telle que (µ, f) = 0. On suppose l’hypothe`se (H1) ve´rifie´e avec α ∈
(
0,
4
√
8
2
)
.
Alors M
Π
n (f) converge presque suˆrement vers 0.
2. Soit f ∈ B(S3) telle que Pf = 0, Pf2 et Pf4 existent et appartiennent a` F . Alors
lim sup
n→∞
MΠn (f)√
2〈MΠ(f)〉n log log〈MΠ(f)〉n
= 1 p.s.
En particulier lim sup
r→∞
MTr(f)√
2|Tr| log log |Tr|
=
√
(µ, Pf2) p.s.
Si l’hypothe`se (H1) est ve´rifie´e avec α ∈
(
0,
4√8
2
)
alors lim sup
n→∞
MΠn (f)√
2n log logn
=
√
(µ, Pf2) p.s.
Avec cet e´nonce´ de la premie`re partie sur la loi forte des grands nombres pour M
Π
n (f), on comple`te le
travail de Guyon [96] ou` ce re´sultat est prouve´ uniquement pour les deux moyennes empiriques MTr(f)
et MGr (f). La deuxie`me partie de´coule de l’utilisation de la loi du logarithme ite´re´e pour les martingales
de Stout [162].
La condition sur α dans ce the´ore`me peut eˆtre ame´liore´e, mais le prix a` payer pour cela est de faire des
calculs e´normes lie´s a` l’estimation des moments d’ordres supe´rieurs. Si f est borne´e, ce re´sultat est vrai
pour tout α ∈ (0, 1) comme on va le voir dans la prochaine partie.
Nous allons donner ensuite quelques ine´galite´s de de´viations sous l’hypothe`se (H1) pour les mesures
empiriques (2.3). Cela nous aidera a` prouver le re´sultat des de´viations mode´re´es dans ce cadre ge´ne´ral
ou` les fonctionnelles des BMC ne sont pas ne´cessairement borne´es.
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The´ore`me 2.2.5 Pour [f ∈ F telle que (µ, f) = 0] ou [pour f ∈ B(S3) telle que Pf et Pf2 existent et
appartiennent a` F et (µ, Pf) = 0], on a pour tout δ > 0 et tout r ∈ IN et tout n ∈ IN
(2.5) P
(∣∣MGr (f)∣∣ > δ) ≤

c/(δ22r) si α < 1/
√
2,
cr/(δ22r) si α = 1/
√
2,
cα2r/δ2 si α > 1/
√
2,
ou` la constante positive c = c(α, f) peut changer d’une ligne a` une autre.
Nous obtenons les meˆmes estimations pourMTr(f) et pourM
Π
n (f), dans ce dernier cas r est remplace´ par
rn dans (2.5). On introduit la filtration suivante (Hn)n≥0 de´finie par H0 = σ(X1) et Hn = σ
(△π(i), 1 ≤
i ≤ n). On peut e´noncer maintenant le the´ore`me :
The´ore`me 2.2.6 Soit (bn) une suite croissante de nombres re´els positifs telle que
(2.6)
bn√
n
−→ +∞, bn√
n logn
−→ 0, n
bn
est croissante.
1. Soit f ∈ B(S3) telle que Pf et Pf2 existent et appartiennent a` F et (µ, Pf) = 0. Alors
M
Π
n (f)
superexp−→
b2n
n
0.
2. Soit f ∈ B(S3) telle que Pf2 et Pf4 existent et appartiennent a` F et que Pf = 0. Si
(2.7) lim sup
n→∞
n
b2n
log
(
n ess sup
1≤k≤c−1(bn+1)
P
(∣∣f (∆Π(k)) ∣∣ > bn/Hk−1)
)
= −∞,
ou` c−1(bn+1) := inf
{
k ∈ IN : kbk ≥ bn+1
}
, alors
(
MΠn (f)/bn
)
satisfait le PGD sur R de vitesse
b2n/n et de fonction de taux I(x) =
x2
2(µ, Pf2)
.
Ce re´sultat sur les de´viations mode´re´es de´coule des de´viations mode´re´es des martingales voir [T-D4],
[169, 170]. Une des difficulte´s principales dans l’application de ce the´ore`me se trouve dans la ve´rification
de la condition (2.7). Notons cependant que dans la gamme de vitesses a` conside´rer, il est suffisant d’avoir
un peu de controˆle uniforme sur les Xi, quelques moments de f(Xi, X2i, X2i+1) conditionnellement a` Xi,
qui me`ne a` la condition du type P |f |k borne´ pour certains k ≥ 2. C’est bien suˆr le cas si f est borne´e.
Dans le cas particulier du mode`le (2.1), on a pour f telle que Pf = 0 et pour tout k
E
[
exp
(
λ
bn
n
f
(
∆Π(k)
))/Hk−1
]
= exp
(
b2n
n
(
λ2Pf2
2n
)(
XΠ(k)
))
.
Cette condition implique les de´viations mode´re´es pour (MΠn (f)/bn).
2.2.2 Cadre des fonctionnelles borne´es
Dans ce cadre, on suppose que la chaˆıne de Markov (Yr, r ∈ N) est ge´ome´triquement uniforme´ment
e´rgodique, c.a`.d. :
(H2) ∃µ une probabilite´ sur (S,S) telle que, ∀f ∈ Bb(S) avec (µ, f) = 0, ∃c une constante positive telle
que
|Qrf(x)| ≤ cαr pour un certain α ∈ (0, 1) et pour tout x ∈ S.
Sous l’hypothe`se (H2), Bb(S) ve´rifie les hypothe`ses (i)-(vi) de la section pre´ce´dente. On a
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The´ore`me 2.2.7 Soit (f ∈ Bb(S) telle que (µ, f) = 0) ou (f ∈ Bb
(
S3
)
telle que (µ, Pf) = 0). Alors on
a pour tout δ > 0
(2.8) P
(
MGr (f) > δ
)
≤

exp (c′′δ) exp
(−c′δ2|Gr|) , si α ≤ 1/2,
exp
(−c′δ2|Gr|) , ∀r > r0, si 1/2 < α < 1/√2,
exp
(−c′δ2|Gr|/r) , ∀r > r0, si α = 1/√2,
exp
(−c′δ2/α2r) , ∀r > r0, si α > 1/√2,
ou` r0 := log
(
δ
c0
)
/ log(α), et c0, c
′ et c′′ sont des constantes positives qui de´pendent de α et f , et qui
peuvent changer d’une ligne a` une autre.
Nous obtenons le meˆme type d’ine´galite´s de de´viations pour MTr(f) et M
Π
n (f).
La condition sur α par rapport a` 1/2 est bien suˆr lie´e a` la structure binaire de l’arbre. L’extension a`
l’arbre m−aire suivra les meˆmes ide´es.
Nous pensons qu’il est possible de conside´rer le cas ge´ome´triquement ergodique, et celui des fonctions
tests borne´es, mais au prix de calculs fastidieux que nous ferons dans un autre travail.
Nous examinerons aussi l’utilisation des ine´galite´s de transport menant a` des ine´galite´s de de´viations
pour des fonctions test Lipschitziennes, sous une certaine proprie´te´ de contraction de Wasserstein pour
le noyau P , dans l’esprit du the´ore`me 2.5 ou 2.11 dans [H-D5].
The´ore`me 2.2.8 Soit f ∈ Bb(S3) telle que (µ, Pf) = 0.
1. Alors M
Π
n (f) converge presque suˆrement vers 0.
2. Soit (bn) une suite croissante de nombres re´els positifs telle que bn/
√
n −→ +∞, et que
– si α < 1/
√
2, la suite (bn) est telle que bn/n −→ 0,
– si α = 1/
√
2, la suite (bn) est telle que (bn log n)/n −→ 0,
– si α > 1/
√
2, la suite (bn) est telle que (bnα
rn+1)/
√
n −→ 0.
Alors
(
MΠn (f)/bn
)
satisfait le PDM dans S de vitesse b2n/n et de fonction de taux I(x) =
x2/2(µ, Pf2).
La premie`re partie de´coule du lemme de Borel-Cantelli et la seconde de l’utilisation du principe de
de´viations mode´re´es pour les martingales a` sauts borne´s, voir par exemple [61], [T-D4].
2.2.3 Application : Processus autore´gressif bifurcant du premier ordre
Dans cette partie, on applique les re´sultats sur les chaˆınes de Markov bifurcantes au processus autore´gressif
bifurcant d’ordre 1 de´fini dans (2.1).
Plusieurs extensions du mode`le ont e´te´ propose´es et divers estimateurs sont e´tudie´s dans la litte´rature
pour les parame`tres inconnus, voir par exemple [18],[101], [102], [103],[186], [187]. Voir [22] pour des
re´fe´rences pertinentes.
On suppose que la distribution ν admet des moments de tous ordres. On a e´tudie´ (2.1) dans deux cas :
– le cadre Gaussien qui correspond au cas ou`
(
(ε2n, ε2n+1), n ≥ 1
)
est une suite de variables ale´atoires
i.i.d. de loi N2(0,Γ) avec Γ donne´e dans (2.2) ;
– le cadre borne´ qui correspond au cas ou`X1 et
(
(ε2n, ε2n+1), n ≥ 1
)
, est une suite de variables ale´atoires
i.i.d., prenant ses valeurs dans un ensemble compact. Notons que dans ce cas,(Xn, n ∈ T) prend ses
valeurs dans un ensemble compact.
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Notre objectif principal est de donner des ine´galite´s de de´viations et le principe de de´viations mode´re´es
pour l’estimateur des parame`tres inconnus θ = (α0, β0, α1, β1) et pour la statistique de test de´finie dans
[96].
Pour estimer θ = (α0, β0, α1, β1), ainsi que σ
2 et ρ, on suppose qu’on observe le sous-arbre complet Tr+1.
L’estimateur des moindres carre´s θˆr =
(
αˆr0, βˆ
r
0 , αˆ
r
1, βˆ
r
1
)
de θ est donne´ par
(2.9) pour η ∈ {0, 1}

αˆrη =
|Tr|−1
P
i∈Tr
XiX2i+η−
 
|Tr|−1
P
i∈Tr
Xi
! 
|Tr|−1
P
i∈Tr
X2i+η
!
|Tr|−1
P
i∈Tr
X2i −
 
|Tr|−1
P
i∈Tr
Xi
!2
βˆrη = |Tr |−1
∑
i∈Tr
X2i+η − αˆrη|Tr|−1
∑
i∈Tr
Xi.
Notons que dans le cas Gaussien, l’estimateur des moindres carre´s correspond a` l’estimateur du maximum
de vraisemblance. On a aussi besoin d’introduire les estimateurs de la variance conditionnelle σ2 et la
corre´lation conditionnelle soeur-soeur ρ. Ces estimateurs sont naturellement donne´s par
σˆ2r =
1
2 | Tr |
∑
i∈Tr
(εˆ22i + εˆ
2
2i+1) ρˆr =
1
σˆ2r
∑
i∈Tr
εˆ2iεˆ2i+1
ou` les re´sidus sont sont de´finis par εˆ2i+η = X2i+η − αˆrηXi − βˆrη pour η ∈ {0, 1}.
Notons C1pol(R3) l’ensemble des fonctions f : IR3 → IR qui sont C1 et telles que |f |+ |f ′| est majore´e par
un polynoˆme. Alors, on peut montrer que C1pol(R3) satisfait les hypothe`ses (i)-(vi). De plus, pour toute
f ∈ C1pol(R3), l’hypothe`se (H1) a lieu avec α = max(|α0|, |α1|). Soit µ l’unique distribution stationnaire
pour la chaˆıne de Markov induite (Yr, r ∈ N).
Notons x (resp. x2, xy, y · · · ) les e´le´ments de C1pol(R3) de´finis par (x, y, z) 7→ x (resp. x2, xy,
y, · · · ). On de´finit deux fonctions continues µ1 : Θ → IR et µ2 : Θ × IR∗+ → IR en e´crivant
(µ,x) = µ1(θ) et (µ,x
2) = µ2(θ, σ
2), ou` θ = (α0, β0, α1, β1) ∈ Θ = (−1, 1) × IR × (−1, 1) × IR.
Pour de´cider entre les hypothe`ses H0 = {(α0, β0) = (α1, β1)} et son alternative H1 = {(α0, β0) 6=
(α1, β1)}, on note µˆ1,r = µ1(θˆr) et µˆ2,r = µ2(θˆr, σˆr), et on utilise la statistique
χ(1)r =
|Tr|
2σˆ2r (1− ρˆr)
{
(αˆr0 − αˆr1)2(µˆ2,r − µˆ21,r) +
(
(αˆr0 − αˆr1)µˆ1,r + βˆr0 − βˆr1
)2}
.
On note b := µ2(θ, σ
2)− µ1(θ)2.
Cadre Gaussien Le cadre Gaussien pre´sente des proprie´te´s spe´cifiques qui permettent des calculs
faciles sous des hypothe`ses plus ge´ne´rales.
Proposition 2.2.9
1. ∀δ > 0, ∀r ∈ IN et ∀γ < min
(
c1b
1+δ ,
c1b
1+
√
δ
, c1b
1+ 4
√
δ
)
, ou` c1 := c1(µ1) est une constante positive, on a
P
(∣∣∣θˆr − θ∣∣∣ > δ) ≤

c/(γ4qδ4−p4r+1) si α < 1/
√
2,
cr2/(γ4qδ4−p4r+1) si α = 1/
√
2,
cα4(r+1)/(γ4qδ4−p) si α > 1/
√
2,
ou` la constante c de´pend α, µ1, µ2 et peut-eˆtre diffe´rente d’une ligne a` une autre, p = p(δ) ∈ {0, 2, 4}
et q = q(δ) ∈ {0, 1}.
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2. Soit (bn) une suite croissante de nombres re´els positifs telle que
(2.10)
bn√
n
−→ +∞ et bn√
n logn
→ 0.
Alors
θˆr
superexp−→
b2|Tr|
|Tr|
θ et (σˆ2r , ρˆr)
superexp−→
b2|Tr |
|Tr|
(σ2, ρ).
3. Soit (bn) une suite de nombres re´els satisfaisant (2.10). Alors la suite
(
|Tr|(θˆr − θ)/b|Tr|
)
satisfait
un PGD sur IR4 de vitesse b2|Tr|/|Tr| et de fonction de taux I donne´e par I(x) = 12xt(Σ′)−1x, ou`
Σ′ = σ2
(
K ρK
ρK K
)
avec K =
1
µ2(θ, σ2)− µ1(θ)2
(
1 −µ1(θ)
−µ1(θ) µ2(θ, σ2)
)
.
4. Soit (bn) une suite de nombres re´els satisfaisant (2.10). Alors sous l’hypothe`se nulle H0 =
{(α0, β0) = (α1, β1)}, |Tr |1/2(χ(1)r )1/2/b|Tr| satisfait un PGD sur IR de vitesse b2|Tr|/|Tr| et de
fonction de taux
I ′(y) =
{
y2/2 si y ∈ R+
+∞ ailleurs.
Sous l’hypothe`se alternative H1 de H0, on a ∀A > 0 lim sup
r→∞
|Tr|
b2|Tr|
logP
(
χ(1)r < A
)
= −∞.
Les valeurs de p et q de´pendent de l’ordre de δ. Par exemple, si δ est assez petit, on a p = 0 et q = 0.
Cadre compact : le cas uniforme´ment ergodique. Nous supposons ici que le bruit et l’e´tat
initial X1 prennent leurs valeurs dans un ensemble compact. La nouveaute´ est que la gamme de vitesses
est ame´liore´e par rapport au cadre Gaussien.
On prend F = C1b (R) l’ensemble de toutes les fonctions f dans C1 borne´es sur IR. Donc, on peut facilement
montrer que l’hypothe`se (H2) est ve´rifie´e avec α = max(|α0|, |α1|).
Pour (bn) une suite de nombres re´els satisfaisant les hypothe`ses du the´ore`me 2.2.8 (au lieu de (2.10) ), les
re´sultats limites du cadre Gaussien restent valables. Notons que pour la preuve des de´viations mode´re´es
dans ce cadre, on n’a pas besoin d’utiliser la me´thode des cumulants, contrairement au cadre Gaussien.
Graˆce aux de´viations mode´re´es des martingales a` sauts borne´s (voir [61]), on a seulement besoin de
prouver la convergence superexponentielle du processus croissant associe´ a` la martingale.
Nous pouvons maintenant affiner les re´sultats limites en donnant l’ine´galite´ de de´viations suivante :
Proposition 2.2.10
∀δ > 0 et ∀γ < min
(
c1b
1+δ ,
c1b
1+
√
δ
, c1b
1+ 4
√
δ
)
, ou` c1 := c1(µ1) est une constante positive, avec κ(δ) = γ
qδ1−p/2,
on a
P
(∣∣∣θˆr − θ∣∣∣ > δ) ≤

c2 exp
(
c′′κ(δ)− c′κ(δ)2|Tr|
)
, ∀r ∈ IN, si α < 1/2
c2 exp
(
c′(r + 1)κ(δ)− c′′κ(δ)2|Tr|
)
, ∀r ∈ IN, si α = 1/2
c2 exp
(−c′κ(δ)2|Tr |) , ∀r > r0, si 1/2 < α < 1/√2
c2 exp
(−c′κ(δ)2|Tr |/((r + 1)γ)) , ∀r > r0, si α = 1/√2
c2 exp
(−c′κ(δ)2/α2(r+1)) , ∀r > r0, si α > 1/√2,
ou` r0 := log
(
γqδ1−p/2/c0
)
/ logα, c2 est une constante positive, c
′ et c′′ de´pendent de α et c, c0 de´pend
de α, c et γ. Ces constantes peuvent changer d’une ligne a` une autre, p ∈ {0, 1, 3/2} et q ∈ {0, 1}.
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2.3 Processus auto-re´gressif bifurcant d’ordre p
Soit p ∈ N∗. On conside`re le processus assyme´trique BAR(p) donne´, pour n ≥ 2p−1, par{
X2n = a0 +
∑p
k=1 akX[ n
2k−1 ]
+ ε2n
X2n+1 = b0 +
∑p
k=1 bkX[ n
2k−1 ]
+ ε2n+1,
ou` la notation [x] de´signe la partie entie`re x. Il a e´te´ introduit par Bercu et al. [22]. L’e´tat initial
{Xk, 1 ≤ k ≤ 2p−1−1} sont les anceˆtres tandis que (ε2n, ε2n+1) est le bruit du processus. Les parame`tres
(a0, a1, · · · , ap) et (b0, b1, · · · , bp) sont des vecteurs re´els inconnus.
Comme pour les processus autore´gressifs standards, on peut re´e´crire ce mode`le comme un BAR(1) d’ordre
multidimensionnel pour tout n ≥ 2p−1 sous la forme{
X2n = AXn + η2n
X2n+1 = BXn + η2n+1
ou` Xn =
(
Xn, X[n2 ], · · · , X[ n2p−1 ]
)T
est le vecteur de re´gression, η2n = (a0 + ε2n)e1 et η2n+1 = (b0 +
ε2n+1)e1, avec e1 = (1, 0, · · · , 0)t ∈ Rp. Les matrices associe´es A et B d’ordre p× p sont donne´es par
A =

a1 a2 · · · ap
1 0 · · · 0
0 . . .
0 . 1 .
 et B =

b1 b2 · · · bp
1 0 · · · 0
0 . . .
0 . 1 .
 .
Ce processus est une ge´ne´ralisation directe du BAR(p) syme´trique e´tudie´ par Huggins, Bassawa et Zhou.
Dans le cas particulier ou` p = 1, il correspond au mode`le e´tudie´ par Guyon. Ici la principale difficulte´
a` ge´rer est le caracte`re multidimensionnel des diffe´rentes variables. On suppose que les matrices A et B
ve´rifient la condition de contractivite´ suivante
(2.11) β = max(||A||, ||B||) < 1.
Notons θ le vecteur des parame`tres du mode`le et θˆn son estimateur, de´finis par
θ =

a0
.
.
ap
b0
.
.
bp

et θˆn =

aˆ0,n
.
.
aˆp,n
bˆ0,n
.
.
bˆp,n

.
On note Σn = I2 ⊗ Sn, ou` ⊗ signifie le produit matriciel de Kronecker et la matrice Sn d’ordre (p+1)×
(p+ 1) est de´finie comme suit
Sn =
∑
k∈Tn,p−1
(
1 Xtk
Xk XkX
t
k
)
.
Comme dans Bercu et al.[22], on introduit l’estimateur des moindres carre´s θˆn de θ pour tout n ≥ p, a`
partir des observations de tous les individus jusqu’a` la n-ie`me ge´ne´ration (c.a`.d. le sous-arbre complet
Tn). Pour n ≥ p, cet estimateur est donne´ par
θˆn = Σ
−1
n−1
∑
k∈Tn−1,p−1

X2k
XkX2k
X2k+1
XkX2k+1
 ,
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ou` Tn,p = {k ∈ Tn, k ≥ 2p} est le sous-arbre de tous les individus entre la p-ie`me et la n-ie`me ge´ne´ration
(Tp−1 est exclu). Par conse´quent, on obtient
(2.12) θˆn − θ = Σ−1n−1
∑
k∈Tn−1,p−1

ε2k
ε2kXk
ε2k+1
ε2k+1Xk
 .
On de´signe par F = (Fn) la filtration naturelle associe´e au processus BAR(p). La tribu Fn est donc la
σ−alge`bre engendre´e par les individus jusqu’a` la n-ie`me ge´ne´ration.
Pour les e´tats initiaux, on pose X1 = max
{
‖Xk‖, k ≤ 2p−1
}
avec la convention que X0 = 0 et on
introduit l’hypothe`se suivante :
(Xa) Pour un certain a, il existe ζ > 0 tel que E
[
exp
(
ζX
a
1
)]
<∞.
Pour le bruit (ε2n, ε2n+1), les hypothe`ses peuvent eˆtre de deux types.
1. Dans le premier cas, on suppose l’inde´pendance du bruit, ce qui permet d’imposer des conditions
moins restrictives sur l’inte´grabilite´ exponentielle du bruit.
Cas 1 : On suppose que ((ε2n, ε2n+1), n ≥ 1) est une suite de variables ale´atoires i.i.d. centre´es de
matrice de covariance Γ donne´e par
(2.13) Γ =
(
σ2 ρ
ρ σ2
)
, ou` σ2 > 0 et |ρ| < σ2.
Pour tout n ≥ p− 1 et tout k ∈ Gn, on pose
E[ε2k] = σ
2, E[ε4k] = τ
4, E[ε2kε2k+1] = ρ, E[ε
2
2kε
2
2k+1] = ν
2 ou` τ4 > 0 et ν2 < τ4.
On suppose en plus que la condition (X2) sur l’e´tat initial est satisfaite et que
(G2) on peut trouver γ > 0 et c > 0 tels que pour tout n ≥ p− 1, pour tout k ∈ Gn et pour tout t
tel que |t| ≤ c, on ait
E
[
exp
(
t
(
ε2k − σ2
))] ≤ exp(γt2
2
)
.
Dans ce cas, on impose la condition supple´mentaire suivante sur la vitesse des de´viations
(V1) la vitesse de de´viations (vn) est une suite croissante de nombres re´els telle que vn −→ +∞ et
pour β donne´ par (2.11),
– si β ≤ 1/2, la suite (vn) est telle que vn logn√
n
−→ 0,
– si β > 1/2, la suite (vn) est telle que (vn
√
log n)β
rn+1
2 −→ 0.
2. Dans le deuxie`me cas, contrairement au premier, on ne suppose plus que la suite ((ε2n, ε2n+1), n ≥
1) est i.i.d.. Le prix a` payer pour l’abandon de cette hypothe`se est de supposer des conditions
plus fortes d’inte´grabilite´ des moments exponentiels. En effet, on a besoin de cela pour utiliser le
principe de de´viations mode´re´es pour les martingales, spe´cialement pour pouver la condition de
Lindeberg en utilisant la condition de Lyapunov.
Cas 2 : On suppose que pour tout n ≥ p−1 et tout j ∈ Gn+1 E[εj/Fn] = 0 et pour tout k, l ∈ Gn+1
diffe´rents et tels que [k2 ] 6= [ l2 ], εk et εl sont inde´pendants conditionnellement a` Fn. On utilise les
meˆmes notations que dans le cas 1 : pour tout n ≥ p− 1 et tout k ∈ Gn+1,
E[ε2k/Fn] = σ2, E[ε4k/Fn] = τ4, E[ε2kε2k+1/Fn] = ρ, E[ε22kε22k+1/Fn] = ν2 p.s.
ou` τ4 > 0, ν2 < τ4 et on utilise aussi la notation Γ pour de´signer la matrice des covariances
conditionnelles associe´es a` (ε2n, ε2n+1). Dans ce cas, on suppose en plus que la condition (Xa)
pour un a > 2 sur l’e´tat initial est satisfaite, et que les conditions suivantes sont satisfaites :
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(Ea) ∃a > 2, ∃t > 0 et ∃E > 0 tels que ∀n ≥ p− 1 et ∀k ∈ Gn+1, E
[
exp
(
t|εk|2a
)
/Fn
] ≤ E p.s.
Dans ce cas, on introduit les hypothe`ses suivantes sur la vitesse des de´viations
(V2) (vn) est une suite croissante de nombres re´els positifs telle que vn −→ +∞, et pour β donne´
par (2.11),
– si β < 1/
√
2, la suite (vn) est telle que
vn logn√
n
−→ 0,
– si β = 1/
√
2, la suite (vn) est telle que
vn(log n)
3/2
√
n
−→ 0,
– si β > 1/
√
2, la suite (vn) est telle que (vn log n)β
rn+1 −→ 0.
La condition sur la vitesse des de´viations dans le cas 2 est plus restrictive que celle dans le cas 1, car
dans ce dernier cas on suppose une condition d’inte´grabilite´ (Ea) plus forte sur le bruit. Cette condition
sur la vitesse des de´viations apparaˆıt naturellement dans les calculs. Plus pre´cise´ment, le terme en log
provient de l’interversion de la probabilite´ et de la somme. De [H-D6] ou [115], on de´duit de la condition
(Ea) que
(N1) ∃φ > 0 tel que ∀n ≥ p− 1, ∀k ∈ Gn+1 et ∀t ∈ R, E
[
exp (tεk) /Fn
]
< exp
(
φt2/2
)
, p.s.
Dans le premier cas, on obtient la meˆme conclusion sans le conditionnement, c.a`.d.
(G1) ∃φ > 0 tel que ∀n ≥ p− 1, ∀k ∈ Gn et ∀t ∈ R, E
[
exp(tεk)
]
< exp
(
φt2/2
)
.
Arme´ des re´cents de´veloppements de la the´orie des ine´galite´s de transport, de l’inte´grabilite´ exponentielle
et des ine´galite´s fonctionnelles (voir Ledoux [115], Gozlan [90] et Gozlan et Leonard [91]), on peut prouver
qu’une condition suffisante pour que l’hypothe`se (G2) soit satisfaite est l’existence de t0 > 0 tel que,
pour tout n ≥ p− 1 et pour tout k ∈ Gn, on ait E
[
exp(t0ε
2
k)
]
<∞.
Avant d’e´noncer nos principaux re´sultats, fixons encore quelques notations. On introduit
a =
a0 + b0
2
, a2 =
a20 + b
2
0
2
, A =
A+B
2
, Ξ = a(Ip −A)−1e1, L =
(
1 Ξ
Ξ Λ
)
et Σ = I2 ⊗ L,
ou` Λ est l’unique solution de l’e´quation suivante (voir Lemma A.4 dans [22]) :
Λ = T +
1
2
(AΛAt +BΛBt) avec T =
(
σ2 + a2
)
e1e
t
1 +
1
2
(
a0
(
AΞet1 + e1Ξ
tAt
)
+ b0
(
BΞet1 + e1Ξ
tBt
))
.
2.3.1 Principaux re´sultats
Dans ce premier the´ore`me, nous donnons les ine´galite´s de de´viations pour l’estimateur des parame`tres.
The´ore`me 2.3.1 Pour tout δ > 0 et tout ℓ > 0 tels que ℓ < ‖Σ‖/(1 + δ), on a
(i) dans le cas 1, en notant c(δ, ℓ) := c2(δℓ)
2/(c3 + δℓ),
P
(
|θˆn − θ| > δ
)
≤

c1 exp
(−2nc(δ, ℓ)/(n− 1)2) si β < 1/2,
c1(n− 1) exp
(−2nc(δ, ℓ)/(n− 1)2) si β = 1/2,
c1(n− 1) exp (−c(δ, ℓ)/((n− 1)βn)) si β > 1/2,
(ii) dans le cas 2, en notant κ(δ, ℓ) := c2(δℓ)
2/(c3 + c4δℓ)
P
(
|θˆn − θ| > δ
)
≤

c1 exp
(−2nκ(δ, ℓ)/(n− 1)2) si β < 1/√2,
c1 exp
(−2nκ(δ, ℓ)/(n− 1)3) si β = 1/√2,
c1 exp
(−κ(δ, ℓ)/((n− 1)2β2n)) si β > 1/√2.
Dans les deux cas, les constantes c1, c2 et c3 de´pendent de σ
2, β, γ et φ et peuvent changer d’une ligne
a` une autre et sont telles que c1, c2 > 0, c3, c4 ≥ 0, (c3, c4) 6= (0, 0).
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On peut souligner que des calculs ennuyeux mais directs permettent d’estimer les constantes qui ap-
paraˆıssent dans le the´ore`me pre´ce´dent.
Les majorations dans le the´ore`me pre´ce´dent sont obtenues pour un n ≥ p−1 arbitraire ( ce n’est donc pas
un re´sultat limite, contrairement aux re´sultats ci-dessous). Par conse´quent, elles sont tre`s pratiques dans
la statistique non asymptotique quand la taille de l’e´chantillon ne permet pas l’utilisation de the´ore`mes
limites.
Dans le re´sultat suivant, on pre´sente les de´viations mode´re´es de l’estimateur θˆn.
The´ore`me 2.3.2 Dans le cas 1 ou le cas 2, la suite
(√
|Tn−1|(θˆn − θ)/v|Tn−1|
)
n≥1
satisfait le PGD sur
R2(p+1) de vitesse v2|Tn−1| et de fonction de taux
Iθ(x) = sup
λ∈R2(p+1)
{λtx− λ(Γ⊗ L−1)λt} = 1
2
xt(Γ⊗ L−1)−1x.
Pour prouver ce the´ore`me, on utilise l’approche martingale. Pour tout n ≥ p, on pose
Mn =
∑
k∈Tn−1,p−1

ε2k
ε2kXk
ε2k+1
ε2k+1Xk
 ∈ R2(p+1).
On peut clairement re´e´crire (2.12) comme θˆn − θ = Σ−1n−1Mn. On sait graˆce a` Bercu et al. [22] que (Mn)
est une martingale de carre´ inte´grable adapte´e a` la filtration F = (Fn). Son processus croissant associe´
est donne´, pour tout n ≥ p, par 〈M〉n = Γ ⊗ Sn−1, ou` Sn est donne´e dans (2.3) et Γ est donne´e dans
(2.13).
La strate´gie de la preuve des de´viations mode´re´es consiste en les e´tapes suivantes :
– obtenir la convergence super-exponentielle de la variation quadratique de la martingale (Mn). Cette
e´tape est cruciale et c’est la cle´ de la preuve du reste des re´sultats. Elle est re´alise´e au moyen d’ine´galite´s
exponentielles puissantes. Ceci nous permet d’obtenir les ine´galite´s de de´viations pour l’estimateur des
parame`tres,
– introduire une martingale tronque´e qui satisfait les de´viations mode´re´es, graˆce a` [T-D4],
– ve´rifier que la martingale tronque´e est une bonne approximation exponentielle de (Mn), au sens des
de´viations mode´re´es.
Nous allons maintenant conside´rer les estimateurs des parame`tres dans le processus de bruit. D’un coˆte´,
nous proposons d’estimer la variance conditionnelle σ2 par :
σˆ2n =
1
2|Tn−1|
∑
k∈Tn−1,p−1
||Vˆk||2 = 1
2|Tn−1|
∑
k∈Tn−1,p−1
(εˆ22k + εˆ
2
2k+1),
ou`, pour tout n ≥ p− 1 et tout k ∈ Gn , on a Vˆ Tk = (εˆ2k, εˆ2k+1)T avec{
εˆ2k = X2k − aˆ0,n −
∑p
i=1 aˆi,nX[ k
2i−1 ]
εˆ2k+1 = X2k+1 − bˆ0,n −
∑p
i=1 bˆi,nX[ k
2i−1 ]
.
D’un autre coˆte´, on estime la covariance conditionnelle ρ par ρˆn =
1
|Tn−1|
∑
k∈Tn−1,p−1 εˆ2kεˆ2k+1.
On introduit aussi σ2n =
1
2|Tn−1|
∑
k∈Tn−1,p
(ε22k + ε
2
2k+1) et ρn =
1
|Tn−1|
∑
k∈Tn−1,p
ε2kε2k+1.
The´ore`me 2.3.3 Soit (vn) une suite croissante de nombres re´els positifs telle que vn −→∞ et vn√n −→ 0.
Dans le cas 1 ou 2,
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(1) la suite
(√
|Tn−1|(σ2n − σ2)/v|Tn−1|
)
n≥1
satisfait le PGD sur R de vitesse v2|Tn−1| et de fonction de
taux Iσ2 (x) =
x2
τ4 − 2σ4 + ν2 .
(2) la suite
(√
|Tn−1|(ρn − ρ)/v|Tn−1|
)
n≥1
satisfait le PGD sur R de vitesse v2|Tn−1| et de fonction de
taux Iρ(x) =
x2
2(ν2 − ρ2) .
Nous remarquons qu’il n’y a aucune restriction sur la vitesse (vn) ici. Il est plus inte´ressant de prouver
les de´viations mode´re´es avec σˆ2n a` la place de σ
2
n, ce qui est le cas si on peut prouver par exemple que(√
|Tn−1|(σˆ2n − σ2)/v|Tn−1|
)
n≥1
et
(√
|Tn−1|(σ2n − σ2)/v|Tn−1|
)
n≥1
sont exponentiellement e´quivalents
au sens des grandes de´viations. On aurait donc besoin de la convergence suivante :
√
|Tn−1|
v|Tn−1|
(σˆ2n−σ2n) superexp−→
v2|Tn−1|
0. La preuve est tre`s technique et tre`s restrictive pour la vitesse (vn) des de´viations mode´re´es. Actuelle-
ment, on peut seulement prouver que σˆ2n − σ2n superexp−→
v2|Tn−1|
0.
Dans le the´ore`me suivant, on donne ainsi quelques convergences superexponentielles.
The´ore`me 2.3.4 Dans les deux cas, on a σˆ2n
superexp−→
v2|Tn−1|
σ2.
Dans le cas 1, si on remplace (G2), par
(G2’) on peut trouver γ′ > 0 tel que, pour tout n ≥ p − 1, pour tous k, l ∈ Gn+1 tels que [k2 ] = [ l2 ] et
pour tous t ∈]− c, c[ pour un certain c > 0, on ait E [exp t (εkεl − ρ)] ≤ exp
(
γ′t2
2
)
,
et dans le cas 2, si on remplace (Ea) par l’hypothe`se suivante
(E2’) on peut trouver γ′ > 0 tel que, pour tous n ≥ p− 1, pour tous k, l ∈ Gn+1 tels que [k2 ] = [ l2 ] et pour
tous t ∈ R, on ait
E [exp t (εkεl − ρ) /Fn] ≤ exp
(
γ′t2
2
)
, p.s.
alors dans le cas 1 ou 2, on a ρˆn
superexp−→
v2|Tn−1|
ρ.
Proble`mes et perspectives
1. Il nous paraˆıt ne´cessaire de poursuivre l’e´tude des chaˆınes de Markov bifurcantes pour obtenir un
principe de grandes de´viations. On souhaite obtenir la borne supe´rieure et la borne infe´rieure des
grandes de´viations de la mesure empirique suivante :
Ln =
1
| Tn |
∑
i∈Tn
δ(Xi,X2i,X2i+1).
En s’inspirant du travail bien connu de Donsker-Varadhan, on peut obtenir la borne infe´rieure par
un changement de probabilite´ et une loi des grands nombres. Il reste l’investigation de la borne
supe´rieure et la comparaison des fonctions de taux des deux bornes.
2. Les chaˆınes de Markov bifurcantes sur un arbre de Galton-Watson ont e´te´ introduites pour mode´liser
la ge´ne´alogie incomple`te et prendre en compte la mort possible des cellules. Nous souhaitons conti-
nuer l’e´tude des ine´galite´s de de´viations et du transport pour ce cadre, voir [56], [57], [60].
3. L’e´tude des processus autore´gressifs bifurcants a` coefficients ale´atoires a permis d’e´tendre les pro-
cessus autore´gressifs bifurcants en ge´ne´ralisant le coˆte´ ale´atoire de l’e´volution, (voir par exemple
[20], [21], [28]). Le processus BAR a` coefficients ale´atoires est de´fini par la donne´e d’un anceˆtre
initial X1, de deux suites de bruits (ε2k, ε2k+1)k≥1 et (η2k, η2k+1)k≥1 et par l’e´quation re´cursive
X2k+δ = c+ (d+ η2k+δ)Xk + ε2k+δ, avec δ ∈ {0, 1}.
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On peut le re´e´crire sous une forme similaire au BAR(1). Mais dans ce cas, on retrouve l’au-
tore´gression a` l’inte´rieur du bruit ce qui pose des proble`mes supple´mentaires et impose un change-
ment d’approche par rapport au traitement du processus BAR standard a` coefficients fixes.
Le mode`le de processus autore´gressif bifurquant asyme´trique avec des coefficients ale´atoires couple´
avec un arbre Galton-Watson pour prendre en compte des observations probablement manquantes
a aussi e´te´ conside´re´. Pour les the´ore`mes limites classiques, voir [58]. Nous souhaitons obtenir
quelques ine´galite´s de de´viations pour ces mode`les.
4. Le TCL pour
∑
i∈Tn g(Xi) reste une question ouverte. L’approche classique base´e sur l’utilisation
de l’e´quation de Poisson G− PG = g − µ(g) pour e´tudier les fluctuations ne marche pas (µ e´tant
la mesure invariante du noyau de transition P ). En effet, avec la de´composition
1√
n
n∑
i=1
(g(Xi)− µ(g)) = 1√
n
n∑
i=1
(G(Xi)− PG(Xi−1)) + 1√
n
PG(X0)− 1√
n
PG(Xn)
et en utilisant la the´orie des martingales, on obtient le TCL pour le premier terme dans le membre
droite de l’e´galite´ pre´ce´dente. Il reste juste a` montrer que les deux derniers termes convergent vers
0 pour conclure.
Mais dans notre cas, le dernier terme de bord 1√
n
PG(Xn) devient le terme de bord sur la dernie`re
ge´ne´ration Gn dont le cardinal est du meˆme ordre que | Tn |. Donc l’ordre du terme de bord n’est
pas ne´gligeable, ce qui nous empeˆche de conclure.
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Chapitre 3
Ine´galite´s fonctionnelles et
applications
Dans ce chapitre, nous pre´sentons brie`vement les re´sultats des articles [H-D5] publie´ dans Annals of
Probability et [H-D7] publie´ dans Annales de l’Institut Henri Poincare´, Probabilite´s et Statistiques.
3.1 Introduction
Sur (E, d) un espace me´trique, pour p ≥ 1 et µ, ν deux mesures de probabilite´s sur E, on de´finit la
distance de Wasserstein Lp
(3.1) W dp (µ, ν) = inf
(∫ ∫
d(x, y)pdπ(x, y)
)1/p
ou` l’infimum est pris sur toutes les mesures de probabilite´s sur E × E de marginales µ et ν (π est alors
appele´e un couplage de µ et ν). On dit alors que µ satisfait une ine´galite´ de transport Tp, pour p ∈ [1, 2],
de constante C (et on note µ ∈ Tp(C)), si pour toute mesure de probabilite´ ν, on a
(3.2) W dp (µ, ν) ≤
√
2CH(ν|µ)
avec H(ν|µ) l’entropie (ou information de Kullback) de´finie par
H(ν|µ) =
{∫
log dνdµdν, si dν ≪ dµ,
+∞ sinon.
Il est inte´ressant de noter que la ce´le`bre ine´galite´ de Csiszar-Kullback-Pinsker rentre dans le cadre de
cette de´finition. Signalons deux classes particulie`res d’ine´galite´s de transport apparaissant fre´quemment
dans la litte´rature : T1(C) et T2(C). L’ine´galite´ de Jensen montre imme´diatement que T2(C) entraˆıne
T1(C).
L’ine´galite´ T2 est nettement plus structure´e que l’ine´galite´ T1. Tout d’abord, comme l’ont montre´ Otto
et Villani dans [OV00], l’ine´galite´ T2 entraˆıne une ine´galite´ de trou spectral, e´galement appele´e ine´galite´
de Poincare´ : µ ∈ TS(C) si pour toute fonction f re´gulie`re
(3.3) Varµ(f) ≤ C
∫
|∇f |2dµ.
L’importance du trou spectral re´side dans le fait qu’il de´crit le taux de la convergence exponentielle.
L’e´tude de la constante du trou spectral a une tre`s longue histoire, le lecteur est renvoye´ aux livres
[44, 168] pour des bibliographies.
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L’e´tude des ine´galite´s de transport a re´ellement e´te´ lance´e par les travaux de Marton [125, 124, 126] et
Talagrand [163] dans les anne´es 90. La motivation principale de ces travaux et de ceux qui ont suivi e´tait
les diverses ine´galite´s de concentration de la mesure qui peuvent eˆtre tire´es des ine´galite´s de type (3.2). A
ce titre, les premiers travaux de Marton portent sur des raffinements multidimensionnels de l’ine´galite´ de
Csiszar-Kullback-Pinsker qui permettent de retrouver certaines ine´galite´s de concentration universelles
pour les mesures produits obtenues par Talagrand. Dans l’article [163], Talagrand a introduit quant a` lui
l’ine´galite´ de transport T2 et a prouve´ que la mesure Gaussienne standard sur R ve´rifie T2(C) avec une
constante optimale.
Meˆme si l’ine´galite´ T2 est en ge´ne´ral plus de´licate a` montrer, les crite`res connus e´tant en ge´ne´ral difficiles
a` ve´rifier, la grande force de celle-ci est qu’elle se tensorise facilement. On peut ainsi obtenir de bonnes
estimations en grande dimension sans avoir a` payer le prix d’une trop grosse de´gradation de la constante.
Le re´sultat fondateur dans le domaine est la de´monstration par Talagrand du fait que la mesure Gaus-
sienne standard sur Rn, muni de la distance euclidienne, ve´rifie l’ine´galite´ T2(2) avec en particulier une
constante qui ne de´pend pas de la dimension n de l’espace.
De´finissons l’ine´galite´ de Sobolev logarithmique : on dira que µ ∈ ISL(C) si pour toute fonction f
re´gulie`re
(3.4) Entµ(f
2) :=
∫
f2 log
(
f2∫
f2dµ
)
dµ ≤ C
∫
|∇f |2dµ.
Tout comme les ine´galite´s de Sobolev logarithmiques et de Poincare´ (et leurs diffe´rentes variantes), les
ine´galite´s de transport permettent de de´montrer des estime´es de concentration.
Un de nos principaux re´sultats dans ce domaine est la caracte´risation de l’ine´galite´ T1 comple´tant la
caracte´risation fonctionnelle e´tablie par Bobkov-Go¨tze. Nous montrons ensuite comment e´tendre aux
suites de´pendantes (notamment markoviennes) ces ine´galite´s de transport et nous les appliquons au cas
de lois de diffusions ainsi qu’a` certains syste`mes dynamiques ale´atoires. Nous proposons ensuite une
me´thode de type GIRSANOV pour e´tablir le transport T2 dans le cas infini-dimensionnel de la mesure de
WIENER ou de lois de diffusions, obtenant ainsi des re´sultats pour ce transport qui ne sont pas de´duits
d’une ine´galite´ de Log- SOBOLEV.
Nous obtenons aussi la meilleure constante dans l’ine´galite´ isope´rime´trique de CHEEGER et certaines
ine´galite´s de transport-information et des ine´galite´s de concentration plus pre´cises pour la moyenne
empirique
1
t
∫ t
0
g(Xs)ds,
ou` (Xt : t ≥ 0) est un processus de Markov re´versible par rapport a` une probabilite´ µ, de ge´ne´rateur
infinite´simal L. Ces ine´galite´s sont des conse´quences imme´diates de l’estimation en norme Lipschitzienne
de la solution de l’e´quation de Poisson.
3.2 Ine´galite´s de couˆt du transport et applications
3.2.1 Principaux re´sultats sur Tp
Le re´sultat principal de cette section est la caracte´risation de T1 comme une inte´grabilite´ gaussienne de
la mesure µ.
The´ore`me 3.2.1 Les proprie´te´s suivantes sont e´quivalentes :
1. µ ∈ T1(C).
2. pour toute fonction lipschitzienne F µ-inte´grable et en posant ‖F‖Lip = sup
x 6=y
|F (x) − F (y)|
d(x, y)
, on a
(3.5) ∀ζ ∈ IR,
∫
E
eζ(F−
R
Fdµ)dµ ≤ exp (2ζ2C‖F‖2Lip) .
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3. il existe δ > 0 tel que
∫∫
eδd
2(x,y)dµ(x)dµ(y) < +∞.
Plus pre´cise´ment, en supposant l’ine´galite´ T1(C), la dernie`re inte´grale est finie pour tout α < C
−1et
inversement en supposant cette inte´grale finie, l’ine´galite´ T1(C) est vraie pour
(3.6) C ≤ inf
δ,x0
(
1
δ
(
1 + log
∫
eδd
2(x,x0)dµ(x)
))
< +∞.
L’e´quivalence entre les points 1. et 2. provient de l’article de Bobkov-Go¨tze [33]. Nous avons montre´
l’e´quivalence entre 2. et 3. dans [H-D5] en partant de l’ide´e simple suivante : e´tant donne´es ξ et ξ′ deux
copies inde´pendantes de la loi µ et F une fonction lipschitzienne centre´e par rapport a` µ, on a alors
IEeζF (ξ) ≤ IEeζF (ξ)IEe−ζF (ξ′) = IEeζ(F (ξ)−F (ξ′)).
L’e´valuation de la constante finale est celle obtenue par Bolley-Villani [36]. Notre me´thode donne une
constante le´ge`rement plus e´leve´e.
L’article [H-D5] propose e´galement une e´tude de la stabilite´ des ine´galite´s Tp par des transformations
lipschitziennes et la tensorisation de ces ine´galite´s pour des suites de´pendantes.
3.2.2 Ine´galite´ de transport pour des variables ale´atoires de´pendantes
Me´thode de couplage
Soit P une mesure de probabilite´ sur (En,Bn) (n ≥ 2). Pour tout x ∈ En, on note xi := (x1, · · · , xi).
Soit Pi(·/xi−1) la loi conditionnelle re´gulie`re de xi sachant xi−1 pour i ≥ 2. Par convention P1(·/x0) est
la loi de x1 sous P, ou` x
0 est un certain point fixe´. Quand P est Markov, alors Pi(·/xi−1) = Pi(·/xi−1)
est le noyau de transition a` l’e´tape i− 1.
Notre but ici est d’e´tendre les ine´galite´s de couˆt de transport (3.2) pour des mesures de probabilite´s P
sur (En, dlp), ou`
dlp(x, y) :=
(
n∑
i=1
d(xi, yi)
p
)1/p
.
The´ore`me 3.2.2 Soit P une mesure de probabilite´ sur En. Supposons que
(H1) il existe une constante C > 0 telle que pour tout i ≥ 1, xi−1 dans Ei−1 et pour toute probabilite´ ν
sur E, on ait
W d1 (ν, Pi(·/xi−1)) ≤
√
2CH(ν/Pi(·/xi−1)),
(H2) il existe des constantes aj ≥ 0 avec r :=
∑∞
j=1 aj < 1 telles que
W d1 (Pi(·/xi−1), Pi(·/x˜i−1)) ≤
i−1∑
j=1
ajd(xi−j , x˜i−j), pour tout i ≥ 2, et tous xi−1, x˜i−1 dans Ei−1.
Alors pour toute mesure de probabilite´ Q sur En, on a
(3.7) W
dl1
1 (Q,P) ≤
1
1− r
√
2nCH(Q/P).
Notons que pour toute fonction a` valeurs re´elles f sur En, ‖f‖Lip(dl1) ≤ α ssi pour tout k = 1, · · · , n
(3.8) |fk(xk)− fk(yk)| ≤ α d(xk, yk), ∀xk, yk ∈ E
ou` fk(xk) est la fonction f par rapport a` la k-ie`me variable alors que les autres sont constantes.
Alors graˆce a` l’article de Bobkov-Go¨tze [33], on obtient, pour toute fonction re´elle F sur En satisfaisant
(3.8), l’ine´galite´ :
EPe
λ(F−EPF ) ≤ exp
(
λ2α2n
2(1− r)2
)
, ∀λ ∈ R.
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En particulier, on obtient pour tout t > 0 :
(3.9) P(F > EPF + t) ≤ exp
(
− t
2(1− r)2
2nα2
)
.
De manie`re similaire on a le the´ore`me suivant :
The´ore`me 3.2.3 Soit P une mesure de probabilite´ sur En, et 1 ≤ p ≤ 2.
(H1’) il existe une constante C > 0 telle que pour tous i ≥ 1, pour tous xi−1 dans Ei−1 et pour toute
probabilite´ ν sur E, on ait
W dp (ν, Pi(·/xi−1)) ≤
√
2CH(ν/Pi(·/xi−1)).
(H2’) il existe aj ≥ 0 avec rp :=
∑∞
j=1(aj)
p < 1 telle que pour tout i ≥ 1 et pour tous xi−1, x˜i−1 dans
Ei−1
(3.10)
[
W dp (Pi(·/xi−1), Pi(·/x˜i−1))
]p ≤ i−1∑
j=1
(aj)
pdp(xi−j , x˜i−j).
Alors pour toute mesure de probabilite´ Q sur En,
W
dlp
p (Q,P) ≤
(
ap−1
1− rpbp−1
)1/p√
2CnβH(Q/P),
ou` β :=
(
2
p
− 1
)
et les re´els a, b > 1 forment une paire arbitraire de nombres conjugue´s (1/a+ 1/b = 1)
avec rpbp−1 < 1. En particulier, quand p = 2, en optimisant suivant (a, b), on obtient
W
dl2
2 (Q,P) ≤
1
1− r
√
2CH(Q/P).
La condition (H1) (ou (H1’)) est le point de de´part de notre tensorisation de Tp(C). Elle est ve´rifie´e
par beaucoup d’exemples : l’EDS (3.17), les syste`mes dynamiques ale´atoires ou les champs de Gibbs. La
condition (H2) (ou (H2’)), qui signifie une de´pendance tre`s faible du pre´sent par rapport au passe´, est
une condition cruciale.
La constante Cn pour l’ine´galite´ de transport T1 de Px croˆıt line´airement avec la dimension n, ce qui est
naturel, vu l’ine´galite´ de Hoeffding (3.9). Ceci est comple`tement diffe´rent du cas de l’ine´galite´ T2 pour
laquelle on espe`re que la constante reste inde´pendante de la dimension n, comme cela a de´ja` e´te´ vu dans
le The´ore`me 3.2.3.
Sous la condition (H1’) et l’ine´galite´ (3.10) mais sans la condition de contraction rp :=
∑
j(aj)
p < 1,
on a toujours Px ∈ Tp(Cn) sur En par rapport a` la me´trique dlp pour une certaine constante Cn (mais
l’estimation cruciale de Cn dans le The´ore`me 3.2.3 est perdue).
Me´thode martingale
L’ine´galite´ (3.9) applique´e a` F (X1, · · · , Xn) =
∑n
k=1 f(Xk) et a` la me´trique discre`te d, dans le cas ou`
les (Xk) sont inde´pendantes et ‖f(Xk)‖∞ ≤ α, devient exactement l’ine´galite´ pre´cise de Hoeffding. Mais
quand on l’applique a` F (X1, · · · , Xn) = f(Xn), elle ne donne pas le bon ordre de n pour n grand.
Comme cette question est importante pour la connaissance de la mesure invariante, on utilise la me´thode
martingale de McDiarmid [128] pour obtenir le the´ore`me :
The´ore`me 3.2.4 Soit P une mesure de probabilite´ sur En satisfaisant l’hypothe`se (H1) du The´ore`me
3.2.2. Supposons au lieu de (H2) que
(H3) il existe une certaine constante S > 0 telle que pour toute fonction re´elle borne´e et Lipschitzienne
f(xk+1, · · · , xn) avec ‖f‖Lip(dl1) ≤ 1, pour tout x ∈ En et tout yk ∈ E, on a
|EP(f(Xk+1, · · · , Xn)/Xk = xk)− EP
(
f(Xk+1, · · · , Xn)/Xk = (xk−1, yk)
) | ≤ Sd(xk, yk).
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Alors, pour toute fonction F sur En satisfaisant (3.8), on a
(3.11) EPe
λ(F−EPF ) ≤ exp
(
Cλ2(1 + S)2α2n
2
)
, ∀λ ∈ R.
Ou d’une manie`re e´quivalente P ∈ T1(Cn) avec Cn = n(1 + S)2.
Si la condition (H2) est vue comme de type backward, alors (H3) peut eˆtre vue comme de type forward.
En effet, (H3) est e´quivalente a`
W
dl1
1 (P(dx
n
k+1/xk, x
k−1),P(dxnk+1/yk, x
k−1)) ≤ Sd(xk, yk).
Cela signifie intuitivement que le pre´sent n’a pas beaucoup d’influence sur l’avenir du processus P. Dans
des situations concre`tes, (H3) est souvent plus faible que (H2).
Quand d(x, y) = 1x 6=y, (H1) est satisfaite, avec C = 1/4 et ce re´sultat est duˆ essentiellement a` E. Rio
[151]. En utilisant une condition diffe´rente de (H3), E. Rio a aussi montre´ que la constante S de la
condition (H3) verifie S ≤ 2∑∞j=1 φj , ou` φj est le coefficient du me´lange uniforme de la suite (Xn).
3.2.3 Ine´galite´ de transport pour des syste`mes dynamiques ale´atoires
Soit E une varie´te´ Riemannienne connecte´e et comple`te munie d’une me´trique Riemanienne d.
On conside`re maintenant le syste`me dynamique line´aire ale´atoire perturbe´ sur E,
(3.12) X0(x) := x ∈ E, Xn+1 = F (Xn(x),Wn+1), n ≥ 0,
ou` le bruit (Wn)n≥0 est une suite de v.a.r.i.i.d. a` valeurs dans un certain espace mesurable (G,G), defini
sur un certain espace de probabilite´ (Ω,F ,P), et ou` F (x,w) : E ×G→ E est mesurable. On de´signe par
P (x, dy) la loi de F (x,W1).
Proposition 3.2.5 Supposons qu’il existe δ > 0 tel que
(3.13) sup
x∈E
E
(
eδd(F (x,W1),F (x,W2))
2
)
< +∞.
On suppose qu’il existe 0 ≤ r < 1 tel que
(3.14) E (d(F (x,W1), F (x˜,W1))) ≤ r d(x, x˜), ∀x, x˜ ∈ E,
ou bien, plus ge´ne´ralement, qu’il existe une constante S ≥ 0, telle que :
(3.15)
∞∑
n=1
E (d(Xn(x), Xn(x˜)) ≤ S d(x, x˜), ∀x, x˜ ∈ E.
Alors il existe une constante C > 0 telle que, pour tout n ≥ 1 et pour toute probabilite´ Qn sur En, on ait
W
dl1
1 (Q
n,Pnx) ≤
√
CnH(Qn/Pnx),
ou` Pnx est la loi de (Xk(x))1≤k≤n sur E
n.
Pour comparer (3.15) avec (3.14), on conside`re le mode`le line´aire F (x,w) = Ax + w ou` E = Rd = G,
A ∈ Md×d. Dans ce cas, la condition (3.14) veut dire que r = ‖A‖ := sup{|Ax|; |x| ≤ 1} < 1, alors
que (3.15) devient e´quivalent a` max{|λ|; λ rayon spectral A} < 1 ce qui est beaucoup plus faible. Cette
dernie`re condition est bien connue pour eˆtre optimale pour l’ergodicite´ de ce mode`le line´aire ARMA.
Conside´rons le cas particulier du mode`le pre´ce´dent ou` F (x,w) = f(x) + σ(x)w, E = Rd, G = Rn,
f : Rd → Rd, σ : Rd →Md×n,
X0(x) = x, Xn+1(x) = f(Xn(x)) + σ(Xn(x))Wn+1,
et ou` le bruit (Wn)n∈Z est tel que EW1 = 0. Supposons
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(i) PW := P(W1 ∈ ·) ∈ T2(C) sur Rn par rapport a` la me´trique euclidienne ;
(ii) |σ(x)w| ≤ K|w|, ∀(x,w) ∈ Rd × Rn ;
(iii) pour un certain r ∈ [0, 1), on a
(3.16)
√
|f(x)− f(x˜)|2 + E|(σ(x) − σ(x˜))W1|2 ≤ r|x− x˜|, ∀x, x˜ ∈ Rd.
Notons que les conditions (i) et (ii) impliquent que P (x, ·) ∈ T2(CK2) pour tout x ∈ Rd et que la
condition (iii) implique (H2’) avec le meˆme r, pour p = 2. Donc, graˆce au The´ore`me 3.2.4, Pnx ∈
T2(CK
2/(1 − r)2). Graˆce aux re´sultats de Bobkov-Gentil-Ledoux [32], cela donne, pour toute fonction
mesurable F (x1, · · · , xn) ∈ L1((Rd)n,Pnx), l’ine´galite´
E exp (ρQF (X1(x), · · · , Xn(x))) ≤ exp (ρEF (X1(x), · · · , Xn(x)))
ou`
ρ :=
(1− r)2
CK2
, QF (x1, · · · , xn) := inf
y∈(Rd)n
(
F (x+ y) +
1
2
n∑
k=1
|yk|2
)
.
Comme il apparaˆıt de´ja` dans [32], plusieurs estimations des inte´grales de Laplace sont des conse´quences
de versions des ine´galite´s fonctionnelles de type T2(C). Pour l’instant, le corollaire 6.1 dans [32] dit que
pour toute fonction convexe F sur (Rd)n, on a
EPnx exp
(
ρ
[
F − 1
2
n∑
k=1
(∂kF )
2
])
≤ exp (ρEPnxF ) .
Ine´galite´ T1 pour une EDS
Conside´rons (Xt) de´fini par l’EDS
(3.17) dXt = b(Xt)dt+ σ(Xt)dWt, X0 = x,
ou` σ et b sont globalement lipschitziennes et ve´rifient :
(3.18) sup
x
‖σ(x)‖ ≤ A, 〈y − x, b(y)− b(x)〉 ≤ B(1 + |y − x|2),
et
(3.19) 2〈y − x, b(y)− b(x)〉 + tr((σ(y) − σ(x))(σ(y) − σ(x))∗) ≤ −δ|y − x|2, avec δ > 0.
Alors la loi de (Xt(x))t∈[0,n] satisfait une ine´galite´ T1(Cn) par rapport a` la me´trique de´finie par :
d(γ1, γ2) =
n−1∑
k=0
sup
k≤t≤k+1
|γ1(t)− γ2(t)|.
Soit (Pt) le semi-groupe de transition associe´ a` la diffusion (Xt). Notons que sous la condition (3.19), on
a
E|Xt(x) −Xt(x˜)|2 ≤ |x− x˜|2e−2δt, ∀t ≥ 0.
Ceci entraˆıne non seulement l’existence et l’unicite´ de la mesure de probabilite´ invariante µ de (Pt), mais
aussi que Pt(x, ·)→ µ quand t→∞ pour tout x ∈ Rd.
Pre´sentons l’ine´galite´ de type Hoeffding pour F (γ) :=
∫ n
0
V (γ(t))dt ou` V : Rd → R satisfait ‖V ‖Lip ≤ α.
Pour un tel V , ‖F‖Lip ≤ α par rapport a` la me´trique pre´ce´dente. Le travail de Bobkov-Go¨tze [33] entraˆıne
donc :
P
(∫ n
0
[V (Xt(x)) − EV (Xt(x))]dt > r
)
≤ exp
(
− r
2
2nC
)
, ∀r > 0.
Le seul de´savantage de l’ine´galite´ pre´ce´dente est que la constante C n’est pas bien de´termine´e.
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Ine´galite´ T2 pour une EDS
On sait que la mesure Gaussienne satisfait T2, qu’une ine´galite´ de Sobolev logarithmique implique T2,
et que l’implication inverse est vraie si la mesure conside´re´e est une mesure de Boltzmann issue d’un
potentiel convexe φ (plus une condition sur la constante du transport et la minoration de la Hessienne de
φ). On sait que T2 implique a` son tour T1 et une ine´galite´ de Poincare´. Dans ce paragraphe, notre point
de vue est le suivant : que peut-on dire sur T2 sans ine´galite´ de Sobolev logarithmique ?
Si nous reprenons l’exemple de la diffusion pre´ce´dente avec des coefficients localement lipschitziens satis-
faisant (3.19) et tel que ‖σ‖∞ soit finie, alors la loi de Xt(x) satisfait une ine´galite´ T2(‖σ‖2∞/δ2) pour
tout point de de´part x et a` tout temps T par rapport a` la me´trique L2 donne´e par
(3.20) d2(γ1, γ2) =
√∫ T
0
|γ1(t)− γ2(t)|2dt.
En outre, on a PT (x, ·) ∈ T2
(‖σ‖2∞
2δ
)
sur Rd, ainsi que l’unique mesure de probabilite´ invariante µ de
(Pt).
Pour la loi de cette diffusion, aucune ine´galite´ de Sobolev logarithmique n’est connue. En fait T2 n’a
e´te´ conside´re´e pour des mesures de processus que pour la mesure de Wiener et la distance de Cameron-
Martin, ou pour des lois d’e.d.s. qui sont des transformations Lipschitziennes de la mesure de Wiener, (voir
cependant Wang [168] pour une extension aux ine´galite´s fini-dimensionnelles). La preuve repose ici sur
une transformation de Girsanov permettant de construire un couplage pour la distance de Wasserstein,
puis de revenir par un controˆle direct sur l’entropie en e´valuant la distance L2 de ce couplage. Cet exemple
(donne´ dans [H-D5]) n’est cependant pas satisfaisant dans le sens ou` l’ine´galite´ de Sobolev logarithmique
n’est pas connue et ne re´pond donc pas a` la question principale : y a-t-il une diffe´rence entre T2 et
log-Sobolev ?
Revenons a` l’e.d.s. (3.17). Supposons que ‖∇b‖ ≤ K, n = d et σ(x) = σ = Id. Capitaine-Hsu-Ledoux,
dans [42], montrent l’ine´galite´ de log-Sobolev de la loi Px de la diffusion sur l’espace de Cameron-Martin
associe´ au gradient de Malliavin. Comme le sugge`re le re´sultat de Otto-Villani [141], l’ine´galite´ de log-
Sobolev implique l’ine´galite´ T2(C) et on doit avoir Px ∈ T2(C) sur C([0, T ]) par rapport a` la pseudo
me´trique
(3.21) dH(γ1, γ2) :=
{
‖γ1 − γ2‖H , si γ1 − γ2 ∈ H ;
+∞ sinon
Nous avons e´tendu l’ine´galite´ T2 duˆe a` Talagrand pour les mesures Gaussiennes, a` la mesure de Wiener
P sur C([0, T ],Rd). En utilisant la formule de Girsanov, on montre que P ∈ T2(1) sur (C([0, T ],Rd), dH).
La constante est optimale. L’ine´galite´ de transport T2 de la mesure de Wiener par rapport a` la me´trique
de Cameron-Martin est mentionne´e dans la the`se de Gentil [83]. Sa preuve n’utilise pas notre formalisme.
Avec les meˆmes arguments, on obtient une ine´galite´ T2 pour la solution de l’e.d.s. (3.17) avec σ = Id,
par rapport a` la me´trique de Cameron-Martin dH . Plus pre´cise´ment, en supposant que ∇sb :=(
1
2 (∂ib
j + ∂jb
i)
)
1≤i,j≤d ≤ BId et ‖∇b‖ ≤ K, alors on obtient pour tout point initial x, Px ∈ T2(α2)
sur C([0, T ],Rd) par rapport a` la me´trique dH , ou` α
2 est donne´ par
α2 := α2(T,K,B) =

2
(
1 + K
2
B2
)
, si B < 0
2
(
1 +K2 e
2BT
2B2
)
, si B > 0
2
(
1 + K
2T 2
2
)
, si B = 0.
Ce re´sultat entraˆıne une bonne estimation pour des fonctionnelles comme F (γ) = supt≤T |Xt(x) − x|
pour T petit (estimations de type Varadhan-Freidlin-Ventzell). Cependant comme Wu l’a de´ja` note´ dans
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[174], ce type d’ine´galite´s (meˆme avec α2 inde´pendant de T ), formellement plus faible que l’ine´galite´
de log-Sobolev correspondante, n’entraˆıne pas une estimation d’ordre optimal pour des fonctionnelles
additives comme
∫ T
0 V (Xt)dt pour T grand. Pour obtenir une meilleure estimation, on utilise l’ine´galite´
T2 par rapport a` la me´trique d2.
Il est inte´ressant de voir si nos re´sultats restent valables dans le cas ou` ∇sb ≤ −BId sans la condition
‖∇b‖ ≤ K.
Comme indique´ dans [32], des conse´quences inte´ressantes peuvent eˆtre de´duites de ce re´sultat comme par
exemple le corollaire suivant :
Corollaire 3.2.6 On a pour tout T > 0,
(a) pour toute fonction cylindrique re´gulie`re F sur G := L2([0, T ], dt;Rd) ⊃ C([0, T ],Rd), c.a`.d.
F ∈ FC∞b := {f(〈γ, h1〉, · · · , 〈γ, hn〉); n ≥ 1, hi ∈ H˜, f ∈ C∞b (Rn)}
(ou` 〈γ1, γ2〉 :=
∫ T
0 γ1(t)γ2(t)dt), l’ine´galite´ de Poincare´ suivante a lieu :
(3.22) V arPx(F ) ≤
‖σ‖2∞
δ2
∫
C([0,T ],Rd)
‖∇F (γ)‖2GdPx(γ)
ou` V arPx(F ) est la variance de F sous la loi Px, et ∇F (γ) ∈ G est le gradient de F en γ.
(b) pour toute fonction g ∈ C∞b (Rd),
(3.23) V arPT (x,·)(g) ≤
‖σ‖2∞
2δ
∫
Rd
|∇g(y)|2PT (x, dy).
(c) (ine´galite´ de type Tsirel’son) pour tout sous-ensemble non-vide K de G tel que Z(γ) :=
suph∈K〈γ, h〉 ∈ L1(Px), alors
(3.24)
∫
exp
(
δ2
‖σ‖2∞
sup
h∈K
[〈γ, h〉 − |h|2G/2]
)
dPx ≤ exp
(
δ2
‖σ‖2∞
EPxZ
)
.
(d) (ine´galite´ de type Hoeffding) pour toute fonction V : Rd → R telle que ‖V ‖Lip ≤ α,
P
(
1
T
∫ T
0
V (Xt(x))dt − E 1
T
∫ T
0
V (Xt(x))dt > r
)
≤ exp
(
−Tr
2‖σ‖2∞
2α2δ2
)
, ∀r > 0.
3.3 Ine´galite´s fonctionnelles par l’estimation en norme Lipschit-
zienne d’une e´quation de Poisson
Soit I un intervalle de R. Son inte´rieur est donc de la forme I0 = (x0, y0) ou` −∞ ≤ x0 < y0 ≤ +∞. On
conside`re l’ope´rateur de Sturm-Liouville sur I :
L = a(x) d
2
dx2
+ b(x)
d
dx
avec des conditions de type Neumann sur la frontie`re ∂I = {x0, y0}
⋂
R, ou`
(A1) les fonctions a, b : I → R sont mesurables et localement borne´es a(x) > 0 dx−p.s. et 1/a est
localement dx-inte´grable sur I, (ici, dx est la mesure de Lebesgue).
Sur I0, L peut se re´e´crire sous la forme de Feller suivante :
L = 1
m′(x)
d
dx
(
1
s′(x)
d
dx
)
=
d
dm
d
ds
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ou` m et s sont respectivement la mesure de vitesse et la fonction d’e´chelle de Feller, qui sont des fonctions
absolument continues sur I telles que pour un certain point c fixe´ dans I on ait, dx − p.s.
s′(x) = exp
(
−
∫ x
c
b(u)
a(u)
du
)
et m′(x) =
1
a(x)s′(x)
Soit C∞0 (I) l’espace des fonctions re´elles f inde´finiment diffe´rentiables sur I a` support compact et D =
{f ∈ C∞0 (I); f ′|∂I = 0}.
L’ope´rateur L, de´fini sur D, est syme´trique sur L2(I,m) (m indique aussi la mesure m′(x)dx).
Soit (Xt : t ≥ 0) la diffusion sur l’intervalle I de ge´ne´rateur infinite´simal L. Les conditions de Neumann
sur le bord correspondent a` une re´flexion au bord ∂I. Voir [104] pour plus de de´tails et pour des de´finitions
pre´cises. On suppose que :
(A2) la diffusion est non explosive et positivement re´currente, c.a`.d., m(I) =
∫
I
m′(y)dy < +∞ et∫ y0
c
s′(x)
(∫ x
c
m′(y)dy
)
dx = +∞ si y0 /∈ I et
∫ c
x0
s′(x)
(∫ x
x0
m′(y)dy
)
dx = +∞ si x0 /∈ I
(A3) le ge´ne´rateur L, de´fini sur D, est essentiellement auto-adjoint sur L2(I, dm), ou` d’une manie`re
e´quivalente (voir [T-D18], [74]) :
s /∈ L2((x0, c], dm), si x0 /∈ I; et s /∈ L2([c, y0), dm), si y0 /∈ I.
Notons que si a(x) = 1 et I = R, les hypothe`ses (A2) et (A3) sont automatiquement satisfaites de`s que
m(I) < +∞ (voir [104] pour (A2), [T-D18] et [74] pour (A3)).
Dans la suite, on suppose que les conditions (A1)–(A3) sont satisfaites.
Dans ce cas (Xt)t≥0 est re´versible par rapport a` la mesure de probabilite´ µ(dx) = 1m(I)m
′(x)dx. Soient
(Pt)t≥0 le semi-groupe de transition de (Xt)t≥0, Lp le ge´ne´rateur de (Pt) dans Lp(I, µ) de domaine D(Lp)
(pour p ∈ [1,+∞)), ce ge´ne´rateur est une extension de (L,D).
Pour g ∈ L2(I, µ) telle que µ(g) = 0, on conside`re l’e´quation de Poisson
(3.25) −L2G = g.
Par l’ergodicite´ de la diffusion, la solution G de l’e´quation de Poisson, si elle existe, est unique dans
L2(I, µ) a` une constante pre`s.
Dans l’interpre´tation physique de la diffusion de la chaleur, g repre´sente la source de la chaleur, G est la
distribution de la chaleur d’e´quilibre. L’objectif de ce travail est d’estimer
(3.26) ‖G‖Lip(ρ) := sup
x,y∈I,x<y
|G(y)−G(x)|
|ρ(y)− ρ(x)|
en fonction des diffe´rentes normes de la source de chaleur g. Ici ρ est une certaine fonction croissante et
absolument continue sur I telle que ρ′(x) > 0 dx− p.s..
Soit λ1 le trou spectral de L2, c.a`.d. la plus petite valeur propre ou le point spectral au-dessus de ze´ro
de −L2. Alors cP := λ−11 est la meilleure constante dans l’ine´galite´ de Poincare´ suivante
(3.27) Varµ(f) ≤ cP
∫
I
a(x)f ′(x)2dµ(x), ∀f ∈ D.
L’importance du trou spectral re´side dans le fait qu’il de´crit le taux de la convergence exponentielle
‖Ptf − µ(f)‖2 ≤ e−λ1t‖f − µ(f)‖2, ∀t ≥ 0
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ou` ‖ · ‖2 est la norme dans L2(I, µ). La constante λ1 peut aussi eˆtre interpre´te´e via l’e´quation de Poisson
de la manie`re suivante :
‖G− µ(G)‖2 ≤ cP ‖g‖2 ou
∫
I
a(x)G′(x)2dµ(x) ≤ cP ‖g‖22.
Les interpre´tations physiques expliquent l’importance fondamentale de l’e´tude de λ1 ou de cP . Comme
l’e´tude de λ1 a une tre`s longue histoire, il n’est pas possible pour nous de la de´crire meˆme dans ses
grandes lignes. Le lecteur inte´resse´ consultera les ouvrages [44, 168] pour des bibliographies comple`tes.
Pour l’ine´galite´ plus forte de log-Sobolev, la premie`re caracte´risation est duˆe a` Bobkov-Go¨tze [29] (voir
aussi [77, 44] pour de nouvelles ame´liorations de la constante).
Notre premier objectif est de comprendre la formule variationnelle duˆe a` Chen pour λ1 ([43]) :
(3.28) cP = inf
ρ
sup
x∈I
s′(x)
ρ′(x)
∫ y0
x
[ρ(t)− µ(ρ)]m′(t)dt,
ou` ρ parcourt toutes les fonctions de C1(I) avec ρ′ > 0.
Remarquons que l’on ne connaˆıt aucune formule variationnelle pour la meilleure constante dans l’ine´galite´
de log-Sobolev sur la droite re´elle.
Notre motivation principale vient en fait de quelques ine´galite´s de concentration pour la moyenne empi-
rique
(1/t)
∫ t
0
g(Xs)ds,
qui sont des conse´quences imme´diates de l’estimation de ‖G‖Lip(ρ) via la de´composition forward-backward
de martingales ou les ine´galite´s d’information-transport de´veloppe´es dans [95].
Notre me´thode d’estimation de ‖G‖Lip(ρ) est directe. La solution de l’e´quation de Poisson peut eˆtre
calcule´e explicitement (contrairement a` celle de l’e´quation de la chaleur correspondante) et quelques
controˆles supple´mentaires (faciles) sont ne´cessaires pour finir le travail.
En plus de ces motivations, l’e´valuation de G′ est physiquement significative : dans le proble`me de diffusion
de la chaleur, en pre´sence de la source de la chaleur g avec µ(g) = 0, G repre´sente la distribution de la
chaleur d’e´quilibre. Une estimation sur |G′| nous permet donc de controˆler la variation de la distribution
de la chaleur d’e´quilibre.
3.3.1 Principaux re´sultats
E´tant donne´ une fonction absolument continue ρ : I −→ R telle que ρ′ > 0, dx − p.s., on conside`re
dρ(x, y) = |ρ(x) − ρ(y)| la me´trique sur I associe´e a` ρ.
Si la norme Lipschitzienne ‖f‖Lip(ρ) de f par rapport a` dρ de´finie dans (3.26) est finie, on dit que f est
ρ-Lipschitzienne.
Soit L20(I, µ) := {f ∈ L2(I, µ); µ(f) = 0}. Nous pouvons maintenant e´noncer notre premier re´sultat.
The´ore`me 3.3.1 Soient ρ, ρ1, ρ2 des fonctions absolument continues sur I telles que ρ, ρk ∈ L2(I, µ), ρ′, ρ′k >
0, dx− p.s..
1. Si
(3.29) cLip(ρ1, ρ2) := ess sup
x∈I
s′(x)
ρ′2(x)
∫ y0
x
[ρ1(t)− µ(ρ1)]m′(t)dt < +∞,
alors pour toute fonction g ∈ L20(I, µ) qui est ρ1-Lipschitzienne, il existe une unique solution G
avec µ(G) = 0 appartenant au domaine D(L2) de l’e´quation de Poisson (3.25).
De plus G est ρ2-Lipschitzienne et satisfait
(3.30) ‖G‖Lip(ρ2) ≤ cLip(ρ1, ρ2)‖g‖Lip(ρ1).
En outre cette ine´galite´ (3.30) devient une e´galite´ pour g = ρ1 − µ(ρ1).
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2. Soit ϕ : I → R+ une fonction positive sur L2(I, µ). Si
(3.31) c(ϕ, ρ) := ess sup
x∈I
s′(x)
ρ′(x)
m(I)
(
µ(I+x )
∫
I−x
ϕdµ+ µ(I−x )
∫
I+x
ϕdµ
)
< +∞,
ou` I+x = {y ∈ I; y ≥ x}, I−x = {y ∈ I; y < x}, alors pour toute fonction g ∈ L2(I, µ) telle que
|g| ≤ ϕ, il existe une unique solution G avec µ(G) = 0 de l’e´quation Poisson −L2G = g−µ(g). En
outre G est ρ-Lipschitzienne et satisfait
(3.32) sup
g:|g|≤ϕ
‖G‖Lip(ρ) = c(ϕ, ρ).
Soit CLip(ρ),0 l’espace de Banach des fonctions g avec µ(g) = 0 qui sont ρ-Lipschitziennes, muni de la
norme ‖·‖Lip(ρ). La partie 1. du the´ore`me pre´ce´dent dit que l’ope´rateur de Poisson (−L2)−1 : CLip(ρ1),0 →
CLip(ρ2),0 est borne´ et que :
(3.33) ‖(−L2)−1‖CLip(ρ1),0→CLip(ρ2),0 = cLip(ρ1, ρ2).
Comme L2 est auto-adjoint sur L20(I, µ), un re´sultat ge´ne´ral d’analyse fonctionnelle (voir [172]) fournit :
‖(−L2)−1‖L20(I,µ) ≤ ‖(−L2)−1‖CLip(ρ),0→CLip(ρ),0 ,
dont le membre de gauche est exactement la constante de Poincare´ cP . On obtient donc :
cP ≤ ‖(−L2)−1‖CLip(ρ),0→CLip(ρ),0 = cLip(ρ, ρ)
qui est exactement la majoration de cP dans (3.28). C’est notre interpre´tation de la formule variationnelle
de Chen (3.28).
Soit ‖g‖ϕ la plus petite constante c telle que |g(x)| ≤ cϕ(x) sur I et bϕB l’espace de Banach de telles
fonctions mesurables g de norme ‖g‖ϕ finie. Soit Pg = g − µ(g) : L2(I, µ) → L20(I, µ), la projection
orthogonale. La partie 2. du the´ore`me pre´ce´dent entraˆıne que (−L)−1P est borne´ de bϕB dans CLip(ρ),0
et sa norme est exactement c(ϕ, ρ).
L’ine´galite´ L1 de Poincare´ et l’ine´galite´ isope´rime´trique de Cheeger
L’ine´galite´ de Poincare´ a une contrepartie dans L1, en lien avec l’ine´galite´ isope´rime´trique de Cheeger.
Soit cP,1 la meilleure constante telle que l’ine´galite´ L
1 de Poincare´ ait lieu : pour toute fonction f ∈
AC(I)⋂L1(I, µ),
(3.34)
∫
I
|f − µ(f)|dµ ≤ cP,1
∫
I
√
a(x)|f ′|dµ
ou` AC(I) est l’espace de toutes les fonctions absolument continues sur I.
Soit ccheeger la constante isope´rime´trique de Cheeger de µ par rapport a` la me´trique intrinse`que dρ0
associe´e a` la diffusion Xt avec ρ0(x) =
∫ x
c
1√
a(y)
dy, c.a`.d. la meilleure constante dans l’ine´galite´
isope´rime´trique de Cheeger suivante :
min(µ(A), 1 − µ(A)) ≤ ccheegerµs(∂A),
pour tous les sous-ensembles A ⊂ I. Ici ∂A est le bord de A et la mesure de surface µs de A est de´finie
par µs(∂A) = lim inf
ε→0+
µ(Aε)− µ(A)
ε
avec Aε = {x ∈ I, dρ0(x,A) ≤ ε} le ε-voisinage de A.
Il est bien connu (cf. [30, 115]) que ccheeger est aussi la meilleure constante dans la version fonctionnelle
de l’ine´galite´ isope´rime´trique de Cheeger suivante : pour toute fonction f ∈ AC(I)⋂L1(I, µ)
(3.35)
∫
I
|f −mµ(f)|dµ ≤ ccheeger
∫
I
√
a(x)|f ′|dµ,
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ou` mµ(f) est une me´diane de f par rapport a` µ (via la formule de la co-aire). De l’encadrement suivant
1
2
µ(|f − µ(f)|) ≤ µ(|f −mµ(f)|) ≤ µ(|f − µ(f)|),
on tire
(3.36)
1
2
cP,1 ≤ ccheeger ≤ cP,1.
Les deux ine´galite´s pre´ce´dentes sont toutes les deux optimales (cf. les exemples suivants).
Un re´sultat important de Bobkov-Houdre´ [30] dit que
(3.37) ccheeger = ess sup
x∈I
m(I)min{µ(I+x ), µ(I−x )}
m′(x)
√
a(x)
= ess sup
x∈I
m(I)
√
a(x)s′(x)min{µ(I+x ), µ(I−x )},
ce qui veut dire grossie`rement que l’ensemble extreˆme pour ccheeger est un demi intervalle I
+
x .
Ces dernie`res anne´es, la meilleure constante ccheeger (dans le cas multi-dimensionnel) a e´te´ e´tudie´e de
manie`re intensive (voir [41], [30],[115], [130], [179] pour des re´fe´rences pertinentes).
Le the´ore`me 3.3.1 nous permet d’identifier la meilleure constante cP,1 dans l’ine´galite´ L
1 de Poincare´
donne´e dans (3.34). C’est le propos du the´ore`me suivant
The´ore`me 3.3.2 La meilleure constante cP,1 dans l’ine´galite´ L
1 de Poincare´ (3.34) est finie ssi
(3.38) cδ := 2 ess sup
x∈I
√
a(x)s′(x)m(I)µ(I+x )µ(I
−
x ) < +∞,
ou` I+x , I
−
x sont donne´s dans le The´ore`me 3.3.1. Dans ce cas cP,1 = cδ.
En appliquant (3.34) a` (1−ndρ0(x,A))+ et en faisant tendre n→∞, on obtient l’ine´galite´ isope´rime´trique
suivante
2µ(A)µ(Ac) ≤ cP,1µs(∂A)
pour tout sous-ensemble mesurable A de I.
Mais on ne sait pas si l’ine´galite´ isope´rime´trique pre´ce´dente implique (3.34) dans le cas multidimensionnel
(l’approche via la formule de la co-aire ne marche pas.) Cependant, la meilleure constante dans la dernie`re
ine´galite´ isope´rime´trique est borne´e supe´rieurement par cP,1 et infe´rieurement par cδ (juste en prenant
A = I+x ), et donc est e´gale a` cδ = cP,1 (par le The´ore`me 3.3.2) dans le cas uni-dimensionnel.
3.3.2 Applications aux ine´galite´s de transport et de concentration
La forme de Dirichlet (E , (E)) associe´e au semi-groupe de transition (Pt) de (Xt) est donne´e par :
D(E) = D(
√
−L2) = {f ∈ L2(I, µ)
⋂
AC(I),
∫
I
a(x)f ′(x)2dµ(x) < +∞},
E(f, f) :=
∫
I
a(x)f ′(x)2dµ(x), f ∈ D(E).
Pour f, g ∈ D(E), soit Γ(f, g) = af ′g′ l’ope´rateur carre´-du-champ. L’information de Fisher-Donsker-
Varadhan de ν par rapport a` µ est de´finie par :
(3.39) I(ν|µ) =
{
E
(√
dν
dµ ,
√
dν
dµ
)
, si ν ≪ µ et
√
dν
dµ ∈ D(E);
+∞, sinon.
Rappelons que pour ρ0(x) =
∫ x
c
1√
a(y)
dy, la me´trique associe´e dρ0 (x, y) = |ρ0(y)− ρ0(x)| est la me´trique
intrinse`que de la diffusion (Xt).
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Corollaire 3.3.3 Soit ρ ∈ AC(I)⋂L2(I, µ) telle que ρ′(x) > 0, dx− p.s. et soit
(3.40) cρ = ess sup
x∈I
s′(x)
√
a(x)
∫ y0
x
[ρ(y)− µ(ρ)]m′(y)dy < +∞.
Alors pour toute mesure ν ∈ M1(I), on a
(3.41)
(
W1,dρ(ν, µ)
)2 ≤ 4c2ρI(ν|µ),
ou d’une manie`re e´quivalente, pour toute fonction ρ-Lipschitzienne g sur I, on a, pour toute mesure
initiale ν ≪ µ et tout re´els t, r > 0,
(3.42) Pν
(
1
t
∫ t
0
g(Xs)ds > µ(g) + r
)
≤ ‖dν
dµ
‖L2(I,µ) exp
(
− tr
2
4c2ρ‖g‖2Lip(ρ)
)
.
La seconde ine´galite´ peut eˆtre re´e´crite de la manie`re suivante :
W1,ρ(fµ, µ) ≤ cρ
∫
I
√
Γ(f, f)dµ ≤ 2cρ
√
I(fµ|µ).
En re´pe´tant les arguments pre´ce´dents, mais en utilisant la partie 2. du The´ore`me 3.3.1, on obtient le
corollaire ci-dessous.
Corollaire 3.3.4 Soit 0 ≤ ϕ ∈ L2(I, µ) telle que c(ϕ, ρ0) < +∞. Alors pour tout ν = fµ ∈ M1(I), on
a :
(3.43) ‖ϕ(ν − µ)‖TV ≤ c(ϕ, ρ0)
∫
I
√
Γ(f, f)dµ ≤ 2c(ϕ, ρ0)
√
I(ν|µ).
D’une manie`re e´quivalente : pour toute fonction g : I → R telle que ‖g‖Lip(βϕ) ≤ 1 ou` βϕ(x, y) :=
[ϕ(x) + ϕ(y)]1x 6=y, on a, pour toute mesure initiale ν ≪ µ et tous re´els t, r > 0,
(3.44) Pν
(
1
t
∫ t
0
g(Xs)ds > µ(g) + r
)
≤ ‖dν
dµ
‖L2(I,µ) exp
(
− tr
2
4c(ϕ, ρ0)2
)
.
L’ine´galite´ de concentration Gaussienne (3.44) vient de (3.43) graˆce a` [95, Theorem 2.4] et a` l’e´galite´
‖ϕ(ν − µ)‖TV = sup
g:‖g‖Lip(βϕ)≤1
∫
I
gd(ν − µ) (cf. [91]).
On remarque que quand ϕ = 1 dans (3.43) alors c(ϕ, ρ0) = cδ. Donc, dans ce cas particulier, l’ine´galite´
(3.43) devient : pour toute mesure de probabilite´ µ de densite´ f ∈ AC(I),
(3.45)
∫
I
|f − 1|dµ ≤ cδ
∫
I
√
Γ(f, f)dµ ≤ 2cδ
√
I(fµ|µ).
Guillin et al. [95, Theorem 3.1] ont prouve´ que si l’ine´galite´ de Poincare´ a lieu, alors on a :∫
I
|f − 1|dµ ≤
√
2cGI(ν|µ)
avec une constante optimale cG ≤ 2cP (l’indice G indique l’ine´galite´ e´quivalente pour la concentration
Gaussienne). Inversement, si la dernie`re ine´galite´ a lieu, alors on a cP ≤ 2cG.
Les ine´galite´s de concentration (3.42) et (3.44) ne contiennent pas la variance asymptotique de g de´finie
par :
σ2(g) := lim
t→∞
1
t
V arPµ
(∫ t
0
g(Xs)ds
)
.
Cette variance joue un roˆle fondamental dans le TCL. Ceci est traite´ dans l’ine´galite´ de concentration de
type Bernstein ci-apre`s.
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Corollaire 3.3.5 Supposons que la constante cδ dans (3.38) est finie.
(i) Si la constante cρ dans (3.40) est finie, alors pour toute fonction g telle que ‖g‖Lip(ρ) ≤ 1, on a,
pour toute mesure initiale ν ≪ µ et pour tous re´els t, x > 0,
Pν
(
1
t
∫ t
0
g(Xs)ds > µ(g) +
√(
2σ2(g) + 4c2ρmin{1, cδ
√
x})x) ≤ ‖dν
dµ
‖L2(I,µ)e−tx.
(ii) Si la constante c(ϕ, ρ0) dans (3.31) est finie, alors pour toute fonction mesurable g telle que |g(x)−
g(y)| ≤ ϕ(x) + ϕ(y), l’ine´galite´ dans (i) est vraie en remplac¸ant cρ par c(ϕ, ρ0).
Une description qualitative de la bornitude de l’ope´rateur de Poisson
Pour g ∈ L20(I, µ), la solution G avec µ(G) = 0 de l’e´quation de Poisson −L2G = g, si elle existe, sera
note´e par (−L)−1g.
On peut penser naturellement que lorsque ϕ est borne´e mais tend vers 0 sur le bord ∂I, la norme
Lipschitzienne c(ϕ, ρ0) peut eˆtre finie meˆme si cδ = +∞. A` premie`re vue, on pourrait penser faire de
meˆme pour cLip(ρ, ρ0) quand ρ
′ tend vers 0 sur le bord ∂I. Cependant ceci n’est pas possible.
Proposition 3.3.6 Soient ρ, ϕ comme dans le The´ore`me 3.3.1, mais de plus borne´es et soit ϕ > 0. Soit
ρ0(x) =
∫ x
c
1√
a(y)
dy. Conside´rons les proprie´te´s suivantes :
(i) cρ = cLip(ρ, ρ0) = ‖(−L2)−1‖CLip(ρ),0→CLip(ρ0),0 < +∞.
(ii) c(ϕ, ρ0) = supg:|g|≤ϕ ‖(−L2)−1(g − µ(g))‖Lip(ρ0) < +∞.
(iii) cδ = sup|g|≤1 ‖(−L2)−1(g − µ(g))‖Lip(ρ0) < +∞.
(iv) L’ine´galite´ L1 de Poincare´ (3.34) a lieu, c.a`.d., cP,1 < +∞.
(v) L’ine´galite´ de transport-information suivante a lieu : il existe une certaine constante cG > 0 telle
que, pour ν = fµ ∈M1(I), on a
∫
I
|f − 1|dµ ≤
√
2cGI(ν|µ).
(vi) L’ine´galite´ de Poincare´ (3.27) a lieu, c.a`.d., cP < +∞.
Alors
1. les proprie´te´s (i), (ii), (iii) et (iv) sont e´quivalentes.
2. (iv) implique (v) et (v) et (vi) sont e´quivalentes.
3. Si a(x) = 1 et b′ ≤ K (c.a`.d. la courbure de Bakry-Emery est borne´e infe´rieurement par −K),
alors (vi) implique (iv) et alors (i), (ii), (iii), (iv), (v), et (vi) sont toutes e´quivalentes.
3.3.3 Exemples
Mesure Gaussienne
Soit I = R, a(x) = 1 et b(x) = −x/σ2 ou` σ > 0. Alors m′(x) = e−x2/2σ2 et µ = N (0, σ2) (la loi
Gaussienne centre´e de variance σ2). Pour ρ0(x) = x, on voit que :
cLip(ρ0, ρ0) = cρ0 = sup
x∈R
ex
2/2σ2
∫ ∞
x
ye−y
2/2σ2dy = σ2.
On a cP = cρ0 = σ
2, qui est une e´galite´ bien connue (voir [115]). L’ine´galite´ de transport (3.41) devient
une e´galite´ pour ν = N (m,σ2).
On identifie la constante cδ dans (3.38) par un calcul direct :
cδ = 2 sup
x∈R
ex
2/2σ2
√
2πσµ([x,+∞))µ((−∞, x)) =
√
π
2
σ.
D’un autre coˆte´, on a ccheeger ≥
√
π
2σ comme on l’a de´ja` vu pour A = R
+. Alors d’apre`s les ine´galite´s
(3.36) et le The´ore`me 3.3.2, on obtient ccheeger = cδ = cP,1.
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Mesure uniforme
Soit I = [−D/2, D/2] ou` D > 0, a(x) = 1 et b(x) = 0. L’unique mesure invariante de probabilite´ µ est la
mesure uniforme sur I. Comme m′(x) = 1 = s′(x), on obtient
cρ0 = cLip(ρ0,ρ0) = sup
x∈[−D/2,D/2]
∫ D/2
x
ydy =
D2
8
,
et la constante cδ = c(ϕ, ρ0) avec ϕ = 1 est donne´e par
cδ = sup
x∈[−D/2,D/2]
2Dµ([−D/2, x])µ([x,D/2]) = D
2
.
Comme ccheeger ≥ D/2 (ainsi que nous l’avons de´ja` vu pour A = [0, D/2]), on obtient ccheeger = D/2 =
cδ = cP,1 par l’ine´galite´ (3.36) et le the´ore`me 3.3.2.
Mesure exponentielle sur R+
Soit I = R+ = [0,+∞), a(x) = 1 et b(x) = −λ ou` λ > 0. Alors m′(x) = e−λx = 1/s′(x), ρ0(x) = x et
µ est la distribution exponentielle de parame`tre λ. Il est facile de voir que cρ0 = cLip(ρ0,ρ0) = +∞ : pas
de trou spectral pour la norme ρ0-Lipschitzienne. En effet, l’ine´galite´ de transport-information (3.41) est
fausse pour ρ = ρ0. Par le The´ore`me 3.3.2, on trouve
cP,1 = cδ = 2 sup
x≥0
1
λ
eλxµ(0, x)µ(x,+∞) = 2 sup
x≥0
1
λ
µ(0, x) =
2
λ
.
Cependant, on a ccheeger =
1
λ par Bobkov-Houdre´ [30]. Ceci, ainsi que l’e´tude de la mesure Gaussienne
pre´ce´dente, montre que les deux ine´galite´s dans (3.36) sont optimales. On a aussi l’ine´galite´ de transport-
information (3.45), qui peut-eˆtre e´crite selon :
‖ν − µ‖TV ≤ 4
λ
√
I(ν|µ), ∀ν.
Elle est optimale. Pour ce mode`le il est bien connu que cP = 4/λ
2 ([115]). L’ine´galite´ pre´ce´dente est la
meˆme que celle prouve´e dans [95, Theorem 3.1] (a` partir de l’ine´galite´ de Poincare´).
Mesure Log-concave sur R
Soit I = R, a(x) = 1 et b(x) = −V ′(x) ou` V est C2, strictement convexe sur R telle que V (0) = 0 et∫
R
e−V dx < +∞. Alors m′(x) = e−V (x), s′(x) = eV (x) et ρ0(x) = x.
Soit ρ(x) = V ′(x), qui est µ-inte´grable et µ(ρ) = 0. On a
cρ = cLip(ρ, ρ0) = sup
x∈R
eV (x)
∫ +∞
x
V ′(y)e−V (y)dy = sup
x≥0
eV (x)e−V (x) = 1.
Ainsi en supposant que
∫
V ′2e−V dx < +∞, on obtient l’ine´galite´ de transport-information (3.41) et
l’ine´galite´ de concentration Gaussienne (3.42). Par exemple, pour toute fonction g ∈ C1(R) telle que,
|g′| ≤ V ′′ on a, pour toute mesure initiale ν ≪ µ et tous re´els t, r > 0,
(3.46) Pν
(
1
t
∫ t
0
g(Xs)ds > µ(g) + r
)
≤ ‖dν
dµ
‖L2(I,µ) exp
(
− tr
2
4
)
.
En outre, pour toute fonction positive ϕ ≤M(1 + |V ′|), il est facile de voir que c(ϕ, ρ0) < +∞. De`s lors,
l’ine´galite´ de transport-information (3.43) est satisfaite.
Il est tre`s inte´ressant de ge´ne´raliser ce re´sultat aux mesures log-concave sur Rd. Voir Bobkov-Ledoux [31]
pour certains re´sultats dans cette direction.
Diffusion de Jacobi
Soit I =]0, 1[, a(x) = x(1 − x) et b(x) = −x + 1/2, alors µ(x) = 1/(π√x(1− x)), voir [65]. Pour
ρ0(x) =
π
2 +Arcsin(2x− 1), on voit que
cLip(ρ0, ρ0) = cρ0 = sup
x∈]0,1[
(
π2
8
− 1
2
Arcsin2(2x− 1)
)
=
π2
8
.
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Par le calcul on identifie la constante cδ dans (3.38) comme
cδ =
2
π
sup
x∈]0,1[
(
π2
4
−Arcsin2(2x− 1)
)
=
π
2
.
En utilisant (3.37), voir Bobkov-Houdre´ [30], on obtient ccheeger =
π
2 , ainsi on trouve ccheeger = cP,1 =
cδ =
π
2 d’apre`s le The´ore`me 3.3.2.
Processus de branchement continu
Soit I =]0,+∞[, a(x) = 2x et b(x) = −2x+ 1, alors µ(x) = 1√
π
e−x√
x
. Ce processus apparaˆıt comme une
diffusion limite de certains processus de branchement a` temps discret, voir [118]. Pour ρ0(x) =
√
2x, on
voit que
cLip(ρ0, ρ0) = cρ0 = sup
x∈R+
(
1− e
x
√
π
∫ ∞
x
e−y√
y
dy
)
= 1.
Exemple 3.3.7 (voir aussi l’exemple 1.4.2 dans [168])
Soit I = R+, a(x) = (1 + x)α avec α > 1, et b(x) = 0 alors µ(x) = α−1(1+x)α . Pour α > 2 et ρ0(x) =
2
α−2 (1− (1 + x)−
α−2
2 ), on voit que :
cLip(ρ0, ρ0) = cρ0 =
4
(α− 2)(3α− 4) supx∈R+
(1 + x)−
α−2
2
(
1− (1 + x)−α−22
)
=
1
(α− 2)(3α− 4) .
Par le calcul, on identifie la constante cδ dans (3.38) :
cδ =
2
α− 1 supx∈R+
(1 + x)−
α−2
2
(
1− (1 + x)−(α−1)
)
=
4
3α− 4
(
α− 2
3α− 4
) α−2
2(α−1)
.
D’apre`s le The´ore`me 3.3.2, on a cP,1 = cδ. Cependant, en utilisant (3.37), on obtient ccheeger =
1
α− 1
(
1
2
) α−2
2(α−1)
.
Proble`mes et perspectives
Nous continuons a` nous inte´resser aux ine´galite´s de transport car un de leurs inte´reˆts principaux est leur
lien avec la concentration de la mesure.
1. Notre objectif est d’e´tendre les ine´galite´s de transport que nous avons prouve´es dans le cas de
diffusion, a` des e´quations diffe´rentielles stochastiques re´trogrades. Une ge´ne´ralisation a de´ja` e´te´
faite par Saussereau [155] dans le cas des e´quations diffe´rentielles stochastiques conduite par un
mouvement brownien fractionnaire.
2. Nous souhaitons e´tudier quelques ine´galite´s fonctionnelles, comme les ine´galite´s de Poincare´, les
ine´galite´s de log-Sobolev et les ine´galite´s de transport pour les mode`les de chaˆınes de Markov
bifurcantes, sur un arbre binaire. Le fait de ne plus conside´rer un arbre binaire pour la population
de cellules va modifier qualitativement les re´sultats, de`s que les transitions vont de´pendre du
nombre de cellules filles. Delmas et Marsalle [60] ont conside´re´ le cas ou` une cellule peut avoir
0,1ou 2 enfants en forc¸ant la ge´ne´alogie sous-jacente a` la population de cellules a` eˆtre un processus
de Galton-Watson. Nous envisageons de traiter ce cas aussi.
3. L’extension de l’e´tude de l’e´volution d’un syste`me de particules dont la ge´ne´alogie est donne´e
par un arbre de Galton-Watson continu est propose´e dans [13]. Les particules se de´placent de
manie`re inde´pendante en fonction d’un processus de Markov et lorsque se produit un e´ve´nement
de branchement, les positions des descendants de´pendent de la position de la me`re et du nombre de
descendants. Une loi des grands nombres pour la mesure empirique des individus vivant au temps
t est obtenue. Nous souhaitons obtenir des ine´galite´s de de´viations dans ce cas.
4. Nous envisageons de regarder les ine´galite´s de transport sur les graphes.
Chapitre 4
De´viations mode´re´es pour des
variables ale´atoires de´pendantes
Dans ce chapitre, nous pre´sentons succinctement des re´sultats de de´viations mode´re´es pour certaines
variables ale´atoires de´pendantes pour les chaˆınes de Markov, pour des diffe´rences de martingales, pour
des processus autore´gressifs et pour la densite´ spectrale d’un processus de moyennes mobiles. Ces re´sultats
sont ceux des articles [T-D2], [T-D3], [H-D6], [H-D9], [T-D17] et [T-D19].
4.1 Introduction
Le but est ici d’e´tendre a` des situations de de´pendances, les conditions ne´cessaires et suffisantes obtenues
par Ledoux-Arcones [113, 8] dans le cas de sommes de variables ale´atoires i.i.d. base´es sur le comportement
de la queue de distribution de ces variables par rapport a` la vitesse des de´viations mode´re´es.
Rappelons que Borovkov et Mogulskii [38] ont conside´re´ le PDM pour une suite de v.a.i.i.d. (Xi) a` valeurs
dans un espace de Banach, sous la condition que IEeδ|X1| < +∞, pour un certain δ > 0. Baldi [12] a
obtenu le PDM trajectoriel sous la meˆme condition.
Dans le cas ou` la vitesse bn du PDM est e´gale a` n
α avec 12 < α < 1, Chen [46] a trouve´ une condition
ne´cessaire et suffisante pour le PDM dans un espace Banach et a obtenu la borne infe´rieure pour une
suite bn ge´ne´rale sous des conditions tre`s faibles.
En utilisant les techniques d’isope´rime´trie, Ledoux [113] a obtenu une condition ne´cessaire et suffisante
dans le cas ge´ne´ral [c’est-a`-dire pour n’importe quelle vitesse bn du PDM], prolongeant ainsi les travaux
de Chen [46].
Plus pre´cisement, il a prouve´ l’e´quivalence entre le PDM de vitesse bn et la condition de queue exponen-
tielle suivante :
(4.1) ∃R > 0, tel que ∀u > 0, lim sup
n→∞
n
b2n
log
(
nIP(|X1| > ubn)
)
≤ −u
2
R
,
sous re´serve que bn satisfasse une condition technique : il existe A > 1, 0 < δ < 1 tels que ∀n, k ≥
1, bnk ≤ Ak1−δbn, ce qui signifie que bn ne peut eˆtre trop pre`s de n, l’e´chelle des grandes de´viations.
Pour des de´viations mode´re´es inde´pendantes de la vitesse bn conside´re´e, Jiang a montre´ qu’un moment
exponentiel est ne´cessaire.
Les re´sultats de Ledoux [113] ont e´te´ e´tendus aux processus empiriques fonctionnels (dans le cadre de
la statistique non parame´trique) par Wu [171]. D’autres de´veloppements ont e´te´ obtenues par Dembo et
Zajic [65]. Arcones [8] a obtenu le PDM de type fonctionnel, sans l’hypothe`se technique sur bn de Ledoux
[113], mais avec (4.1) remplace´e par
(4.2) lim sup
n→∞
n
b2n
log
(
nIP(|X1| > bn)
)
= −∞.
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Sous cette condition et dans le cas i.i.d.voir aussi les travaux de Eichelsbacher et Lo¨we [75].
La question de savoir comment e´tendre le principe de de´viations mode´re´es a` des situations de de´pendence
a re´cemment fait l’objet de beaucoup d’attention et de travaux remarquables.
4.2 Chaˆınes de Markov
Soit (Xn)n≥0 une chaˆıne de Markov, a` valeurs dans un espace d’e´tat mesurable (E, E), ergodique, de
probabilite´ de transition P et de mesure invariante π. SoitM(E) l’espace des mesures signe´es a` variations
finies sur (E, E) muni de la norme de la variation totale ‖ · ‖var. Pour une mesure de probabilite´ µ sur
(E, E), soit IPµ la mesure de probabilite´ Markovienne sur (EIN, E⊗IN) de´termine´e par la probabilite´ de
transition P et la mesure initiale µ. {Xj} repre´sente alors la suite des coordonne´es sur EN. On de´finit les
mesures empiriques Mn, n ≥ 1
Mn :=
1
bn
n−1∑
j=0
(δXj − π)
qui sont des e´le´ments ale´atoires de M(E). En statistique non parame´trique, on a besoin d’estimations
uniformes de Mn(f) sur une classe de fonctions F .
Si bn =
√
n, il s’agit de l’e´tude du TCL pour lequel nous renvoyons a` Meyn-Tweedie [129]. Lorsque
bn = n, le proble`me devient celui des grandes de´viations, amplement e´tudie´ dans la litte´rature : voir
Donsker-Varadhan [68] pour les premiers travaux, jusqu’a` Wu [178] pour les derniers de´veloppements.
Notre cadre d’e´tude sera celui ou` la vitesse bn (suppose´e strictement croissante) ve´rifie
(4.3)
√
n≪ bn ≪ n.
Notre but est ici d’introduire l’analogue de conditions du cas i.i.d. en termes de jeu entre la vitesse bn,
l’ergodicite´ de la chaˆıne de Markov, i.e. formellement une suite rn tendant vers 0 et une fonction V telles
que pour tout x
(4.4) ‖Pn(x, ·) − π‖var ≤ V (x)rn,
et le caracte`re non borne´ de f . Nous e´tendons aussi lorsque cela est possible, en vue d’applications aux
processus a` temps continu, les de´viations mode´re´es au cas trajectoriel et uniforme´ment sur des classes de
fonctions. Des applications aux lois du logarithme ite´re´ ainsi que des extensions du TCL sont e´galement
obtenues.
Avant d’e´noncer les principaux re´sultats obtenus dans cette partie, il est ne´cessaire d’introduire, au moins
formellement, la me´thode dite de re´ge´ne´ration de la chaˆıne e´clate´e qui constitue la base de notre approche.
Pour une approche comple`te de cette me´thode, on pourra consulter Nummelin[136, 137], Athreya-Ney
[9], Meyn-Tweedie [129] ou Chen [46]. Cette me´thode est base´e sur le fait que si nous conside´rons la
chaˆıne de Markov (Xn) π-irre´ductible, alors il y a existence d’ensembles petits : ∃m ∈ IN∗, ∃C ⊂ E, ν ∈
P(E), ν(C) = 1, tels que ∀x ∈ C
(4.5) Pm(x, ·) ≥ εν(·).
Lorsqu’il existe C tel que ∀x, y ∈ C,P (x, ·) = P (y, ·), C est nomme´ atome.
La me´thode de re´ge´ne´ration de la chaˆıne e´clate´e se base sur l’existence d’un ensemble petit, disons pour
m = 1 pour simplifier, pour construire une chaˆıne de Markov sur E×{0, 1}, soit (Xn, Yn) dont la premie`re
marginale a la meˆme loi que (Xn) mais qui a l’avantage d’avoir C ×{1} comme atome : lorsque la chaˆıne
n’est pas dans C elle e´volue normalement avec la transition P , et Yn = 0, mais lorsque la chaˆıne rentre
dans C, on tire une Bernoulli inde´pendante de parame`tre ε pour la deuxie`me composante et si Yn = 1,
Xn+1 est tire´ avec la probabilite´ ν sinon avec le noyau re´siduel. Ainsi a` chaque fois que Yn = 1, la
chaˆıne e´volue selon ν et donc “oublie” le point pre´ce´dent. La construction pour m > 1 est “identique” en
raisonnant sur Pm.
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De par la de´finition d’un atome, on voit que chaque passage dans un atome “re´ge´ne`re” la chaˆıne permet-
tant ainsi de cre´er des blocs entre ces retours a` l’atome qui sont inde´pendants si m = 1 et 1-de´pendants
sinon. Ainsi, en conside´rant pour simplifier m = 1, en notant (σk) les temps de passages successifs dans
l’atome, i(n) le nombre de passages dans l’atome avant n et l(n) le dernier temps de passage dans l’atome
avant n, on a (en supposant π(f) = 0)
(4.6) Mn(f) =
1
bn
σ1∑
k=0
f(Xk) +
1
bn
i(n)−1∑
j=1
σj+1∑
k=σj
f(Xk) +
1
bn
n−1∑
k=l(n)
f(Xk).
Les premier et dernier termes s’ave`reront ne´gligeables a` l’e´chelle des de´viations mode´re´es, ce qui fait
que nous revenons a` l’e´tude des de´viations mode´re´es d’une somme ale´atoire de v.a. inde´pendantes (ou
1-de´pendantes). L’ergodicite´ que nous imposons permettra de transformer cette somme ale´atoire en une
somme de´terministe.
Nous supposerons pour faire simple que cette chaˆıne posse`de un atome, i.e. ∃α ∈ E , une mesure de
probabilite´ ν sur E tels que
∀x ∈ α, P (x, ·) = ν(·)
et α est ainsi appele´ atome. On remarquera que, dans le cas ou` E est discret, chaque e´tat est un atome.
Le cas markovien a e´te´ extensivement e´tudie´ sous des hypothe`ses de plus en plus ge´ne´rales et successive-
ment moins restrictives (voir Wu [171, 172], Puhalskii [147], Chen [47] pour des re´fe´rences pertinentes), et
re´cemment par de Acosta [53] et Chen [48] pour la borne infe´rieure sous la seule condition de l’ergodicite´
de degre´ 2, et de Acosta-Chen [54] et Chen [48] pour la borne supe´rieure sous l’ergodicite´ ge´ome´trique
et une condition de re´gularite´ de la mesure initiale, dont l’objectif principal est le principe de de´viations
mode´re´es pour les fonctionnelles borne´es a` valeurs dans un espace de Banach se´parable de Mn et pour la
mesure empirique Mn. Guillin [93] a obtenu le principe de de´viations mode´re´es uniforme en temps pour
les processus empiriques fonctionnels. Ces travaux ont fondamentalement motive´ notre travail. Nous
ame´liorons et e´tendons ces re´sultats.
Pre´cisons quelques notations. Etant donne´e une classe de fonctions re´elles et mesurables F telle que
∀f ∈ F on a π(f) = 0, f ∈ L2(π), soit l∞(F) l’espace de toutes les fonctions re´elles borne´es sur F , muni
de la norme ‖F‖F = supf∈F |F (f)|, qui est un espace de Banach non se´parable quand F est infini. A
toute mesure ν ∈ M(E) correspond un e´le´ment νF dans l∞(F) donne´ par νF =
∫
fdν, ∀f ∈ F .
Afin d’e´viter les proble`mes de mesurabilite´, on suppose que F est de´nombrable, ou que le processus
{Mn(f), f ∈ F} est se´parable au sens de Doob pour tout n. Nous nous inte´ressons ici au comportement
asymptotique de Pµ((Mn)
F ∈ ·).
The´ore`me 4.2.1 Supposons que (F ,d2) est totalement borne´e et que (Mn)F → 0 en probabilite´ dans
l∞(F). Supposons que
(H1) lim sup
n→+∞
n
b2n
log(nIPν(τ ≥ bn)) = −∞ ;
(H2) lim sup
n→+∞
n
b2n
log
(
nIPν
(
τ∑
k=0
‖f(Xk)‖F ≥ bn
))
= −∞.
Alors, pour toute mesure de probabilite´ µ sur (E,E) ve´rifiant
(4.7) lim sup
n→+∞
n
b2n
log IPµ
(
τ∑
k=0
‖f(Xk)‖F ≥ bn
)
= −∞.
IPµ((Mn)
F ∈ ·) satisfait le PDM sur l∞(F) de vitesse b2n/n et de bonne fonction de taux JF donne´e par
JF (F ) = sup
{
J(f1,...,fm) (F (f1), ..., F (fm)) ; f1, ..., fm ∈ F , m ≥ 1
}
,
ou` J(f1,...,fm) est donne´e par Jf (x) = sup
ξ∈IRm
[
〈x, ξ〉 − 1
2
σ2(〈f, ξ〉)
]
.
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Supposons par ailleurs que
∑∞
k=1〈ξ, f〉P k〈f, ξ〉 ∈ L1(π) pour tout ξ ∈ IRm, alors
σ2(〈f, ξ〉) =
∫
〈f, ξ〉2dπ + 2
∫ ∞∑
k=1
〈f, ξ〉P k〈f, ξ〉dπ.
Avant de de´crire brie`vement la preuve, faisons quelques commentaires sur nos hypothe`ses.
Notons qu’en pre´sence d’atome, l’ergodicite´ ge´ome´trique est e´quivalente a` ∃δ > 0 tel queEν(eδτ ) <∞. La
condition (H1) est ainsi strictement plus faible que l’ergodicite´ ge´ome´trique impose´e dans les travaux de
de Acosta-Chen [54]. De plus (H1) peut-eˆtre explicitement donne´e. Par exemple, dans le cas particulier
bn = n
1/p avec 1 < p < 2, alors (H1) est vraie, si
(4.8) ∃δ > 0 tel que Eν(eδτ2−p) <∞.
Remarquons e´galement que nous conside´rons ici le cas non se´parable du processus empirique fonctionnel et
des fonctions non borne´es. Ces cas ne sont pas e´tudie´s par de Acosta-Chen. A` leur cre´dit, notons toutefois
qu’ils ne supposent pas l’existence d’un atome et leur seule hypothe`se est l’ergodicite´ ge´ome´trique.
Toujours dans le contexte bn = n
1
p avec 1 < p < 2, en suivant Nummelin-Tweedie [139] et Nummelin-
Tuominen [138] (ou Meyn-Tweedie [129] pour un examen complet) on peut voir que la condition (4.8)
est e´quivalente a` l’ergodicite´ sous-ge´ome´trique suivante : ∃r > 1 tel que pour π-presque suˆrement x
∞∑
n=1
rn
2−p‖Pn(x, ·) − π‖var <∞,
condition qui est plus forte que l’ergodicite´ de degre´ 2 (voir Chen [47]) mais plus faible que l’ergodicite´
ge´ome´trique. Une telle affirmation implique en particulier que (4.8) est valable inde´pendamment du choix
de l’atome et donc (H1) aussi dans ce contexte.
Nous ne sommes pas en mesure d’obtenir l’inde´pendance de la condition de re´currence (H1) de l’atome,
ni sa caracte´risation au moyen d’un certain type d’ergodicite´ pour un bn ge´ne´ral, mais heureusement, nos
re´sultats sont prouve´s si (H1) et (H2) sont satisfaites pour un certain atome et puis pour tout atome.
Sous (H2), la condition (4.7) est ve´rifie´e, par exemple, par la mesure invariante π de la chaˆıne de Markov
et par la mesure de Dirac δx pour π-presque tout x ∈ E.
La preuve se de´compose en deux e´tapes : utilisation de la formule (4.6) pour e´tablir des de´viations
mode´re´es avec une condition de type Ledoux-Arcones sur les excursions de la fonctionnelle entre 2 temps
de retour a` l’atome, puis utilisation de la condition de de´rive pour controˆler ces excursions par des
quantite´s reposant sur des caracte´ristiques de la chaˆıne initiale : l’introduction d’une chaˆıne interme´diaire,
ne re´ge´ne´rant pas, est cruciale pour le controˆle des moments des excursions, les conditions de de´rive
permettant, par le biais de la formule de Dynkin, de majorer les moments des excursions de cette chaˆıne.
Notons pour conclure que dans [T-D2], publie´ dans Stochastic Processes and Their Applications avec A.
Guillin, nous donnons des exemples, dans le cas de chaˆıne de Markov a` valeurs dans un espace d’e´tat
de´nombrable, de classes de fonctions ve´rifiant les conditions de ces the´ore`mes. Pour l’extension au cadre
ge´ne´ral d’une chaˆıne de Markov sans atome voir [T-D17] publie´ aux CRAS avec A. Guillin.
4.3 Diffe´rences de martingales et suites φ-me´langeantes
Nous pre´sentons dans cette partie notre travail [T-D4], publie´ dans Stochastic and Stochastic Reports.
Soit (mk)k≥1 une suite de diffe´rences de martingales a` valeurs dans Rd de´finie sur un espace de probabilite´
(Ω,F ,P), par rapport a` la filtration (Fn)n∈N.
Soit M0 = 0, Mn =
∑n
k=1mk , ∀n ∈ N∗ et on note par 〈M〉n le processus de la variation quadratique
de la martingale (Mn) donne´ par 〈M〉n =
∑n
k=1 IEk−1(mkm
∗
k).
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Ici, Ek−1 et Pk−1 de´signent respectivement l’espe´rance conditionnelle et la probabilite´ conditionnelle
sachant Fk−1.
Pour de nombreuses applications dans les statistiques, on cherche le comportement limite de P
(
1
bn
Mn ∈ ·
)
.
Des bornes uniformes et non uniformes sur la convergence dans le TCL de Mn/
√
n ont e´te´ obtenues par
plusieurs auteurs, voir Rac˜kauskas [148], [149], Grama [83], Grama et Haeusler [92]. Pour la preuve du
TCL et pour des informations ge´ne´rales sur le TCL de martiangles, on se re´fe`re a` Hall et Heyde [98],
Liptser et Shiryaev [119] ou Jacod et Shiryaev [106].
Notre objectif dans ce travail est de donner le comportement asymptotique des fonctionnelles associe´es
au principe d’invariance de Donsker Zn(t) =M[nt]/bn, t ∈ [0, 1], dans (D[0, 1],Rd),l’espace des fonctions
ca`dla`g de´finies sur [0, 1] a` valeurs dans IRd muni de la topologie de Skorohod et de la σ-alge`bre B.
L’e´tude du principe de de´viations mode´re´es des martingales est re´cent : voir Puhalskii [145], Rac˜kauskas
[149], Dembo [61], Gao[84] et Worms [170]. Rac˜kauskas [149] a obtenu la borne supe´rieure des de´viations
mode´re´es pour une suite re´elle de diffe´rences de martingales borne´es Zn(1) sous des conditions tre`s
restrictives. Sa preuve est base´e sur des estimations pre´cises du taux de convergence de Mn/
√
n vers la
loi normale.
Dans le cas de diffe´rences de martingales borne´es a` valeurs dans Rd, Dembo [61], en utilisant la me´thode
des cumulants de Puhalskii [145], a donne´ le PDM pour Zn(·) dans D[0,∞), muni de la topologie loca-
lement uniforme, sous la condition suivante : pour une certaine matrice syme´trique semi-de´finie positive
Q, on a
∀δ > 0 lim sup
t→∞
1
t
logP
(∣∣∣∣∣∣∣∣ 〈M〉tt −Q
∣∣∣∣∣∣∣∣ > δ) < 0.
Puhalskii [145] a e´tabli des conditions pour obtenir le PGD sous la topologie de Skorohod en termes de
convergence de leurs caracte´ristiques pre´visibles. Gao [84] a discute´ le PDM pour une suite des diffe´rences
de martingales sous une condition d’inte´grabilite´ conditionnelle de la martingale, avec quelques applica-
tions aux suites me´langeantes.
Worms [170, 169] donne des crite`res pour le PDM d’une martingale vectorielle (et d’une certaine classe
de se´ries de re´gression) avec une normalisation de´terministe ou une autonormalisation. Certains de ses
re´sultats sont base´s sur la me´thode des cumulants de´veloppe´e par Puhalskii [145].
Notre objectif est de prouver un the´ore`me de type Chen-Ledoux pour le PDM d’une suite de diffe´rences
de martingales. Notre principal re´sultat est le suivant
The´ore`me 4.3.1 Soit (bn = b(n))une suite de nombre re´els satisfaisant (4.3), telle que c(n) := n/bn est
croissante. Nous de´finissons la fonction re´ciproque c−1(t) par c−1(t) := inf {n ∈ IN : c(n) ≥ t} . Sous les
hypothe`ses suivantes :
(H1) il existe une matrice Q syme´trique semi-de´finie positive, telle que ∀δ > 0 ,
lim sup
n→+∞
n
b2n
logP
(∣∣∣∣∣∣∣∣ 〈M〉nn −Q
∣∣∣∣∣∣∣∣ > δ) = −∞ ;
(H2) lim sup
n→+∞
n
b2n
log
(
n ess sup
1≤k≤c−1(b(n+1))
Pk−1
(
|mk| > bn
))
= −∞ ;
(H3) ∀a > 0, and ∀δ > 0
lim sup
n→+∞
n
b2n
logP
(
1
n
n∑
k=1
Ek−1
(
|mk|2 1{|mk|≥a nbn }
)
≥ δ
)
= −∞ ;
la suite Zn(·) satisfait le PDM sur D([0, 1],Rd) de vitesse b2n/n et de bonne fonction de taux donne´e par
(4.9) I(φ) =

∫ 1
0
Λ∗(φ′(t))dt si φ ∈ AC0 ([0, 1])
+∞ sinon,
60
ou` Λ∗ est donne´e par Λ∗(v) = supλ∈Rd
(
λ∗v − 12λ∗Qλ
) (
= 12v
∗Q−1v, si Q est inversible
)
, et
AC0 ([0, 1]) =
{
φ : [0, 1]→ IRd, absolument continue, avec φ(0) = 0
}
.
Notre me´thode de la preuve est la suivante :
(1) pour les petit sauts de Zn(·), on applique les re´sulats ge´ne´raux de Puhalskii [145] ;
(2) En suivant la me´thode de Ledoux [113] et Arcone [8], on montre que la partie des grands sauts
de Zn(·) est ne´gligeable au sens des de´viations mode´re´es.
Plusieurs difficulte´s techniques apparaissent dans la seconde e´tape, quand on passe du cas i.i.d. de Ledoux-
Arcones au cas d’une martingale ge´ne´rale ici.
Notons que meˆme pour des martingales (Mn) a` sauts stationnaires ergodiques borne´s avec E(m1)
2 = 1,
la condition (H1) est indispensable pour le PDM. Un contre exemple est donne´ dans [61].
En contraste avec le PDM, notons que le PGD de vitesse n peut ne pas avoir lieu pour Mn/n meˆme
quand (Mn) est une martingale discre`te a` valeurs re´elle avec des sauts borne´s et inde´pendants telles que
IE(m21) = 1 voir [T-D4].
Si (Mt) est continue, alors (H1) (sans (H2), (H3)) seule est suffisante pour la preuve du PDM de Zn(·)
sur l’espace des fonctions continues, avec une vitesse b2n/n et une bonne fonction de taux donne´e dans
(4.9). C’est une conse´quence du lemme d’approximation [64, Theorem 4.2.13], de la repre´sentation de
Skorohod des martingales [150, Theorem 1.6, Chapter V] et du the´ore`me de Schilder [64, Theorem 5.2.3].
Nous pre´sentons ensuite un exemple de notre re´sultat applique´ a` une certaine classe de suite φ-
me´langeantes. Pour d’autres applications aux martingales stationnaires ou aux processus de Markov
satisfaisant la condition de re´currence de Do¨eblin, voir [T-D4].
Soit (Xn, n ∈ Z) une suite de variables ale´atoires a` valeurs dans un espace polonais (E, E) de´finies
sur un certain espace de probabilite´ (Ω,F ,P). On de´finit les σ-alge`bres Fmn = σ(Xk,m ≤ k ≤ n),
Fn = σ(Xk, k ≤ n) et Fm = σ(Xk, k ≥ m). Posons
φ(n) = sup
(|IP(B/A)− IP(B)| ;A ∈ Fk avec IP(A) > 0, B ∈ Fk+n, k ∈ ZZ) .
La suite (Xn, n ∈ ZZ) est dite φ-me´langeante si φ(n) −→ 0 quand n→ +∞.
Supposons que le processus (Xn, n ∈ ZZ) est stationnaire et φ-me´langeant, avec φ telle que :
(4.10)
+∞∑
n=1
√
φ(n) < +∞, et ∃C une constante positive telle que IP0(X1 ∈ ·) ≤ C µ(·),
Corollaire 4.3.2 Soit f une fonction re´elle mesurable dans L4(µ) telle que µ(f) = 0. Si
(4.11) lim sup
n→+∞
n
b2n
log (nIP (|f(X0)| > abn)) = −∞, ∀a > 0,
alors (
∑[nt]
k=0 f(Xk)/bn)t∈[0,1] satisfait le PDM sur D[0, 1], de vitesse b
2
n/n et de bonne fonction de taux
Jf (γ) =

1
2σ2(f)
∫ 1
0
γ′(t)2dt si γ ∈ AC0 ([0, 1]) et σ2(f) > 0
+∞ sinon,
σ2(f) e´tant donne´e par σ2(f) = IE
(
f(X0)
2
)
+ 2
∑+∞
k=1 IE (f(X0)f(Xk)) .
L’ide´e de base pour ce re´sultat est la repre´sentation des incre´ments stationnaires du processus en termes
d’incre´ments de diffe´rences de martingales, plus d’autres termes qui seront ne´gligeables au sens des
grandes de´viations. Cette ide´e est due a` Gordin [89], qui l’a utilise´e pour prouver le TCL pour des
suites stationnaires ergodiques. Elle s’est largement de´veloppe´e ensuite (voir [98]).
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Compare´e a` la convergence hyper-exponentielle de φ(n) vers 0 (c.a`.d. φ(n)eλn −→ 0, ∀λ > 0) requise
pour les grandes de´viations dans le travail de Bryc [26], la condition (4.10) pour le principe de de´viations
mode´re´es est beaucoup plus faible, c’est une condition tre`s ancienne suffisante pour le TCL, (voir Corollary
5.5 dans [98]).
La condition (4.11), e´tant la meilleure possible, comme on l’a de´ja` vu dans le cas de v.a.i.i.d., est plus
faible que la bornitude de f , impose´e dans le travail de Gao [84], mais notre condition (4.10) est plus
forte que celle impose´e dans son travail.
4.4 Estimation de la densite´ spectrale d’un processus a` moyenne
mobile
Cette section pre´sente les re´sultats obtenus en collaboration avec A. Guillin dans [T-D3] et A. Guillin
et L. Wu dans [H-D6], et nous nous re´fe´rons e´galement a` [T-D19] pour une approche plus ge´ne´rale mais
sous des hypothe`ses abstraites.
Le proble`me est ici d’e´tudier le comportement asymptotique de diffe´rents estimateurs associe´s au proces-
sus a` moyenne mobile (Xn), a` valeurs re´elles pour simplifier, de´fini par
Xn =
+∞∑
j=−∞
aj−nξj =
+∞∑
j=−∞
ajξj+n, ∀n ∈ ZZ
ou` (ξi)i∈Z est une suite de variables re´elles i.i.d. centre´es de carre´ inte´grable, de loi commune L(ξ0) = µ
et (an) une suite de re´els ve´rifiant
(4.12)
∑
n∈Z
a2n <∞,
assurant ainsi la bonne de´finition du processus. La suite (Xn) est strictement stationnaire et a pour
densite´ spectrale, de´finie sur le tore,
(4.13) f(θ) = Var(ξ0)|g(θ)|2 avec g(θ) =
∞∑
n=−∞
ane
inθ.
Notre principale hypothe`se sur µ est de supposer qu’elle ve´rifie une ine´galite´ de Sobolev logarithmique
(donc non limite´e au cadre gaussien), ou simplement une ine´galite´ de transport T1. Nous nous inte´resserons
ici a` l’estimation de la moyenne empirique au niveau des grandes de´viations et des de´viations mode´re´es, de
la covariance empirique (et plus ge´ne´ralement de toutes les fonctionnelles a` croissance au plus quadratique)
puis finalement a` la densite´ spectrale empirique, au niveau des de´viations mode´re´es, comple´tant ainsi le
TCL obtenu par Giraitis-Surgailis [86], les grandes de´viations de Bryc-Dembo [40] pour des fonctionnelles
quadratiques de processus gaussiens, et les grandes de´viations pour les marginales de la densite´ spectrale
empirique de Bercu-Gamboa-Rouault [23].
Soit une suite 1≪ bn ≪ √n, et de´finissons, pour F : IRl+1 → IR,
Sn =
n∑
k=1
Xk, Q
l
n =
n∑
k=1
(XkXk+l − IE(XkXk+l)) ,
Sn(F ) =
n∑
k=1
(F (Xk, ..., Xk+l)− IE(F (Xk, ..., Xk+l))) .
The´ore`me 4.4.1
1. Supposons µ ∈ T1(C), g ∈ L2(dθ), et g continue en 0. Alors, Sn/n ve´rifie un PGD de vitesse n et de
fonction de taux I(x) = Λ∗(X/g(0)) ou` Λ∗ est la transforme´e de Legendre de la fonction ge´ne´ratrice des
moments de µ. De plus, Sn/bn
√
n ve´rifie un PDM de vitesse b2n et de fonction de taux Im(x) = x
2/(2f(0)).
62
2. Supposons µ ∈ ISL(C), f ∈ Lq(dθ) pour 2 < q ≤ ∞ et la condition sur la vitesse bnn(1−2q)/2q →
0, alors
(
Qln/bn
√
n
)
0≤l≤m satisfait un PDM sur IR
m+1 de vitesse b2n et de fonction de taux J(z) =
supλ∈IRm+1
{〈λ, z〉 − 12λ∗Σ2λ} avec Σ2 = (Σ2k,l)0≤k,l≤m et
Σ2k,l =
1
2π
∫ (
ei(k−l)θ + ei(k+l)θ
)
f2(θ)dθ + κ4
(
1
2π
∫
f(θ)eikθdθ
)(
1
2π
∫
f(θ)eilθdθ
)
.
ou` κ4 =
IE(ξ4)−3IE(ξ2)2
IE(ξ2)2 .
3. Supposons µ ∈ ISL(C) et g continue. Supposons de plus que δxiF est Lipschitz pour i = 0, ..., l, alors
Sn(F )/bn
√
n ve´rifie un PDM de vitesse b2n et de fonction de taux IF (z) = z
2/2Σ2F avec
Σ2f = limn→∞
1
n
Var
(
n∑
k=1
F (Xk, ..., Xk+l)
)
.
Conside´rons simplement Qln. La preuve repose sur les trois e´tapes suivantes :
1) on utilise l’approximation de Fejer du processus a` moyenne mobile, soit pour N ∈ IN∗, aNj = aj(1 −
|j|/N) si |j| ≤ N et 0 sinon, et (XNn ) de´finie graˆce a` cette suite est ainsi une suite 2N + l-de´pendantes.
L’ine´galite´ de Sobolev logarithmique et T1, par les re´sultats du chapitre 3, impliquent qu’il existe δ > 0
tel que
∫
eδx
2
dµ est finie et l’on peut donc se ramener aux re´sultats de de´viations mode´re´es de Chen [47]
pour les variables m-de´pendantes.
2) Il s’agit ici de montrer la ne´gligeabilite´ asymptotique quand N tend vers l’infini de 1
bn
√
n
(Qln −Ql,Nn )
soit
lim
N→∞
lim sup
n→∞
1
b2n
log IE
(
eλb
2
n(Qn−QNn )
)
= 0,
ou` nous utilisons une conse´quence de l’ine´galite´ de Sobolev logarithmique, i.e. pour des fonctions G
re´gulie`res
IE
(
e
λ bn√
n
(G−IEG)) ≤ IE(eλ2C b2nn |∇G|2) .
Notant G((ξl)l∈Z ) =
∑n
k=1(XkXk+l − XNk XNk+l), on se re´duit donc a` des estimations sur le carre´ du
gradient de G qui se de´compose en 4 termes pouvant s’e´crire chacun de manie`re ge´ne´rique comme
〈X·+l, Tn((gNg )2)X·+l〉, ou` Tn(h) est la matrice de Toeplitz associe´e a` h. Une proce´dure de line´arisation
originale, base´e sur l’intervention d’une mesure gaussienne, permet alors de re´duire le proble`me a` l’e´tude
des valeurs propres de √
Tn((g − gN)2)Tn(f)
√
Tn((g − gN)2),
dont le controˆle fait intervenir la condition sur bn.
3) La ne´gligeabilite´ de´montre´e, il reste ensuite a` de´montrer la convergence des fonctions de taux obtenues
en 1), ce qui est re´alise´ graˆce a` des estimations issues de 2) et a` des ine´galite´s de Ho¨lder.
Ces re´sultats permettent ensuite de s’inte´resser a` l’estimateur de la densite´ spectrale empirique
Ln(θ) =
√
n
bn
(In(θ)− IEIn(θ)) .
avec In(θ) := 1
n
∣∣∣∣∣
n∑
k=1
Xke
ikθ
∣∣∣∣∣
2
.
The´ore`me 4.4.2 Supposons µ ∈ LSI(C). Supposons de plus que la densite´ spectrale f ∈ Lq(dθ), avec
2 < q ≤ +∞ et bn√
n
n1/q+1/p
′ → 0, 1p + 1p′ = 1 et 1p′ + 1q < 12 . Alors (Ln)n≥0 satisfait un PDM sur
(Lp(dθ), σ(Lp(dθ), Lp
′
(dθ))) de vitesse b2n et de fonction de taux donne´e, pour η ∈ Lp(dθ), η paire, par
I(η) =

1
2π
∫
η2(θ)
4f2(θ)
dθ − κ4
2 + κ4
(
1
2π
∫
η(θ)
2f(θ)
dθ
)2
si η(θ)dθ ≪ f(θ)dθ et η(θ)
f(θ)
∈ L2(dθ);
+∞, sinon.
63
La preuve repose sur le The´ore`me 4.4.1 et le the´ore`me de limite projective pour lequel il faut montrer
lim sup
n→∞
1
b2n
log
(
eb
2
n
1
2π
R
h(θ)Ln(θ)dθ
)
< +∞
pour tout h ∈ Lp′(dθ), ainsi que sur l’identification de la fonction de taux. La preuve de la limite
pre´ce´dente repose encore sur un controˆle de la transforme´e de Laplace par une utilisation, successivement,
de l’ine´galite´ de Sobolev logarithmique puis du proce´de´ de line´arisation, et par le controˆle de valeurs
propres associe´es a` un produit de matrices de Toeplitz. L’identification de la fonction de taux se fait par
un calcul explicite du maximiseur de la fonction de taux obtenue comme limite projective de celle du
the´ore`me 4.4.1.
4.5 Statistique de DURBIN-WATSON
Dans ce travail, en collaboration avec V. BITSEKI PENDA et F. PROI¨A [H-D9] (2014), nous nous sommes
inte´resse´ au PDM de la statistique de DURBIN-WASTON associe´e au processus autore´gressif de premier
ordre stable, pour lequel le bruit est e´galement donne´ par un processus autore´gressif de premier ordre.
Pour introduire la statistique de Durbin-Watson, on conside`re un mode`le autore´gressif de premier ordre,
lui-meˆme issu d’une perturbation autore´gressive du premier ordre, de´finie comme suit : pour tout n ≥ 1,{
Xn = θXn−1 + εn
εn = ρεn−1 + Vn.
Nous supposons ici que les parame`tres inconnus ve´rifient les conditions |θ| < 1 et |ρ| < 1 pour assurer la
stabilite´ du mode`le. Dans la suite, on suppose que (Vn) est une suite de variables ale´atoires inde´pendantes
et identiquement distribue´es centre´es et de variance positive σ2. Les variables ale´atoires initiales X0 et
ε0 peuvent-eˆtre choisies d’une manie`re arbitraire. Nous avons de´cide´ d’estimer θ par l’estimateur des
moindres carre´s
θn =
∑n
k=1XkXk−1∑n
k=1X
2
k−1
.
On de´finit un ensemble re´siduel (εk), sur lequel notre statistique de test pourra s’appuyer, pour tout
1 ≤ k ≤ n soit εk = Xk − θnXk−1, avec de manie`re arbitraire, ε0 = 0. Cela nous permet d’introduire un
estimateur de ρ donne´, pour tout n ≥ 1 par
ρn =
∑n
k=1 εkεk−1∑n
k=1 ε
2
k−1
.
Finalement, la statistique de Durbin-Watson est de´finie, pour n ≥ 1, par
Dn =
∑n
k=1(εk − εk−1)2∑n
k=0 ε
2
k
.
On sait que si E[V 21 ] <∞, alors, on a les convergences presque suˆres suivantes
lim
n→∞ θn =
θ + ρ
1 + θρ
:= θ∗, lim
n→∞ ρn = θρ θ
∗ := ρ∗, lim
n→∞Dn = 2(1− ρ
∗) := D∗.
De plus si E[V 41 ] <∞ on obtient le TCL :
√
n (θn − θ∗) L−→ N (0, σ2θ), √n(ρn − ρ∗) L−→ N (0, σ2ρ) √n (Dn −D∗) L−→ N (0, σ2D),
ou` les variances asymptotiques sont donne´es par
σ2θ =
(1 − θ2)(1 − θρ)(1− ρ2)
(1 + θρ)3
, σ2D = 4σ
2
ρ,
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σ2ρ =
(1− θρ)
(1 + θρ)3
(
(θ + ρ)2(1 + θρ)2 + (θρ)2(1− θ2)(1− ρ2)).
Notre objectif est maintenant d’e´tablir le PDM pour ces estimateurs, afin d’obtenir une meilleure asymp-
totique que le TCL. Dans ce premier re´sultat, nous nous concentrons sur le PDM de la statistique de
Durbin-Watson dans le cas simple ou` le bruit (Vn) est Gaussien. Cette condition restrictive nous permet
de re´duire les hypothe`ses a` l’existence d’un t > 0 tel que
(G) E
[
exp(tε20)
]
<∞ et E
[
exp(tX20 )
]
<∞.
The´ore`me 4.5.1 Supposons la condition (G) satisfaite et que (Vn) suit la loi N (0, σ2). Alors
1. a` condition que θ 6= −ρ, la suite (√
n
bn
(
θn − θ∗
ρn − ρ∗
))
n≥1
satisfait un PGD sur R2 de vitesse b2n et de fonction de taux K(x) =
1
2x
′Γ−1x ou` Γ est donne´e par
Γ =
(
σ2θ θρσ
2
θ
θρσ2θ σ
2
ρ
)
.
2. la suite (
√
n (Dn −D∗) /bn)n≥1 satisfait un PGD sur R de vitesse b2n et de fonction de taux ID(x) =
x2/2σ2D.
En outre, dans le cas particulier ou` θ = −ρ, les suites (√n (θn − θ∗) /bn)n≥1 et
(√
n
(
ρn − ρ∗
)
/bn
)
n≥1
satisfont un PGD sur R de vitesse b2n et de fonction de taux donne´es respectivement par
Iθ(x) =
x2(1− θ2)
2(1 + θ2)
et Iρ(x) =
x2(1− θ2)
2θ4(1 + θ2)
.
Nous concentrons notre attention maintenant sur le cadre plus ge´ne´ral ou` le bruit (Vn) est suppose´
satisfaire une condition de type de Chen-Ledoux.
The´ore`me 4.5.2 Sous les hypothe`ses suivantes
lim sup
n→∞
1
b2n
lognP
(
|V1|a > bn
√
n
)
= −∞ |ε0|
4
bn
√
n
superexp−→
b2n
0,
|X0|4
bn
√
n
superexp−→
b2n
0,
les conclusions du The´ore`me 4.5.1 restent vraies.
Pour la preuve, nous nous sommes beaucoup inspire´s des travaux re´cents de BERCU et PROI¨A dans
lesquels la convergence presque suˆre et le TCL ont e´te´ e´tablis. Nos re´sultats sont prouve´s en utilisant des
re´sultats de Dembo [61], Dembo et Zeitouni [64] et Worms [170] d’une part et des articles de Puhalskii
[147] et Djellout [T-D4] d’autre part, sur le PDM des martingales.
Perspectives et proble`mes
Les re´sultats pre´ce´dents se placent clairement dans le cadre des processus a` me´moire courte. Leur ex-
tension a` des processus a` moyenne mobile, a` me´moire longue est un domaine comple`tement vierge tant
au niveau des de´viations mode´re´es qu’au niveau des grandes de´viations. Outre l’inte´reˆt pratique e´vident
de conside´rer des processus a` me´moire longue (pre´sents en finance, te´le´communications ...), un aspect
the´orique inte´ressant se de´gage : les the´ore`mes du second ordre obtenus montrent des convergence vers
des limites non gaussiennes et il serait alors tre`s inte´ressant d’e´tudier la fonction de taux des de´viations
mode´re´es, qui ne sera vraisemblablement pas quadratique.
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