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ABSTRACT
Nowadays, computer-aided sperm analysis (CASA) systems have made a big leap in extracting
the characteristics of spermatozoa for studies or measuring human fertility. The first step in sperm
characteristics analysis is sperm detection in the frames of the video sample. In this article, we used
RetinaNet, a deep fully convolutional neural network as the object detector. Sperms are small objects
with few attributes, that makes the detection more difficult in high-density samples and especially
when there are other particles in semen, which could be like sperm heads. One of the main attributes
of sperms is their movement, but this attribute cannot be extracted when only one frame would be
fed to the network. To improve the performance of the sperm detection network, we concatenated
some consecutive frames to use as the input of the network. With this method, the motility attribute
has also been extracted, and then with the help of the deep convolutional network, we have achieved
high accuracy in sperm detection. The second step is tracking the sperms, for extracting the motility
parameters that are essential for indicating fertility and other studies on sperms. In the tracking
phase, we modify the CSR-DCF algorithm. This method also has shown excellent results in sperm
tracking even in high-density sperm samples, occlusions, sperm colliding, and when sperms exit from
a frame and re-enter in the next frames. The average precision of the detection phase is 99.1%, and
the F1 score of the tracking method evaluation is 96.61%. These results can be a great help in studies
investigating sperm behavior and analyzing fertility possibility.
Keywords Deep learning · Convolutional neural netwroks ·Multi-target tracking ·Motile objects detection · Computer
assisted sperm analysis · Sperm tracking · Sperm detection · CSR-DCF
1 Introduction
Scientists have reported that infertility has become a severe problem for couples. Based on statistics, almost 15% of
couples suffer from infertility problems all over the world [8]. As reported amount couples with infertility problems
in the United States, almost 35-40% of the problems are caused by male partners, and almost 35% caused by female
partners, 20% are traced to a problem in both partners and 10% because of unknown reasons [30].
The ability of fertility in men depends on sperms concentration (existence of enough numbers of sperms in a specific
amount of semen), the direction of sperms motility, and their morphology (size and shape of the sperms’ head and tail)
[6, 26]. Based on these fertility factors, motion analysis of sperms is very important for determining male fertility. As
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the detection and tracking of sperms be performed more accurately, it results in a more accurate diagnosis of infertility
problems. The most common way of analyzing the sperms is through an expert by observing the sperms via microscope
and reporting their motion quality, numbers, and morphology, which is difficult [1].
Besides the manual way, computer-aided sperm analysis (CASA) systems also have been used for sperm analysis.
CASA systems have been improved very much in the past decades and now are performing faster and more accurate
than manually observation [42, 27]. CASA systems use different algorithms to obtain specifications from images or
video samples of sperms, which some of these attributes are numbers of sperms, morphology, and especially motility
parameters [36]. Most of the prior works of CASA are based on the classic image processing and machine learning
algorithms [2]. In the past years, deep learning has been state of the art in many computer vision domains. In this paper,
we have used deep learning to improve the accuracy of sperm detection.
Deep learning is a branch of machine learning and is implemented on deep neural networks [35]. It is capable of
automatically extracting high-dimensional features from the input raw data [20]. Nowadays, deep learning is utilized
in many domains of science, business, and government, like reconstructing brain circuits [10], predicting the activity
of potential drug molecules [25], and predicting the effects of mutations in non-coding DNA on gene expression and
disease [40]. With the advent of convolutional neural networks (CNN), image processing speed and accuracy have been
improved a lot [29]. Some of the CNN-based object detectors are R-CNN [32], SSD [23], YOLO [31] and RetinaNet
[22].
Sperm detection is the first step of automatic sperm tracking. In this paper, we use RetinaNet [22], a deep fully
convolutional neural network for sperm detection. Sperm attributes are few, and this makes the work of detector more
difficult. Our novelty for the detection part is to introduce a new method for training and testing the deep neural network
when our data is sequences of images, like videos, and our objects are motile. RetinaNet and other object detectors,
firstly extract input features of input data, then those features will be used for object detection. This novelty helps the
network to extract motility attributes plus other attributes, and so, outputs better results. For implementing this method,
instead of giving one frame of video to the network as input, we fed the concatenation of several consecutive frames of
a video to the network. By doing this, the network would be able to identify motion attributes too, so it learns better
about sperms and performs the detection more accurately.
For the tracking part, we introduced a new method that uses both detected sperms in the video frames and tracking
algorithm. We named our tracker modified CSR-DCF. The modified CSR-DCF is a multi-object tracker that uses the
CSR-DCF tracker algorithm [24] as its core. The CSR-DCF is originally a single object tracker, but in our development,
we modified it to become a multi-object tracker. The modified CSR-DCF performs some different algorithms to utilize
the detected sperms while tracking, also finds the wrong tracked, and non-tracked sperms and corrects them. After
that, in case of the existence of wrong detected and non-detected sperms that can cause false tracks, the tracker runs an
algorithm to correct these as much as possible. Our developed modified CSR-DCF algorithm is a robust multi-sperm
tracker that works accurately, even when sperms collide or cross each other pass.
The rest of this paper is organized as follows. A review of the existing methods for sperm detection and tracking are
presented in Section 2. Our proposed approach is presented in Section 3. The experimental results are reported in
Section 4, and finally the paper is concluded in Section 5 and in Section 6, we presented the used code of this paper.
2 Related works
Most of the prior works on sperm tracking in the past decades were done based on single-sperm tracking, which does
not work well while sperms collide with each other [38]. Although different studies have been done on multi-sperm
tracking in recent years, many of them have been evaluated on a small dataset.[4]
Some of the early studies about sperms tracking that took place in the ’80s and ’90s are [15, 7], which both are
single-cell trackers. In a study [36], another single-sperm tracking algorithm is proposed that tracks the sperms by
creating a region around them and uses a modified four-class threshold and post-collision analysis would be performed
to determine tracked sperms in the images. This method also uses a speed-check feature to track sperms when they are
near to other sperms or particles. Research [41], aims to develop a robotic system for immobilization of motile sperm
(in order to clinical injection) to track a single sperm’s head.
[11] presented another method that used a modified Gaussian mixture probability hypothesis density (GM-PHD) filter
for tracking multi sperms simultaneously. In [37], the Laplacian of Gaussian operator was used to detect the head
of sperms. Then, a combination of particle and Kalman filter applied for tracking the sperm’s movement. Another
method based on the radar-tracking algorithm [38] was introduced for automatic detection and multi-sperm tracking
simultaneously. The detection task was done in a sequence of noise reduction by applying a Gaussian filter. Then
highlights sperm’s head by applying Laplacian of Gaussian/Mexican Hat filter and Otsu’s method for selecting threshold.
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Figure 1: Schematic view of the proposed approach. Some consecutive frames of video sample would be concatenated
and fed to the object detector. Then, the detected sperms and the video sample would be the input of the modified
CSR-DCF tracker, and the results would be a list of tracked sperms in the video.
After that, it removes objects less than 5 pixels (less probable to be sperm). A joint probabilistic data association filter
performed the tracking task. It claims that the tracker works well in sperm occlusion. After tracking the motility, this
method was evaluated on only two videos (from two persons) parameters were also extracted for analysis and contained
a totally of 717 sperms, while we used a dataset of 36 different persons and containing 1628 sperms.
[4] proposed another method for automatically sperm detection and tracking. The detection performs in the first frame
of video by applying a bag-of-words method and SVM classification, then by using the mean shift method the detected
sperms would be tracked in other frames. Although this study reached a good result, its disadvantage is using a small
dataset. [16] used a non-linear preprocessing and histogram-based thresholding algorithm for sperm detection and an
adaptive distance scheme (AWAS algorithm) for the tracking Section. This method does not work well in medium
or high-density samples. In [17], a new algorithm, Hybrid-Kittler, based on the combination of Kittler and modified
Kittler method, is proposed for sperm segmentation and another method for removing fixed sperms to improve tracking
speed. Then, for tracking the detected sperms, the modified adoptive windows average speed (AWAS) algorithm was
applied. After tracking, another method was used to detect the lost sperms and assignment to the tracks. [2] introduced
a new hybrid dynamic Bayesian network (HDBN) model for multi-target tracking that was evaluated on 1659 manually
extracted dataset and achieved fair results for tracking stage, but segmentation results were not so accurate.
The study [34] used VGG16, which is a deep convolutional neural network, for classifying sperm shape on the World
Health Organization (WHO) categories. [13] also used deep learning for analyzing the sperm morphology and detects
sperms morphology problems. The dataset used in this research consisted of 1540 sperms. In another study [12],
machine learning algorithms like linear regression and other methods based on convolutional neural networks were
used to indicate sperms motility, and this study was tested on a dataset consisting of 85 videos. [3] used convolutional
neural networks to Detect and Classify Sperm Whale Bioacoustics.
3 Proposed Approach
The proposed approach is shown in Fig. 1 that consists of two steps: sperm detection and sperm tracking. In the
following, these steps are discussed in detail.
3.1 Detection
The first stage of our work is detecting sperms in the frames of a video sample. We have used RetinaNet [22], which
is a deep fully convolutional network. As described, a deep object detector, like RetinaNet, firstly attempts to extract
object features, then, based on those features, detects the objects. Sperms are small objects with few attributes like
brightness, the special shape of head and tail, and motility. Specially, motility attribute is significant because there
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Figure 2: This schematic shows feeding the concatenation of five consecutive frames of a video for sperm detection.
might be other particles in the semen that look like sperms head and could cause false detections. Utilizing motility
attribute, the network learns to better distinguish sperms with other particles.
If we feed one frame image to the object detector, the network cannot extract the motility attribute. Our method is to
feed the concatenation of consecutive frames of video samples to the network so that it can extract motility attributes.
The result reported in Section 4 illustrates the superiority of our proposed method. While training the network, we feed
a concatenation of several frames and the ground-truth of the middle frame to the network. Fig. 2, is an example of
feeding a concatenation of five consecutive frames with the ground-truth of the middle frame to the network. This
way makes the network able to detect the sperm movement from previous and next frames and consider the motility
attribute.
For testing the object detector, we concatenate each frame with its previous and next frames of the video. It is noteworthy,
that when the next frames or previous frames of the selected frame are not available (e.g., first or last frames of the
video), we repeat the nearest frame instead of those unavailable frames.
As shown in Fig. 2, we have used RetinaNet as the base object detector. RetinaNet is a deep convolutional neural
network, which consists of three main parts. The first part is the backbone network, the second is a classifier, and
the third part is used for box regressing [22]. The backbone network in the RetinaNet that we used in this paper is
the ResNet50 [9]. On the top of ResNet, feature pyramid network (FPN) [21] has been applied to improve feature
extraction. FPN is embedded in the deep convolutional neural networks to extract a multi-scale feature pyramid from
the input image. The classifier subnet is for detecting the possible spatial positions that the object could exist there. The
box regression subnet is to perform a regression from anchor boxes to ground-truth boxes [22], and so after these two
subnets, the object would be detected.
RetinaNet uses Focal Loss [22] as the loss functions, and this function has improved the performance of this object
detector. In the training stage, the loss of hard examples is more than easy examples, so Focal Loss focus on hard
examples, by applying a modulating term to the cross-entropy loss function.[22]. Applying this procedure has caused
the Focal loss to improve the accuracy of RetinaNet [22].
3.2 Tracking
The proposed method for tracking must be able to track the objects accurate and fast. The core of our introduced
tracking algorithm is CSR-DCF [24]. CSR-DCF is a real-time and single-object tracker that works in semi-supervised
mode. The CSR-DCF has achieved good tracking quality in the OTB100 [39], the VOT2015 [19] and the VOT2016
[18] benchmarks. One of our main reasons to use this method was because of these successes of this tracker algorithm
and efficient tracking speed in processing.
In this research, due to the existence of multiple sperms in each frame, we need a multi-object tracker. One of our
novelties is modifying the CSR-DCF to a multi-object tracker. We also improved it to be much more accurate in
different conditions of noise, occlusion, the existence of false detections, and in high-density samples. We call our
proposed method, modified CSR-DCF. It must be mentioned that our modified CSR-DCF algorithm, is not only based
on the tracking but also is a combination of detected sperm in the frames and tracking algorithm. Therefore, detection
plays an important role in tracking algorithm, and as mentioned before, more accurate detection results in more accurate
tracking.
The process of tracking firstly starts by initializing the CSR-DCF tracker [24] on the detected sperms in the first frame.
For each sperm in the first frame, the tracker would be initialized, then tracks it from the first frame to the second frame.
After that, the tracker would be initialized on the next sperm in the first frame and tracks it to the second frame, and so,
this process continues for all the sperms in the first frame until all of them being tracked on the second frame. At the
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next step, the tracker starts assigning the tracked sperms in the second frame to the detected sperms in the second frame.
If the tracked sperm and the detected sperm on the same frame have a distance of fewer than 15 pixels, they could be
assigned. The number 15 has been chosen because of our experimental experiences. Each tracked sperm would be
compared to all the detected sperms with a distance smaller or equal to 15 pixels on the same frame and would be
assigned to the one detected sperm, in which their distance is the minimum. Now, if there be more than one tracked
sperm that should be assigned to one detected sperm, then the tracked sperm with less distance with that detected sperm
would be assigned to it, and the previously tracked sperm would be rejected. The rejected tracked sperm would be
again compared to all the detected sperms because it may be assigned to another detected sperm, and if it could not
be assigned then, it would be completely rejected. All the tracked sperms that could not be assigned to any detected
sperms would be considered as false tracks and would be rejected. By doing this process, the possible wrong tracks
would be removed. If there is a detected sperm that, no tracked sperm is assigned to, would be considered as a new
input sperm and starts a new track sequence from that frame.
Then the assigned tracked sperms and new input ones on the second frame would be tracked on the next frame, the
same as the last procedure. This process continues until all the sperms are tracked on the last frame of the video, which
in our dataset is frame 25. The described process makes the modified CSR-DCF a multi-object tracker.
3.2.1 Missing tracks joiner
Finally, to improve the accuracy of the tracking algorithm, and fixing separated tracks and the possible tracked sperms
that are mistakenly rejected in different frames, we implement an algorithm called ’Missing Tracks joiner’. This
algorithm consists of four parts. Firstly, it checks the sperm tracks that have not been started in the first frame, e.g., we
call one of them, track A. This algorithm compares track A with all other tracks that were abandoned in the previous
frame that track A was started in it. In the comparing process, if the number of sperms in two tracks be more than 3,
the average distances traveled by both tracks is computed. If the average distances are within a proper range of fewer
than ten pixels per frame different, the function calculates the distance between the abandoned sperm in the previous
frame and the started sperm in the current frame. If the distance is smaller or equal to the max movement of the sperms
between two consecutive frames in both tracks, plus ten (pixels), then the two tracks could be joined together.
In another condition, if the number of sperms of one track is less than 3, the algorithm only calculates the max movement
of the sperms between two consecutive frames in both tracks. If the distance between the abandoned sperm and the
started sperm be smaller or equal to the calculated value plus ten (pixels), then the two tracks could be joined.
In another case, if both tracks have less than three sperms, the algorithm calculates the distance between abandoned
sperm and started sperm in the next frame. If the calculated distance is smaller or equal to 10 pixels (the average
movement of sperms is about 5 pixels per frame), the two tracks could be joined together. It is important to say that the
algorithm compares the started track, which we named track A with all other tracks ended in the previous frame that
track A was started in it. The most suitable track with all the described conditions would be joined to track A. The
flowchart of the first part of the Missing Tracks Joiner function is shown in Fig. 3
The existence of false positives in the detected sperms can cause tracking failure and starting false tracks. The false
detected sperms could interrupt a running track and cause problems. For example, consider a false detection that exists
in frame x very close to a true positive sperm. It may be possible that mistakenly the tracked sperm in the frame x
would be assigned to the false detection instead of the true positive sperm. Because of that, the true positive sperm
may start a new track from frame x. Now we would have two tracks, one started in frame x and one ended in frame x.
Although these two tracks are from one sperm, and the started track is the resume of the ended track, but they could
not be joined because one is ended, and the other one is started in frame x. This problem has been caused by false
detection in frame x. In the second phase, we aim to minimize this problem as much as possible. In this phase, the
function checks the sperm tracks that are left in a frame, and the tracks that are started in the same frame. If the distance
between the started sperm and abandoned sperm is smaller or equal to 10 pixels, it removes the last sperm location of
the abandoned track and then joins it to the started track in the same frame. Performing this part reduces the problems
caused by false detections.
In the third part, the function attempts to solve the tracking failures that may be caused by false negatives (non-detected
sperms). The abandoned tracks would be compared to the tracks started in two to five next frames, respectively. The
conditions for joining two tracks are like what has been described in the first phase of the Missing tracks joiner algorithm.
The only difference is that for the tracks with more than three sperms, the acceptable distance between the started
sperm and the abandoned sperm has to be smaller or equal to the maximum movement of the sperms of two tracks
per frame, plus 5, multiplied by the absent frames between two tracks. If one of the two tracks have less than three
sperms, the distance between abandoned and started tracks must be smaller or equal to the maximum movement of the
sperms between two tracks, plus 5, multiplied by the absent frames. For the tracks with less than three sperms, the
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acceptable distance between started sperm and abandoned sperm of two tracks is 10 pixels multiplied by the absent
frames between two tracks.
Alternatively, in the fourth phase of the algorithm, according to the experience, if one sperm leaves the frame, it may
re-enter in the next frames later. In the fourth phase, abandoned sperm tracks around the border of a frame would be
compared to the sperm tracks that were started around the border in the next five frames. As mentioned, the average
movements of sperms are around 5 pixels per frame. With this information, the algorithm computes the distance
between the started frame of one track and the abandoned frame of the other track, and if this distance is smaller or
equal to 5 pixels multiplied by the absent frames between two tracks, two tracks would be joined.
At last, based on our experience and have a dataset of 25 frames per video, the tracks with less than nine sperms would
be removed. This is performed to remove the started tracks that are caused by false detected sperms in different frames.
With the applied algorithms, we tried to reduce false tracking as much as possible, and the results presented in Section 4
illustrate improvement in sperm tracking accuracy. The flowchart of the modified CSR-DCF algorithm is depicted in
Fig. 4.
4 Results and Comparison
4.1 Evaluation Methods
In this section, we first describe the dataset used in our experiments. Then, the evaluation methods are presented.
Finally, the results are reported and compared with the previous works.
4.2 Dataset
We received our dataset from the author of [2] and applied tiny modifications to it. The dataset contains 36 different
videos that were recorded in the Royan institute Research Lab. at Tehran. The recorded videos are 8bit grayscale with
50 frames per second frame rate and 768× 576 pixels resolution. Each video consists of 25 frames. As reported, each
pixel in the video frames is 0.833 µm. The number of sperms in the videos is in the range of 4 to 95 in each video, and
in total, all the videos contain 1628 sperms. The videos also differ in the value of noise and brightness and sperms
collision. This dataset has been manually labeled by the human experts, so we have the ground-truth for both detection
and tracking phase. We used One-fourth of the dataset for testing and the rest for the training.
4.2.1 Detection Evaluation
We have used the sperms manually annotated bounding boxes for evaluating the detected sperms. As mentioned, we
allocated one-fourth of the dataset for evaluating detection results. The output of the neural network is detected boxes
around the sperm cells, which could be correct or wrong. The assignment of detected sperms to the annotations has
been performed by applying the Intersection over Union (IoU) measure. IoU score between the detected sperm and
the annotation is calculated by computing the area of overlap and the area of union between them and then dividing
the area of overlap by the area of union. If the IoU score is more than a specific value, which we choose 0.5, detected
sperm would be assigned to the annotation. By this method, we have evaluated our detection method, and the results are
reported in Section 4.3.
To measure the performance of the proposed approach, we use the Average precision (AP) metric. AP is one of the
most common evaluation metrics for object detectors with the following equation:
AP =
∑D
i=1 {Precision(i)×Recall(i)}
Number of annotations
(1)
where Precision and Recall formulas are:
Recall =
TP
TP + FN
(2)
Precision =
TP
TP + FP
(3)
6
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In these equations, TP (true positive) is the number of correct detected sperms, FP (false positive) is the number of
the detected sperms that are not correct, and FN (false negative) is the number of the ground-truth sperms that have not
been detected. In Eq. 1, D is the number of detected sperms that sorted by scores.
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Figure 3: This flowchart shows the function of the first phase of the Missing Tracks Joiner algorithm.
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In addition to the AP metric, we also report Recall, Precision, F1-measure, and Accuracy for the score threshold of 0.5.
Accuracy =
TP
TP + FP + FN
(4)
F1 = 2× Precision×Recall
Precision+Recall
(5)
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Figure 4: General flowchart of the modified CSR-DCF
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4.2.2 Tracking Evaluation
To evaluate the sperm tracking algorithm, we use the manually annotated ground-truth of the sperm tracks. The
implemented evaluation method in this paper is inspired from the evaluation method used in [2]. To compare one
estimated track and one ground-truth track, if the non-overlapping frames are less than 6, we interpolate the missed
frames (using bilinear interpolation and extrapolation).
After equalizing, we compare the equalized track with the ground-truth. In this paper, we assumed that until five
difference in the number of sperms in the track and the ground-truth is acceptable, and the average movement of the
sperms are around 5 pixels per frame. Because of this, for comparing the track and the ground-truth, if the distance
between the first points and the last points be more than 25 pixels, they could not be matched. And if the mean distance
between the points of the track and the ground-truth be smaller or equal to 15 pixels, they may be possible to be matched.
Among all the ground-truth sperms, the function assigns the track to the ground-truth, with minimum mean distance.
The flowchart of the evaluation process has been depicted in Fig. 5.
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4.3 Results
4.3.1 Detection Results
Some results of the proposed sperm detection algorithm is plotted in Fig. 6. In this figure, the green boxes show true
positives and the blue boxes are the corresponding ground-truth sperms. The purple boxes are the false negative sperms,
and the red boxes are the false positives. The score of each of the detected sperms is written above the corresponding
box.
As stated, in this paper, we introduced a new method for detecting moving objects in frame sequences of a video. This
method works by feeding the concatenation of several consecutive frames to the network instead of only one frame. We
have evaluated our method by training the network with 3, 5, and 7 concatenated consecutive frames and compared the
results with using only one frame. The comparison results are represented in Fig. 7. We trained each concatenation,
three different times with 675 steps, which is the number of our training dataset, until 29 epochs. Then we reported the
averaged metrics values between 3 different times of training. It is noteworthy that data augmentation methods like
rotation, translation, and flipping, have been used for training.
It is obvious from Fig. 7 that concatenation of consecutive frames results in much better training output. This method
can make a good leap in detecting moving objects in the video frames, and also can be used in many other domains. It
can be understood from Fig. 7 that, among different concatenated frames, concatenation of 3 consecutive frames delivers
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Figure 7: The different evaluation metrics for concatenation of the different number of frames.
AP Recall Accuracy Precision F1
99.1 98.7 96.3 97.4 98.1
Table 1: Sperm detection results using the concatenation of 3 consecutive frames.
the most accurate results. Based on the obtained results, we resumed our training model based on the concatenation of 3
frames.
We resumed our training based on concatenation of 3 frames until 40 epochs with 10000 steps and by applying data
augmentation methods like rotation, translation, and flipping. The best-reached detection results, have been implemented
on the tracking algorithm and are presented in Table 1. These results have been tested on one-fourth of the dataset,
which contains nine different videos. Unfortunately, the dataset that many papers in the domain of sperm detection have
used is not available, and many other papers just have reported the tracking results.
The system that we used in the detection phase was Tesla T4 GPU with 12 GB RAM, which was provided by the Google
Colaboratory Notebooks. We implemented the neural network with Keras[5]. In the tracking phase, we implemented
our codes using the OpenCV library[28] on a laptop with Intel Core i7-9750H CPU and 16 GB RAM.
4.3.2 Tracking Results
The modified CSR-DCF algorithm is dependent on the detected sperm in the video frames. At the first experiment, we
gave our algorithm, the ground-truth instead of the detected sperms by the network. This means that we are testing our
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Table 2: Modified CSR-DCF results using ground-truth and detected boxes
Sample Number of Ground-Truth Boxes Detection
No. sperms Recall Precision Accuracy F1 Recall Precision Accuracy F1
1 12 100 100 100 100 91.66 100 91.66 95.64
2 14 100 100 100 100 100 100 100 100
3 22 100 100 100 100 100 100 100 100
4 26 100 100 100 100 96.15 96.15 92.59 96.15
5 32 100 100 100 100 100 100 100 100
6 49 100 100 100 100 97.95 96.00 94.11 96.96
7 66 100 100 100 100 95.45 96.92 92.64 96.17
8 95 100 100 100 100 96.84 93.87 91.08 9533
9 95 100 100 100 100 97.89 93.93 92.07 95.86
All 411 100 100 100 100 97.32 95.92 93.45 96.61
algorithm, consuming that the detection accuracy is 100%. The result was 100% in all metrics with no false positives or
false negatives. This illustrates that, how much the detection results be more accurate, then the tracking result also will
be more precise to even 100%.
At the next experiment, we used our detected sperms with the reported accuracy and other metrics. Our tracking
algorithm has been tested on 9 videos containing 411 sperms. The result of the tracker algorithm at these experiments
are presented in Table 2. In this table, we have reported the tracking algorithm results for the 9 videos. The videos
include different intensity and sperm numbers. After that, in the last row of Table 2 we have reported the result of
testing the tracker algorithm on all of the 9 videos.
Some tracked sperms with ground-truth have been depicted in Fig. 8.
4.3.3 Motility Parameters Results
In this section, we extract some motility parameters from the detection and tracking results. For every tracked sperm in
each video sample, we measured velocity straight line (VSL), velocity curvilinear (VCL), velocity average pathway
(VAP), the straightness (STR), and the linearity (LIN).
The mentioned parameters are defined as, VSL: the straight line distance between the first and the last points of the
tracked sperm divided by time elapsed (µm/s), VCL: the average speed of the tracked sperm, which is calculated by
dividing the sum of all the distances a sperm travels from a point to another point, by the time elapsed (µm/s), VAP: the
smoothed version of VCL, it is calculated by dividing the sum of all the distances a sperm passes along it’s smoothed
average path by the time elapsed (µm/s), STR: it is the ratio of VSL/VAP (%), and LIN is the ratio of VSL/VCL (%).
Based on these parameters, we clustered the sperms into six categories: Immotile sperms, slow sperms, sperms with
medium velocity, rapid sperms, non-progressive, and progressive sperms.
The six categories are defined as rapid (VAP > MVV), sperms with medium velocity (LVV < VAP < MVV), slow(VAP
< LVV), progressive (VAP > MVV and STR > standardized threshold of STR.), non-progressive (Sperms which are
not progressive, nor immotile) and the immotile sperms are ones that do not move while tracking.[14] According to
[33], We defined our parameters like: Medium VAP cut-off (MVV)=50µm/s, Low VAP cut-off(LVV)=30µm/s, and the
standardized threshold of STR=70%.
Since each pixel in our video samples is 0.833 µm, and because the bounding boxes around the detected immotile
sperms could vary a little between different frames, we defined the immotile sperms those that, their VAP be less than
10 pixels/s or 8.33 µm/s. In table 3, five motility parameters have been reported, and in table 4, the nine validation
video samples have been clustered into six categories.
4.4 Comparison
In table 5, we have compared the results of our proposed tracking algorithm with CSR-DCF [24], and Hybrid Dynamic
Bayesian Network algorithm (HDBN) [2]. Based on table 5, the superiority of our tracking algorithm is clear.
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5 Conclusion
In this paper, we aim to detect and track sperms in phase-contrast microscopy image sequences. The proposed approach
operates in two stages. In the first stage, we introduce a new method for detecting moving objects in a video. Based on
this method, for training and testing, instead of feeding one frame to the network, a concatenation of the frame with its
previous and next frames, would be fed to the network. This proposed approach helps the object detector to be able to
extract motility attributes, too. In our paper, we used RetinaNet, a deep fully convolutional neural network, as the object
detector. As we know, sperms are motile objects, so by applying the introduced, we observed remarkable improvement
in the output results of the network. The final obtained F1 score for the detection stage is 98.1%.
In the next stage, we introduced a new multi-object tracker, which is called modified CSR-DCF. This algorithm is a
detection-based tracking, and, its accuracy is very high. The central core of our proposed tracker is the CSR-DCF
algorithm. We modified the CSR-DCF algorithm and added some other functions like missing tracks joiner to it, so it
became a very accurate multi-object tracker. It performs very well, even in the existence of noise, sperms colliding,
occlusion, and false detection. We obtained 96.61% F1 score from evaluation of our proposed tracker method.
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Figure 8: In these two images, we can see the tracked sperms and the ground-truth sperm tracks that are shown by red
stars and blue triangles, respectively. Some sperms are immotile, and some of them move at different speeds in different
directions.
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Table 3: The mean of 5 motility parameters for the 9 validation video samples. Each parameter value is the mean of that
parameter between all of the tracked sperms in the video sample.
Sample
No.
Number of
detected
sperms
VSL(µm/s) VAP(µm/s) VCL(µm/s) STR(%) LIN(%)
1 11 120.15 134.35 219.56 87.48 60.60
2 14 53.87 59.18 99.88 82.80 42.87
3 22 86.81 102.20 192.75 84.67 52.52
4 26 41.66 51.42 78.34 76.26 35.79
5 32 51.51 60.84 83.10 73.96 44.41
6 50 33.28 40.82 65.30 65.24 34.82
7 65 38.75 57.15 109.36 72.35 29.16
8 98 31.38 42.82 73.90 70.32 29.06
9 99 24.96 39.03 72.09 56.18 22.48
Table 4: Clustering the video samples into 6 categories
Sample
No.
Number of
detected
sperms
Immotile Slow Medium Rapid Non-Progressive Progressive
1 11 0 (0.0%) 0 (0.0%) 0 (0.0%) 11 (100.0%) 2 (18.18%) 9 (81.81%)
2 14 5 (35.71%) 0 (0.0%) 0 (0.0%) 9 (64.28%) 1 (7.14%) 8 (57.14%)
3 22 0 (0.0%) 0 (0.0%) 0 (0.0%) 22 (100.0%) 5 (22.72%) 17 (77.27%)
4 26 14 (53.84%) 3 (11.53%) 0 (0.0%) 9 (34.61%) 5 (19.23%) 7 (26.92%)
5 32 12 (37.50%) 0 (0.0%) 3 (9.37%) 17 (53.12%) 7 (21.87%) 13 40.62%)
6 50 22 (44.0%) 4 (8.0%) 6 (12.0%) 18 (36.0%) 14 (28.00%) 14 (28.00%)
7 65 21 (32.30%) 13 (20.0%) 1 (1.53%) 30 (46.15%) 24 (36.92%) 20 30.76%)
8 98 47 (47.95%) 15 (15.30%) 3 (3.06%) 33 (33.67%) 29 (29.59%) 22 (22.44%)
9 99 51 (51.51%) 13 (13.13%) 4 (4.04%) 31 (31.31%) 33 (33.33%) 15 (15.15%)
All 417 172 48 17 180 120 125
Table 5: Comparison between our proposed method and other methods
Method Recall Precision F1 Accuracy
CSR-DCF 90.51 89.63 90.06 81.93
HDBN 64.14 95.66 76.79 -
Ours 97.32 95.92 96.61 93.45
6 Code Availability
We have made our code available on (https://github.com/mr7495/Sperm_detection_and_tracking).
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