Abstract. In this article we bound the number of remarkable values of a polynomial vector field. The proof is short and based on a theorem due to Jouanolou about rational first integrals of planar polynomial derivations. We give two different bounds. The first one is given in term of the degree of the vector field. The second one is given in term of the size of a Newton polytope associated to the vector field. In this case we prove that our bound is optimal.
Introduction
In this paper we study polynomial differential systems in C 2 of this form: The computation and the study of rational first integrals of such polynomial differential systems is an old and classical problem. We recall that a rational first integral is a rational function f /g ∈ C(X, Y ) such that the curves λf − µg = 0, where (λ : µ) ∈ P 1 (C), give orbits of the differential system. Thus it is a function f /g ∈ C(X, Y ) such that D(f /g) = 0.
When we study rational first integrals, we can always consider a rational first integral f /g with a minimum degree. We recall that the degree of f /g is equal to the maximum of deg(f ) and deg(g). Rational first integrals with minimum degree are indecomposable rational functions. We recall that a rational function is decomposable when it can be written u(h) where u ∈ C(T ), h ∈ C(X, Y ) and deg(u) ≥ 2, otherwise f /g is said to be indecomposable. In 1891, Poincaré has shown that if we consider an indecomposable rational first integral f /g, then the number of (λ : µ) ∈ P 1 (C) such that λf − µg is reducible in C[X, Y ] or deg(λf − µg) < deg(f /g), is finite. Poincaré called these kind of values (λ : µ) : remarkable values. Poincaré was interested by the intersection of different level sets of a given rational first integral. He has also shown how to use remarkable values in order to study the inverse integrating factor, see [30] . Recently, new results have been given in this direction, see [8, 16, 17, 12, 15] . In [19, 18] , remarkable values are used to study systems with polynomial first integrals. In [2] they are used to study degenerate singular points. They also plays a role in an algorithm for the decomposition of multivariate rational functions, see [9] .
Poincaré has shown, when all the singular points of the polynomial vector field are distinct, that the number of remarkable values is bounded by the number of saddle points plus 2, see [30] . Then a direct application of Bezout's theorem shows that the number of remarkable values is bounded by k 2 + 2.
Since Poincaré, a lot of authors, see below, have given bounds about the number of remarkable values and have studied the problem of reducibility in a pencil of algebraic curves. To the best of our knowledge all these bounds are given in term of the degree d of the rational function f /g. Even if there exists a relation between k and d, see below, this means that a geometric point of view about the pencil λf − µg is generally used. In this note, we consider the pencil λf − µg as level sets of a rational first integrals. With this point of view we can use results about rational first integrals and get easily a new bound about the number of remarkable values. Furthermore, our strategy allows us to give a bound on the total order of reducibility. This number is defined in the following way: We denote by f h and g h the homogeneous polynomial in C[X, Y, Z] associated to f and g and we set:
This set is called the spectrum of f /g and an element of the spectrum is a remarkable value. We have introduced the homogeneous polynomial f h and g h in order to have a uniform definition for the remarkable values. The situation where deg(λf − µg) is smaller than deg(f /g) corresponds to the situation where Z divides λf h − µg h . If (λ : µ) ∈ σ(f, g) then then we have
where f h (λ:µ),i is the homogeneous polynomial in C[X, Y, Z] associated to the irreducible factor f (λ:µ),i of λf − µg. The total order of reducibility is
We can already remark that the number of remarkable values is smaller than the total order of reducibility, since the total order of reducibility take into account the number of irreducible factors.
As our theorem uses Newton polygons, we recall that the Newton polygon of a Laurent polynomial
, is the convex hull in R 2 of the exponents (α, β) of all nonzero terms of f .
be an indecomposable rational function which is a first integral of D, then we have:
(2) Consider a generic point (x, y) in C 2 and the Newton polygon
Let B be the number of integer points in
Furthermore, this bound is optimal.
The second part of the theorem is useful when the derivation is sparse, i.e. when some coefficients of A and B are equal to zero. For example when we consider polynomials A and B of this form: c e,e X e Y e + c e−1,e X e−1 Y e + c e,e−1 X e Y e−1 + c 0,0 , then B = 3e + 2, and k = deg(A) = deg(B) = 2e. Thus for such examples the second part of Theorem 1 gives a linear bound in e instead of a quadratic bound. If we consider dense polynomials A, B with degree k, that is to say each coefficient of A and B is nonzero, then B = k(k + 1)/2 and this is the first part of the theorem.
We remark that we can always consider a rational function f /g as a rational first integral. Indeed, f /g is a rational first integral of the jacobian derivative
Thus if we want to study the reducibility in the pencil λf − µg then the hypothesis "f /g is an indecomposable rational first integral of a derivation" is not restrictive.
Related results. The study of remarkable values corresponds to the study of the irreducibility in a pencil of algebraic plane curves. It is an old problem and it has been widely studied since Bertini, see [23] . It seems that Bertini and Poincaré has proved independently that the spectrum associated to an indecomposable rational function is finite.
To the best of our knowledge, the first author, after Poincaré, who has given a bound on the spectrum was Ruppert, in [31] . He has shown that the number of remarkable values associated to an indecomposable rational function of degree d is smaller than d 2 − 1. Ruppert's strategy is based on the computation of the first de Rham's cohomology group of the complementary of a plane curve. This approach gives an effective method to compute the spectrum. Lorenzini has also studied the spectrum of a rational function in [26] and he has shown that ρ(f, g) ≤ d
2 − 1. In [6] , the authors have used Ruppert's approach and have shown that the bound d 2 − 1 still works if we take into account the multiplicities of the factors. Theorem 1 can be seen as a counterpart of this bound with multiplicities. Indeed, in [30] , Poincaré has introduced the remarkable factor
and has also given the following relation:
For a proof of this equality, we can read [16] . Thus a bound in term of the degree of the rational function which takes into account the multiplicities of the irreducible factors is in the same vein than a bound in term of the degree k of the vector field. The contribution of this present paper is to give a short proof which gives an optimal bound in the sparse case. Stein, in [33] , considers the polynomial case. He has shown that ρ(f, 1) ≤ d. It seems that the word "spectrum" has been introduced by Stein. This expression is also used by other authors. For example this expression is used in [6] because in this paper the set of remarkable values corresponds to the spectrum of a pencil of matrices. The strategy used by Stein was the following: first construct a rational first integral with some factors f (1:µ),i and then get a contradiction. The construction of the first integral was obtained with geometrical arguments specific to the polynomial case (i.e. g = 1). This approach has been extended to the rational case by Bodin in [3] . The bound obtained is ρ(f, g) ≤ d 2 + d. In this note, we are going to use the same approach. However, the construction of the rational first integral will be a direct consequence of a theorem due to Jouanolou. This allows to get a bound in term of k, the degree of the derivation, and not in term of d, the degree of the rational function. Furthermore, our proof is direct and gives an optimal result for sparse derivations.
Some authors have already used the Darboux theory of integrability in order to
show that the spectrum is finite. Moulin-Ollagnier, in [27] , has proved the finiteness of the spectrum by studying the number of distinct cofactors of a derivation. Moulin-Ollagnier calls the factor f (λ:µ),i "small Darboux polynomials". We can also mention the paper [8] , where the authors show with a simple proof using Darboux theory of integrability that the spectrum is finite. Unfortunately, these approachs do not give sharp bounds.
There exist many other papers about the spectrum, for more details read e.g. [4, 5, 28, 29, 7, 1, 22, 34] .
Structure of this paper. In Section 1 we recall some results about invariant algebraic curves and Jouanolou's theorem. In Section 2 we recall some classical results used in the proof of Theorem 1. In Section 3, we prove Theorem 1.
Notations. In the following k will denote the degree of the derivation and d the degree of a rational first integral. In this paper, when we consider a rational function f /g, we always suppose that f and g are coprime. Furthermore, we recall that deg(f /g) means max deg(f ), deg(g) .
Invariant algebraic curves and Jouanolou's theorem
In 1878, G. Darboux [13] has given a strategy to find first integrals. One of the tools developed by G. Darboux is now called invariant algebraic curves and it will be the main ingredient in our proof.
Definition 2.
A polynomial f is said to be an invariant algebraic curve associated to D, if D(f ) = g.f , where g is a polynomial. The polynomial g is called the cofactor.
There exist a lot of different names in the literature for invariant algebraic curves, for example we can find: Darboux polynomials, special integrals, eigenpolynomials, special polynomials, or second integrals. A lot of properties of a polynomial differential system are related to invariant algebraic curves of the corresponding derivation D, see e.g. [20, 14] .
G. Darboux shows in [13] that if the derivation D has at least k(k + 1)/2 + 1 irreducible invariant algebraic curves then D has a first integral which can be expressed by means of these polynomials. More precisely the first integral has the following form: i f ci i where f i are invariant algebraic curves and c i are complex numbers. This kind of integral is called nowadays a Darboux first integral. If the all the c i belong to Z then we have a rational first integral. That is to say a first integral which belongs to C(X, Y ). The relation between rational first integral and invariant algebraic curves is given in the following proposition:
If f /g is a rational first integral then for all (λ : µ) ∈ P 1 (C), λf − µg is an invariant algebraic curve and this curve corresponds to the level set f /g = µ/λ. Furtermore, the irreducible factors f (λ:µ),i of λf − µg are also invariant algebraic curves.
Proof. The first part is a straightforward computation. The second part come from the fact that irreducible factors of an invariant algebraic curve are also invariant algebraic curves, see e.g. As mentioned before we are going to use a theorem due to Jouanolou. This theorem is the following, see [21] :
Theorem 4. If a derivation has at least k(k+1)/2+2 irreducible invariant algebraic curves then there exist integers
Several authors have given simplified proof of Jouanolou's theorem. M. Singer proves this result in [32] . A direct proof of Jouanolou's result is also given in [14] . Darboux and Jouanolou theorems are improved in [24, 25] . The authors show that we get the same kind of result if we take into account the multiplicity of invariant algebraic curves. The multiplicity of an invariant algebraic curve is defined and studied in [11] . This notion of multiplicity does not correspond to the multiplicity e (λ:µ),i of the irreducible factors of λf − µg.
Darboux and Jouanolou's theorems have been also studied in the sparse case, i.e. bounds are given in terms of a Newton polytope in [10] . More precisely, the result is the following: A consequence of this proposition is that any two indecomposable rational first integrals are equal, up to an homography.
It seems that the previous proposition belongs to the folklore, but we have not found a reference for this result. Thus we give a proof based on the following lemma, see [32, Lemma A.1] . This lemma means that at a nonsingular point of a vector field there is at most one algebraic solution. Another proof of Proposition 8 using Lüroth's theorem is posssible. (⋆) there exist α i , β i ∈ C such that H i = α i f − β i g.
We prove the claim: As the number of singular points of D is finite we can consider (x i , y i ) ∈ C 2 , where i = 1, 2, are nonsingular points of D such that H i (x i , y i ) = 0. Then we apply Lemma 9, to H i and g(x i , y i )f (X, Y ) − f (x i , y i )g(X, Y ) and we deduce that H i divides g(x i , y i )f (X, Y ) − f (x i , y i )g(X, Y ). As we have supposed the degree of f /g minimal, this proves the claim. deduce that in this situation ρ(f, 1) ≥ k + 1. Furthermore, for this derivation we have B = k, this gives B + 1 = k + 1 ≤ ρ(f, 1) < k + 2 = B + 2.
Thus the bound is optimal.
