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ABSTRACT
The research focuses on the electromagnetic performance of brushless permanent magnet
DC motors, with particular reference to acoustic noise and vibration, but spanning issues such
as the prediction of the magnetic field distribution under any specified operating condition, the
calculation of force and torque components, and the dynamic simulation of drive systems.
A comprehensive analytical technique is developed for predicting the instantaneous
magnetic field distribution in radial-field, surface-mounted permanent magnet brushless DC
motors under any load condition and commutation strategy. It is based on a 2-dimensional
analysis in polar coordinates and accounts implicitly for the corresponding stator winding current
waveforms and the effect of stator slot openings. In addition, a 2-dimensional analytical method
for calculating the back-emf waveform is presented, whilst the analytical technique is applied to
the prediction of the cogging torque waveform and the calculation of the self- and
mutual-winding inductances.
Also developed and validated is an analytical model for predicting the steady-state dynamic
performance of a 3-phase brushless DC drive, by exploiting the periodicity in the stator winding
voltage and current waveforms, with due account of the influence of commutation events in the
inverter bridge, the back-emf waveform, current limiting, and commutation timing etc. The
model is developed further to couple with the motion equation of the rotor to enable the transient
and steady-state dynamic performance of brushless DC drives to be predicted.
The effect of end-shields on the vibrational behaviour of stators is investigated by the modem
modal analysis technique, and new formulae for the calculation of the acoustic power radiated
by a cylindrical stator of finite length, using an analytical method, are presented. A technique
which combines the finite element method and Fourier analysis to account for the effects of
end-shields on the acoustic radiation is developed, and the spherical acoustic radiation model of
motors has been improved by the application of finite elements. Finally, a systematic analytical
approach to the estimation and analysis of the acoustic noise from a radial-field, internal rotor,
brushless DC motor is presented.
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CHAPTER 1
GENERAL INTRODUCTION
1.1 Introduction
In the foreword of the well known book entitled "Low noise electrical motors "written by Dr.
S.J. Yang and published by Oxford University Press, Oxford, 1981, Professor A.J. Ellison is
quoted as saying that research on noise from electrical machines has " spanned electric power,
energy conversion, mechanical vibration, physics especially acoustics, electronics, and
mathematics ". Indeed, this thesis is further proof of this statement.
The main research issues which are covered in the thesis range from the open-circuit, armature
reaction, and load magnetic fields, the calculation of force and torque, the dynamic performance
simulation of drives, and mechanical vibration and acoustic radiation of brushless permanent
magnet DC motors. The work which is reported is a further extension to the candidate's book
entitled " Analysis and control of noises from electrical machines " which was first published in
1987 and whose chapter contents are given in Appendix 1, and a previous thesis entifled" CAD
of electrical machines - A study of electromagnetic, vibrational, and acoustic behaviour" which
was completed in 1989 and presented to Zhejiang University (China), and whose abstract and
chapter contents are given in Appendix 2.
The brushless permanent magnet DC motor is arguably the most important emerging category
of machine for a wide spectrum of motion control applications, many of which are noise sensitive.
The vast majority of brushless permanent magnet DC motors have surface-mounted magnet
rotors which leads to a large effective airgap, whilst, unlike more traditional machine formats
such as induction motors, the armature reaction field results from phase current waveforms which
contain significant harmonics as a consequence of electronic commutation, and rotates in
incremental steps between commutation events. In this thesis the research focuses on the
2electromagnetic performance of brushless permanent magnet DC motors - with particular
reference to their noise and vibration. This task represents completely original, and to some
extent speculative research, since no such investigations on brushless permanent magnet motors
have been reported before.
In this chapter a general literature review on the noise and vibration of electrical machines, as
well as their vibrational and acoustic behaviour, is presented, whilst a discussion of particular
issues is given at the beginning of the following chapters. The main features of the research to
be described in the thesis are also outlined at the end of this chapter.
1.2 Literature Review of Electromagnetic Noise and Vibration
Nowadays, since people expect a quiet and comfortable environment both at home and work,
acoustic noise from electrical machines is an important environmental issue, and the maximum
permissible emitted noise level is usually cited as a parameter in the design specification. By
controlling the radiated acoustic noise and vibration level of electrical machines, their
commercial potential is enhanced, as is that of the products for which they provide the drive.
However, in order to achieve this and be capable of designing low noise electrical machines, it
is necessary to understand and analyse the physical mechanisms of noise generation. As a
consequence, a considerable amount of research continues to be carried out both by industrial
organisations and academic institutions in many countries, in particular the United States,
Germany, the United Kingdom, Czechoslovakia, Canada, the Soviet Union, Japan, Belgium, and
even in China, and standards for noise level limitation and noise measurement from electrical
machines have been established in most industrial countries.
In general, the noise emitted from an electrical machine originates from three major sources, viz,
electromagnetic, mechanical, and aerodynamic [1.1J-[1.15]. In this thesis, however, the
investigation focuses on the electromagnetically generated noise.
3The process of electromagnetic noise generation in an electrical machine is illustrated in Fig.1.1
[1.7]-[1.15]:
Variation of airgap field
+
Force waves
Structural vibration
Acoustic radiation
Fig. 1.1 Generation of electromagnetic noise
Hence the important aspects can be classified as follows:
a) Airgap field and electromagnetic force waves;
b) Vibrational behaviour and corresponding dynamic response;
c) Acoustic behaviour;
d) Methods of noise measurement, standards for noise level limitation and noise measurement;
e) Identification and control of noise;
f) Estimation of noise level and design of low noise motors.
Numerous papers have been published on the subject of noise from electrical machines, and these
are summarised in excellent bibliographies by Ellison and Moore [1.1] up to 1967 and by Yang
[1.8] up to 1980 for electromagnetically, mechanically and aerodynamically induced noise. In
addition, some particular aspects, such as the vibration of the end-windings of large electrical
machines, which although largely unrelated to noise generation are important as regards
vibrations, have been throughly researched. However such subjects are Out of the range of the
work reported in this thesis, and this literature survey is confined to a brief review of the work
done on electromagnetic noise over the last ten years or so.
4The emitted electromagnetic noise spectrum varies with the type of electrical machine, typical
features relating to the frequencies and modes being:
Brushed direct-current machines (commutator machines) [1.16]- [1.19]: The frequencies are
directly proportional to number of armature slots and the rotational speed, whilst the mode orders
are related to the ratio of the armature slot number to pole number as well as the ratio of the width
of the magnet pole-arc to the armature slot pitch.
Asynchronous machines (induction motors) [1.20]-[1.28]: The frequencies depend not only
on the slot number of the rotor, the pole number, and the slip, but are also proportional to the
supply frequency. The mode orders are determined by the order of the field harmonics, especially
that of the slot harmonics of the stator and rotor.
Synchronous machines [1.29]-[1.35][1.1 1]: The frequencies are integer multiples of
twice-supply-frequency. The mode orders are related to the harmonics due to the slot openings
and armature windings on the stator and the harmonics exhibited in the main field on the rotor.
The noise frequencies of a DC machine or an asynchronous machine vaiy with the load as the
speed of the rotor changes, whilst those of a synchronous machine are independent of the load
condition. Therefore, when a variation of load occurs,for example, from no-load to full-load, the
change in acoustic power level for a synchronous machine is determined only by the field
distribution, and hence the force distribution, irrespective of the vibrational and the acoustic
behaviour of the structure [1.11].
Early research concentrated on establishing basic rules for the noise spectra of different types of
machine, and these are now quite well known for conventional machine topologies. The
generalised analysis of the noise spectrum, though restricted to asynchronous machines, can be
found in the textbook "Low-noise Electrical Motors" written by Yang [1.8]. For other classes of
5machine such an analysis is given in the author's book entitled "Analysis and Control of Noises
from Electrical Machines" [1.1 1].
In order to understand the spectral behaviour of the noise and also to predict the most important
components in the spectrum, a detailed analysis of the airgap field and force waves, as well as
the vibrational responses and their acoustic radiation, is required.
Methods for field analysis include both analytical and numerical techniques. Analytical methods,
which range from conformal transformation and Fourier series analysis to those based on the
concepts of permeance and mmf, are often used interactively. However,by their very nature these
necessarily imply some idealisation in the representation of a machine, On the other hand,
numerical methods, such as finite elements, are more generally applicable. However,difficulties
exist with the application of pure numerical methods to noise analysis since the field analysis
required for the prediction of the noise spectrum is concerned not only with the spatial variable,
but also with the time variable [1.36]. Field analysis also involves the calculation of harmonic
fields containing a wide spread of components of different pole numbers and different rotational
speeds [1.37]. Therefore, the most practical method as far as accuracy and convenience is
concerned is the method of Fourier series analysis.
The electromagnetic vibrational forces or torques include axial, tangential, and radial
components.
Axial vibrational forces cause the end-shields to vibrate and to radiate acoustic noise. In addition
the vibration of the bearings may be affected by the induced end-shield vibration. The axial forces
are usually generated due to skewed slots, magnetic unbalance in the radial and axial plane, as
well as by ventilating fans [1.38]-[1.42].
Tangential vibrational forces (torques) can be separated into two kinds according to their
manner of vibration,viz, oscillating torques - which are independent of the spatial angular
6position, and bending vibrational torques which are functions of the spatial angular position
and are zero when the torques are integrated around the whole circumference. In general the
vibrations which are induced by the oscillating torques are negligible due to their direction being
perpendicular to the normal direction of the radiating surface. Therefore they are not the main
exciting source as far as the noise of a motor is concerned. However, the vibrations may be
amplified and transmitted through coupling parts to linked structures and cause them to vibrate
and even resonate. Hence a large radiated noise level may be observed in the equipment for which
a motor provides the drive [1.43]- [1.48]. In addition, such kinds of vibrational torques will affect
the electrical performance [1.49]. They become large, and hence important, when three-phase
asynchronous and synchronous machines are started as well as under some fault conditions, such
as a short-circuit or open-circuit, and in single-phase induction motors in which the rotating field
is usually unsymmetrical [1.50]-[1.54]. Bending vibrational torques act on the teeth or poles.
Their effects on the vibration and noise are determined by the relative stiffness of the teeth or
poles to the core and the frame of the stator. Generally speaking, however, in the case of
asynchronous and synchronous machines they are not as important as the radial vibrational
forces. However in a machine with a stator which has convex poles, such as in DC commutator
motors, bending vibrational torques are almost as important as the radial vibrational forces
[ 1.1 6][ 1 . 1 0][ 1 . 1 1].
Radial vibrational forces are the main source of electromagnetic noise. Due to the non-linear
response of the human ear to noise, and from the analysis of the magnetic field in the airgap of
an asynchronous machine, it is the low order force waves produced by the interaction of the slot
harmonics of the stator and the rotor which are usually responsible for the principle components
of the electromagnetic noise [1.10] [1.11]. However in a synchronous machine, it is the interaction
of the first-order slot harmonic component of the armature winding mmf with the first-order slot
harmonic component of permeance due to the slot opening on the stator which produces the
resultant first order slot harmonic component. The important force waves which dominate the
electromagnetic noise spectrum are produced by the interaction of this resultant first order slot
harmonic component with two or three harmonic components exhibited in the rotor main field
7in which the pole pairs of the harmonics are the closest to the slot number of the stator [1.111. A
similar situation exists in direct-current machines where the force waves produced by the
interaction of the main field harmonics of the stator with the first-order slot harmonic components
of the armature are the main contributors to electromagnetic noise. However, the stored magnetic
energy, and hence the energy variation, is mainly in the airgap under the stator magnetic
poles[ 1 . 1 O]. It is the resultant forces or torques acting on the poles of a DC machine that cause
the stator to vibrate [1.1 1].
The effects of magnetic saturation, magnetic asymmetry of the stator and/or rotor, e.g.,
static/dynamic eccentricity of the rotor, elliptic inner surface of the stator and elliptic outer surface
of the rotor etc., have been the subject of a number of studies [1.26] [1.11]. Furthermore, the
effect of dynamic eccentricity of the rotor on noise is not only a popular concern for investigation,
but high accuracy has been achieved in its numerical calculation [1.55].
In the last few years electronic drive systems based around AC machines have been widely
adopted for adjustable speed drives [1.56]. However one consequence is that the phase current
waveforms are then no longer pure sinusoidal waveforms but contain significant harmonics.
These greatly increase the possibility of resonances between the exciting forces and the structure,
as well as the total level of acoustic noise [1.57]-[1.64]. Therefore, studies of noise emitted from
electrical machines cannot be restricted to the motor itself but must consider the whole system
including the electronic drive [1.65]. By proper drive design not only can the electrical
performance be improved but also the noise can be reduced, by current injection for example
[ l.66][ 1.67] . Although this aspect has been researched recently, much remains to be studied
since, to date, only the component identification on the spectrum has been investigated. More
recently, electronic commutation has been employed increasingly to replace the traditional
mechanical commutator of brushed DC machines, leading to brushless DC machine drives
[1.68][1.69]. Whilst the removal of the commutator reduces the mechanical noise at the same
time it has tended to increase the electromagnetic noise. With the advent of brushless DC drives,
with surface mounted magnet rotors, the slot harmonic fields have been alleviated because of
8their large effective airgap. However for a wide range of motion control applications, such as
computer floppy disc drives and spindle drives for VCR's etc., many of which are extremely
noise sensitive, noise level reduction remains a major concern particularly since the use of
brushless DC drive results in significant time harmonics in the winding phase current waveforms.
Furthermore the use of a brushless DC drive may result in significant torque ripples due to
commutation events as well as cogging, which will induce tangential vibration of the machine
[1.70] [ 1.7 1].
By monitoring or simulating the spectral behaviour of noise and vibration abnormal conditions
in a machine may be identified, e.g., rotor eccentricity, or electrical faults such as short-circuited
stator windings, broken squirrel-cage bars etc.[1.72]-[1.77]. Advanced digital signal analysis
techniques, such as the analysis of the the coherence function between the noise and the vibration
signals [1.77][1.78] and the order trace analysis of the rotor vibration, are now used extensively
to identify noise sources in electrical machines.
Usually the noise level of an electrical machine is judged by its acoustic power level.
Corresponding international and national standards for noise level limitation and noise
measurement have been established and improved from time to time. Both reference standards
and national standards are available for noise measurement in free-field, semi-free-field,
reverberant-field and semi-reverberant-field [1.79]. Ellison and Yang [1.80][1.81] have applied
the analysis of statistics in the study of the relationships between measured results and the number
of machines and measurement points. Near-field measurement techniques such as sound intensity
measurement [1.82] have also progressed over the last few years.
Since electromagnetic noise is closely related to the slot combination of the stator and rotor, the
effects of slot combinations on the noise level inasynchronousmachines have been studied
extensively [1.83][1.84]. The early studies concentrated mainly on magnetic field analysis and
experimental investigations [1.85][1.86]. As a consequence many favourable slot combinations
have been proposed. However the subject of slot combinations is very complex since it is related
9to almost all aspects of the electromagnetic performance, as well as to vibrational and acoustic
behaviour. However as far as the noise is concerned, a good slot combination depends on the
resultant force waves, the mechanical structure, and the acoustic behaviour. However, the natural
frequencies of the machine stators over a range of power ratings and structures are different
[1.87]. Hence it is impossible for a slot combination that is preferred in a low noise sense for
small machines to be ideal for large machines. Also it is impossible for one slot combination to
be the most suitable for any running condition from starting, to no-load and full-load. A good
slot combination should increase the minimum order of the force waves produced by the airgap
field and avoid resonances between the important force waves and the stator structure within a
certain speed range, whilst the stator should be designed to have an acoustic radiation efficiency
(relative sound intensity ) much smaller than unity for the dominating vibrational components
[1.88]. Clearly this is not a simple task and requires a full knowledge of electromagnetic,
vibrational, and acoustic aspects.
In respect of noise control and the design of low noise electrical motors, the so-called Active
Noise Control technique has been of particular interest in the last few years [1.89].
Active Noise Control requires a machine designer to control the noise level from the source itself.
From the physical mechanism of noise generation shown in Fig. 1.1, the possible techniques
include reducing the vibrational forces and the mechanical response of the vibrating structure,
and lowering the acoustic radiation [1.90] [1.91] [1 
.92][ 1.111.
Methods of reducing the vibrational forces include both minimising the number of force
components and the amplitude of the more important components by, for example,
a) Ensuring symmetry in both electrical and magnetic aspects and avoiding any asymmetry
which might be introduced during construction [1.93][1.1 1];
b) Using auxiliary windings or special connections of windings to compensate for magnetic
asymmetry [1.55];
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c) Using damping windings to alleviate the variation of harmonic field etc.
Methods of reducing the mechanical response of the vibrating structure include:
a) Avoiding mechanical resonances,which requires the selection of an appropriate slot
combination as well as structural design parameters, and the accurate prediction of the
exciting frequencies of the force waves and the natural frequencies and modes of the
structure;
b) Increasing the order of the force waves, which can be achieved along the circumference by
selecting a proper suitor/rotor slot (or pole) combination, or along the axis by skewing either
the slots or poles;
c) Increasing the damping of the structure;
d) Reinforcing the stiffness of the structure and
e) Employing elastic mountings or couplings etc.
In order to reduce the acoustic radiation it is necessary to reduce the acoustic radiation efficiency,
i.e., to make less than unity the relative sound intensity coefficients which the most important
vibrational components possess. This can be achieved by:
a) Selecting an appropriate stator/rotor slot combination;
b) Reducing the effective radius of acoustic radiation;
c) Increasing the mode order of the vibration (force) wave either on the circumference or on
the axis;
d) Reducing the aspect ratio of the machine,i.e., the axial length to diameter ratio.
13 Review of Previous Work on Vibrational Behaviour
Studies of the natural frequencies and modes of the stators of electrical machines can be divided
into several groups depending on the type of stator, e.g. single-ring type [1.94]-[1.95],
double-ring type [1.97][1.98], encased type [1.99]-[1.108], asymmetrical type [1.109], and
11
square-frame type [1.1101 etc. Further, the methods which have been used in the analysis may
be divided into analytical, Fourier series analysis, finite elements (numerical), and the
experimental modal analysis technique etc.
The analytical method utilises both the theory of elastic mechanics and the technique of
electromechanical analogues. Early studies often employed this approach since the analytical
formulae obtained were simple and easy to use in design. However, it is restricted to thin
single-ring type stators,for example, the core only. Moreover, the effects of the teeth and windings
can be taken into account only by a modification factor. Nevertheless, in many engineering
applications the natural frequencies of single-ring cores have been calculated to an acceptable
accuracy by modifying the thickness of the core yoke. Typical examples are: Den Hartog [1.111]
who studied the effect of the feet mounting on the natural frequencies of a single-ring type stator;
Jordan [1.94], Frohne [1.95],Uner [1.96] et a! who accounted for the effects of shear energy,
rotating energy, as well as the effects of teeth and windings; Voronetskii [1.112], Lubcke [1.113]
who modified the analytical formulae by experimental factors; and Seidal and Erdelyi [1.1141
who investigated the effect of the thickness of the core yoke; whilst the author [1.1151 [1.116]
employed the electromechanical analogue technique and obtained analytical formulae which are
capable of analysing the vibration of encased type and double-ring type stators.
Fourier series analysis based on the energy principle has been used to study not only single-ring
type stator cores but also the effects of the frame, teeth, and windings. However the method itself,
whilst convenient for analysing stators having a symmetrical structure, is difficult to apply to
asymmetrical stators such as those with magnetic poles, mounting feet, or a square-frame. In
principle the method is no different to the analytical method mentioned above. Erdelyi [1.9] [1.97]
modelled the stator as two thin rings which were linked by ribs. He studied the natural frequencies
and mechanical response of a stator of a machine having a medium size power rating; Later
Ellison and Yang [1.98] modelled the stator as a thin frame and a thick core with teeth and
windings which were linked by ribs. They studied the effects of various components of the energy
on the accuracy of the calculated natural frequencies. Holtzmann [1.109] studied the
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asymmetrical stator of a direct-current machine, whilst Verma and Girgis [1.99]-[1.108]
systematically studied the natural frequencies and modes of encased type stators. Based on a
three-dimensional theory they investigated the natural frequencies and their relationship with the
non-uniform longitudinal modes. Furthermore they investigated not only the natural frequencies
corresponding to the modes in which the radial component dominates the vibration but also those
dominated by tangential vibrations or axial vibrations. However the natural frequencies
associated with the latter two kinds of modes are of much less importance than the first kind of
mode.
More recently the finite element technique has been applied to the analysis of the vibrational
behaviour of electrical machines. Yang [1.117] calculated the natural frequencies and modes of
the asymmetrical stator of a DC motor, the author [1.11 8]-[ 1.121] [1.110] studied the effects of
swallow-tail slots, teeth/slots, magnetic poles, ribs and the frame etc., and the natural frequencies
of stators of the single-ring type, asymmetrical type, encased type, double-ring type,as well as
stators having a square-frame structure; Watanabe et al [1.122] and Noda et al [1.123]
investigated the effects of swallow-tail slots and windings on the vibrational behaviour of the
cores of medium and low power machines. Belmans et al [1.124][1.125] have explored the
possibility of using three-dimensional finite elements. However in their calculation the stator
core was constrained to have the same axial length as the frame. Furthermore, as in the
three-dimensional Fourier series analysis used by Verma and Girgis, they did not consider the
effects of end-shields on the calculation of the natural frequencies of the non-uniform
longitudinal modes. Nevertheless, the finite element method has been proved to be very suitable
for the analysis of the vibrational behaviour of machines since it can account for the irregular
shape of machine stators and can easily deal with magnetic poles, mounting feet and ribs etc.with
a high accuracy.
Due to the complexity of the stator structure, experimental modal analysis has always played an
important role in the study of vibrational behaviour. Baudry [1.126] et al investigated the natural
frequencies of a generator stator by model experiment, Verma and Girgis [1.100] found, by a
13
sinusoidal signal exciting technique, that the natural frequencies of the non-uniform longitudinal
modes depend on the axial length of the core and the frame, whilst those of the uniform
longitudinal modes are almost independent. Similar conclusions were obtained by the author
[1.118] from model experiments when the finite element model was established. Meanwhile,
Verma and Girgis [1.101] have experimentally studied the effects of the teeth, windings, frame,
and the silicon sheet on the stator vibrational behaviour. The author [1.127] has also studied the
effect of the siting of the exciting and picking-up points on the measured natural frequencies.
With the advance of the modern experimental modal analysis technique based on dynamic signal
analysis [1.128], its application to the study of the vibrational behaviour of machines has been
extensive [1.129][1.130]. However all investigations are restricted to the validation of existing
conclusions. Nevertheless the author [1.131] has used the technique to study the effects of the
end-shields, the rotor, and machine running conditions on the natural frequencies and modes of
the stator.
To date only experimental investigations on the damping behaviour of stators have been reported.
Hubner and Yang [1.7], for example, measured the damping ratios of the stator in medium and
low power machines. It is interesting that their measured results of cores with windings are almost
identical, particularly since Yang [1.8] found that the damping ratio of a stator core without
windings is much lower than when carrying windings. The difference is most likely caused by
the additional energy dissipation in the winding-to-core friction and in the windings themselves.
On the other hand Girgis and Verma [1.101] found that the damping of a laminated stator structure
was significantly greater than that of an equivalent solid steel structure. The effects of laminations
on the vibrational behaviour have also been studied [1.132].
Usually the calculation of the dynamic response to the electromagnetic vibration is composed of
two significant steps, the static radial deflection of the stator core being calculated first.
Subsequently a dynamic amplifier factor, which is determined by the exciting force frequency
of a given mode, the natural frequency of a particular stator mode, and the damping ratio is
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introduced to obtain the dynamic radial deflection [1.13][1.8]. In such an analysis only the stator
core is considered, and it is assumed to be a thin single-ring, the stiffness of the teeth and windings
as well as the restriction of mounting feet and end-shields being neglected. Based on the
electromechanical analogue analysis that has been proposed by the author [1.88] the vibrational
response of encased-type stators can be calculated according to an analytical model consisting
of two thin rings, accounting for the damping ratios of the stator core and the frame respectively
according to the predicted natural frequencies and Hubner and Yang's measured results of
damping ratios. Since in this method the effects of the teeth and windings are approximated by
an additional mass to the stator core and the effects of the thickness of the core and the frame
yokes are neglected in the calculation of the vibrational response, it necessitates a modification
to the stiffness of the stator by comparing the natural frequencies from an analytical prediction
with those from a finite element calculation or from measurements.
In the control and analysis of electromagnetically induced noise, of most importance is the study
of the vibrational behaviour of the stator when the vibration is uniform along the longitudinal
axis.
Since the stator structure is complex, due to the existence of teeth/slots and windings etc, a large
number of elements and interations are required in a fmite element analysis. Therefore special
considerations are required in its application to the study of the vibrational behaviour of stators.
In [1.120] from the point of view of routine engineering design, which requires a rapid means
of prediction, the possibilities of using a lumped mass matrix which results in a diagonal matrix
and high order curved isoparametric elements and initial values from analytical solutions, instead
of using a consistent mass matrix,and ordinary first-order triangular elements and generalised
initial values, are considered. A special technique for forming the lumped mass matrices for
various high-order curved isoparametric element is introduced. By analysing the functional
characteristics of the stiffness and mass matrices the error introduced due to the finite element
discretisation has been partially compensated for by employing the reduced-order integration
technique, whose effectiveness is validated by a case study.
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For the resonances between the exciting forces and the stator structure, nowadays it is possible
to predict the frequencies of the more important exciting forces produced by the harmonic field
in the airgap. However a significant amount of work remains to be done as regards accurately
predicting the natural frequencies of stators, especially for asymmetrical stators which are
generally the case in electrical machines. "Dual resonance" frequencies existing in the measured
transfer function of the stators cannot be calculated or measured with confidence. The methods
proposed by some authors are applicable only when the stator has a special structure, whilst the
finite element discretised region and its corresponding boundary conditions need to be
determined. Therefore, in [1.1211 the concept of a generalised tooth/slot is introduced. According
to this concept the finite element discretised region is determined by utilising the perpendicularity
between the components of the vibrational displacements. Principles for selecting the
exciting/picking-up points have been established and validated both theoretically and
experimentally [1.127]. As a consequence the effects of teeth/slots on the core, the magnetic
poles on direct-current machine stators, the ribs in the double-ring type and square-frame type
stators, the ventilating ribs on encased type stators, the swallow-tail slots in the core, and the
mounting feet on the frame etc have been systematically studied as to their effect, taking into
account the effects of the windings and the frame.
1.4 Review of Previous Work on Acoustic Behaviour
The noise level of a machine is judged not by its sound pressure but by its emitted acoustic power
since the acoustic power, unlike the sound presure, has a unique value for a given motor operating
under a given condition, regardless of the location of the measuring surface.
From a knowledge of the surface vibration there are two kinds of analytical models with which
to analyse and calculate the sound field and radiated acoustic power. One is based on a spherical
model, whilst the other assumes a cylindrical model.
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The spherical model was first introduced by Carter [1.133]. However due to an undetermined
constant his solution cannot give quantitative results. Whilst the method derived by Jordan
[1.134] gives reasonably accurate predictions for motors whose axial length and diameter are
similar, i.e., aspect ratio = 1, especially for small machines, its main advantage is that it yields
results for the acoustic power. On the other hand the method presented by Ellison and Moore
[1.135] allows the variation of the sound pressure along the axial direction and the calculation
of the total acoustic power to be obtained. Again, however, their analysis is restricted to machines
having an aspect ratio of around unity. However, further investigations on such a model, by finite
element analysis, have shown that the method is either improper or inconvenient for the direct
calculation of the radiated acoustic power [1.136]. As mention earlier, it is common to employ
a Fourier series expression to describe the airgap field distribution, and hence the radial
vibrational forces, as well as to obtain the vibrational mechanical response. Whilst this approach
enables the acoustic power to be predicted, the solution is in the form of a Legendre series.
Therefore, in order to calculate accurately the acoustic power, it is necessary to convert the
expression for the vibration from a Fourier series to a Legendre series, which is usually
inconvenient.
A cylindrical model of infinite length was first introduced by Alger [1.137] and is widely used
to calculate the sound pressure distribution of machines [1.13][1.15]. However at that time the
sound pressure, and not the acoustic power, was used to estimate the noise level. Subsequently,
it has been found by analysis [1.138] that Alger's method is not suitable for calculating the
acoustic power since it neglects the phase difference between the sound pressure and the particle
velocity. Therefore it can be improved by accounting for this phase difference in the acoustic
power calculation.
In the cylindrical model of finite length, which was proposed by Erdelyi [1.9] [1.139], the ends
of the machine were replaced by infinitely long cylindrical stiffening baffles, such that the
vibration of the stator would not be trasmitted into the extensions. Once the vibrational mode
and frequency, together with the dimensions of the stator are specified, the sound pressure level
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at any point around the machine can be calculated, and used to estimate the noise. However,
Erdelyi did not present a method for calculating the radiated acoustic power. This was done
subsequently by Ellison and Yang [1.140][1.141], using the same model, by calculating the
acoustic power according to the sound pressure and the particle velocity in the air on the surface
of the stator by the "p-v" conjugation method [1.140]. Furthermore, the effect of the length to
diameter ratio on the acoustic power was studied [1.141]. Unfortunately, since their formulae
for the calculation of acoustic power is in terms of Bessel functions and modified Hankel
functions and includes generalised integrations they are inappropriate for routine use in the course
of design. However this disadvantage has been overcome by utilising the surface vibration of
the stator and employing a much simpler formula for the relative sound intensity [1.142] which
has eliminated the necessity of calculating the sound pressure and particle velocity distribution
around the machine in the acoustic power estimation as was required in Ellison and Yang's
method.
In addition, experimental methods are also available for the determination of the acoustic power,
such as the sound intensity method [1.82], acoustic vibrational measurement etc [1.143].
In the analysis of acoustic radiation from structural vibrations, the results obtained from research
carried out by the acoustic society using both analytical [1.144][1.145] and numerical methods
[1.146] [1.147], such as the boundary integration, fmite difference, and finite element techniques,
are of considerable reference value to the study of acoustic radiation from electrical machines.
In [1.148], the acoustic radiation of a cylindrical model with non-uniform vibrations along its
longitudinal axis has been studied, and results show that, similar to the increase of the vibration
mode order along the circumference, the relative sound intensity coefficients, i.e., the normalised
acoustic resistance, decrease with the increase of the vibration mode order along the longitudinal
axis. In [1.144], solutions for the sound pressure distribution from a cylindrical model of finite
length with two semi-infinite length stiffening baffles were obtained similar to those given in
[ 1
.9][ 1.140]. However, in general, the results obtained from theoretical acoustics cannot be
applied directly to the analysis of noise from electrical machines since the sound pressure
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distribution etc. is of more concern in theoretic acoustics, whilst it is the acoustic power which
is of most interest in the study of noise from electrical machines. On the other hand, results from
numerical predictions are usually applicable only to the acoustic power radiated by oscillating
or impulsive vibration models, whilst in the aspect of noise from electrical machines it is more
important to study the acoustic power radiated by higher order vibration models, e.g., vibration
mode order equal to 2 or 3.
1.5 Main Research and Features in the Thesis
Following a review of previous work on the noise and vibration of electrical machines in this
Chapter, the research is concentrated on the vibrational and acoustic behaviour, and
electromagnetic field, force, torque, dynamic performance, and noise of radial-field brushless
permanent magnet DC motors.
Existing investigations on the vibrational behaviour concern only the stator itself, neither the
end-shields nor the rotor and the running conditions have been taken into account, which is the
case even for experimental investigations and three-dimensional analysis. Therefore, in Chapter
2 the effects of end-shields, the rotor, and the running conditions on the natural frequencies and
modes of the stator are investigated, for the first time, by the modern modal analysis technique,
the results of which should be the foundation to establish more detailed vibrational and acoustic
models.
Another important aspect in the analysis and control of noise from electrical machines is the
acoustic radiation efficiency (relative sound intensity coefficient) which is studied in the thesis,
both analytically and numerically in Chapters 3 and 4. Based on the cylindrical model of finite
length, in Chapter 3 the analytical prediction of acoustic power has been extended further on the
basis of research carried out by Erdelyi, Alger, Ellison and Yang. By utilising the surface
vibration of the stator a new formula for the relative sound intensity has been obtained. Compared
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with existing methods, it has eliminated the neccessity of calculating the sound pressure and
particle velocity distribution around an machine. Hence the computing time is greatly reduced.
Also it has the advantage of a much simpler form, making it easier to use for routine design. In
addition the sound pressure distribution has been investigated, and its variation in
three-dimensions has been calculated and measured.
Existing analytical models for acoustic radiation assume that the stator has a unity aspect ratio,
or infinite axial length and infinite stiffening baffles. Hence they cannot account for the effects
of the end-shields. A technique, which combines the finite element method and Fourier series
analysis, to include the effects of end-shields on the acoustic radiation has been developed in
Chapter 4. Based on this technique a suite of planar, axisymmetric, and harmonic axisymmetric
finite element programs, which are capable of calculating the radiated acoustic field and power
in a three-dimensional field, have been developed and validated against results from a test motor.
Furthermore, the spherical model for the acoustic radiation of motors has been improved by the
application of finite elements, and has overcome the inconvenience and inaccuracy in Jordan's
method.
Following the study of the vibrational and acoustic behaviour of electrical machines, the research
focuses on the analysis and prediction of noise from permanent magnet brushless DC motors,
for which no quantitive research work has been carried out before. Hence this study represents
completely original work.
Firstly improved analytical models are established in Chapter 5 to calculate the open-circuit
magnetic field distribution of permanent magnet motors. They cater for slotless and slotted, and
internal and external rotor, radial-field motors modelled in either polar or rectangular coordinate
systems. The technique is based on a 2-dimensional analytical model to calculate the magnetic
field produced by the magnets in the airgap/magnet regions. In the calculation the concept of
2-dimensional permeance function is utilised to account for the induced harmonics due to the
presence of slot openings, which are analysed by the conformal transformation method.
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Therefore the open-circuit magnetic field distributions in all topologies of radial-field permanent
magnet motor can be solved analytically. The predicted results have been compared with
predictions from finite element calculations.
Cogging manifests itself in a permanent magnet motor by the tendency of the rotor to align in a
number of stable positions even when unexcited. Under dynamic conditions the resultant
pulsating torque, of zero net value, can cause undesirable speed pulsations, and can be transmitted
to the coupling devices, through the stator frame or the rotor and induce tangential vibrations,
resonances, and noise. However the prediction of cogging torque in a permanent magnet motor
by finite element analysis is a rather time consuming task since the periodic wave length of the
cogging torque waveform is usually less than one slot pitch, and therefore a very fine spatial
discretisation is necessary to catch its peak value. Existing analytical methods are successful only
in some particular cases, and fail in others,e.g.,they fail when the magnet pole-arc is unity.
Furthermore accuracy is another problem which exists in both numerical and analytical
predictions. In Chapter 6 an analytical method for predicting the cogging torque is presented and
validated. It is based on the analytical calculation of the magnetic field distribution as described
in Chapter 5 and the lateral force which acts on teeth. The technique is capable of predicting the
cogging torque in internal and external rotor motors, in either a rectangular or a polar coordinate
system. Also it is able to deal with motor topologies in which the magnets are shifted, have an
uneven slot distribution etc., design features which are sometimes employed in an attempt to
reduce the cogging torque.
Since a brushless DC motor system integrates a permanent magnet motor with its electronic
drive, the phase current waveform contains significant time harmonics which may increase the
emitted noise level . An analytical model for predicting the steady-state dynamic performance
of a 3-phase brushless DC drive has been developed and validated in Chapter 7. In the model,
which assumes a constant speed and takes the back-emf and cogging torque waveforms as input
functions, the initial conditions which yield the steady-state solution are generated directly by
exploiting the periodicity in the stator winding voltage and current waveforms. With due account
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of the influence of the inverter bridge and commutation events, the model provides a rapid means
of assessing the important features of the motor and drive performance during the early stages
of design, such as the influence of the back-emf waveform, current limiting, as well as
commutation timing etc.. The model is then developed further to couple in the equation of motion
of the rotor to enable the transient and steady-state dynamic performance of brushless DC drives
to be predicted. The drive circuit is idealised into two states which depend on whether the
freewheel diode is conducting or not, and are described by two groups of state equations and
solved by the Runge-Kutta integration method. The dynamic performance is obtained by
introducing a relationship between the state variable and the stator winding currents. Using the
developed technique, the effects of commutation and winding temperature on the dynamic
performance, including the level of harmonics in the current and torque waveforms and the
linearity of the torque-speed curve etc., are investigated.
In Chapter 8 a comprehensive analytical technique is presented for predicting the airgap field
distribution in radial-field, internal/external rotor, brushless DC motors under any load condition,
acounting implicitly for the corresponding stator winding current waveforms and the effect of
stator slot openings. It is based on a 2-dimensional analytical analysis in polar coordinates of the
airgap /magnet regions, and combines an analytical calculation of the armature reaction field
with the analytical prediction of the current waveforms from Chapter 7 and the open-circuit
magnetic field produced by the magnets from Chapter 5, to permit the instantaneous field
distribution and hence the radial force distribution to be predicted under any load condition and
specified commutation strategy. The analytically predicted open-circuit, armature reaction, and
load field distributions have been compared with finite element analyses. In addition, a
2-dimensional analytical method for calculating the back-emf waveforms in the windings of a
brushless permanent magnet DC motor is developed. Futhermore, the developed analytical
technique for predicting the armature reaction field is applied to the calculation of the self- and
mutual winding inductances, again with due account of the relatively large effective airgap.
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In Chapter 9, a systematic analytical approach to the prediction of the acoustic power level of a
permanent magnet brushless DC motor is presented and validated on a prototype motor. The
model can estimate the noise level of internal rotor, encased type motors. Its vibrational response
model differs from conventional ones in that it can consider not only the iron core but also the
frame, as well as their damping effects, the damping ratios from Yang's and Frohne's
measurement being directly utilised. The modifing effects of the end-shields on the stiffness of
the stator are considered by experiment, although in the future this may be carried out by
three-dimensional finite element calculation.
Conclusions are presented in Chapter 10 on the various aspects of the research, viz, magnetic
field, torques, forces, dynamic performance, vibrational and acoustic behaviour, as well as the
noise from radial-field brushless permanent magnet DC motors.
The main elements of the research described in the thesis are summarised in Figs. 1.2, 1.3, and
1.4. Fig. 1.2 shows the strategies for noise prediction of brushless permanent magnet DC
motors/drives, whilst the flow-chart and features for the analytical electromagnetic analyses are
illustrated in Figs. 1.3 and 1.4. The various models developed for the prediction of magnetic field
distribution, force, vibration, and acoustic noise are integrated into a single CAD package.
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CHAPTER 2
EFFECTS OF END-SHIELDS AND ROTOR ON NATURAL
FREQUENCIES AND MODES OF STATOR OF SMALL
ELECTRICAL MACHINES, BY MODAL ANALYSIS
2.1 Introduction
As has already been shown in chapter 1 a knowledge of the natural frequencies and modes of
the stator of an electrical machine is essential to avoid resonances between the stator and the
impressed exciting force [2.1], as well as for establishing its acoustic radiation model [2.2]. The
finite element and the modern experimental modal analysis techniques provide a means for their
prediction and measurement. However due to computing limitations it is not feasible for a finite
element model to account for all the detailed features of a machine structure, which consists of
the stator itself, end-shields, bearings, the rotor etc. Nevertheless finite element analysis can be
used to predict the vibration behaviour of the stator at the design stages. Modal analysis on the
other hand, can be used only when the machine is available. It does, therefore, compliment the
finite element method, by experimentally validating predicted results and justifying essential
simplifications to theoretical models.
Many papers have been published on the natural frequencies and modes of stators, reporting both
theoretical and experimental studies. Baudry et al [2.3] investigated the vibration of an a. c.
generator stator by model test, whilst Verma and Girgis [2.4] investigated the influence of the
main dimensions of encased stators on their non-uniform axial vibration, the effects of teeth,
windings, frame and laminations on the natural frequencies and modes, and dual resonances.
Erdelyi and Horvay [2.6], and Ellison and Yang [2.7], have studied the vibration modes of double
ring type stators, and, more recently, Watanabe et al [2.8] and Noda et al [2.9] have reported the
influence of the windings on the natural frequencies of stator cores. However all investigations
have been restricted to the stator itself. None has considered the effects of the end-shields and
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the rotor, or actual running condition, this is the case even in the three-dimensional studies of
the natural frequencies related to the non-uniform longitudinal mode by finite elements as
reported by Belmans et al [2.lO][2.11], and the Fourier series analysis of Verma et al
[2.12][2.13][2.14].
In small machines, such as brushless permanent magnet DC motors and small induction motors,
the length-to-diameter ratio of the stator is usually not very large. As a consequence their
end-shields, which are bolted to the stator frame, have a relatively large stiffness. The rotor,
which is supported by the end-shields and the bearings, will also restrict and affect the vibrational
behaviour of the stator. As a further contribution to the subject, therefore, an investigation by
the modal analysis technique into the effects of end-shields, the rotor, and the running condition
on the natural frequencies and modes of the stator of a small 3-phase induction motor whose
stator is identical to that of a brushless permanent magnet DC motor was undertaken under the
following condition:
(a) stator, with frame, core and winding only
(b) with end-shields added to (a)
(c) with rotor included in (b)
(d) as (c), but under no load operation
2.2 The Modern Experimental Analysis Technique
If a vibrating system is expressed in the form of a discretised system having n degrees of freedom,
it can approximated by a set of second-order linear differential equations:
[A'I]{T(t)}+[C]{y (r)}+[K]{y(t)} = {p(t)}	 (2.1)
which are coupled by inertial, damping and elastic terms, and where [M], [C] and [K] are mass,
damping and stiffness matrices, (n x n); {j (t ) }, {y (t) }, and (y (t)) are acceleration, velocity
and displacement vectors, (n x 1); (p(t) } is the exciting force vector (n x 1).
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Moda.1 analysis is a process by which the coordinates are transformed to a modal description
through the application of a natural mode matrix (ip ). The equations then become uncoupled,
the transformation simultaneously diagonalising the coefficient matrices, i. e. mass, damping
and stiffness.
Basically the technique involves the application of a known exciting force to the structure and
the measurement of resulting response, to obtain the transfer function between the exciting signal
and the response signal by digitising and applying the Fast Fourier Transformation (FF'i'). Whilst
the natural frequencies can be obtained from only one transfer function curve, to determine the
vibration modes it is necessary to fix either the reference accelerometer and excite all the
measurement points or to fix the reference exciting force site and move the accelerometer to
every measurement point selected on the surface of the structure, and repeat the transfer function
measurement for each condition. The measured transfer functions are in the form of discretised
data from which the resonant frequencies, damping ratio, and vibration modes etc can be obtained
by curve fitting.
By taking the Laplace transform of the system equations (2.1) and assuming zero initial condition,
they can be written in the form:
{y(s)} = [H(s)]{p(s)}	 (2.2)
from which the transfer function can be expressed as:
[H(s)] = ([M]s2+[C]s+[K})1
	 (2.3)
According to complex modal theory if [M], [C] and [K] are all symmetric , i. e. if the system
satisfies structural reciprocity, which simply states that the motion of point A, resulting from a
force at point B, is identical to that of point B, resulting from the same force applied at point A,
[H(s)] is a symmetrical transfer function matrix (n x n). Every element in [H(s)] is a transfer
function Hap(s), that is
{
_[Afl + [Ak]* }
s—Sk
	
*
S — Sk
[H(s)] 
= k=1
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(2.4b)
represents the transfer function between the points "a" and lip" on the structure, "a" being a
response point and "p" an exciting point. By evaluating at s = j o, the transfer function in the
frequency domain is obtained. In equation (2.4) Akap = VkaVkp / 'Yi is the one element of the
residue matrix [Ak] of the kth mode related with the complex root or pole Sk, {'4r} is the mode
vector, Vka and 4tkp are elements in ('i'), 'Yi is the complex scaling from the k th mode, and
* denotes the complex conjugate.
According to complex modal theory, if a single driving point is excited and response
measurements processed at each test point, one column of [H(s)] is obtained, whilst if the
response at a single test point is measured as the driving point is moved around the structure one
row of [H(s)] can be obtained. In practice only one column or one row of [H(s)] needs to be
determined in order to solve for all the unknowns, viz, poles (sk) and residues (Akap). In a stable
system, a pole Sk = k 0)1 + j (x)1'I 1—	 , where k represents the damping ratio and (0i the
natural frequency for the k th mode. The residue matrix [Ak], formed by residues Akap, describes
the vibrational behaviour in space, i. e. the k th mode vibration.
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2.3 Experimental Method
2.3.1 Experimental Machine
A 180w, 6-pole, 3-phase encased type induction motor was used throughout the investigation.
Its main dimensions are shown in Fig 2.1 and listed below:
Outerfinner diameters of stator core
Outer/inner diameters of rotor core
Axial lengths of stator core/rotor core
No of slots on stator/rotor
outerfinner diameter of frame
120/71 mm
70. 5/18 mm
55/55 mm
36/3 3
130/120 mm
Axial length of frame	 124 mm
Total axial length (frame + end-shields) 180 mm
Both the stator and rotor cores are of 0. 5mm laminations. The frame and end-shields are cast
aluminium, and a small hole of diameter 8 mm is provided in the frame for connections to the
windings.
2.3.2 Experimental Apparatus
A schematic of the experimental system, which is based around a Hewlett-Packard 5423A
Structural Dynamic Analyser is shown in Fig. 2.2.
2.3.3 Experimental Conditions
The measurements were made with the motor elastically suspended from a tripod under the
conditions shown in Table 2.1
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Table 2.1 Measurement Condition
Conditions	 Measurements
Condition	 Stator
number (frame+core End-shields
	 Rotor	 No-load	 Transfer	 Modes
with	 running	 function
_______ winding) _______ _______ _______ _______ _______
(a) /	 ____________ ____________ ____________ 	 /	 /
(b) /	 /	 __________ __________	 /	 __________
(c) /	 /	 I	 ___________	 /	 /
(d) I	 /	 I	 I	 /	 vibration
2.3.4 Selection of Measurement Points
Considerable care is required in the selection of points at which to apply the excitation force and
at which to measure the response. In particular points which coincide with the nodes of the
vibration modes must be avoided, otherwise they cannot be excited or will not be detected [2.15].
Since the experiment machine was a small motor whose resonant frequencies are relatively high,
random white noise generated by a permanent magnet shaker was used as the exciting force
signal. Care was taken to ensure that the exciting force was not applied at the nodes of axial
modes of order 0 or 1. An accelerometer was used to monitor the vibrations at the points shown
in Fig. 2.2.
2.3.5 Other Measurement Considerations
1) In carrying out modal analysis it is assumed that:
a)	 the vibration of the frame is in a radial direction, and that tangential and axial
vibrations can be neglected;
b)	 the vibration of the end-shields is in an axial direction, and that radial and
tangential vibrations can be neglected.
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2) The modal analysis of the stator (i. e. frame + core + winding) is selected as a reference
for the investigation. The stator exhibits both circumferential symmetrical and
anti-symmetrical modes [2.15], but these are not studied independently. Thus the exciting
point is maintained at a single site.
3) Since the measurement of transfer functions is the key to modal analysis, the ordinary
coherence functions [2.16] between the exciting force and the response acceleration is
measured to estimate the reliability of the measurement.
4) In carrying Out the measurements the force signal and acceleration signals are sampled and
discretised. In order to reduce discretisation error an upper frequency limitation of 3. 2 kHz
was selected, which covers the range of natural frequencies of interest. "Hanning
windows" are used, both for the exciting signal and the response signal, to reduce the bias
and leakage errors of the finite sample.
2.4 Modal Analysis
2.4.1 Measured Results
Both Figs 2.3 and 2.4 show the measured modes of both the motor under conditions (a) and (c)
respectively. The structure of the motor and the site of the excitation are marked in order to show
clearly the relative displacement and modes. Fig 2.5 shows the transfer functions between the
exciting force and the response at a given point but under the four different conditions of Table
2.1. The transfer function curves show that there are three or four low frequency resonant peaks,
albeit much lower than the natural frequencies of the motor, which are caused by the mounting
of the shaker and its connection with the impedance head. The values of the related coherence
functions are low.
When the transfer functions are measured under a no-load running condition, the coherence
functions become worse due primarily to the disturbing effect of electro-magnetic vibrations as
well as mechanical vibrations associated with the bearings. Fortunately, however, despite
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sampling errors slightly reducing the coherence functions at the resonant frequencies, the
amplitude of the coherence functions is nearly 1, as shown in Fig 2.6, which confirms that the
measurement of the transfer function is reliable. Fig 2.5 also compares the measured vibration
power spectrum for no-load operation with the transfer functions under the different conditions
cited in Table 1, whilst the measured natural frequencies under different conditions are listed in
Tables 2.2 and 2.3. As a further illustration of the measurements, Fig 2.7 shows the coherence
function, the transfer function together with its real and imaginary parts, as well as the Nyquist
plot for condition (c).
Table 2.2 Measured Results under conditions (a) and (b)
Conditions	 Natural frequencies (Hz)
(a) 1154	 1373	 1487	 1820	 2426	 2972
(b) 1162.5	 1400	 1788
Table 2.3 Comparison of Natural Frequencies of mode (n x m) under different conditions
Conditions	 1 x 0
	 2 x 0
	
2 x 1	 3 x 0
(a) ______________	 1487	 1820	 2972
(b) ______________	 1788	 >3200	 >3200
(c) 644	 1838	 >3200	 >3200
(d) 650	 1825	 >3200	 >3200
Note: 3200Hz is the upper-limit of the measured frequency
2.4.2 Natural Frequencies and Modes of Stator
Fig 2.3 shows that modes of natural frequencies 1487 Hz, 1820 Hz, 2972 Hz are very regular
and that their mode orders are n x m = 2 x 0, 2 x 1, 3 x 0 respectively. The displacements of
these modes indicate that the vibration of the stator is much larger at one end than that at the
other. The test motor is one of a range of three phase induction motors, rated from 180W - 550
W [2. 17j which were designed by the author to a low noise specification, and all utilise the same
frame, end-shields and laminations. The only significant difference is in the windings and the
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axial length of the cores. However, as a consequence the core is not located centrally in the
frame, being much closer to the back end-shield, as illustrated on Fig 2.1. As a consequence
the stator stiffness near the front end-shield is much lower than that near the back end-shield,
which accounts for the increased level of vibration.
In addition to the natural frequencies referred to above, other natural frequencies, viz. 1154
Hz, 1373 Hz and 2426 Hz, are observed, Fig 2.2, where it will be seen that the mode associated
with the 2426 Hz natural frequency has a circumferential order of two and an axial order of one,
but that its displacement is not as regular as that of the (2 x 1) mode associated with 1820 Hz.
Around the region of the feet the displacement is more or less uniform whereas it varies
significantly elsewhere, which suggests that the probable cause is the feet.
As to the 1154 Hz and 1373 Hz vibrations since the exciting point is located close to a node of
the vibrational mode, the resonance peaks are small, and a relatively large error is introduced
into the modal analysis.
2.4.3 Effects of End-Shields
When the end-shields are affixed to the stator its stiffness is increased significantly as are the
values of the natural frequencies. As will be seen on the transfer function curve of Fig 2.5, and
Tables 2.2 and 2.3, the natural frequency of mode order n x m =2 x 0 is increased from 1487
Hz to 1788 Hz, whilst the natural frequencies of mode orders n x m =2 x 1, and n x m =3 x 0,
which were previously 1820 Hz and 2972 Hz respectively are now beyond the high frequency
limitation of the measurement 3.2 kHz. However the circumferential variation of the radial
displacement has not changed significantly, Fig 2.4. It will also be seen that since it is the stator
which is being excited radially the axial vibration of the end-shields is much smaller than the
radial vibration of the stator. This suggests that in an acoustic radiation model of a machine the
vibration of the end-shields can be neglected when the electro-magnetic noise is assumed to be
produced by radial forces alone.
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It will be noted on Fig 2.4 that axial vibration of the front end-shield is smaller than that of the
back end-shield. This was subsequently diagnosed as being caused by one of the three securing
bolts for the front end-shield being loose, which inhibited the transmission of the vibrations to
that end-shield.
By comparing the displacement of each mode on Figs 2.3 and 2.4, it is seen that without the
end-shields the vibration of the frame near the front end is larger than that near the back end.
When the shields are attached the vibration is more or less similar at both ends due to the
restricting effect of end-shields. However, the amplitude of the radial displacement near the
back end-shield of mode 1838 Hz still varies, due to the exciting point and the stator core being
in closer proximity.
2.4.4 Effect of Rotor
Although the rotor is supported in the end-shields by rolling bearings its addition does not
significantly increase the stiffness of the stator. Therefore, by comparison with the end-shields
the rotor has a much smaller effect on the values of the natural frequencies and the shape of the
mode. For example, the natural frequency of mode order n x m = 2 x 0 is only changed from
1788 Hz to 1838 Hz. However the rotor does create important new frequencies, in particular
the n x m = 1 x 0 mode, is produced. For example, a new natural frequency 644 Hz of mode
order n x m = 1 x 0, as shown in Fig 2.4, is introduced, an effect which has been measured by
the author on other machines. It results from the fact that it is only when the rotor is inserted or
when the feet are fixed, that such a mode is possible.
2.4.5 Effect of Running Condition
It will be seen in Fig 2.5 and in Table 2.3 that the modifying effects under the no-load running
condition are negligible, since from standstill to rated no-load speed, the natural frequencies of
mode order n x m = 1 x 0 and 2 x 0 change only slightly, from 644 Hz and 1838 Hz to 650 Hz
and 1825 Hz respectively.
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The measured vibration power spectrum of the motor on no-load is shown on Fig 2.5. The
frequencies of the three pronounced peaks are 550Hz, 650 Hz and 1750 Hz, and have been
shown to correspond to mode orders of three, the 550 Hz and 650 Hz components being produced
by the first-order slot harmonics of the stator and the rotor, and the 1750 Hz component being
produced by the third-order slot harmonics, whose electromagnetic spectral analysis is given in
Appendix 2.6. Although these two electro-magnetic vibrational frequencies are close to the
natural frequencies of 650 Hz and 1825 Hz, though their mode orders are different, when the
natural frequencies were measured the amplitude of the exciting force was adjusted to make its
response much bigger than the electro-magnetic vibration, thus minimising the effect of
electro-magnetic vibration on the transfer function measurement.
2.5 Conclusions
The effects of allowing for the end-shields, the rotor, and the running condition on the natural
frequencies and modes of the stator of a small electrical machine have been investigated by the
modem experimental modal analysis technique. It has been shown that:
1) Because of their restricting effects, the end-shields significantly increase the values of the
natural frequencies of the stator.
2) By comparison the effect of the rotor is much smaller. However the rotor does cause
important new natural frequencies to be introduced, in particular the first-order mode.
3) The modifying effects under a no-load condition are negligible, as is likely to be the case
up to rated load.
4) The study has provided data which should assist further investigations, particularly in
regard to the effects of the mounting feet on the natural frequencies and modes of stators,
in developing vibrational models based on finite elements, as well as acoustic models.
More investigations on a brushless DC motor will be described in Chapter 9.
37
2.6 Appendix - Electromagnetical Spectral Analysis
As described in section 2.3.1, the test motor is a three-phase, 6-pole induction motor, whose
stator and rotor slot combination is 36/33. Hence p=3, Qs=36, Qr33, the slip s 0 at no-load.
the radial electromagnetic force waves, vibrational frequencies and orders are analysed and listed
in Tables 2.4 and 2.5 according to the technique described in [2.18]. The most important
components of electromagnetic noise in this particular motor are those frequencies related to
mode order 3, viz. 550 Hz, 650 Hz, and 1750 Hz, all of which are due to the interaction of
the slot harmonics of the stator and the rotor.
Table 2.4 Radial Electromagnetic Force Waves
ki	 -1	 +1	 -2	 +2	 -3	 +3
k2	 -33	 39	 -69	 75	 -105	 111
-1	 -30
+1	 36	 3	 3
-2	 -63	 6
+2	 69	 0	 6
-3	 -96
+3	 102	 3
where VkiQs+p, J.tk2Qr+p
Frequencies of vibrational forces are
ffl[k2Qs( 1 s)/p + 2 ] forn=j.t+v
ffl[k2Qs(1S)/p + 0] forn=ji.—v
Table 2.5 Vibrational frequencies and orders
-30	 36	 36	 -63	 69	 69	 102
v	 -33	 -33	 39	 -69	 -69	 75	 -105
3	 3+	 3	 6	 6	 3
f(Hz)	 550	 650	 550	 1100	 1200	 1100	 1750
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CHAPTER 3
STUDY OF ACOUSTIC FIELD AND POWER RADIATED FROM
ELECTRICAL MACHINES BY ANALYSIS OF FINITE
CYLINDER MODEL
3.1 Introduction
It is well known that harmonic magnetic fields in the airgap of electrical machines generate forces
acting on the stator core and the end shields, which in turn cause the stator and the end-shields
to vibrate and consequently to radiate acoustic noise. From a knowledge of the surface vibrations
together with the machine dimensions, the radiated acoustic field and power can be calculated
from the relationship between the vibration and noise.
There are two main kinds of model for calculating the radiated acoustic power, one being based
on a spherical model whilst the other assumes a cylindrical model.
The spherical model was suggested by Carter [3.1], and developed by Jordan [3.2], Ellison and
Moore et al [3.3]. The acoustic power radiated by radial vibrations of a machine stator can be
calculated by Jordan's method [3.2], whilst the effect of a longitudinal variation of the radial
vibrations can be determined from Ellison and Moore's method. The model, however, is suitable
only for short machines, having an aspect ratio of axial length-to-diameter nearly equal to unity.
The cylindrical model was developed by Alger [3.4][3.5], Erdelyi [3.6] [3.7], Ellison and Yang
et al [3.8] [3.9]. However Alger [3.51[3.6] considered the machine as an infinitely long cylinder,
so that he could not account for the effect of the aspect ratio. Erdelyi [3.7] on the other hand
treated the machine as a finite length cylinder with infinitely long cylindrical stiffening baffles
at each end, thus enabling the effect of the length-to-diameter ratio to be studied. Physically this
model neglects the effect of the ends and prevents the vibration of the stator from being
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transmitted into the extensions. This artifice can be represented by an infinitely long cylinder
vibrating only in an infinite length, as shown in Fig 3.1.
Fig 3.1 Acoustic radiation model of fmite cylinder
Initially it was the sound pressure level and not the acoustic power level that was used to estimate
the noise emitted from an electrical machine. The sound pressure at any point around the machine
can be calculated, once the vibrational mode, frequency, and dimensions of the stator have been
specified. Erdelyi [3.6] did not present a method for calculating the radiated acoustic power.
This was done subsequently by Ellison and Yang in 1971 and 1975, using the same model on
both occasions, by calculating the acoustic power according to the sound pressure and the particle
velocity in the air on the surface of the statorby the "p-v" conjugation method [3.8]. In addition,
they studied the effect of the length-to-diameter ratio on the acoustic power [3.9]. Unfortunately,
since their formulae for the calculation of the acoustic power are in terms of Bessel functions
and modified Hankel functions and also include generalised integrations they are not particularly
convenient for routine use during the course of designing a machine.
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Nevertheless the main dimensional characteristics of electrical machines are included in the
cylindrical model of finite length as far as electromagnetic noise is concerned. In addition the
effect of the axial length-to-diameter ratio can be considered, whilst the solutions are obtained
analytically. Consequently as the first stage of the current research, as well as for the further
extension of Erdelyi, Elli son and Yang's work, the same model for calculating the acoustic power
is used. However, the technique which is developed eliminates the need for calculating the sound
pressure and particle velocity distribution around a machine as was required in Ellison and Yang's
method. Instead it utilises the surface vibration of the stator, and a much simpler formula for the
relative sound intensity is obtained. Subsequently the sound pressure distribution is investigated,
and its variation in three-dimensions is calculated and measured.
3.2 Derivation of Formulae
When the acoustic radiation model of the electrical machine shown in Fig 3.1 is adopted the
problem can be expressed as follows, with the assumption that the pressure, p, is a harmonic
function of time:
(V2 +k 2 )p = 0	 (3.1)
where V2
 is the Laplacian operator; k = 0/c; c is the speed of sound; w is the angular frequency.
If the mode number of the surface vibration is n and the magnitude of the travelling vibration
wave along a longitudinal axis of the stator surface is constant, the surface vibrating radial
velocity can be expressed as*
Un((,Z,t)— i f O)Ard	 cot)	 for	 —b< z'z+b	 (3.2)
to	 for z <—b or z>+b
where Ard is the amplitude of the surface vibratory displacement. r, p, z, b, etc ar shown in Fig
3.1.
(3.5)
(3.6)
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*Note It is worth noting that in Ellison and Yang's papers [3 .8] [3 .91(3 .10] they did not specify whether their
acoustic radiation model was the same as Erdelyi's model or not, viz, for the surface vibrating radial velocity
given in equation (3.2) they only described the firs: part within - b < z < + b, whilst ignoring the second part
at z < - b or z > + b which refers to the infinitely long extensions in Fig 3.1. However, independant analysis
has shown that their results can be obtained only with the infinitely long stiffening baffles. Therefore, as mentioned
in section 3.1, their acoustic radiation model is the same as Erdelyi's.
Close to the surface of the machine, the particle velocity vn(a, (p, z, t) of the air is assumed to be
equal to the stator vibration velocity un((p, z, t).
vn(r,(p,z,t)I	 =Un((p,z,t)
r=a
	 (3.3)
Whilst by Newton's law the relationship between the pressure and the radial particle velocity is
vn(r,(p,z,t)=
	 1	 ap(T,(,z,)	 (3.4)
where p is the density of the medium.
Therefore from equations (3.2), (3.3) and (3.4) the boundary condition of equation (3.1) is:
apn(r,cp,z,t)	 2=	 0) pArdeJ(_t)	 for —b<z<+b
r=a {o
	
for z<—b or z>+b
Combining equations (3.1) and (3.5), the pressure around the surface is found as
ArdO)2Pb J(fl(P_Wt)(Qpr+jQpm)pn(r,(p,z,t)	 e
where Qpr and Qpm are given in Appendix 3.6.
It is an important assumption that the particle velocity of the air on the stator surface of the
machine is equal to the stator vibration velocity at the surface. This assumption is reasonable
only when the radial vibration of the stator is considered. When the frame is made of cast iron
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or cast aluminium, and is sufficiently thick enough the coupling between the acoustic radiation
and the structural vibration can be neglected, ie. the acoustic radiation and the structural vibration
can be studied independantly.
The acoustic power radiated by a machine is calculated according to the sound pressure and the
stator vibration velocity at the surface by the "p-v" conjugate method, which is very similar to
one of the sound intensity measurement methods, in which the surface vibration is measured by
an accelerometer, the pressure is measured by a microphone, and then the sound intensity is
obtained [3.11].
Therefore, the radiated acoustic power is:
w=j fRe{pnvn*}ds
S
b 2ir
-b	
Re{pnun*}adqdz
= 2pc1t2f2Ard2.42tab.I1	 (3.7)
where * means "conjugate"; s is the total surface area enclosing the machine; and Ii is the relative
sound intensity coefficient.
Therefore
b 2it
-b 0	
Re{pnun*}adqdz
b2it
- $ $1	 Ard U)2 Pb j(n_wt)(Q	 iQ)[A e1(_o)]*}adpdz
-b 0
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b 2it 1
	
lArd2O)3pab
= I I Re	 f(Qpr+fQpm)}ddz
-b 0
b
=-Ard2O)3pab I Qpmdz
-b
Ard 2 o)3 pab I $	 2sinbh (QbQc-QaQd"
-b -k bh'Ik2 -h2	Qc2+Qd2 Jdhdz
b k	 (3.8)
For simplicity, J, (a V k2 - h2
 ) is simply written as Jn and similarly for Yn . Hence, from the
expressions for Qa, Qb, Qc, and Qd in Appendix 3.6,
QbQc QaQd =(Ycoshz + Jnsinhz)(Jn_i - Jn+i)
- (Jncoshz - Ynsinhz)(Yn-i - Y+i)
=coshz [(YJ-i - JY-i)+(JY+i - YY+i)]
+sinhz [Y(Y_i - Yn+i)+ Jn(Jn-i - J+i)] 	 (3.9)
and by the recurrence formula for Bessel functions
-4QbQc QaQd
	
	
coshz + 2sinhz (YY' + JJ')
= a k2 - h2
and
Qc 2 +Qd 2 =4(J' 2 + Y'2)
(3.10)
(3.11)
Therefore by replacing equation (3.8) by equation (3.10)(3.1 1), and noting that the integration
of the odd function sin bz becomes zero when the variable z is integrated from -b to b, equation
(3.8) simplifies to:
W	 pC(WArcj)2.41Cab.Il
2 p ClC2f2 Ard 2 . 4ica b .Ji
	 (3.12)
in which the relative sound intensity coefficient Ii is given by
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1	 (3.13)
____	
2(k2-x2)	 ____ (sinbx22kab	 ______________________ __ _ _ _____11=	 2	
-k Jn' 2 (a	 )+Yn'2(ak2-)	 bx )ii;
When the infinitely long cylindrical stator model is considered [3.13] the calculation of the
acoustic power is obtained by setting the axial length b to infinity in equation (3.13), giving
2
Iioe=
itka (J , 2	 )+Y '2(ka))
(3.14)
where Jn, Yn, Jn', Yn' are Bessel functions of the first and second kinds, and their derivatives
respectively.
3.3 Comparison of Relative Sound Intensity Coefficients
It can be seen from equation (3.13) that the relative sound intensity coefficient obtained by this
analysis is much simpler than that given by S J Yang (see Appendix 3.6). As a consequence it
is much more convenient to use in that it takes significantly less time to evaluate since it has
eliminated the need for calculating the sound pressure and particle velocity distributions around
a machine. The predicted numerical results are the same as those calculated from Yang's method,
as can be seen in [3.8][3.9].
Fig 3.2 shows a comparison of the calculated results of the relative sound intensity by equations
(3.3)(3.4), and by formulae derived by Alger and Jordan for n =0 and n =2. Alger's results are
much larger than the others since the phase difference between the pressure and the particle
velocity is not considered in the calculation of the radiated acoustic power in his infinitely long
cylindrical model. When the phase difference is considered, the results can be expressed by
equation (3.14) and are shown by curve c which is coincident with Jordan's and Yang's results.
It can also be seen that the relative sound intensity coefficient for the stator with infinite axial
length is almost the same as that for the stator with a length-to-diameter ratio equal to 4 as
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calculated by equation (3.13), ie. when the length-to-diameter ratio is near to 4, the machine can
be treated as an infinitely long cylindrical model.
For different aspect ratios of axial length-to-diameter the variation of the relative sound intensity
coefficient with the vibration mode is shown in Fig 3.3.
3.4 Measurement and Calculation of Acoustic Field
It is useful to know the sound pressure distribution around a machine for the purpose of noise
control as well as for the measurement of acoustic power, viz. the selection of the number of
measurement points and their location. In addition it can assist in the near-field measurement
of the acoustic power, such as by the sound intensity method - which is of increasing interest
due to the availability of "on-line" acoustic power measurement equipment. The measurement
and calculation of the sound pressure distribution variation in three-dimensions, viz, in the radial,
axial, and circumferential directions, have been made on a three-phase, 4-pole encased type
induction motor whose main parameters are:
Rated power	 0.8 kW
Rated speed	 1380 rpm
Outer diameter of frame	 0.14 m
Axial length of frame
	 0.174 m
Stator and rotor slot combination
	 24/22
The measurement was separated into two steps. In the first the ventilating fan was removed from
the motor, so that aerodynamic noise could be neglected. The sound pressure and vibration
spectra of the machine on no-load were then measured in a quiet laboratory using a signal analyser
(B & K 3348). The measured results and the theoretical analysis of the vibrational force waves,
which are similar to those described in section 2.6, show that in this particular motor, the noise
level was dominated by components of frequency 550 Hz andf 1750 Hz, these being larger than
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any other components by more than 13dB. Therefore, the vibration and noise spectrum of this
motor was considered to consist only of these two components. However, by switching off the
power supply when the machine was running on no-load and observing the variation in the
vibration and noise spectra, as well as from a theoretical prediction of bearing noise and vibration
frequencies, it was deduced that the 1750 Hz component was pure electromagnetic noise, whilst
the 550 Hz component was composed of both electromagnetic noise as well as mechanical noise
from the ball-bearings. The mode order of the 550 Hz and 1750 Hz electromagnetic components
was two, and was produced by the interaction of slot harmonics. In addition, the measurement
of end-shield vibrations showed that compared with the radial vibration of the stator their axial
vibration was small enough to be neglected.
The sound pressure distribution around the test motor was then measured in an anechoic chamber.
The measurement equipment was a B & K 7501 1/3 band frequency spectrum analyser. The
machine was placed on an elastic mounting and the measurement was made on no-load, which
satisfies the noise measurement standard. However in order to simplify the measurement, the
ventilating fan and its shield were again removed so as to minimise aerodynamic noise. The
location of the measurement points in the radial, axial, and circumferential directions is shown
in Fig 3.4.
The measurements were made at points along a circumference of radius 1 metre in the r-z plane,
the sound level transducer being maintained horizontal at the same height as the machine axis,
as was also the case when the measurements were made in the axial and radial directions. In
addition the transducer was aligned with the outer surface of the machine axis, as was also the
case when measurements were made in the axial and radial directions. In addition the transducer
was aligned with the outer surface of the machine (excluding the ventilating ribs) when the
variation of the sound pressure was measured along its longitudinal axis. As has been pointed
out already, the test motor had two dominant components of noise of frequencies 550 Hz and
1750 Hz. An equivalent measured sound pressure level of the 550 Hz component was calculated
from the sound pressure levels at two adjacent frequency bands whose band centre frequencies
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were 500 Hz and 630 Hz respectively. Similarly an equivalent measured sound pressure level
of the 1750 Hz component was calculated from the sound pressure level at two adjacent frequency
bands whose band centre frequencies were 1600 Hz and 2000 Hz respectively. The measured
results are shown in Fig 3.5 together with predicted results which are obtained from the method
described in this chapter by neglecting the ventilating ribs, power supply connection box, and
the mounting feet, as well as the effect of the end-shields, and the effect of ball-bearing noise in
the 550 Hz component.
In general the comparison of the predicted and measured variation of sound pressure in the
three-dimensions shows good agreement. This confirms the suitability of the finite length
cylindrical acoustic radiation model with infinitely long stiffening baffle extensions for studying
the sound pressure variation. The results also show that the attentuation of the sound pressure
with radial distance as predicted from a finite length cylindrical model is more pronounced that
predicted from an infinitely long cylindrical model. In addition, for this particular test motor the
sound pressure at its mid-plane (8 =0° ) is much larger than at its axis (8 = 90°), which again
confirms that the electromagnetic noise induced by radial vibrations of the stator is dominant,
whilst the emitted noise contributed by the end-shield is small. However, on comparing the
predicted and measured variation of sound pressure along the circumferential and axial
directions, it is seen that near the region of the end-shields excellent agreement is achieved for
the 1750 Hz component, whilst the difference is relatively larger for the 550 Hz component.
Furthermore, the predicted results are smaller than the measured results for this component. This
tendency was also evident when measurements were made at circumferences of radius 1.0, 0.7
and 0.4 metre, further confirming the existence of mechanical noise due to bail-bearing vibration
in the 550 Hz component.
Further comparisons are given in the next chapter.
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3.5 Conclusions
An improved technique for calculating the acoustic power radiated by an electrical machine has
been presented. It is based on the sound pressure and the stator vibration velocity at the vibrating
surface and results in a much simpler formula for calculating the relative sound intensity, and
eliminates the need for calculating the sound pressure and the particle velocity distributions
around a machine. The results obtained, viz, the relative sound intensity coefficients, as
illustrated on Figures 3.6 are eminantly suitable for routine design purposes.
Appendix 3.6 S J Yang's Formula for Calculating of Radiated Acoustic Power
The formula for calculating the acoustic power radiated by an electrical machine as quoted in
references [3.8], [3.9], [3.10] and [3.12] by Yang is as follows:
W = 2pcm2f2Ard2.4icab.I1
=	
2Ard2(U3pab2 (Qpr 2 +Q 2	 2 Qvm 2 )cosOdzpm )(svr +
where
e= (,,Qpr)	 LJ
k
	
Qpr - J	 2sinbh (QaQc+QbQd"dh
-	 bhk2-h2 I	 2
	
-k	 Qc+Qd2J
—41 cos'ik2+4z
0	 a
sin ( "I a2 k2 + x2)
)	 (a2k2+x2)
K (x)
K - 1 (x ) + K + 1 (x)
k
Qpm 5 
2sinbh (QbQc—QaQi
=	 bhIk2—h2 I	 2 Qd2 Jdh
-k	 Qc±
k
	
Qvr 1	 2sinbh (EaQc+EbQddh
=	 bhk2-h2 I	 2
	
-k	 Qc +Qd2J
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sin(Ia2 k2 +x2 )00
r 2ir	
•i.%Jk2+x2	 i	 a
a	 a2) b 2
+1	 cos	 —zi	 dx
o	 —(a k2+x2)
a
k
- f	 2sinbh (EbQc—EaQd
- —k bhIk2 —h2 Qc2+Qd2 dh
Qacos(hz)Jn(a''k2 h2 )— sin(hz)Yn(a\'k2—h2)
Qbcos(hz)Yn(a\'k2 h2 )+ sin(hz)Jn(a'/k2h2)
QcJn—i(a'1k2 h2
 )—J+i (a'Ik2—h2)
QdYn-1 (a\1 k2 —h2 )—Y 1-i (aIk2—h2)
Ea'\'k2 h2 cos(hz)J'(a\lk2 —h2 )—\1k2 —h2 sin(hz)Yn'(a'[k2—h2)
Eb=\1 k2 —h2 cos(hz)Yn'(a'Ik2 —h2 )+' I k2 —h2 sin(hz)Jn'(a'Ik2—h2)
where Kn(x), Kn-i(x), Kn.4-i(x) are the th, - 1th and n + 1 thmjjfied Bessel functions.
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CHAPTER 4
FINITE ELEMENT ANALYSIS OF THE ACOUSTIC POWER
RADIATED BY ELECTRICAL MACHINES
4.1 Introduction
A knowledge of the relationship between the vibration and noise of an electrical machine is
critical to the calculation of its acoustic power [4.1]. However analytical methods, such as those
described in Chapter 3, for predicting the acoustic radiation are applicable only to idealised
models having a regular shape, eg. spherical or cylindrical, and cannot account for the effect of
end-shields or cater for all topologies of motor, eg. axial-field or square frame. Even finite length
cylindrical motors cannot be solved analytically unless they are assumed to have infmite
stiffening baffles at each end [4.2].
Whilst the fmite element method has been applied to analyse the modes of acoustic cavities,
comparatively few papers have been published on its application to acoustic radiation [4.3].
Furthermore, it is usually restricted to a radiator of mode order zero or one (extensive or impulse
type vibration). The main difficulty in the application of the finite element method to acoustic
radiation is in dealing with the far-field boundaries, which must be well represented otherwise
the resulting accuracy will be very poor. This arises from the fact that the sound pressure level
is low at the far-field boundary, whilst the acoustic power radiated by a vibrating structure, such
as an electrical machine, should be independant of the enclosing surface used for the calculation.
Whilst some authors use the finite element method in the near-field and an analytical method in
the far-field, both being combined to solve for the radiated sound pressure distribution [4.4],
others use the finite element in the near-field and the infinite element in the far-field [4.5][4.6].
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Nevertheless, limitations still exist with the application of finite elements to the analysis of high
frequency and/or large acoustic radiation fields, such as emanate from electrical machines.
The boundary element method provides an approach which inherently accounts for the
characteristics of the far-field, and makes it unnecessary to deal with the far-field boundaries,
and also reduces the field dimension by one. However, whilst these two advantages should make
the method ideal for solving acoustic radiation problems, at the natural frequencies (or
characteristic frequencies) of the related interior field the equations obtained by the ordinary
boundary element method lead to ill-conditioned equations or a non-unique solution. As a
consequence special boundary element methods must be used [4.7][4.8].
In this chapter, the finite element method is used to study the acoustic power radiated by electrical
machines with particular emphasis on those having an axisymmetric construction. It is combined
with a Fourier series analysis, the Fourier series being used to represent the r- 0 variation of the
sound pressure, whilst finite elements are used to interpolate and discretise the variation in the
r-z plane. The combination of both methods allows the acoustic radiation of electrical machines
to be predicted with due account of the effect of end-shields, which would not be possible with
existing analytical methods. Calculation methods for the acoustic power using finite elements in
various acoustic fields, from two-dimensional and axisymmetric to three-dimensional, are
described, and corresponding formulae deduced. The effects of the far-field boundary condition
on the calculation is studied. Predictions of the acoustic power from the harmonic axisymmetric
finite element method are validated against measurements on a three-phase induction motor. The
technique is then applied to the spherical model of acoustic radiation.
4.2 Calculation of Acoustic Power
4.2.1 Three-dimensional Finite Element Analysis of Acoustic Radiation
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The acoustic field of radiation is described by the Helmholtz equation together with specified
Dirichiet and Neumann boundary conditions, viz:
V2p+k2p=f	 V	 (4.1 a)
p=j;
	 (4.1 b)
an +jkhp=jpckgv	 (4.lc)
where i + 2 are the boundaries of the region v to be analysed. In order to simplify the study
of the noise from electrical machines the above expression for the Neumann boundary 2 has
been used, with the constants , h,, gn, and V being given values which are described in
Appendix 4.7.1.
Similar to the vibrational problem, the acoustic field is discretized into N isoparametric elements,
the interpolation function being given by:
(4.2)
p	 N p
where
pi is the value of the sound pressure p at node i of the element;
n is the node number of the element;
N is the shape function, which is a function of the coordinates
If the residue between the approximate solution p given by the interpolation function and the
exact solution is R(p), then
R(p)=V2 p+k2 p—f	 v	 (4.3)
In the weighted residual method, the product of R(p) and the weighting function We should be
zero, ie.
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(4.4)
(4.5)
<We,R>=f WeR(P)dV=Ce
where
CeJ WeR(p)dxdy
W = Nj is the weighting function applied to element e.
Therefore
f Ni(V2 p^k2 p—f)dv=c1	i=1,2,...,n	 (4.6)
Ve
After some deduction, a system of equations, in discretized finite element form, is obtained as:
- [Rid]	 + k2 [M]	
—j k [c] Tel1'-' Jnxn
+[ri] +jpck[G] =[c]E,nxl	 nxl
where
ic= f	 ++dv(ax ax ay ay az az)
V \
111
SJf(aNiJaNi?JaNi?!yI)IJIddc	 (4.8)
_1_1_1Cax
	
Tay az
M= f NiNjdv
111
= JJ $ NNIJIdEdrdt
-1-1-1
(4.7)
(4.9)
C= $ hNNd
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=Jf hnNiNjEG—F2I1
	
(4.10)
F=5fNj dv
111
= 
Jf JfNj IJIddd
-1-1-1
G f vgNj d
=5J vgN EG—F2 I 	dd
(4.11)
(4.12)
i,j=1,2,...,n
where IJ!, E, F, G are given in Appendix 4.7.2 and the boundary 2 is assumed to be on the surface
of = 1 in the element.
By assembling all the elements
N
CO
e= 1
The global system equation for the sound pressure is obtained as
{[K] —k2
 [MI +jk[C]}{p}={F}+jpck{G}
whilst the particle velocity in the air medium is given by
il- Vz k. 1JO)
1
VX=J0) X
1
vy =.Jpo)ay
(4.13)
(4.14)
v-1ZjpO) iiz
(4.15)
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The acoustic power is calculated by the conjugation method of the surface vibration of the
machine and the sound pressure distribution on the surface, as described in Chapter 5. Hence
W=fpdT.'
N,
= We
e= 1
W5pdZ*
=Re Jpvd
=fRe 55	 vEG—F2I1dd
	 (4.16)
-1-1 i=1
where Sa, Se are the vibrating surface and the discretized element respectively, and vn is the
normal vibrational velocity of the element.
If the reference acoustic power is chosen as
w0 =f pcIvnl2d
N,
= Weo
e= 1
Weof pcvnvz
1 1	 _______	 (4.17)
=Re$J IvnI2'[EG—F2I1drid
-1-1
Iw
wo
(4.18)
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the relative sound intensity coefficient is then calculated from
4.2.2 Planar and Axisymmetric Fields
When the field is invariant in the axial direction it simplifies to a two-dimensional problem. The
system of discretized finite element equations is still given by
{[K] —k2 [M] +jk[C1J} {p}={F}+jp ck{G}
However the coefficients in the element matrices are now given by:
K j I1+___LJtd
Se	
ax	 ay a)?
= jj I a ax a)? ay )
	
teddfl
—1-1\.
M 5 NjNjtedS
5fNjNjIJIted
5 hnNjNjtedl
r'2e
= 5 h1 N N 
-+,J(a2 +
—1	 ai) 1an)	
1tedfl
F S fNjteds
= JffNi I J I te d d
G 5 vngnNjtedlT
F2e
(4.19)
(4.20)
(4.21)
(4.22)
(4.23)
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=1
1	
iax2(21
vngNj
	
-1	 ?nJ	 j 
=te
(4.24)
where F corresponds to
	 in the three-dimensional field and is assumed to be on the side
= 1 of the element. te is the axial length of the element.
The particle velocity is then given by
.-*1V=VX il•VYJ = jp0) Vp
-1
VX—J	
ax
vy=. 1
	 (4.25)
The radiated acoustic power is again calculated according to the conjugation of the surface
vibration of the machine and the sound pressure distribution on the surface, ie.
N
w=Jpd=> We
e=1
We5pVdfRefpvtedF
Re 5
-1 k=i	 j	 a J	an	
1ted1l
The reference acoustic power is given by
(4.26)
Wo=SpcIvI2ds 
ele0
Weo4 5 pcvvdJT
Se
(4.27)1	
2\j ax
= Re 5' V I	 a r J-1
Iw
wo
(4.28)
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Therefore the relative sound intensity coefficient for the acoustic radiation of an electrical
machine becomes
In the case of an axisymmetric acoustic field, the system of discretized finite element equations
is exactly the same as that for a three-dimensional formulation. However because of the
axisymmetry, the sound pressure p is independant of the circumferential angular variable 0.
Hence if the axial variable z and the radial variable r are represented by x and y respectively, the
integration becomes
dv =2 ICy ds	 (4.29)
dz=2Icydr'	 (4.30)
where
Ny
Therefore when an axisymmetric acoustic field is to be solved, it is necessary only to change the
axial length te of the element to 2Icy in the integration of the various coefficients for a
two-dimensional element. Similarly, t is replaced by 2ity when the acoustic power is being
calculated.
4.2.3 Harmonic Axisymmetric Acoustic Field
It is well known that the noise which results from electromagnetically induced vibrations consists
not only of an axis ymmetric component (circumferential mode order n = 0), but also higher order
harmonics (n> 0), whose sound pressure varies with the circumferential angular position. In
electrical machines the latter are the most important, because
i) the vibration produced by a harmonic airgap field usually has a comparatively higher spatial
mode order due to the presence of slots and teeth
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ii) the natural frequencies of the stator for a circumferential mode of order zero are usually
higher than those for the higher order modes of interest.
However, neither planar or axisymmetric finite elements can solve the acoustic field if the sound
pressure varies around the circumference. To cater for this a 3-d representation is necessary.
However a 3-d finite element analysis would be impractical because of the necessarily large
number of elements which would be required to model the finite free-field and the high vibration
frequency of the machine. The combination of finite element and Fourier series analyses on the
other hand provides a feasible approach to the calculation of the acoustic power radiated by an
electrical machine, since it is based on the:
i) Finite element discretisation of an r-z plane of a machine, and a
ii) Fourier series representation of the circumferential variation of the sound pressure radiated
by the machine, as indicated in Fig 4.1.
The main advantage of the technique is that the dimension of the field is reduced by one, so that
the 3-d field is calculated by a 2-d method.
For a harmonic axisymmetric field, the Helmholtz equation and relevant boundary conditions
are:
Fig 4.1 Illustration of Element
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(r--)+--	 mv
rar	 ar	 ao 2 az2
00
p =	 o(r,z)cosnOe_°t,	 on
n=O
00
+j k h p =j p c k	 v, g, cosn 0 e °,	 on	
(4.31)
letting
00
V=	 V000SflOe'
n=-O
00
=:: fo(r,z)cosnOe_30t
n=O
00
and	 p(r,O,z,t)=	 po(r,z)cosn8e_°t
n=O
(4.32)
(4.33)
(4.34)
where, for simplicity, the term sin nO in the Fourier series has been neglected since it has no
effect on the calculation of acoustic power.
A ( ? )^aPO^[k2_(L)2IPOfO	 ins
rar ra	 az2
PPo,	 on^i
aPO+JkhPfPCk	 OflT22
	 (4.35)
where the surface S, and its boundaries Fi and I'2 are formed by the intersection between region
V, and its boundaries i and 2 and the r-z plane respectively; h = 1 +	 R is the radius
of the far-field boundary, gn = 1; VnO is the vibrational velocity of the machine; pc is the sound
resistance; k = oilc; o is the vibrational angular velocity; and c is the speed of sound.
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By letting k2 = -	 it can be shown that the above equations have the same form as those
for an axisymmetric formulation. In other words, the harmonic axisymmetric field has been
transformed into the ordinary axis ymmetric field. Letting x z andy r gives
dv=2icyds; and d^=2irydF	 (4.36)
where
(4.37)
y = 1 Ny
is the shape function, n is the node number of an element.
Hence the element matrices are given by
K11= $	 +J2itYdslax ax ay ay
Se "
= I 2 icy d dll
'a. ax	 a ayJ
-1-1\
(4.38)
Mlj= { NiNj2iryds
=5$NjNJIJI 2ityd
	 (4.39)
M5j = 5 NiN4_J21cYds
Sc
= 
5$ N Nj I J I	 d d
(4.40)
C= 5 hNN2irydF
1 hnNiNjJ+1'I
—1	 1.a)	 J	 12itydr
(4.41)
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F= JfNj2icyds
=fffNi lJI2mydd
G= J v,gN2irydF
r'
1
=1 
vngnNiJ+1\I
—1	 tnJ 
=12itydfl
(4.42)
(4.43)
and the corresponding assembled equations are:
{[K]+n2[zvi2]–k2[M1]^jk[c]}{p0}={F}+jpck{G}
It will be noted that compared to an axisymmetric formulation the equations have an extra term,
n2
 [M2] , which results from the circumferential vibration mode order n.
The particle velocity is calculated from
(4.45)
Vr i vejl- V 1 1 Vpjpco
1	 Jp	 1 aP0
Vr.
JPO) ar jpio --cosnOe_10t
1	 P	 1	 Jp0	 —0)tVz	 -	 —cosn8ejpO) JZ jpo) ax
1	 1	 n
ye =JPO) ae_jpo0c05P28eJ
By the method of conjugation between the surface vibration of the machine and the sound
pressure distribution on the surface, the radiated acoustic power is calculated from
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N3
We
e=1
where
We=5pdi4ReJJpvydF
Se	 0 5
C	 r	 *
=-2-Re J povno2icydF
1	 ('
C	 r
=--ReJ
—1 k=i	 J	
TJ	 iJ	
12icydr1
where
1	 n=0
a	 1
n^0
(4.46)
(4.47)
and N is the total number of elements on the machine surface.
The reference acoustic power and relative sound intensity coefficient are calculated similarly.
4.2.4 Element Matrices and Acoustic Power in Different Fields Using Triangular Elements
It has been shown in the previous sections that the planar finite element, the axisymmetric fmite
element, and the harmonic axis ymmetric finite element methods are all variants of an essentially
two-dimensional formulation. If planar triangular elements are used, their shape function is given
by
1N=—(aj+bjx+c1 y)	 i=1,2,3
2
where: ai = X2 )'3 - X3 Y2 bi = Y2 - 3 ci = X3 - X2
a2 =x3 y 1 –x1 y3 b2 =y3 –yl C2=xi—X3
a3 = X1y2 – X2y1 b3 =yl – y2 C3X2—X1
(4.48)
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where Ae is the area of the triangular element "e".
Therefore
1
—=b1
ax 2Ae
aN	 1 i=1,2,3
ciy 2
(4.49)
Meanwhile the acoustic power radiated by a machine can be calculated in the free-field just as
if it was being measured in an anechoic chamber. To represent the fact that there is no other
sound source in the field, f and {F) are set to zero in the previous equations. The element matrices
and the formulae radiated for the acoustic power are then deduced and given by:
4.2.4.1 Planar Acoustic Field
[bi bi + Cl Cl
[I]=---Ib2bl+c2cl
4Ae Lb3 bi + C3 Cl
[Me] =	 1211
tei[2 1 ii
1 1 2]
r0 0[Ce]=hflt23O 2 ii
[o 1 2]
[Ge] = Vpj g te S23[?]
blb2+cic2 blb3+cic3
b2b2+c2c2 b2b3+c2c3
b3b2+c3c2 b3b3+c3C3
(4.50)
(4.51)
(4.52)
(4.53)
where S23 is the distance between nodes 2 and 3 of an element "e" which are assumed to lie on
the surface of the machine. If the vibration velocity is assumed to be constant vneo over S23 the
acoustic power can be deduced as
N	
1teS23Vzeo
Wp =	 Re	 e (A P2+ A P3)}	
(4.54)
e= 1
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where	 is the normal vibrational velocity of the element on the surface of the machine and
nodes 2 and 3 of the element "e" are on the vibrational surface.
A=a2+b2X23 +c2
y3 —yl	 _____ _____
X2 2 +3Y1•;Y2+1Y2—Y32
(4.55)
=• 1(xi bi +X2b2+X3b3)
A=a3+b3X23 +c3Y2;:Y3
Xl — X3	 X2—Xl	 X3—X2
=Y2 2
	 2	 2
= ( y i ci +y C2+y3 C3) (4.56)
If the vibrational velocity varies linearly from Vne2 to vne3 over S23 the acoustic power is
deduced as
N
W= Re IteS23 [ve2 (Ap2+Ap3 )+Ve3 (Bp2+Bp3 )1}
e=l	 14
_______	 (2 Y2 + y3A3=a2+b2[2X263J+ C2[ 
6 J
_______	 (2 Y2 + )'3A = a3 + b3 [2 x2+ X3] C3	 6 )
B=fa2+b2[X2+62X3]+ [Y2+2Y3J
B=fa3+b3[X2+62X3)+ [Y2+2Y3J
(4.57)
(4.58)
(4.59)
(5.60)
(4.61)
4.2.4.2 Axisymmetric Acoustic Field
When the field is axisymmetric, y is approximated by
-	 1	 (4.62)
ye(yl+y2+y3)
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Therefore the element matrices are given by
[KeIL = 2 iC 5 e [Ke]
[Me]a= 21e[Me]
te
2itS2j°°	
-I
[Ce]=h	
12 Io 3y2+y3 y2+y3 IL0y2+Y3 y2+3y3]
2 1 S23I0	 1[Ge]=vngn 6 
12y2+Y3I
[y2+2y3j
(4.63)
(4.64)
(4.65)
(4.66)
Similarly if the vibration velocity is assumed to be a constant Vneo over S23 the acoustic power
can be deduced as
N 
R 12te'S23VeoWa = > e1	 4Ae	
(AP2+AP3)}
e= 1
where
e'=(y2+y3)
(4.67)
(4.68)
However if the vibrational velocity various linearly from Vne2 to Vne3 over S23 the acoustic
power is deduced as
(4.69)
Wa	 Re I2e' S23 [ve2(Ap2+Ap3)+ve3 (BP2+BP3)]}
e=1 1 4Ae
4.2.4.3 Harmonic Axisymmetric Acoustic Field
In a similar manner to the axisymmetric field the element matrices are obtained as
[Ke]ha = [Ke]a	 (4.70)
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[M1], = [Me]
	
(4.71)
[M]= [M]
	 (4.72)
[ce]=[ce]a	 (4.73)
[Ge], =	 (4.74)
and the radiated acoustic power is
Wha=CnWa	 (4.75)
4.3 Effect of Far-Field Boundary Conditions on the Calculation of the Radiated
Acoustic Power
In theory the region of finite element analysis of the acoustic radiation from an electrical machine
in free-space should extend to infinity. However as has been pointed out in the introduction one
of the important aspects in solving the acoustic radiation problem in an infinite region is the
bounding of the far-field. If the far-field boundary is located too far from the machine, the
discretized finite element region becomes very large, which then leads to rather slow computation
since the discretisation should be as fine as possible in order to achieve the required accuracy.
On the other hand, if the far-field boundary is too close, the radiation boundary conditions at the
far-field boundary cannot be satisfied, which leads to an inaccurate solution.
Consequently the effects of the far-field boundary conditions on the calculation of the radiated
acoustic power have been investigated by case studies on spherical and cylindrical acoustic
radiation models.
Table 4.1 shows a comparison of the relative sound intensity coefficients for the infmite
cylindrical model of acoustic radiation for two locations of the far-field boundary. Due to the
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use of harmonic axisymmetric elements, it is convenient to apply the local planar wave as the
far-field boundary condition on the r-z plane. It will be seen that when the effective radius of
the machine kR is relatively small and the radius of the vibrating surface is fixed at 0. im, the
relative sound intensity coefficients calculated by setting the radius of the far-field boundary at
O.75m are of higher accuracy than those when the radius is set at O.5m. However with an increase
of vibrational mode order and an increase of effective radius kR , the radiated sound pressure
decreases more rapidly with distance from the vibrating surface, whilst the phase difference
between the sound pressure and the particle velocity decreases with an increase of distance from
the vibrating surface. As a consequence, when the vibrational mode order is relatively high and
the effective radius of the machine is large the radiation boundary condition is well-fitted at either
of the radii 0.5m or 0.75m. However in the following calculation the far-field boundary is chosen
as a surface 7.5 times the outer radius of the machine.
Table 4.2 shows the effect of the far-field boundary condition on the acoustic power radiated by
an infinite cylindrical model. It shows that when the far-field boundary condition is chosen as
a local planar wave for the infmite cylindrical model the results from the finite element calculation
using either planar elements or harmonic axisymmetric elements agree well with the exact values.
The error becomes larger when the far-field boundary condition is represented by a local spherical
wave since the far-field radiated by an infinite cylindrical model is not consistent with such a
boundary condition.
Table 4.3 compares the effect of the far-field boundary condition on the acoustic power radiated
by a spherical model. It shows that in contrast to the case for the infinite cylindrical model it is
the local spherical wave that best represents the far-field boundary condition. A relatively large
error exists when the far-field boundary condition is imposed by a local planar wave, especially
when the effective radius kR is small. It also shows that differences in the calculation of the
radiated acoustic power are negligible when an nth-order spherical wave boundary condition is
imposed at the far-field, viz, using the radiation impedance of the nth-order spherical model in
equation (4.84).
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—jpckRZoo =
+ 1 (k R)
n—kR h(kR)
where h is the nth-order of the spherical Hankel function, instead of imposing a o-order
spherical wave boundary condition at the far-field which is represented by the radiation
impedance of o-order spherical mode, viz.
PCZyo=
1+.jkR
This is due to the fact that when the radius of the far-field is large enough the difference between
the impedances Zcyo and Z0 j is very small.
In summary, the far-field boundary has an effect on the calculation of the acoustic power.
However, the investigation has shown that, in general, the far-field boundary for electrical
machines can be an enclosing spherical surface of 7.5 x the outer radius of the machine and on
which a zero-order spherical wave boundary condition can be imposed in the finite element
calculation.
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Table 4.1 Effect of the Radius of the Far-Field Boundary
on the Radiated Acoustic Power for an Infinite Cylindrical Model
Relativesound intensity ___________ ___________
n=0	 n=1	 n=2	 n=3	 n=4	 n=5
0.1 0.151 0.153 0.005 0.002	 Calculated
0210	 0008	 result 1 Exact value
1.0 0.796 0.792 0.731 0.739 0.098 0.100 0.003 0.003 Calculated
0.726	 0.795	 0.113	 0.002	 result 2
2.0 0.907 0.925 0.980 0.988 
1.076 
1.025 
0.279 
0.270 0.019 0.016
0.931	 0.975	 0.983	 0.310	 0.017
3.0 0.947 0.963 0.988 1.004 1.133 1.138 1.271 1.217 0.461 0.437 0.048 0.042
0.994	 1.039	 1.172	 1.202	 0.482	 0.046
4.0 0.972 0.978 0.995 1.005 1.077 1.093 
1.262 
1.264 1.428 1.367 0.632 0.59 1
0.965	 0.993	 1.092	 1.29 1	 1.402	 0.628
5.0 
0.973 
0.986 
0.989 
1.004 1.045 1.062 1.171 1.178 1.410 1.374 1.541 1.492
0.982	 0.997	 1.047	 1.153	 1.364	 1.561
10.0 
1.018 
0.996 
1.013 
1.001 0.997 1.016 0.980 1.043 
0.981 
1.083 
1.030 
1.142
1.033	 1.039	 1.057	 1.087	 1.125	 1.168
Note:
1. In the finite element calculation:
the radius of the vibrating surface R0
 =0. im; along the radius beetween the outer surface
of the machine Ra and the far-field boundary whose radius R 3
 is chosen as 0.5m or 0.75m,
there are 128 triangular elements.
2. The boundary condition at the far-field boundary is chosen as the local planar wave.
3. The calculated results 1 and 2 from fmite element analysis correspond to radii of the far-field
boundary of 0.75m and 0.5m respectively.
4. The exact value is calculated according to equation (3.9).
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Table 4.2 Effect of Far-Field Boundary Condition on the Radiated
Acoustic Power for an Infinite Cylindrical Model
kR0
 (n=0)
	 Relative sound intensity	 ______ ______
0.1	 0.5	 1.0	 2.0	 3.0	 4.0	 5.0	 10.0
Exact value	 0.157	 0.574 0.797	 0.922 0.961	 0.984 0.994	 1.000
Calculated 1	 0.151	 0.621	 0.796	 0.907	 0.947	 0.972 0.973
	 1.020
Calculated 2
	 0.151	 0.621	 0.796	 0.906 0.947	 0.973	 0.989	 0.995
Calculated 3
	 0.095 0.527 0.790 0.947 0.988	 1.005	 1.0 12
	 1.008
	
Average of 2 & 3 0.123 0.574 0.793 0.927 0.968 0.989
	 1.001	 1.001
Note:
1. In the finite element calculation:
radius of vibrating surface R0
 = 0. im; radius of far-field boundary R a = 0.75m; number
of triangular elements along a radius between the outer surface of the machine R 0
 and the
far-field boundary Ra : 128.
2. Exact value is calculated according to equation (3.9).
3. Calculated value us obtained by using harmonic axisymmetric triangular elements and
assuming the far-field boundary condition to be a local planar wave.
4. Calculated value 2 is obtained by using planar triangular elements and assuming the far-field
boundary condition to be a local planar wave.
5. Calculated value 3 is obtained by using planar triangular elements and assuming the far-field
boundary condition to be a local spherical wave.
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Table 4.3 Effect of Far-Field Boundary Condition on the Radiated
Acoustic Power for a Spherical Model
Relative sound intensity
	 _____________
n=0	 n1	 n=2	 n=3	 n=4
	
0.1	 0.010	 Calculated 1
0.020	 Exact value
	
0.5	 0.204 0.200 0.010 0.015
	 Calculated 2
0.263	 0.057
	1.0	 0.506 0.500 0.367 0.200 0.049	 0.002
0.560	 0.411	 0.043	 0.002
	
2.0	 0.804 0.800 
0.816 
0.800 
0.689	 0.165	 0.012
0.791	 0.832	 0.727	 0.156	 0.013
	
3.0	 0.905 0.900 0.930 0953 0.994	 0.923	 0.300
0.873	 0.906	 1.012	 0.947	 0.292
	
4.0	 0.952 0.941 0.972 0.985 1.034	 1.135	 1.108
0.921	 0.942	 1.017	 1.161	 1.114
	
5.0	
0.977 
0.962 0.992 0.994 1.039	 1.126	
1.260,
0.952	 0.966	 1.014	 1.120	 1.292
	
10.0 0.994 0.990 0.996	 1.003	 1.023	 1.066
0.981	 0.983	 0.992	 1.015	 1.065
Note:
1. In the finite element calculation the vibration of the machine is expressed in the form of a
Fourier series:
radius of vibrating surface R0
 =0. lm; radius of far-field boundary R cy = 0.75m; number
of triangular elements along a radius between the outer surface of the machine R 0
 and the
far-field boundary Ra :128.
2. Exact values for n = 0 and n = 1 are calculated according to equation (4.77), when n ^ 2
no exact value exists, as is discussed in section 4.5.
3. The calculated values 1 and 2 correspond to far-field boundary conditions in the harmonic
axisymmetric triangular element calculation, viz. local spherical and local planar waves.
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4.4 Experimental Verification
Table 4.4 shows a comparison between the results calculated by finite elements and
measurements on a 3-phase, 4-pole induction motor whose main parameters were: FL rating:
0.8kW, 1380 rpm; encased type stator, outside diameter/axial length of the stator = 0.1 4m/0. 17m;
suitor/rotor slot number = 24/22. The prototype motor is the same machine as used in Chapter
3. The vibrational acceleration was the average value of measured results made at 24 points
uniformly distributed over the stator surface. The acoustic power was measured on no-load in
an anechoic chamber by measuring the sound pressure at 8 points over an imaginary
hemispherical surface of radius 1 metre enclosing the machine.
Table 4.4 Comparison between Predicted and Measured Results
550Hz	 1750Hz	 LwA CiI1.d fr	 LwA frc divct
Lw55*1z.Lw175c*Iz	 uaswct
Amplitude of acceleration (mIs2)	 1.70	 7.76
Measured results (8 points) (dB)
	 64.3	 68.2	 69.85	 70.6
Calculated results (Finite element)(dB)
	 60.6	 68.3	 69.0
Analytical prediction (dB)
	 61.7	 69.1	 70.4
Vibration measurements on the stator and end-shields confirm that the vibration of the
end-shields is negligible compared with that of the suitor. Therefore in the finite element
calculation the vibration of the end-shields is set to zero, although there is no assumption of
infinite cylindrical stiffening baffles at the end-shields as is usually the case in analytical
cylindrical models of acoustic radiation. The machine exhibits two dominant vibration
components, of frequencies 550 Hz and 1750 Hz, which were larger than other components by
more than 13dB. Therefore, the vibration and noise spectrum of this machine can be considered
as consisting only of these two components, which was confirmed further by comparing the
measured acoustic power with/without other components included, Table 4.4, which showed a
difference of < 1 dB. By measuring the sound pressure distribution and analysing the
electromagnetic and the mechanical noise spectras, as well as by identifying the components
from the spectra before/after the power supply was switched off, it was shown that the 1750 Hz
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component is pure electromagnetic noise, whilst the 550 Hz component is composed of both
electromagnetic noise as well as mechanical noise from the ball-bearings. The mode orders of
the 550Hz and 1750 Hz electromagnetic components are two, and are produced by the interaction
of slot harmonics. The 550 Hz component was dominated by noise produced by the ball-bearings
and exhibited a relatively unstable amplitude on a spectrum display of a real-time signal analyser.
Therefore, the 1750 Hz component was calculated according to the circumferential mode order
two, whilst the 550 Hz was calculated according to circumferential mode order zero by assuming
the probability of radial vibration along the circumference to be constant. The calculation used
8-node isoparametric elements and 50 divisions along the radius between the outer surface of
the machine and the far-field boundary - which was a spherical surface of radius 7.5 times the
radius of the machine. The calculated relative sound intensity coefficients were I5501Iz = 0.305
and I175OFLz= 0.8 19, and the conesponding calculated acoustic powers are shown in Table 4.4.
Good agreement was achieved, especially for the 1750 Hz component. The 550 Hz component
results confirm that the assumption of circumferential mode order zero for the ball-bearing noise
was quite acceptable. It should be noted that the acoustic power measurements were from the
sound pressure, and thus do not consider the phase difference between the sound pressure and
the particle vibrational velocity. Therefore the measured results in Table 4.4 are only reference
values. Further comparisons would require more accurate measurements, of the sound intensity,
for example.
A comparison of the predicted acoustic power level from the finite cylindrical model of acoustic
radiation described in Chapter 3 is also given in Table 4.4. Again as was the case for the finite
element calculation, the 1750 Hz component was calculated according to circumferential mode
order two, whilst the 550 Hz was calculated according to circumferential mode order zero. The
calculated relative sound intensity coefficients are I5501-iz= 0.395 and I175OHz 0.985
respectively. As was mentioned earlier the vibration of the end-shields in this prototype motor
was negligible, therefore there is a very good agreement between results from the analytical finite
cylindrical model of acoustic radiation and those from the finite element calculation.
2 pc1t2vIb2n+1
(4.78)
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4.5 Investigation of Spherical Model
The vibration of an electrical machine can be approached from that of a sphere [4.101 in which
the radiated sound waves can be approximated by spherical waves radiated by a vibrating sphere.
The vibrational velocity of the stator of the machine can be expressed as a Legendre series
00	 (4.76)
v(e)=vn pn(cose)e_J)t
	r=a
n=O
where v is the vibrational velocity, 'v is its amplitude, n is the mode order, Pn is a Legendre
function, a is the ouside radius. The relative sound intensity coefficients are obtained, by solving
Helmholtz equation, as:
1	 1
Ib	 2	 2	 2(ka) Jn' (ka)+nn' (ka)
(4.77)
wherejn' andnn 'are the differential of the first and second spherical Bessel functions. Therefore
if the vibration of a machine is known, the radiated acoustic power can be calculated from the
relative sound intensity.
This method has the following features:
(i) The model is suitable only for analysing the noise of electrical machines having a
length-to-diameter ratio approaching unity;
(ii) The vibrations produced by the machine must be expressed in the form of Legendre series;
(iii) The reference for the relative sound intensity coefficient is not the acoustic power of a planar
wave when the vibration is expressed in the form of Fourier series, which is the usual
convention, but the acoustic power calculated from the sound wave with its sound pressure
and particle velocity in phase and expressed in the form of Legendre series.
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However, since the vibrations and hence the radiated noise are caused by electromagnetic forces
produced by harmonic fields in the airgap it is much easier to employ Fourier series to describe
both the airgap field distribution and the radially excited vibrational forces, and hence the
vibration of the stator. Comparing the general forms of Fourier (cos nO) and Legendre (Pn(cos
0)) series, they are different except for n = 0 and n = 1. Therefore in order to predict noise it is
necessary to convert the Fourier series into the form of a Legendre series, a difficult and
sometimes impossible task.
For the above reasons, many papers employ the relative sound intensity coefficient directly but
use the vibration expressed in the form of a Fourier series to calculate the radiated acoustic power.
W= j
 PCV1bSa
	 (7.79)
where Sa is the surface area of the machine.
As a consequence errors are introduced because of the mismatching between the model and the
calculation method. In order to highlight this the finite element method was applied to the
spherical model of acoustic radiation, which is still widely used to analyse the noise of electrical
machines having a length-to-diameter ratio of 1.0.
Fig 4.2 compares the calculated relative sound intensity coefficients of the spherical model
obtained from finite element analysis (ib2) when the vibration of the machine is expressed in
the form of a Fourier series with Jordan's results ( Ibi ) [4.10]. It shows that when the mode
order is 0 or 1, the relative sound intensity coefficients from the two methods are identical, whilst
for higher mode orders Ibi > Ib2. Hence the acoustic power from Ibi is less than that calculated
from Ib2 , if the same reference is used.
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Fig 4.2 Relative Sound Intensity Coefficients of Spherical Model
When n ^ 2 dashed line is the results obtained in the paper
(vibration expressed in Fourier series),
solid line is Jordan's results (vibration expressed in Legendre series)
when n =0 or 1, both are identical.
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4.6 Conclusions
A technique has been presented which combines finite element and Fourier series analyses to
calculate the acoustic power radiated from an electrical machine, for which predictions are
validated against measurements on a 3-phase induction motor. The technique is capable of
accounting for the effect of end-shields on the sound radiation, which would not be possible with
existing analytical methods. The application of the finite element method to the spherical model
of acoustic radiation has shown that when Jordan's method is used to calculate the radiated
acoustic power, it is necessary to express the vibrations of the machine in the form of a Legendre
series, otherwise large errors are introduced. The relative sound intensity coefficients of the
spherical model, in which the vibration of the machine is expressed in the form of a Fourier
series, have been obtained by finite element analysis which makes it possible to use Fourier series
analysis throughout.
4.7 Appendices
4.7.1 Acoustic Field Radiated by an Electrical Machine and Its Boundary Conditions
The noise level of an electrical machine is estimated by it's acoustic power level which is a
constant value irrespective of the background noise. Therefore the finite element calculation can
be done in a free-space field. Due to the non-existence of other noise source, the term fin equation
(4.la) is zero.
Considering an electrical machine with vibrating surfaces, the finite element analysis of the
infinite region is restricted to a finite region which is completely enclosed by a spherical boundary
surface S. The radius of the surface a is chosen to be large enough that the boundary condition
can be represented by equation (4.81) by applying the radiation conditions of Sommerfield [4.2].
Therefore the boundary conditions are
PCZa 1 
jkR
(4.84)
96
an=3PCvn	 S
	 (4.80)
an=_fpck L	 a	 (4.81)
where vn is the normal velocity of the vibrating surface, and Z 3 is the acoustic impedance over
the surface a.
If the radius of the sphere is large enough then the waves crossing a can be assumed to be
approximated by planes waves, viz.
Za = p c	 (4.82)
that is
+jkp=0	 a
	 (4.83)
If the waves crossing a are assumed as spherical waves, a smaller sphere can be used, which
gives
that is
an 
+(i +ikJP =o	 a	 (4.85)
where R is the radius of a.
Therefore, for p = poe
	
the acoustic field of an electrical machine and its boundary conditions
are given by:
na
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V2 p+k2 p=f	 V
p=j;
f-=jpckvn
-+jkp=0
or	 +--+fkjP=o
an
(4.86)
Fig 4.3 Field and boundary of an electrical machine
In the analysis of noise emitted by an electrical machine the first kind of boundary condition
p = =0 is used only when the symmetry of the field distribution is utilised. A comparison of
equations (4.86) and (4.1) leads to
f=0
hO, 1, or (1+.,R)
g=0 or 1	 (4.87)
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4.7.2 Three-dimensional Isoparametric Elements
In a similar manner to the vibrational two-dimensional isoparametric elements, the
three-dimensional acoustic element, the sound pressure, and coordinates are approached by shape
functions and the nodal values.
p= Np
x= > Nx
y= Ny
(4.88)
z=	 Njzj
In the local coordinate system, the shape function is dependant on the local coordinate variables
(,fl,),viz.
N=N1
	)	 (4.89)
The relationship between the local coordinates and the global coordinates is given by
a
	 (4.90)
ax
a	 r	 a
a
where
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(4.91)
[JJ-
dv = d dy dz = Lu d dr dt
(assuming is on the surface of = 1)
IxI='IEG—F2
ax 
\2 (2 +
E=1J+J 1nJ
G =
	
+	 + (a2
a)
axax
F=+aia
(4.92)
In the case of two-dimensions, the isoparametric elements are exactly the same as those in the
analysis of vibrational behaviour.
4.7.3 Detection of Standing Waves and Travelling Waves
When the vibration of an electrical machine is in the form of standing waves, its vibration can
be expressed as
a =A cos (0) t+ at) cos (n 0 + ae)	 (4.93)
The signals detected by two transducers at circumferential positions Oi and 02 are then given
by
ai =A cos (o t+ at)cos (n 01 + aol)	 (4.94)
a2 = A cos (0)t+ctt )cos (n 92+ael)	 (4.95)
Therefore their relative amplitude is
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cos (n Oi + aei)	 (4.96)
cos (n 92+ a02)
which is related to the positions of the transducers. If one transducer is fixed at 92, its value
varies according to cos nO.
The relative phase difference depends on whether the values of cos (n Oi + ae 1) and
cos (n 02+ a02) have the same or opposite signs. If the signs are the same, then the phase
difference is 0°, otherwise the phase difference is 1800.
When the vibration of an electrical machine is in the form of travelling waves, its vibration can
be expressed as
a = A cos (o t - n 0+ a)	 (4.97)
Then the signals detected by two transducers at circumferential positions Oi and 02 are
ai =A cos (a t — n Oi + a)
	 (4.98)
a2=Acos(cot—n92+a)	 (4.99)
Therefore their relative amplitude is unity.
The relative phase difference n (02 - Oi ) depends on the positions of the transducers, being n
times the geometric angle between the positions of the two transducers.
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CHAPTER 5
ANALYTICAL CALCULATION OF OPEN-CIRCUIT FIELD
DISTRIBUTION IN PERMANENT MAGNET MOTORS,
ACCOUNTING FOR THE EFFECT OF SLOTTING
5.1 Introduction
A general analytical technique for predicting the open-circuit magnetic field distribution in
radial-field brushless permanent magnet motors is a pre-requisite for force calculations - for the
purpose of acoustic noise and vibration predictions [5.1]; for the prediction of back-emf
waveforms [5.2] - for both use in steady-state and transient dynamic simulations; for the
calculation of torque-speed performance curves [5.3], as well as for the prediction of cogging
torque waveforms [5.4].
o Eid and A Mouilett [5.5] proposed an analytical model for predicting the field distribution of
internal rotor motors having a cylindrical permanent magnet with uniform magnetisation over
its cross-section. In addition they and Q Gu andH Gao [5.6] employed the separation of variables
method to study the airgap field of a multi-pole permanent magnet motor modelled in a
rectangular coordinate system. N Boules [5.7] also presented a multi-pole permanent magnet
model in rectangular coordinates but used an equivalent magnet width to account for the fact
that in a cylindrical machine the magnet width generally varies with radius. In [5.8] Boules also
applied two-dimensional field theory formulated in polar coordinates to determine the flux
density distribution at the stator and rotor surfaces of permanent magnet machines by utilising
the concept of equivalent current carrying coils. Hence it was suitable for investigating the flux
focussing effect of the magnet, as well as the influence of the direction of magnetisation, ie. radial
or diametric, on the useful flux per pole and the shape of the flux density waveform. G Xiong
and S A Nasar [5.9] analysed the field in a permanent magnet linear synchronous machine by
employing the concept of magnet charge, whilst Q Gu and H Gao [5.10] and C Kramer [5.11]
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used a "sub-region" method by using a Fourier series expansion in the slot, airgap, and magnet
regions, applying continuity boundary conditions between the sub-regions and solving the
resultant equations to determine the coefficients of the Fourier series. They established a model
for calculating the effective airgap flux (Carter coefficient) for slotted permanent magnet motors.
By using a similar technique and a segmented permanent magnet model, Q Gu and H Gao [5.12]
predicted the fringing flux distribution along the axial length of a permanent magnet motor.
In summary, an accurate knowledge of the airgap flux density waveform on open-circuit is
essential for the accurate prediction of various aspects of a motors performance. However whilst
numerical methods for field computation, such as fmite elements, provide an accurate means of
determining the flux density distribution with due account of saturation etc they are
time-consuming and do not provide nearly as much insight as analytical solutions into the
underlying principles. On the other hand, existing analytical methods have not accounted
effectively for the effects of slotting on the airgap field distribution which in a permanent magnet
motor is critical to the prediction of noise and vibration, cogging torque, iron loss etc. In addition
existing analytical methods have approximated the relative recoil permeability of the permanent
magnets, ie .LR, as unity, which can cause an error in the calculation of flux density, of up to
around 20% for LR= 1.2 [5.8].
In this chapter improved analytical models are established for the calculation of the open-circuit
airgap field distribution of permanent magnet excited motors. They cater for slotted and slotless
stators, and internal and external rotor radial-field topologies modelled in either rectangular or
polar coordinate systems. The technique is based on the two-dimensional analytical model cited
in Chapter 1, Fig 1.4, and utilises the concepts of permeance and mmf, ie. the field produced by
the magnets and a relative permeance function. It involves the solution of the governing
Laplacian/quasi-Poissonian field equation in the airgap/magnet regions without the assumption
of unity relative recoil permeability of the magnet, but with due account for the presence of stator
slot openings by the application of the conformal transformation method and the introduction of
A
BR - BR !_
1+R	
-	
-	
J(Hchm)
hm	 .LR
therefore Bg (5.2)
(5.3)
(5.4)
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a "2-d" relative permeance function. The results of the analysis of various radial-field motors
are reported and compared with predictions from corresponding finite element analyses.
5.2 Brief Description of Calculation Method
Although the method employed is based on a two-dimensional analytical field calculation, the
following 1 -d methods are included in order to illustrate the strategy of the calculation.
5.2.1 A Simple 1-D Model
From a simple 1-d magnetic circuit analysis, as shown in Fig 5.1, if flux leakage is neglected
and the permeability of the stator and rotor iron is assumed to be infinite, then for magnets
mounted adjacent to the airgap, ie. A = Ag, where Am and Ag are the cross-sectional areas of
the magnet and the airgap respectively, the airgap flux density is given by:
- ________
Bg—
l+R-j--
(5.1)
where Bg is the airgap flux density; M0
 is the magnetisation; BR 1S the remanence; Rc is the
normal coercivity, assuming a linear demagnetisation curve; p. is the relative recoil permeability
of the magnet; g is the length of the airgap; hm is the thickness of the magnet.
hm
and g = g + - is an effective airgap.
I.LR
If the mmf F is defined as:
FHchm BR hm
.to J-R
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Fig 5.1 Simple "l-d" model
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and the permeance is defined as:
(5.5)
g
Then the airgap flux density is given by the product of the permeance and the mmf, ie.
Bg = FA	 (5.6)
Considering the fact that (Hchm) is an equivalent current source whilst g' is an equivalent
effective airgap, the above definitions are consistent with the more conventional definitions
applied to induction motors [5.1].
5.2.2 A Refined 1-D Model
If the airgap field in a permanent magnet motor is assumed to vary only with the circumferential
coordinate,cx, and depend on the angle of rotation of the rotor, a,,w, as shown in Fig 5.2, then
from one-dimensional field theory, the airgap field is given by:
M(a, ama)
Bg	
g(a)
l+tR 
hm
[M(aama)	 I Jio	 -1
=FAhm l	 hmlL	 R
where the mmf
- M(a,ama)F—	 hm
.1R
can be calculated by conventional 1-d methods, such as those applied to the wound induction
motor, according to the equivalent model shown in Fig 5.2(b). In Fig 5.2(b) the magnets are
modelled by surface current sheets and are converted into equivalent current carrying conductors
distributed around the surface of the rotor.
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The permeance is
.to	 (5.9)
g'(a)
whereg'(a) = g(a) 
+ .LR
	
(5.10)
If the magnetic flux paths are assumed to be straight lines across the airgap/magnet region and
circular trajectories in the slot region, as shown in Fig 5.2(c), the airgap length is then calculated
from
g (a) = go
a0	 a0
for(k-1)a + -i-- ^ a ^ at — -i-, k=1,2,...,Qs
and
it	 laog(a) = g0 +	 - [IaI_(k_1)at]}
a0
	 0for (k-1)a - -- ^ a ^ (k-1)a+ -i--, k=1,2,...,Qs
(5.11 a)
(5.11b)
where
b0
a0 = - ; at = - ; b is the slot opening; 'tt is the slot pitch; R is the radius of the statorR1	 1
surface adjacent to the airgap; Qs is the number of slots; g0 is the airgap length in the equivalent
slotless stator motor which equals the airgap length under the teeth in the slotted motor.
5.2.3 A 2-D Model
In the above 1-d model the magnet is modelled by a constant mmf source. However, in practice
in a multi-pole permanent magnet motor, because of the low magnet permeability and interpolar
flux leakage, the magnet mmf is no longer constant, but varies over the pole-arc. Hence, as
(5. 13a)
(5. 13b)
(5. 14a)
(5. 14b)
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mentioned in [5.7], the simplifying assumption of concentrating the magnet mmf between the
magnet and airgap can lead to a significant error.
Therefore in the ensuing analysis instead of using the earlier mmf and permeance models, the
magnetic field B is expressed as the magnetic field Bm produced by the rotor magnets but then
modulated by the relative permeance X due to the stator slotting, ie. the field is calculated from
the product of the field produced by the magnets and the relative permeance function,
B = BmX
	 (5.12)
With this defmition the equations (5.4 - 5.6) for the simple 1-d model are now re-written as:
Bg = Bm7
BR
where Bm
1+J.R
and X = 1
whilst equations (5.7 - 5.9) for the refined 1-d model become
Bg = Bm
M(a, ama)
where Bm =
1 + .LR
hm
hm
g0 + -
andC=	
hmg(a)+-
(5. 13c)
(5.14c)
Clearly for these 1-d models the results for the field calculation remain the same as before.
However in the 2-d model of a permanent magnet motor, the calculation of the magnet field
B,nagnet, the relative permeance ?, and the open-circuit field Bopen_circuit, are as follows:
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i) Calculation of Bmagne: (r, a, ama)
B magnet (r, a, ama) is calculated as the radial component of an equivalent slotless stator motor,
as shown in Fig 5.3(a). The motor can have either an external or internal rotor topology. Its
steady-state magnetic field is solved from the governing 2-d Maxwell equations framed in a polar
coordinate system. However at present, the permanent magnets are assumed to be radially
magnetised and to have a linear demagnetisation characteristic. In addition end-effects are
ignored, and the permeability of the rotor and stator iron is assumed to be infinite.
NOTE : It will be possible to extend the analysis to cater for diametrically magnetised permanent
magnets and to account for saturation of the back-iron and teeth of the stator and rotor.
ii) Calculation of 7 ( r, a)
The peimeance X ( r, a) is calculated from the magnetic field B' (r, a) in the magnet and
airgap regions produced by a unit difference in magnetic potential between the stator and rotor
iron, as shown in Fig 5.3(b). Since (r, a) is defined as the relative permeance with a unity
maximum value, the relative permeance is obtained from the calculated field divided by a
reference permeance. From a previous definition (eqn (5.12)), the reference permeance is equal
to the one-dimensional permeance of an equivalent slotless stator motor, ie.
Aref = A0 =
	 (5.15)
Therefore
(r,a)	 (5.16)
Arf
whereX(r,a) = B'(r,a)	 (5.17)
It will be shown in the following sections that, due to the large effective airgap in permanent
magnet motors, it is necessary to employ a 2-d permeance model in order to account for the effect
of the slot openings.
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iii) Calculation of B open-circuit ( r, a, ama)
The open-circuit magnetic field B open-circuit ( r, a, a,) at any point in the magnet/airgap
region is calculated from the corresponding magnetic field produced by the magnets, multiplied
by the corresponding value of relative permeance, ie.
Bopen-circuit ( r, a, a,,) = Bmagnet (r, a, a,,) X (r, a)	 (5.18)
5.3 Magnetic Field Produced by Magnets
In this section expressions are derived in terms of rectangular and polar coordinates for the
magnetic field produced by the permanent magnets in external and internal rotor slotless motors.
The effect of slotting is accounted for in the subsequent section 5.4.
For any magnetic field without a distributed current source,
divH= 0	 (5.19)
and
curl Ft= 0
	 (5.20)
-Br
Fig 5.4 Radial magnetisation (for the case of the magnet pole arc < pole-pitch).
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which are coupled by the fundamental relationships
= J.1.o rn in airspaces;
	 (5.21)
Bi = p, itjj + # in a permanent magnet	 (5.22)
where #is the magnetisation, whose distribution is given in Appendix 5.1 and shown in Fig
5.4 for the case of a multipole radially magnetised machine.
The variable" 0 " which is used in the cylindrical model, is with reference to the centre of a
magnet pole.
If the scalar magnetic potential i is introduced
it= —Vp
Therefore
v2 qj=o intheairgap
and
= div	 in the magnet
J.tm
where Rm = to .LR
In rectangular coordinates since the magnetisation #is given by
#= MJ4+ My]4
where M = 0
and My = M =	 Mn COS ii X
n=1,3,5,...
(5.23)
(5.24)
(5.25)
(5.26)
(5.27)
(5.27a)
(5.27b)
where tp is the pole-pitch
therefore divict = a M + a M =0
ax	 ay
(5.28)
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Therefore the scalar magnetic potential in both the airspace and permanent magnet regions is
described by the Laplacian equation
(5.29)
ax2
 ay2 -
which is related to the components of the magnetic intensity 1? by
(5.31a)H=—--
ax
--
ay
In polar coordinates, however, since the magnetisation At is given by
MrF+ MBO
00
where Mr =	 Mp CO5 n p 0
n = 1,3,5,...
and Mo=0
where p is the number of pole-pairs,
dlv =	 + a Mr 1 a M - Mr
ar	 ao	 r
(5.3 ib)
(5.32)
(5.32a)
(5.32b)
(5.33)
Therefore, whilst the scalar magnetic potential distribution in the airspace is again governed by
the Laplacian equation, in the permanent magnet regions it is governed by the Poissonian
equation, ie
_____	
(5.34a)a2	 1 a (I	 1	
= 0	 in the airspace
ar2	 rar,2ao2
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and
a2 " 
+ 
a (DII	 1 a (p4 = Mr	 in the permanent magnet
ar2	 r ar +r2 ao2	 rp.m
where both 4)1 and 4)11 are related to the components of #by
Hr=
ar
H ------
ao
(5.34b)
(5.35 a)
(5.35b)
5.3.1 In Polar Coordinates
5.3.1.1 Internal Rotor Motors
For an internal rotor motor, such as that shown in Fig 5.5, the scalar magnetic potential
distribution in the airspace I and the magnets II is governed by the partial differential equations
Fig 5.5 Internal rotor motor.
(5.34(a)) and (5.34(b)), for which the general solution has the following form:
(r, 0) =	 (As' r ' + B' r fl') (Cs' cos n' 0 + D' sin n' 0)
n' = 1
+ (Aolnr + B0 )(C0 0 + Do)	 (5.36)
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However due to the periodicity of the field, the general solution of the corresponding
homogeneous equation for both the airspace and magnet regions becomes
(5.37)00
(Anr+Bnr)cosnpO
n= 1
In the magnets since
00
=	 = 1	 M, cos np 0TJ.tm	 rpm
n = 1,3,5,...
then by assuming the specific solution of the form:
00
qfji=	 Circosnp0
n = 1,3, 5,
and substituting it into equation (5.38), the constant Ci is obtained as:
1	 MCi=—
	
	 -
(np)2 - 1 I.Lm
Therefore
00
1—(np)2] rcosnp0n=i,3,5,... Jm [
(5.38)
(5.39)
(5.40)
(5.41)
However this solution is not valid for the particular case of np = 1. Hence for np = 1, by letting
r = et
 , equation (5.38) becomes
a2 M a2 (JJ Mi
at2 +
	 2
Now assuming p'ii = C2 t et cos 0
(5.42)
(5.43)
and substituting it into equation (5.42) the constant C2 is obtained as
iMi
C2 = - -2Lm
(5.44)
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Therefore for np = 1
iMi	
tcosO	 iMip11 = - - t e	 = - - r mr cos8
2tm	 2tm
(5.45)
Therefore the general solutions of equations (5.34(a)) and (5.34(b)) are obtained as
(5.46)00
q)i (r, 0) =	 (Anjr'11' + B,jr'') cos np 0 in the airspace
n = 1,3,5,
and
00
(IJ ( r, 0) =	 (Ajj r' + Bjj r '°) cos np 0
n = 1,3,5,
00
+	
M
n=1,3,5,... J.Lm [1— (np)2] 
T cosnp0 for np ^ 1
(5.47a)
1 Mi	 (5.47b)
or qwj = (Aijjr+Bijjr)cos0+--rinrcos0 for np=12tm
in the magnets.
The boundary conditions for the model of Fig 5.5 and the magnetisation distribution M, which
is shown in Fig 5.4, are defined by
1) Hoj (r, 0 )I r=R 1 = 0 , ie. p r=Rj = 0
	 (5.48)
2) H g (r, 0 )I TRm = 0 , le. pj r=Rm = 0
	 (5.49)
3) BrI (r,0)I r=R0 = Bjj (r,0)I r=R0	 (5.50)
4) Hj (r,0)I r=R0 = Hjj (r,0)I r=R0	 (5.51)
-)R"+11 +_
_____	 _____	 .LR)
- +lRflP_lIflp^hlRZflp 1 -	 (R,/R0)'11' + 1R?JZP
I.tR + 1 
[R?
	
- R] - I.IR -1 
[R P -	 (Rm/Ro)2?h1]
P-R
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00	 (5.52)
5) M =	 M) cos np 0 as derived in Appendix 5.1
n = 1,3,5,
where R0 = R— g
and RmRjghm
Hence the complete solution for the magnetic field components in the airgap/magnet regions is
deduced as:
(i) when np ^ 1
In the airspace
np
Brj(r,O) = 
•' -j:i:
- (np)2
 - 1
I(np-1)R' +2Rf' R 1 —(np+1)R	 1
.LR + 1 
[Rh' -	
- .LR- 1
 [ROnP -	 (RRo)1']
HR
1 +
	
1)] 
cos np 0
Bej(r,0)	 (—M,)	 np
J.IR	 (np)2 - 1
I_(np-1)R' +2R R' —(np+1)R' 1
J.LR + 1 
[R	 - R'] -	
- 1 [R2flP - R?" (Rm/RofP]f
LR	 J.IR
1 -
	 r'' 
1)] sin np 0
In the magnets
(5.53)
(5.54)
Brjj(T,0)Mn
(rip )2 - 1
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+	 r_+1)] cosnpe
+	 M, [(np)2 — 1]	
cosnp8
+	 M,	 (np)2
[(np)2 — 1] 
cosnpO
Bojj(r,O) =
(np)2— 1
(5.55)
'np - __JR nP + 
(1 
+ _L') Rf +	 '_ "np + ---" R - 1 -	 Rm/Ro)'' +
J.LR	 J.LR)
	 (	 .LRJ	 .tR)
.LR 
+ [R	 - R] - .J-R - 1 rR flP -	 (Rm/Ro)21]
J.R	 JLR	 L
1 -
	 r" 
1)] sin np 0
+	 M,	 np
[(np)2 — 1]	
sinnp0
(5.56)
-	 M,	 sinnp0
[(np)2 — 1]
(ii) when np = 1
In the airspace
R0 "\ 2
	(Rm"2	 1Rm 2 (R0\2
Mi ____ RiJ 
— (-J ^1	 1n1JBrj(r,0) = 2 J.LR J.JR + 1 1	 (Rm2 1'	 LR - 1 (R0 12 (Rm 2
__ - ci J - PR	
-
+ (RiJ2] 
cos 0•	
(5.57)
(R0 "\2	 (Rm '\2	 (Rm ' 2 (R0'\2
(—Mi)	 J - tTJ	 RmJ	Boj(r,O) 
= 2R J R+l r 1
 (R,n2T
	
R1 JR0 2
in	 I
L J.LR	 L	 t J ]	 .LR	 - 1.j;-J ]
E 
l
(R 2l	 (5.58)
—i—I IsinO
r) J
2np	 j!2np
R	 R0
] 
cos e
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In the magnets
Mi	
1 + In (RorR+l(Rm2	 .tRl(Rm2ll
(iL
	
.LR	 J.LR	 1jIBrjj(r,O) =	
.t+l [
	
I')?m'(2 I	 JtR-1 r(R02 (Rm'21 
JJ.LR L	 tJ ]	 J.LR LLJ -
E l 
+ Rm 2 Mi r 
1 - in	 ^ (Rm"2 in (R0 \ 1	 (5.59)[-ii cos e +	 Ro)	 r)	 J] CO5
1(R02	 (RorR+l[Rm2	 R-i[Rm2T
( Mi)	 J?J - 1	 Rm I	 .LR	 R	 J.R	 R0 I ]+ 
ln__I
Boij(r,O) 
=	 2	 1	 tR+l l -
	
JLR-1 r(R0 2 (Rm"\2"]
RR L	 R J	 RR L7J - LJ J
E 
l 
(Rm"21 (-Mi in I—I I sinO
- !¼ J ]	
0 
+	 2	 [	
- (2 ,
	
'\l	 (5.60)
RoJ	 T)	 Rm)j
Further it will be shown in the next section that the above solutions are also valid for external
rotor motors, provided that the variables R0 and Rm are correctly re-defmed.
For internal rotor motors (np ^ 1) since
Ro=R1-g
Rm=Rjg-hm
hence R >R0 > Rm
Therefore the expressions for the field vectors Br and B can be re-written in the following
forms in order to ease their numerical computation:
In the airspace: R0 < r < R1
BrJ(r,O)A	 np
P.R (np)2 - 1
I	 (flp_l)+2l')?zP+1 -(
	
(Rm2j2p
11	
(Rm	 P.R1 
np+l)II
[P.R L	 TJ ]
	
JR [
l(r"i np-i (RQP+l +
tJ	 r)
(5.62)
118
Bej(r,O) =	 (-M,)	 np
J.LR	 (np)2 - 1
_(nP+1)(]2hiP
{
+ 1 F	 (Rm2npT
	
R - 1 r (R0 2 - (Rmi
J.LR	
1 -
	 ] -	 .LR L (%:J	 1 ;J i[ LJ npi	 - (R0^1 ] sin npO	 (5.63)
In the magnets: Rm < r < R0
Brjj(r,O)M	 n,
(np) - 1
1 
__LJ[J2nP+ (
	
(&np+ 1 i22nP 
.-np 
+--J 
_[1 __i_) ( 	 p+ 1
____	 ____	
IRo)
R + 1 1 -
	
2npl	 R - 1 1 (R0 	- (Rm 2npl
.LR R_____ 
ji 
.LR J RoJ	 RiJ	 J.LR
.LR	 (Ri)	 j	 J.LR L	 1)	 i
(Rm"np_i(Rm'np+i ] 
cosnpO
+
+	
M,
[(np)2 - 1]	 cosnpø
+	 M,	 (np)2
[(np)2- 1] cosnpO
Bjj(r,O)=(—M)
	
np
(np)2 - 1
(5.64)
-Jnp+— -I (,p -	 2np + + 1 (Rm zp + 1 (R0 pp	 1] (i
	
]	
np + 1LR R	 JR J (RO )	 Ri)	 .LR	 (,ROJ
•l	
R + 1 1
	
(Rm 2npl -	 - 1 1 (R0 p - (Rm
__	
- 
RiJ j	 R [J	 RoJ
npi - (Rm"np_i(Rm'inp^i ] 
sinnp8RoJ
,-	 np+1
+M	
np
[(np)2 — 1]	 sinnpO
-	 M	
np	
Sin npO
	
(5.65)
[(np)2 — 1]
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5.3.1.2 External Rotor Motors
For external rotor motors, such as the one shown in Fig 5.6, the scalar magnetic potential
distribution in the airspace I and the magnets II is given by equations (5.34(a)) and (5.34(b))
respectively, whilst their general solutions are given by equations (5.46) and (5.47), which are
exactly the same as those for internal rotor motors.
'4
'-'Co
Fig 5.6 External rotor motor.
However the boundary conditions and the magnetisation distribution M are now defined by:
1) Hj (r, 8)1 r=R = 0 , ie. pji r=R = 0
2) Hell (r,8)I r = Rj+g-4-hm = 0 , ie. qwii r=Rj+g+h, = 0
3) Br! (r,O)I r=R-i-g = BrIl (r,O)I r=R+g
4) Hef (r, e )I r =R + g = Heji (r, 0 )I r =R + g
00
5) M =	 M1 cos np 8 as derived in Appendix 5.1
= 1,3,5,
(5.66)
(5.67)
(5.68)
(5.69)
(5.70)
Again it will be noted that if
R0 = R+ g
RmRi+g+hm	 (5.71a)
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then the boundary conditions and magnetisation for external rotor motors, ie. equations (5.66) -
(5.70), have the same forms as those for internal rotor motors. Therefore, if equation (5.7 1(a))
replaces equation (5.61), the solutions for the magnetic field distribution in the airspace/magnet
regions of external rotor motors will also be given by equations (5.53) - (5.60), which were
derived for internal rotor motors.
However, for an external rotor motor,
Rj<Ro<Rm	 (5.7 ib)
Therefore in order to enable numerical computation, for the case of np ^ 1, the solutions, ie.
equations (5.53 - 5.56) and (5.7 1(a)), are re-written as:
Fornp ^ 1
In the airspace: R < r < R0
Brj(r,O) = , (—M,)	 np
'	 J.LR
	 (np)2-1
(npi)	 2np+2(lnp_1(fll)IRmJ	 RmJ
J.LR + 1 1	
R	
.LR - i r (R ' 2np - (R0 "i 2np
J.IR [ -
	
]	 RR L	 J
[(r\np_1 
+ 
(R_i
t	 '¼J	 (j	 ] cos np
B9J(r,O)=>	 np
PR (np)2 - 1
(5.72)
—(np+1)
IRmJ
	
RmJ
	
J.IR + 1	 ('Ri I2npl	 J.R - 1'	 - (Ro'2
.LR L	
- 
;j ]
	
J.LR L	 J
I(rnp_1 - (R,_ 1 (R+1
	
L i.i j	] sin np
(5.73)
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In the magnets: R0 < r < Rm
Brjj(T,9)=	 (—Ms) (flp )2 - 1
I[nP _iJ+(i+JiL nP+ 1" L"nP_ 1 _(nP 1']LJ2nP(1i[.2nP_1
J.LR
	 (	 JLRJ RoJ	 (Rm J	 +	 Ro	 (	 tR) RmJ
	
R + 1 1 - (R 2np	 R - 1 r ( 2np - (R0
•	 RmJ j	 LR L	 1J i
_P_hi P+1+i2P+h]cosnpeRmJ	 rJ
: M	
r'1
[ ( np )2 — 1]	
cosnpo
+	 M,	 (np)2 cos np 0
[ ( np )2 — 1]
Bjj(r,O)=M
(np )2 - 1
(5.74)
___ 'LJ2nP 
_(l__L-nP_11
.LR	 (	 J.LRJIROJ	 (RmI flP+,R R0	 (	 J.LR) RmJ
R + 1	 2np -	 1 1 ( 2np - (R0 2npl[1 -
	
J.LR L 1J	 J	 ]	 I
[
[(nP_1 I nP+1	 (n+i]5innpø
Rm)	 RmJ	 - rJ
+	 M1	 r
[(np)2—	
sinnp0
(5.75)
-	 M,	 sin np0
[(np)2 — 1]
Hence solutions for the magnetic field distribution in the airspace and and magnet regions have
been obtained for both internal and external rotor motors. However whilst these can provide
useful information for the field distribution, such as its radial and circumferential components,
it is the radial component of the open-circuit flux density distribution at the surface of the stator
which is of most significance, for example, in the calculation of the induced back-emf waveform
in Chapter 8, and in the prediction of cogging torque which is considered in Chapter 6.
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At the stator surface, ie. r = R1
 , the general expression for the radial component of flux density
in internal and external rotor motors become:
when np ^ 1
Bj(0) = V 2
PR (np)2 - 1 1\1?oJ
I	 (np—l)R' + 2Rt' RO 1 —(np+1)R'	 1	 (5.76)
____	 2np	 .LR—1.LR + 1 [Rh'- Rm_I-
JLR
[ROP-(Rm/Ro)2hhJ)]1 
COS np 9
.LR
and when np=1
(RoJ2I-_+
ln I___I2	 (5.77)-Rm 2
R _R _R1 (Rm)	
cosO
{ R L -
	 J	
R	 - RoJ
Brj(0)	 ____ _(Rm _ 2 ___R l R0 2 (Rm21J.J-R .tR+l	 ____
For numerical computation the expression for np ^ 1 may also be written as:
Internal rotor motor (np ^ 1)
Brj(0) V 2	 rip	 ('np+1
'	 LR (np)2 - 1 RiJ
(np_1)+2P +1
 _(nP+1)[J2
R0J
I.'R + 1 Ii	 (Rm 2npT .LR - 1 (R0 " 2np - (Rm 2np1 
cos np 0
JJ.R L	 -7J	 .LR L1 & J	 ti i
External rotor motor (np ^ 1)
	
BrJ(0)2(M	 np
	
.LR	 (np)2_lIROJ
(5.78)
I (Rm J_ Rm J_
-(np 
+1)1 cos 
np 8	
(5.79)
PR + 1 [ -("Ri2np1__RR- 1' (R0
LR [__ ' ) ]__PR L1i___ 1j2fh)]f
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5.3.2 In Rectangular Coordinates
When modelled in rectangular coordinates, as shown in Fig 5.7, for which the governing
Laplacian equation is given by equation (5.29) the boundary conditions and the magnetisation
distribution # are given by:
1) H7jiI=o = 0,ie. lPIIIy=O = 0
	 (5.80)
2) HyIy=g+it = 0,ie. qH I y=g+hm = 0
	 (5.81)
3) HxJIy=h,, = HxiIIyhm	 (5.82)
4) ByIIy=hm = ByIJIy=h,,1	 (5.83)
00
	
	 (5.84)
It5) M =	 M, cosn — x ,asderivedinAppendix5.1
ii = 1, 3,5,
ÀY
I
£MH jHm
///////
Fig 5.7 Model for calculating magnetic field produced by magnets in rectangular coordinates
The general solution for the scalar magnetic potential distribution is:
(5.85)
It	 .	 It	 It(p(x,y)= L (Ancoshn—y^Bsirihn—y)cosn—x
'tp	 'tp	 'tp
whilst the following solutions for the field components in the airgap/magnet regions are obtained:
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Ic	 (5.86)
00	 sinhn—g
p	 .	 It	 .	 ItBjj(x,y) =	 J.IRM,Z	 smhn—y sinn—pxIt
n=1,3,5,...	 sinhn—(g+hm)
'tp
It
00	 smhn—g
p	 IC	 ItByH(X,y) = -	 J.LR M	 cosh n — y cos n —x
n=1,3,5,...	 sinhn--(g+hm)	 'tp
'tp
00
	 (5.87)
+	 M1. cosn--x
n=1,3,5,...
it	 (5.88)
00	 Siflhnhm
________	
It	 . it
Bxj(x,y) =	 Mn	 sinhn—(g+hm—y) sinn—xIC	 tp	 'tp
n=1,3,5,...	 sinhn—(g+hm)
'tp
It	 (5.89)00	 siflhnhm
'tp	 It	 ItByi(x,y) =	 M,	 coshn—(g+hm—y) cosn—xIt
n=1,3,5,...	 sinhn—(g+hm)	 p
tp
Again for ease of numerical computation, the formulae may be re-written as:
00	 21t
Bjj(x,y) =
	
.tRMn	
1—e n—g
It
n=1,3,5,...
(5.90)- -
	 —n-hm)	 lt(y+hm)
—e	
.	 It
sin n—x2
00	 It
- 2n - g1—e	 t,Byii(x,y) = -	 J.LRMp
n=1,3,5,...
00	 (5.91)
+ e1m)	 It	
M	 Itcosn—x +	 cOSfl—x2	 'tp
n=1,3,5,...
00	 2flhm
Bj(x,y)=	 M,	 1—e	 tP
n=1,3,5,...
00
Byi(x)=	 M1.
n = 1,3,5,
it
1— 2flhmc	 tn
1 - e - 2n -- ( g + hm)
it
–n--g	 it
C 't COSfl—X
tp
(5.94)
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(5.92)- -
	 –n—(2g+hm–y)e (h1m y)
—e	
.	 it
sm n—x2	 'tp
00	
–2n--hm
ByI(x,y) =	 M,	 le	 P
n=1,3,5,...	 1__2n_(g+hm)
1'
en t , m ' ) + e_n(2zm_	 it
cos n - x2
(5.93)
The flux density distribution, Bi , on the stator surface y = g + hm is obtained as:
5.4 Effect of Slotting
Slotting affects the magnetic field in two different ways. Firstly the airgap flux will be reduced
compared with the flux when unslotted. Such effects can be accounted for by introducing the
Carter coefficient into the calculation, ie. by modifying the effective airgap length in the
calculation of the magnetic field produced by the magnets. Secondly, slotting will affect the
magnetic field distribution in both the airgap and the magnets.
5.4.1 Effect of Slotting on the Effective Flux
When the stator is slotted, an appropriate Carter coefficient Kc can be included and instead of g
and R1
 effective values ge and Rie are used in the calculation of the magnetic field produced
by the magnets to account for the reduction in the effective flux.
For example, in an internal rotor motor:
ge = g+(Kc-1)g'	 (5.95)
Rje	 Rj+(Kc'l)g'	 (5.96)
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where g' = g + hm /J.LR is the effective airgap;
K is the Carter coefficient and can be approximated by:
(5.97)ttK-
tt - y g
where
2 it R1
tt=
ks
4 1 bo	 - 1 lb0	 in 1 + I bo ) 21Yl7tafl 1:
- J -
and b0 is the slot opening.
(5.98)
Similarly, in an external rotor motor:
= g+(Kc-1)g'	 (5.99)
R1	Rj(Kc1)g'	 (5.100)
whilst in rectangular coordinates if the stator is slotted, a Carter coefficient may be used again
with ge used instead of g, where
= g+(Kc-1)g'	 (5.101)
However due to the large effective airgap, which equals the physical airgap length plus magnet
height, in a permanent magnet motor the ratio of slot opening to the effective airgap is small,
hence the Carter coefficient K 1, a typical calculation showing that K is around 1.01.
Therefore the effect of slotting on the effective flux reduction in a permanent magnet motor is
negligible, except when a very large slot opening is employed, such as may be the case for
reducing the cogging torque.
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5.4.2 Effect of Slotting on the Field Distribution - the Relative Permeance Calculation
The permeance of a slotted airgap/magnet region can be calculated by the conformal
transformation method with unity magnetic potential applied between the stator and rotor iron
surfaces and no magnet present, as shown in Fig 5.8 in which infinitely permeable stator and
rotor iron surfaces and an infinitely deep rectilinear stator slot are assumed. For permanent
magnet motors which have a small number of slots, a single-slot model is acceptable for the
calculation of the relative permeance, and even when the ratio of the airgap to slot pitch is large
the calculation of the airgap flux density distribution by a single-slot model may still be
acceptable. In this case, however, errors may arise if the flux density does not attain its maximum
value before the centre of the teeth [5.13]. Hence a model consisting of a Continuous series of
slots can be used [5.13].
g±h
bie=oi
	 rotor position
Fig 5.8 Permeance calculation model.
Based on a single-slot model, the interior of the airgap region in the z-plane is transformed to
the upper half of the w-plane and subsequently to the t-plane, as shown in Fig 5.9.
The transformations are given by:
+.---w1'
______ bz =
	
a	
b0
arcsin - + bb0	 —1n1	
_xw1J
(5.102)
and t=Pi!1nl+w
7t	 1—w
(5.105)
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Fig 5.9 Conformal transformation
which after some deduction becomes:
z = __________	
I —j2g'w
ctan	 a2 - W2]}
l2 L1+a2_w2i
where j is the complex operator, j =
a =
(5.103)
(5.104)
The corresponding flux density in the airgap region is given by:
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Idt I	 dtI Idw
dz
(5.106)1
lb0	 2=	 g'	 1+J2_wJ
BR
where 
(Pmo = .to .LR hm
(5.107)
Therefore by letting w = 1, the maximum flux density Bmax is obtained as
(PmoBmax H.to -;-
(5.108)
The variation of the flux density against the circumferential angular position shows it to have a
minimum value at the central axis of the slots. The value depends on the radius (or y) and is
obtained by letting w =jv, ie.
1
	
	 1	 (5.109)(b0 —BmaxBminoilj2J	
1+LJ2(1+V2)
BmaxBmjn 1 	 ___ _________
and = 2Bm	 = [i_	
LJ212]	
(5.110)
v can be determined by solving equation (5.103) and letting
and z=jy	 w=jv	 (5.111)
ie.
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iv	 1	 1
1 .	 11_2 +v2 '_f2g'(fv)1I
	
.- __ _	 ___
' '	 it 2	 jV	 I	 b0	 b0 Ia2 + v2 jJ
1	 L1+a2+v2]
it	 1 Iia2 +v2 +vl	 ______
ml	 2	 I 
+	
- arctan2-i	
(5.112)
	
= 2 L'fa2 +v —vJ	 b0	b0 'Ia2+v2
where y is given by:
r—(Rj—g—hm) = r—R+g' for internal rotor motor	 (5.113)
y = (R1
 + g + hm ) - r = R + g' - r for external rotor motor
y	 for rectangular coordinate
At the rotor surface Bmin can be determined by letting v =0, ie.
(5.114)
Bmjn = Bmax
1Hence	 = [i -	
1 + ( b 2]7J
(5.115)
It is worth mentioning that in induction motors due to their small airgap, typically 0.25 - 0.3 mm,
the minimum flux density varies only a little in passing on a radius through the mid-point of the
slot opening from the stator surface to the rotor surface. In other words, the effect of slotting on
the magnetic field distribution is almost independant of radius. Therefore the radial variation in
the flux density is often ignored in the analysis of harmonic fields in induction motors [5.1],
equation (5.114) being used to approximate the minimum flux density because of its simplicity.
However, in the case of permanent magnet motors with surface-mounted magnets, as shown in
Figs 5.5 and 5.6, although the actual airgap g is also relatively small, the equivalent airgap
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= g + hm/ .tR is relatively large since the recoil permeability of the magnet is very close
to that of air. As a consequence, at the central axis of the slots, the flux density varies from a
value, typically around half of the maximum flux density, at the mid-point of a slot opening on
the stator surface to a value very close to the maximum flux density at the mid-point of a slot
opening on the rotor surface. This indicates that in a permanent magnet motor the effect of stator
slotting on the magnetic field distribution at the rotor iron surface is negligible, whilst at other
radii, such as at the stator or magnet surfaces, equation (5.112) must be solved by iteration in
order to determine the minimum flux density.
In summary, the field distribution in a permanent magnet motor can be determined from equation
(5.106). However, since it is a two-dimensional field problem and the flux density is implicit to
the coordinate variables in the solution, ie. equation (5.106), the calculation is very complicated
and time-consuming. Therefore, in order to simplify the analysis, the airgap/magnet field
variation in the circumferential direction is assumed to be similar to that in an asynchronous
induction machine [5.1], whilst the variation of the maximum and minimum flux density along
any radius is determined by the conformal transformation method, ie. from equations (5.108),
(5.109), and (5.112), viz:
If the stator is slotted the airgap flux density is assumed to be:
It	 (5.116)
B(r,a)	 Bmax(1	 0.8a0cos	 a) forO^a^O.8c
[Bmax	 for 0.8 a0 ^ a ^ a /2
b0	 'Ct	 (Xo	 b0
where o =	 =	 ;	 =
(5.117)
and 3 depends on the ratio of (bo/g') and the radius (or y).
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With unit magnetic scalar potential, ie. q ,, = 1, the variation of the permeance will be the same
as that of the airgap flux density
[(1—cosOtaa)forO^a^O.8ao	 (5.118)
A. (r, a) - 1
for0.8a0^cx^ai/2
If the permeance is expressed in the form of a Fourier series, it becomes:
00	 (5.119)
X(r,a) =	 Aj(r)cos.LQs(a-ao)
where a =0 is at the centre of slot openings and a0 depends on the relative position of the stator
and the rotor, and will be discussed in Chapter 8, the coefficients being determined from:
b0 '.toAo(r) = --
c14t2
Ap.(r) =	 f	 X(r,a) cosp.Qsada
-cLd,
(5.120)
JO.8ao	 O.5c1.d
it	 2ic	 2ir
=	 --- S (1-f3-3cos	 a) cos— ta dcx + J cos— a da}ad {
	
0.8a0
	
C(d
	
(14
0.8 a(,
b4 ,'\	 (5.121)
I	 b0'\l6icp.— I
-	 g'	
[	
0.78125-2 ( b0	
sin .
'¼ 
¶tJ ]
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Therefore by definition, ie. equations (5.15)-(5.17), the relative perrneance is determined from
X(r,a) = A.(r,a) = X(r,ct) = B(r,a)
Aref	 o /g'	 Bmax
00
ie. 2(r,a) =	 A,j(r)cosp.Q(a—a0)
j.t=O
b0'\
where
(5.122)
(5.123)
(5.124)
= _! G-J
	 (5.125)
( b0 "2	 1	 (5.126)
(b0	 1	 16	 b0'\
	
GI —p=—	 0 1t.L	 I
t)	
[	
0.78125-2 (2
'nj ]
NOTE: In equation (5.124), a Carter coefficient K has been included to account for the increase
in effective airgap, referred to in section (5.4.1).
5.5 Comparison with the Finite Element Calculations
In this section the analytical models developed for the open-circuit field calculation are validated
by comparing the analytical prediction with finite element calculations. For an internal rotor
motor, firstly results for the magnetic field produced by the magnets are compared, secondly the
relative permeance model is validated, and thirdly the results for the open-circuit magnetic field
are compared. The comparison includes not only the circumferential variation of flux density,
but also the radial variation in both the airgap and magnet regions. Comparisons are also made
for an external rotor motor, as well as for the models formulated in rectangular coordinates.
The internal rotor 3-phase brushless DC motor has the parameters listed in Table 5.1.
Qs
ap
g
hm
b0
BR
.LR
pole number
slot number
pole-arc/pole-pitch ratio
airgap length
height of magnet
internal radius of stator
slot-opening
remanence
relative recoil permeability
2 or 4
12
1.0
0.00075m
0.0045m
0.02975m
0.00205m
0.38T
1.05
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Table 5.1 Parameters of an internal rotor motor.
The main parameters of the external rotor 3-phase brushless DC motor, with either a 6- or 12-pole
rotor, are listed in Table 5.2, whilst the corresponding parameters of a planar model are given in
Table 5.3.
Table 5.2 Parameters of an external rotor motor
pole number
slot number
pole-arc/pole-pitch ratio
airgap length
height of magnet
radius of stator near airgap
slot opening
remanence
relative recoil permeability
=
Qs
cxp=
g=
hm=
R=
=
BR=
J.LR =
6or 12
9
1.0
0.00043m
0.00187m
0.0207m
0.0014m
0.25T
1.02
Table 5.3 Parameters of an external rotor motor in rectangular coordinates
pole-pitch
slot-pitch
pole-arc/pole-pitch ratio
airgap length
height of magnet
slot-opening
remanence
relative recoil permeability
'rp =
=
CCp
g=
hm
b0 =
BR=
JJ.R =
0.045m (6-poles) or 0.0225m (12-poles)
O.015m
1.0
O.00043m
0.00187m
0.0014m
0.25T
1.02
5.5.1 Field Produced by the Magnets
Fig 5.10 shows a comparison of the field distributions predicted by both the finite element and
developed analytical techniques. In order to eliminate the effects of saturation and slotting, the
135
internal rotor motor has been idealised as one pole-pitch of a model consisting of magnets and
airgap and backed by infinitely permeable rotor and stator iron.
By applying the half-periodic boundary condition and natural Neuman boundary conditions at
both the stator and rotor iron surfaces of the fmite element model, the predicted flux density
distribution at the stator surface is obtained. It will be recalled that the analytical expressions
for the case np = 1 differs from those for higher pole numbers due to the singularity. Comparisons
have also been made for both 2- and 4-pole internal rotor motors whose parameters are the same.
It will be seen that there is excellent agreement between the results obtained from the analytical
prediction and the finite element calculation.
Further comparisons have been made for the 4-pole motor, Fig 5.11 showing the finite element
discretisation and flux distribution over one pole-pitch of an idealised model in which the slots
have been neglected and the stator iron has again been idealised in order to emphasise the
magnetic field due to the magnets. Fig 5.12 compares the field distribution produced by the
magnets at different radii in the magnet/airgap region. Since at any radius the finite element
results are derived from layers of elements, upper and lower, as shown in Fig 5.13, the analytical
predictions axe calculated for two radial positions. The radii used in the analytical calculations
are given in Table 5.4.
Table 5.4 Computation radii and regions
Symbol for radius
	 Calculation radius (m)
	 region
0.02975
	
r= R -
	 _______________________	 airgap
0.02950
0.02925
	
r = Ri-g	 airgap
________________________	 0.02900
0.02900
	
r = Ri-g	 magnet
________________________	 0.027825
0.025475
r=R1 -g -hm	 magnet
0.0243
)B B
I
136
(a) Mesh
flux density at RI vs ongle position	 flux density ot RI vs angle position
Q	 1	 LEO	 ZO)	 2)	 3	 3)
	
0f)	 02)	 0.40	 Q	 0.8	 tO)	 1.20	 1.40	 L&)
angle position (Rad.)	 angle position (Rad.)
(b) Field distribution
Fig 5.10 Comparison of field distribution predicted by finite element and analytical techniques
137
(a) Mesh	 (b) Flux distribution
Fig 5.11 Finite element mesh and flux distribution due to the magnets alone
From Fig 5.12 it is observed that:
i) Both the finite element and analytical predictions show that at a radius which passes through
the magnets, the magnetic field at the edges of the magnet is higher due to inter-pole leakage,
whilst at a radius which passes through the airgap the magnetic field near the edges of the
magnet is weaker.
ii) Oscillations exist on the field distribution predicted from the finite element calculation due
to plotting the value in the upper/lower layers of elements. However the oscillation is much
lower in the airgap since a finer discretisation in the radial direction was employed.
iii) The oscillation in the analytical predicted field distribution is due to the use of a finite
number of terms in the Fourier series. In the calculation those harmonics whose amplitudes
are smaller than 1/500 of the harmonic component having the maximum amplitude have
been neglected.
iv) The predictions from the analytical technique are in good agreement with those from the
finite element calculations, not only along the circumferential direction but also in the radial
direction, as shown in Fig 5.14.
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Fig 5.16 Variation of the minimum permeance with radius
5.5.2 Relative Permeance Models
In this section the relative permeance predicted from the finite element and analytical techniques
)	 are compared. The variation of the permeance with radius as predicted from the proposed "2-d"
relative permeance model is also investigated. In addition, different permeance models are
compared, and their merits discussed.
Based on the "2-d" relative permeance model, Fig 5.15 shows the variation of the relative
permeance waveform with the radius for the internal rotor 4-pole motor, whilst Fig 5.16 shows
the variation of the minimum relative permeance (at the slot centres) with radius. Clearly, stator
slotting has a significant effect on the permeance waveform at the stator surface, whilst at the
rotor surface its effect is negligible due to the large effective airgap. For comparison Fig 5.16
also shows the relative permeance calculated from the refined "l-d" model described in section
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5.2.2, as well as the result calculated from the one-dimensional permeance model which is widely
used for induction motors [5.1], which can be obtained from equation (5.123) by setting 3 to a
fixed value given by equation (5.115).
It is observed that the most significant difference between the t2du and "l-d" models is that
whilst in the "2-d" model the minimum value of the relative perrneance decreases as the radius
increases, ie. as the slots are approached, the minimum value of the relative permeance predicted
from the "l-d" models is independent of the radius. Meanwhile the permeance model of the
induction motor always understates the slotting effect in a permanent magnet motor since it
utilises the value on the smooth rotor iron surface. Hence this confirms that the permeance model
which is used in induction motors [5.1] is unsuitable for application to permanent magnet motors.
However another permeance model which is the combination of refined "l-d" model and "2-d"
models is possible if for the refined "l-d" permeance model equation (5.14 ) is re-written as:
x	
g+hm/pR
i;	 b
11
=
in the region of the slot openings
	 (5.127)
in the region of the tooth tips
where b0 is the slot-opening and rs, (0 ^ r ^ b0/2), is the distance from the axis through
the centre of a slot, as shown in Fig 5.17(a).
Clearly
2cmax=l	 (5.128)
g + hm4tR
	 (5.129)
g + h,,j/E.LR + 2 2
which is the same at different radii. Hence the circumferential variation of the relative permeance
is identical at all radii. In order to overcome this disadvantage in the "1-d" model, the length of
the flux path in Fig 5.17(a) is modified to the one shown in Fig 5.17(b) in which instead of
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nn
(5.131)
(a) Refined "1-do
 model	 (b) Modified model
Fig 5.17 Modification of permeance model
assuming a circular path it makes use of a modification factor 'y The relative permeance of this
modified model is then calculated from
g+hm/p
ir;	 b0
11
=
in the region of the slot openings
in the region of the tooth tips
(5.130)
This modified permeance model is essentially the same as the permeance model used in the
analysis of stepping motors [5.14]. However instead of using a fixed value of 'y (around 1 to
1.1) for all radial positions as in stepping motors [5.14], y is now determined from the 2-d
conformal transformation method. The calculation method is as follows:
Utilising the result of Bmjn /Bmax = H calculated from equation (5.1 id), ie.
Since min now is given by
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Xmin
	 g + hm 4tR	 (5.132)
g+hm4iR+y 2
and max=1
Therefore y is determined from
min - Bmjn
2 max -
g+hm/p.Rie.
	
	
7tbo
g+hm/pR +
 ( 
•: --
g+hm4LR ( - 1
icb0/4
(5.133)
(5.134)
(5.135)
Fig 5.18 compares the relative permeance and the open-circuit field using the refined" 1 -d" model
and this modified model, whilst Fig 5.19 compares the magnetic field produced by the magnets,
when the effects of slotting are neglected, and the open-circuit field, predicted from a finite
element calculation and the analytical techniques, viz, the "2-d" permeance model and modified
permeance model given by equation (5.130). They show that predictions from both permeance
models are in very good agreement with those from the finite element calculation.
In conclusion, therefore:
i) The 1-d permeance model can be modified by the method presented in this section.
ii) The Bmin/Bmax ratio calculated from the 2-d method is acceptable compared with the ratio
obtained from finite element calculations.
iii) Although the difference between the 2-d model and the modified 1-d model is in the
assumption of the permeance waveform, both can be used in future analyses.
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Fig 5.19 Comparison of predictions at the stator surface from different models
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Fig 5.20 Finite element mesh
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5.3.3 Open-circuit Field Calculation
In this section the open-circuit field in both internal and external rotor motors, as well as a
rectangular coordinate model, are calculated and compared with finite element calculations.
Fig 5.20 shows the finite element discretisation of the internal rotor motor, whilst Fig 5.21
compares the predicted open-circuit flux density distribution at different radii in the
magnet/airgap regions. Fig 5.22 compares the variation of the flux density with radius under a
tooth. The discussions in section 5.5.1, as well as those in section 5.5.2 are still valid for the
open-circuit field calculation.
Fig 5.23 compares analytical and finite element calculations of the airgap flux density waveform
for both 6- and 12-pole external rotor motors when the effect of stator slot-openings is neglected,
whilst Figs 5.24 and 5.25 show similar comparisons in the presence of stator slots. In Figs 5.26
ao	 open—circuit field vs radius
035.1
8030.j	
FE Prediction
Analytical
Prediction
0.15
0.10
0
24E
radius (m . 10)
Fig 5.22 Variation of open-circuit field along pole axis
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and 5.27 the models of the external rotor motors have been simplified, by modelling them in
rectangular coordinates and assuming the permeability of the iron to be infinite, whilst the slot
shape is assumed to be rectangular. As a consequence improved agreement with predictions
from the analytical model can be expected since the effect of saturation has been eliminated. The
main cause of the difference between the analytical and finite element results is due to the neglect
of saturation, which is more pronounced in the 6-pole motor, as shown in Fig 5.25(b), in which
the stator back-iron is highly saturated. However, this could be taken into account by the
introduction of a saturation factor, ie. the analytically predicted waveform of the field distribution
could be multipied by the saturation factor. However as to the more subtle effects of saturation,
further investigation is required.
Overall the results from the analytical technique and the finite element method, both internal and
external rotor motors modelled in either polar and rectangular coordinates, are in good agreement,
both in amplitude and waveform. However whilst the analytically predicted results follow the
finite element variation of flux density against radius in the angular position corresponding to a
slot-opening, along a radius from the rotor to the edge of a stator tooth the finite element
calculation predicts an increase in flux density at the tooth tips, because of their flux concentrating
effect, whilst this is absent from the results of the analytical model, due primarily to the fact that
the permeance calculation assumes a simple permeance waveform in order to simplify the
computation. The analytical calculation could be improved by using a more realistic permeance
distribution delivered from the conformal transformation method, that is by relaxing the
waveform assumption of equation (5.116) in section 5.4.2 and calculating the field distribution
waveform directly from equation (5.106). However this would increase the computing time
significantly, and, in most cases, is not likely to be critical.
5.6 Conclusions
On the basis of a two-dimensional analytical technique for calculating the magnetic field
produced by the magnets and the concept of relative permeance, a general analytical method for
obtaining the open-circuit field distribution in all topologies of radial-field permanent magnet
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motors has been established and compared with the fmite element calculation. It embraces slotted
and slotless, and internal and external rotor configurations, modelled in either polar or rectangular
coordinates, and accounts for the effect of slotting on the field distribution by introducing a
"two-dimensional" relative permeance function.
The model will allow the induced back-emf waveform to be predicted for subsequent use in a
dynamic simulation of a brushless DC drive so as to obtain the stator current waveforms, and
thereby allow the stator winding magnetic field, ie. armature reaction field, to be determined, as
will be described in Chapter 8. The net field will then be utilised for predicting the acoustic noise
and vibration from the motors by obtaining the time/spatial dependent magnetic field under any
load, as will be discussed further in Chapter 9.
5.7 Appendix - Determination of the Magnetisation M
For the radial-field motors having either an internal or external rotor, the magnets are assumed
to have a uniform magnetisation throughout their cross-section as shown in Fig 5.28, which can
be expressed in the form of a Fourier series.
For internal and external rotor motors modelled in a cylindrical coordinate system:
(5.136)00
M=	 MncosnpO
n = 1,3,5,...
fl 7tXp
	
4M0
 . fllcap -	 sin 2M =	 sin	 2M0a
nit	 2	 -	 flit a1,
2
(5.137)
whilst in a rectangular coordinate system:
(5.138)
M =	 Mcosn
n=1,3,5,...
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(a) Outline
(b) Finite element discretisation
Fig 5.24 Outline and mesh for external rotor motors
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(a) Outline
(b) Finite element discretisation
Fig 5.26 Outline and mesh for the idealised model in rectangluar coordinates
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CHAPTER 6
ANALYTICAL PREDICTION OF COGGING TORQUE IN
PERMANENT MAGNET MOTORS BASED ON THE
CALCULATION OF THE TOOTH LATERAL FORCE
6. 1 Introduction
Cogging arises from the interaction of the mmf harmonics and the airgap permeance
harmonics. Hence it exists in almost all types of motor in which the airgap permeance is not
constant. Cogging manifests itself in a permanent magnet machine by the tendency of the
rotor to align in a number of stable positions even when unexcited. Under dynamic
conditions the resultant pulsating torque, of zero net value, can cause undesirable speed
pulsations, and can be transmitted to the coupling devices, through the stator frame or the
rotor, and induce vibration, resonance and noise.
Because of the sensitivity to speed pulsations of many applications for which permanent magnet
motors now provide the drive, eg. video cassette recorders, and because the emergence of
high-energy permanent magnets, such as NdFeB, tends to aggravate the problem given the
preference to employ unskewed slots or poles in order to fully utilise the flux produced by the
magnets, cogging effects remain a major concern. Hence a reliable means of estimating the
likely level of cogging and its dependance on the motor design parameters was required.
The numerical prediction of the cogging torque in a permanent magnet motor can be rather
time-consuming since the wavelength of the cogging torque waveform is usually less than
one stator slot-pitch, and therefore a very fme spatial discretisation in the circumferential
direction is necessary if the peak value is to be captured. Existing analytical methods are
successful only in certain circumstances, and fail in others, eg. when the magnets have a full
pole-arc [6.1].
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However in this chapter an analytical method for predicting the cogging torque, based on the
analytical calculation of the field distribution and the lateral forces acting on the teeth, is
developed and validated. The technique is capable of predicting the cogging torque in both
internal and external rotor motor topologies, modelled in either rectangular or poiar coordinate
systems. Also it can cater with variants to the basic motor topologies, eg. having the
magnets shifted (ie. spaced unevenly) or an uneven stator slot distribution etc, which may be
employed in an attempt to reduce the cogging torque.
6.2 Methods of Reducing Cogging Torque and Limitations of Existing Methods of
Calculation
The following is a comprehensive list of possible methods for reducing the cogging torque:
(i) Optimise the pole-arc to pole-pitch ratio [6.2] [6.3].
(ii) Optimise the tooth-width to slot-opening ratio [6.1][6.3].
(iii) Rotate pairs of poles relative to each other [6.3].
(iv) Introduce auxiliary slots or teeth [6.4][6.5].
(v) Select a suitable combination of slot number and pole number.
(vi) Skew the slots or the magnetisation pattern.
(vii) Use a slotless topology.
(viii)Use an uneven distribution of slots.
Clearly all the above methods of reducing cogging torque are closely related to the
electromagnetic performance of the motor as well as to the complexity of manufacture.
Existing methods for predicting the cogging torque employ either analytical [6.6][6.7][6.8J[6.9}
or numerical [6.101 [6.111 techniques. The energy method is widely used in both analytical and
numerical approaches [6.1]—[6.1 1]. Of course other methods, such as Maxwell stress, have also
been used in the numerical approach [6.10][6.1 1]. However it is surprising to observe that
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in the calculation of energy many papers, eg. [6.11, [6.21, [6.7], [6.8], [6.9], neglect the
component of energy stored inside the magnets themselves, and yet still claim that good
agreement has been achieved between predicted and measured results, since in the author's
experience [6.6] the neglect of the energy stored inside the magnets can introduce an error
of, typically, around 50% into the global results obtained from a finite element calculation.
In analytical approaches using the energy method the greatest difficulty is found in accounting
for the tangential components of flux density in both the magnets and the airgap region, which
arise due to the fringing of the field, leakage directly between the magnets, and at the
slot-openings. These components are as important as the radial components of the flux
density since although the absolute value of the energy may be small its rate of change with
rotor position in localised regions, such as the magnet edges and tooth tips, may be at least as
large as that due to the radial component. Clearly it is impossible for an analytical method
to account for all the geometrical complexities associated with the airgap region. As a
consequence it is found that whilst one analytical method may be adequate in one particular
case it may fail in another.
As regards numerical methods, because of the short wavelength of the cogging torque
waveform a fine spatial discretisation is required for a fmite element mesh, typically less than
1 degree mech being required for a numerical energy calculation if the peak value of the cogging
torque is to be captured. However in the energy method, in which the torque is calculated from
the derivative of coenergy the calculation is approximated by performing two finite element
analyses at two rotor positions dispaced by a finite angle. This in itself may result in a large
numerical error due to the small change of energy with rotor position. Equally in a Maxwell
stress calculation the results can be extremely dependant on the local discretisation of the
mesh, which again necessitates a fine spatial discretisation. It is found that in general the
Maxwell stress method is usually accurate for determining normal forces but tends to be
inaccurate for torques and tangential forces [6.1O][6.12][6.13].
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6.3 Methodology of Analytical Prediction
6.3.1 Basic Concept for Predicting Cogging Torque based on the Calculation of the Tooth
Lateral Force
Due to the difficulties cited in the previous section in the analytical calculation of energy, in
this section an alternative approach, based on the calculation of the lateral force acting on
the teeth, is proposed to predict the cogging torque.
However in order to simplify the field calculation the following assumptions are made:
a) the permeability of the iron is infinite, ie J.tFe = 0°;
b) the slot is simplified to a rectangular shape;
c) the field distribution can be determined from the magnetic field produced by the magnets
and relative permeance, as described in Chapter 5;
d) the magnetic field developed by the magnets can be calculated by assuming a smooth
stator surface, ie slotting is neglected, as shown in Fig 6.1;
e) the magnetic field distribution at the surface of the stator is obtained from a
two-dimensional solution given in Chapter 5;
f) the relative permeance can be calculated according to the assumed field pattern shown in
Fig 6.2, in which flux crosses the magnet and airgap in a straight line where the magnet
faces a tooth and in a circular path, centred about the corner of a tooth, where the
magnet faces a slot opening.
The lateral force acting on the stator teeth, and hence the cogging torque at any rotor position,
is calculated by assuming that the circumferential flux density distribution on the sides of the
teeth is equal to the radial flux density distributions at the adjacent slot openings at the radius
of the stator surface. Therefore, along a circular flux path in a slotted region, centred at the
corner of an adjacent tooth as shown in Fig 6.3, the flux density is assumed to be the same at
corresponding points on the side of the tooth and at the slot opening, ie. B8b1' = Bthl etc.
T=
k= 1
Qs
=:
k= 1
(6.1)
(6.2)
(6.3)
(6.5a)
for (k-1)tt—^x^(k-1)tt
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The cogging torque developed by an internal rotor/external rotor motor, at any rotor position,
is then calculated from:
$ 
(B 1 2 _B22' I rt dy2p	 )
b0
f 
(B 1 2
 _B22'
la	 JrtdY
where rt = R1 + rs for an internal rotor topology
- rs for an external rotor topology
Note:
- (BatRj)2
f(x)-
where BatRj = B magnet
The calculation of the magnetic field produced by the magnets (Bmagnet ) and the relative
permeance (2) for motors having different topologies and modelled in different coordinate
systems has already been described in Chapter 5 and will be summarised in subsequent sections.
However a simple numerical evaluation procedure is:
N/rn
TTi -T2
where
Q3 N
T =	 f( Xj) (la &) rt
k= 1 i= 1
and
Xj' = -(i- 1)Ax
Xj = (k - 1) t + Xj'
rs =	 - Xi
(6.4)
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b,/2
	
(6.6a)
N
Np is the number of discretisation integration points over a half-slot opening.
and
Q3 N,,
T2= :
	
f(xj)(la&)rt
k= 1 i= 1
where
Xj' = + (i - 1) x
= (k - 1) 'rt + Xj'
b0
rs =	 - Xj
6.3.2 Relative Permeance Calculation
(6.5b)
for (k-1)tt
(6.6b)
In accordance with Fig 6.2 the permeance can be calculated from
.Lo	 b0	 b0
hm ___ for (k-1)tr--- ^ Xj^ (k-1)t+--
J.LR
	
4
for (k-1)'rr+^x^t-
hm
I g +-
.LR
(6.7a)
(6.7b)
where k=1,2......Qs
whilst the relative permeance is calculated from
(6.7c)
.to
hmg+-
I.LR
b0
rs = - - Xj
164
-Br
(a) Magnetisation
(b) Internal rotor motor
4
(c) External rotor motor
Fig.6. 1 Magnetisation distribution
rt
Ri-
bl'(yl)
165
Fig.6.2 Idealised flux distribution used for calculating the permeance
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Xj = (k - 1) tt + Xj'
–(i-1)x
Xj' =
+(i-1)Ax
for (k-1)tt–
	
^Xj ^ (k-1)tg
for (k-1)t1
and i\x is as before. However in the calculation of the cogging torque the flux density, and
hence the permeance, is required only in the slot-opening regions. Therefore only equation
(6.7a) is used in the calculation.
6.3.3 Calculation of Magnetic Field Produced by Magnets
The calculation of magnetic field produced by the magnets is based on the field calculation
described in Chapter 5 and is summarised as follows:
a) In a rectangular coordinate system the magnetisation can be expressed as:
(6.8a)
M =	 2 M' cos n -- x
n=1,3,5,...
where
• flapit
sm 2
Mn'BR ap flapit
2
Since
00
Bj(x,y) =	 2M,'
n = 1,3, 5,
(6.8b)
1– -2n--hme
it
1 - - 2n - ( g + hm)
(6.9)
e1zm_	 + _n(2g+hm_y)	 It
cos n—x2	 tp
Therefore the flux density distribution produced by the magnets on the stator surface, ie. at
y = g + hm, is used to calculate the cogging torque:
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00	 2n--hm	 it
B inagnet = Byj(x,y)Iy = h,+g =	 2M,'	 1—e	 'tp	 –n—g	 It
n=1,3,5,...	 1	
e	 P cosnxtp
tP
(6.10)
b) In a poiar coordinate system
(1) In internal rotor motors the magnetisation is given by:
00	 (6.11)
M =	 2Mg' cosnp8
n=1,3,5,...
where M' is the same as in equation (6.8b).
since when np = 1 the airgap field distribution is given by:
(R02 (Rm" 2
 (Rm 
21n
Mi'	 LJ -1-J	 1:-	 (RmIBrj(r,8)
JJR P-R + 1 r 1 - (	 211 I.LR - 1 (R0 '2 (Rm 2
LR L	 RiJ j	 MR	
-	 J I
[
(R 2l	 (6.12a)1 + I-I I cose
and when np ^ 1 it is given by:
Brj(r,O) = v 2M'	 np
hR	 (np)2-1
I	 (flP_1)4.2(!!')flP+i -( 	 (Rm'2npnp + 1)
hR + 1	 Rm 2np	 hR 1 F (R02 - (Rm2npl
L JJR L	
- IJ ]	 JJ.R L LJ	 i
r(r_ i (R0 ,^ 1 + (R0^1 ] 
cosnpO	 (6.12b)
t\J
	
1J
where R0 = R—g
and Rm = R1 - g - hm	 (6. 12c)
Therefore at the stator surface, ie. r = R1 the magnetic field produced by the magnets is given
by:
when np=1
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(R0 '\ 2
	(Rm"1 2	1Rm" 2 (R0 \ 2	 (6.13a)LJ	 LTJ
	
TI 'f IJ2Mi'
Bmagnet 
=	 1	 (Rm2 I	 R - 1 (R0 \2 (Rm 2 1 COS e
RR L	 &J J	 R LJ -	 J ]j
}.LR	 .tR+	 ____
and when (np ^ 1)
4M,'
Bmagnet 
=
np	 (np^1
(np)2
 - 1 RiJ
(6.13b)(np_1)^2P+1 —(np+1)-'°
	
R0 J	 Ro)
	J1R + 1	 (Rm ' 2npl'	 JJR - 1 r (R0 2np - (Rm 2npl
	
1R L -7J ]
	
J.LR [fl	 1J i
(2) In external rotor motors the magnetisation is again given by equation (6.11)
since when np = 1 the airgap field distribution is given by:
	
R0 '\ 2
	(Rm' 2	(Rm 2 (R02
Brj(r,O)1	
(Rm2T
	
R1Rol2 (Rm2
Mi' ____ ki - R J +	 (RmJ
	
1}[ .LR	 1 -
	
] -	 1J - LJ
E
(R2]1 
+ i__I ] cosO
(6. 14a)
and when np ^ 1 it is given by:
Brj(r,O) =	
(2Mn')	 np
(np)2 - 1
—(np+1)
IRm J	 RmJ
1 P-R + 1 [1	 t'Rj 12np1	 J.IR - 11 (R ' 2np - (R0 " 2p
.LR	
-	
J	 J.LR	 L	 J	 t.j
cos 8
where R0 = R+g
(6. 14b)
and	 Rm = Rj+g+hm	 (6.14c)
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Therefore at the stator surface, ie. r = R1 the magnetic field produced by the magnets is given
by:
when np=1
(Ro"2	 (Rm' 2
	(Rm' 2 (R0 '\ 2	 (6.15a)
	
2Mi	 11?zJ	 (R1J
Binagnet =
	
tR	 tR+l r 1 (Rm2T	 R1t(Ro2 Rm 2 cosO
.LR L	 j	 LR [J - [;J I
and when (np ^ 1)
B magnet =	 (- 4 M,')	 pip	
snp - 1
.LR
	 (np)2— lJ
I(Rm J	 Rm J	 - (np + 1)	
(6.15b)
R + 1	 -	 2np1	 R - r (R 2np - (Ro 2np
HR [1	 j	 R L1J	 J
6.3.4 Magnet Shifting
When one pair of magnet poles is rotated relative to an adjacent pair, whilst the permeance
will remain unchanged the mmf distribution will be modified since the magnetisation is no
longer a symmetrical pattern (cos np 9 terms only) but a combination of symmetrical
components (cos np 9 terms) and anti-symmetrical components (sin np 9 terms). This can be
seen in Fig 6.4, where the magnetisation pattern after shifting is decomposed into a symmetrical
pattern, which is the same as before, and an anti-symmetrical pattern.
If the distance by which one pole-pair is shifted relative to another pole-pair is dxm the
magnetisation pattern will be as shown in Table 6.1 where it is compared against a normal
symmetrical pattern.
In a rectangular coordinate system the resultant magnetisation is:
00
+1	 IC	 IC
M =	 M,' [[1 + (- 1 )n	 cos ii - dXm] COS fl —x
'tp	 'Cp
n=1,2,3,...
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(6.16)
+ [(- 1 )' sin n	 dXm I Sfl fl -- x}tp
where
• flUpit
sm 2
Mn'BR Up
n U,, it
2
(6.8b)
Table 6.1 Comparison of magnetisation pattern before and after magnet shifting
M	 Normal	 Shifted by dxm
- BR
	
p^X^(tptp)	 –tp^X^–(tp–tp)–dxm
Up	 Up	 Up	 Up0	 (tp.- tp) ^X^tp	 (tptp)dxm ^X^Cp
Up	 Up	 Up	 Up
BR	 tp^X_<tp	 p^X^tp
Up	 Up	 Up	 Up0	 tp^X^tptp	 tp^X^tptpdxm
BR	 tp'tp^X^tp	 tptpdXm^X^tp
Note: Condition: I dxm I ^ (1 - Up ) tp
Hence the magnetic field produced by the magnets is obtained as:
00	 2n--I	 It
Bmagnet =	 M1.'	
1 - e	 g
n=1,3,5,...
It	 1)P1+1	 it	 (6.17)[cosn — x-i- -
	 cosn—(x–dxm)]
'tp	 tp
Similarly for internal and external rotor motors the magnetic field distributions produced by the
magnets when one pole-pair is shifted by dxm with respect to another are:
Internal rotor motor:
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when np=1
+	 mi—I
Mi'	
(R02	 (Rm ' 2 [Rm 2
t 1?i)	 IRii
	
R	 (Rm)
Bmagnet 
= -jj	 + 1 r	 (Rm'I2 T JtR - 1 (R02 (Rm'l2 1
[ LR L 1 -
	
j -	 LR	
- LJ ]
it	 it[cos - x+ cos - (x—dxm)]
tp	 tp
and when (np ^ 1)
'v 2Mg'	 np	 (np+lBmagner =	
LR (np)2
 - 1 RiJ
I (nP_1)+2[P^1 
—(np+1)''"
	
RoJ
	
Ro)
R + 1 r 1	 (Rm 2npT_ R - 1 
1 (R0	
-	
2np
[R [
	 -1J j	 LR L1J	 1R0J
it	 ( 1)fl+1	 it[cosn — x+ -	 coSn(x—dxm)]tp
External rotor motor:
when np=1
R0"2	 ( 2	 2 (R0 2
+	 mi-IM( ____ RiJ	 tRjJ
	
R	 (Rm)
Bmagnet =	
J.IJ + 1	 (Rm')2 T .tR — 1 'R0 ' 2 (Rm"12
1 - L) I -	 J.LR	 - IJ I
it	 it[cos - x+ cos - (x—dxm)]
(6.18a)
(6.18b)
(6. 19a)
and when (np ^ 1)
Bmagnet =	
(-2 Ma')	 np	 (R	 - 1
JJR	 (np)2— 11¼:;•J
I	 - (np + 1)IRpnJ	 RmJ
I RR + 1 [ -	 2np1	 R - [ (Rj 2np - (R0
LR [
	
RmJ j	 .LR LtJ	 iJ
it	 ( 1)fl	 it[cosn—x+ -	 cosn—(x—dxm)]
'Vp	 'Vp
(6. 19b)
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It
where - x = p 0 and X = - Xsr , 0= (Ps - (sr
(Ps is the angular position with respect to the stator reference;
(Psr is the angle between the stator and the rotor reference positions;
X, xsr are similarly defined.
6.3.5 Uneven distribution of slots
The use of unevenly distributed stator slots offers another alternative method for reducing the
cogging torque. Again by utilising the idea of superposition the resultant cogging torque
can be calculated by the technique developed in this chapter. For example, if the slot distribution
is as shown in Fig 6.5 where alternate slots are displaced by dxs from the position which they
could occupy with uniform slotting, then if
2
s = Qs Qs/2
the resultant cogging torque is given simply by
T = Tc'+T2
If all the slot-openings are identical then
Tc(x)Tc 1(x)+Tc' (x+dxs)
(6.20)
(6.21)
(6.22)
6.5 Validations
Validations of the cogging torque waveform and its variation with slot opening have been made
against finite element predictions for two prototype motors whose main parameters are listed
in Table 6.2.
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Table 6.2 Parameters of prototype motors
Parameters	 Motor 1	 Motor 2
__________________________	 (internal rotor)	 (external rotor)
_______________________	 12	 8
BR	 0.56	 0.245
PR	 1.05	 1.05
______________________	 1.0	 0.8
R1
	0.7327x1O1	 0.1325x10'
g	 0.13x102	 0.5x103
hm	 0.91 x 1(12	 0.3 x 102
b0
	 .38 x 10-2	 Variable
Qs	 36	 6
'a	 0.95 x 10_ i	0.8 x 102
6.5.1 Finite Element Calculations
In this section the finite element method is used to calculate the cogging torque by both the
Maxwell stress integration and the energy methods which are described in Appendix 6.7. As
indicated earlier the calculation of the cogging torque by both of these methods necessitates a
very fme spatial discretisation. Therefore in order to establish the reliability of the results from
the finite element calculation five different meshes have been used to model one pole-pitch of
motor 1, as shown on Fig.6.6a. However in order to simplify the study its yoke is removed and
replaced by infinitely permeable iron.
The meshes employed are:
a) Mesh 1:	 Fig 6.6b, three layers in the airgap;
b) Mesh 2: Fig 6.6c, as Mesh 1, with mesh density along the radius doubled near the tooth
tips and in the magnet;
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c) Mesh 3:
	 Fig 6.6d, as Mesh 2, with mesh density around the circumference doubled near
the tooth tips and in the airgap, as well as in the portion of the magnet nearest the
airgap;
d) Mesh 4:
	 Fig 6.6e, as Mesh 3, the only difference being that the discretisation pattern of
the elements in the airgap is different;
e) Mesh 5:	 Fig 6.6f, as Mesh 3, but with the mesh density doubled along the radius through
the airgap.
Fig 6.7 shows the flux distributions for different angular positions of the rotor with respect to
the stator, whilst Tables 6.3 - 6.7 and Fig 6.8 show the calculated cogging torque. Fig 6.9 shows
a comparison of the cogging torque obtained by Maxwell stress integration over a circular path
through the middle layer of airgap elements for the different meshes, whilst Fig 6.10 shows the
cogging torque obtained by the energy method. The variation of total energy against the total
number of nodes and elements is shown in Fig 6.11 and Table 6.6.
With reference to the results from the fmest mesh (Mesh 5), the results obtained by Maxwell
stress integration are not as good as those obtained by the energy method. Nevertheless when
employing Maxwell stress it is always better to integrate through the middle layer of airgap
elements in order to get reasonable results. In addition it remains necessary to have a fine mesh
discretisation.
Fig 6.12 and Table 6.9 show a comparison of the cogging torque calculated by both the Maxwell
stress and energy methods for meshes 3,4, and 5. They show that the results obtained from both
methods converge as the mesh is refined and that the total energy converges to a constant [6.14].
Also given two meshes of the same mesh density but reversed mesh discretisation in the airgap
improved results are obtained if the average of the two Maxwell stress values is used.
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(c) Mesh 2 (d) Mesh 3
(e) Mesh 4 (f) Mesh 5
half periodic boundary
(a) Boundary conditions	 (b) Mesh 1
Fig 6.6 Meshes and boundary conditions of the internal rotor motor
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(a) Angular position =0° (b) Angular position = 10
(c) Angular position 2° (d) Angular position =3°
(e) Angular position =40 (f) Angular position 50
Fig 6.7 Equi-scalar potential distribution for different angular positions
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(a) TOTAL ENERGY - ELEMENT NUMBER	 (b) TOTAL ENERGY - NODE NUMBER
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Fig 6.11 Variation of total energy with the number of elementsand nodes
for different angular positions
2p is the pole number, 'a is the axial length
Fig 6.12 Comparison of predicted cogging torque
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Table 6.3 Comparison of cogging torque from finite element calculation with Mesh 1 (Nm)
Maxwell stress
Angular )OStOfl Through layer of Through layer of Energy method
(degree)	 elements nearest Through middle elements nearest
of airgap
________________	 magnet	 stator
o	 -1.000	 -0.826	 -0.924	 0.00
0.5	 1.01
1	 -0.730	 -0.670	 -0.304
1.5	 1.72
2	 -0.643	 -0.689	 3.177
2.5	 2.87
3	 3.892	 3.34	 8.07
3.5	 5.57
4	 5.836	 5.175	 4.40
4.5	 2.99
5	 0.0032	 0.0035	 -0.0029	 0.00
Table 6.4 Comparison of cogging torque from finite element calculation with Mesh 2 (Nm)
Maxwell stress
Angular position Through layer of Through layer of Energy method
(degree)
	
	 elements nearest Through middle elements nearest
of airgap
_______________	 magnet	 stator
0	 -0.853	 -0.788	 -0.743	 0.00
0.5	 ______________	 0.995
1	 -0.423	 -0.45 1	 0.045
1.5	 1.81
2	 -0.038	 -0.127	 3.34
2.5	 3.03
3	 3.588	 3.38 1	 7.49	 ______________
3.5	 5.27
4	 5.190	 4.71	 4.288
4.5	 2.81
5	 0.0024	 0.0033	 -0.0026	 0.00
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Table 6.5 Comparison of cogging torque from finite element calculation with Mesh 3 (Nm)
Maxwell stress
Angular POSitiOfl Through layer of Through layer of Energy method
(degree)	 elements nearest Through middle elements nearest
of airgap
______________	 magnet	 stator
0	 0.90 1	 0.400	 -0.252	 0.00
0.5	 0.276
1	 1.53	 1.03	 0.357
1.5	 1.035
2	 2.47	 1.96	 1.27
2.5	 2.33
3	 4.38	 3.71	 3.03	 _______________
3.5	 4.17
4	 5.37	 4.76	 3.91
4.5	 2.45
5	 1.02	 0.405	 0.307	 0.00
Table 6.6 Comparison of cogging torque from finite element calculation with Mesh 4 (Nm)
Maxwell stress
Angular position Through layer of Through layer of Energy method
(degree)	 elements nearest Through middle elements nearest
of airgap
________________	 magnet	 stator
0	 -3.74	 -0.966	 -0.502	 0.00
0.5	 0.280
1	 -3.10	 -0.303	 0.104	 _____________
1.5	 1.037
2	 -2.12	 0.714	 1.02
2.5	 2.33
3	 -0.348	 2.57	 2.80
3.5	 4.17
4	 0.421	 3.39	 3.68
4.5	 2.45
5	 -3.90	 -0.93 1	 -0.539	 0.00
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Table 6.7 Comparison of cogging torque from finite element calculation with Mesh 5 (Nm)
Maxwell stress
Angular POSitIOfl Through layer of
	 Through layer of Energy method(degree)	 elements nearest Through middle elements nearest
of airgap
________________	 magnet	 stator
	
o	 0.455	 -0.320	 -0.399	 0.00
	
0.5	 0.272
	
1	 1.08	 0.311	 0.211
	
1.5	 1.023
	
2	 2.03	 1.25	 1.13
	
2.5	 2.307
	
3	 3.90	 3.11	 2.90
	
3.5	 4.15
	4	 4.85	 4.04	 4.93
	
4.5	 ______________	 2.45
	5	 0.522	 -0.294	 -0.429	 0.00
Table 6.8 Energy variation with mesh and angular position
Mesh(node, element) _________ _________ 	 Energy (J)
	 _________ _________
	
Angular position	 0	 1	 2	 3	 4	 5
	Mesh 1(348,618)	 5.21314 5.19770 5.17143 5.12743 5.04222 4.99639
	
Mesh 2 (466,846)	 5.14532 5.13009 5. 10246 5.05603 4.97529 4.93232
	
Mesh3(718,1350)	 5.05830 5.05408 5.03824 5.00263 4.93884 4.90127
	
Mesh 4(718,1350)	 5.04437 5.04009 5.02422 4.98858 4.92476 4.88718
	
Mesh 5 (901,1710)	 5.053 11	 5.04895 5.03329 4.99797 4.93441 4.89690
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Table 6.9 Comparison of cogging torque from finite element calculation (Nm)
Angular __________ Energy method 	 Maxwell stress
OSitiOfl	 (Mesh 3(degree)	 Mesh 5	 Mesh 4	 Mesh 3	 Mesh 5	 +Mesh 4)12
	
o	 0.00	 0.00	 0.00	 -0.320	 -0.283
	
0.5	 0.272	 0.280	 0.276
	
1	 0.311	 0.3635
	1.5	 1.023	 1.037	 1.035
	
2	 1.25	 1.337
	
2.5	 2.307	 2.33	 2.33
	
3	 3.11	 3.14
	
3.5	 4.15	 4.17	 4.17
	
4	 4.04	 4.075
	
4.5	 2.45	 2.45	 2.45
	
5	 0.00	 0.00	 0.00	 -0.294	 -0.263
6.5.2 Comparisons
Figs. 6.13 and 6.14 show the comparison of the predicted magnetic field distribution at the stator
iron bore for both internal rotor ( Motor 1) and external rotor (Motor 2) motors. The predicted
results are obtalned from either analytical or finite element calculations, whilst in the calculation
the stators have been modelled by equivalent slotless topologies as shown in the Figs. 6.13 and
6.14. Furthermore, in the finite element analysis the stator and rotor iron has been modelled by
natural Neuman boundary conditions. Hence the effect of saturation has been neglected. It shows
that there is excellent agreement between the analytical and the finite element predicted magnetic
field distribution produced by the magnets for both motors.
Based on the analytically predicted field distributions, the cogging torque waveform is calculated
and compared with that deduced from the fmite element analysis, as well as measurement.
6.4.2.1 Internal Rotor Motor
A comparison between the analytically predicted cogging torque variation with rotor position
and the results from a finite element calculation for the internal rotor Motor 1 is shown in Fig
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Fig 6.13 Comparison of field distribution at
the stator iron bore for internal rotor motor
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Fig 6.14 Comparison of field distribution at
the stator iron bore for external rotor motor
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6.15. The finite element results are based on Mesh 3 and calculated by the energy method, and
hence axe considered to be of high reliability. However in order to obtain the peak value of the
cogging torque more points on the cogging torque waveform in Fig 6.13 than those in Fig 6.12
have been calculated.
The prediction of cogging torque by the proposed method is considered good enough to allow
the variation of the peak value with the machine design parameters to be established. Also
it is worth restating that traditional analytical models based on the energy method would have
failed since the predicted cogging torque would be zero when the pole-arc to pole-pitch ratio
is unity as was the case in this prototype.
cogging torque
-5.c -4 -3.W -20) -1 00) LW 2
	 3.0) 4.0) 50)
(mechanic degree)
Fig 6.15 Comparison of predicted cogging torque waveforms forinternairotor motor No 1
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6.4.2.2 External Rotor Motor
Comparisons for Motor 2 are shown in Fig 6.16 and Table 6.10 where the measured and finite
element predicted results are taken from [6.1]. As can be seen, the fundamental (ie 24th
harmonic) component of the cogging torque is a minimum for a particular slot-opening, which
by the technique proposed is when a= 0.647, ie b 0 = 4.9mm, which is in excellent agreement
with both the measured and finite element results. However for this condition the 48th
harmonic attains a negative maximum (see Fig 8 in [6.1]), so that the cogging torque is not
actually zero but a small value. For convenience, subsequent results predicted by the technique
are the resultant peak values of cogging torque, ie the resultant of all harmonics, and its first
two harmonic components, as shown in Table 6.10. However in Fig 6.16 the variation of the
peak value of the cogging torque waveforms with the slot openings is plotted only for the
fundamental component (ie 24th harmonic). When cx = 0.568 and cx = 0.647 the resultant
cogging torque is dominated by the 24th and 48th harmonic components respectively, and when
cx = 0.683 it is the resultant of two harmonic components, whilst as far as the 24th harmonic
component is concerned, the waveform for cx = 0.7 12 is in anti-phase to that for cx = 0.524,
which is indicated by their signs.
In Fig 6.16 the predicted peak value of cogging torque deviated more from the measured
results and the finite element predictions as the slot-opening was increased. This may be caused
by the fmite height of the teeth which in the analytical model are assumed to be longer than
half the slot-opening. However as the slot-opening is increased this assumption may no longer
be valid, and modifications may be necessary. For example, the permeance given by equation
(6.7a) could be modified to:
b0	 b0	 (6.23)
___________	 (k-1)tt+-- ^ Xj^ (k-1)tt++hr
for and
?=
J.LR	 4	 2	 2
b00	 for
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where h is the height of a tooth tip. For this prototype motor the height of tooth tips depends
on the slot opening, as shown in Fig 6.17. Table 6.10 also shows the predicted results when the
modifications are made according to equation (6.23) in which htt is determined by equation
(6.24).
Table 6.10 Variation of cogging torque with slot opening predicted for prototype motor 2
before modification	 after modification
slot	 peak	 height of peak
a	 opening value of 24th 	 48th tooth tip value of 24th	 48th
cogging harmonic harmonic	 cogging harmonic harmonic
________ _______ torque ________ ________ _______ torque ________ ________
(1-bo/tt) b0 (mm) (mNm) (mNm) (mNm) htt(mm) (mNm) (mNm) (mNm)
	
0.712	 4.0	 0.71	 0.70	 0.008	 1.53	 0.63	 0.61	 0.054
	
0.697	 4.2	 0.59	 0.57	 -0.05	 1.57	 0.46	 0.45	 -0.006
	
0.683	 4.4	 0.48	 0.42	 -0.11	 1.61	 0.3	 0.27	 -0.041
	
0.668	 4.6	 0.37	 0.26	 -0.16	 1.65	 0.15	 0.08	 -0.08
	
0.654	 4.8	 0.26	 0.09	 -0.19	 1.68	 0.19	 -0.096	 -0.11
	
0.64	 5.0	 0.26	 -0.08	 -0.20	 1.72	 0.36	 -0.3	 -0.12
	
0.625	 5.2	 0.38	 -0.24	 -0.19	 1.75	 0.55	 -0.5	 -0.11
	
0.611	 5.4	 0.48	 -0.39	 -0.16	 1.78	 0.69	 -0.67	 -0.08
0.6	 5.6	 0.58	 -0.53	 -0.12	 1.82	 0.86	 -0.85	 -0.043
	
0.582	 5.8	 0.66	 -0.64	 -0.059	 1.85	 1.02	 -1.01	 -0.004
	
0.568	 6.0	 0.74	 -0.73	 0.004	 1.88	 1.12	 -1.11	 0.006
	
0.553	 6.2	 0.81	 -0.79	 0.062	 1.91	 1.23	 -1.21	 0.101
	
0.539	 6.4	 0.85	 -0.83	 0.11	 1.93	 1.28	 -1.25	 0.141
	
0.524	 6.6	 0.88	 -0.83	 0.14	 1.96	 1.33	 -1.28	 0.15
	
0.51	 6.8	 0.86	 -0.8	 0.15	 1.99	 1.3	 -1.25	 0.15
	0.496	 7.0	 0.79	 -0.74	 0.13	 2.01	 1.24	 -1.21	 0.12
	
0.481	 7.2	 0.67	 -0.65	 0.096	 2.03	 1.13	 -1.11	 0.077
htt = R -	 + ½ (xo - b0 )2
	 (6.24)
where x0= 11mm.
Clearly when the slot openings are large such effect is very significant and the finer modification
is necessary in order to achieve more accurate peak values.
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Fig 6.17 Tooth geometry of external rotor motor
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Based on the developed analytical model, the effects of the leading design parameters on the
cogging torque can be investigated to establish the general rules for minimising the cogging
torque to aid the optimum multi-dimensional selection of an appropriate combination of slot
number and pole number, auxiliary slots and teeth, slot openings, magnet pole-arc to pole pitch
ratio, angle of skew of magnet and/or slots, magnet shift, distribution of slots etc., and hence
enable low cogging torque motors to be designed.
Using the basic parameters of the external rotor motor ( Motor 2), typical results are shown in
Figs 6.18 and 6.19. Fig 6.18 shows the variation of the peak value of the cogging torque with
pole-arc to pole-pitch ratio for different combinations of stator slot number and magnet pole
number, viz Qs /2p = 9/8, 6/8, 12/8, and 12/4, whilst Fig 6.19 shows the variation of the peak
value of the cogging torque with the slot opening for different pole-arc to pole-pitch ratios, viz
ctp = 1.0,0.8, and 0.7925 when the slot number/pole number is Qs /2p = 9/8.
6.5 Conclusions
An analytical method for predicting the cogging torque based on the calculation of the field
distribution and the lateral forces which act on the stator teeth has been developed and partially
validated.
The technique offers acceptable accuracy when predicting the peak value of the cogging
torque and its variation with design parameters. It remains valid even when the pole-arc to
pole-pitch ratio is unity, which was not the case for existing analytical methods based on the
calculation of energy. The technique can cater for both internal and external rotor motors,
modelled in either rectangular or cylindrical coordinate systems, and with motor topologies
in which the magnets are shifted or the stator have unevenly distributed slots etc.
Qs/2p=12/4
Qs/2p=6/8
_1_.n--fl--Q—ø--6 ....
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6.6 Appendix -Torque Calculation by the Energy Method
Electromagnetic force or torque can be calculated in a variety ways, such as the Maxwell stress
method [6.10], the energy method [6.11], and the virtual work method [6.12][6.13][6.15].
However, they require accurate field solutions, and thus a high level of mesh discretisation, since
force or torque is dependent upon local field quantities. In this appendix, however, only the
energy method is described since its application to permanent magnet machines is somewhat
different from that for wound field machines.
In order to calculate the torque at a particular rotor position the method requires that accurate
field solutions be calculated for two different rotor positions, displaced by an incremental angle.
Therefore the technique is demanding on computing time, and may also suffer from cancellation
problems since it relies on the difference between quantities of nearly equal magnitude. However
this disadvantage can be overcome by employing the virtual work method [6.13][6.14] [6.15] in
which the spatial derivative of energy is pre-deduced in formulating the finite element equations
and therefore only a single field calculation is required for each force (torque) calculation.
6.6.1 Torque Produced in an Electromagnetic device
By conservation of energy the total system energy change due to an angular displacement can
be expressed as:
A Eelec = A Estored + A Ech
	 (6.25)
viz, a variation of the electrical input energy will cause a variation of the stored magnetic energy,
and at the same time result in mechanical work given by the product of torque and angular
displacement.
In a permanent magnet device, such as a brushless DC motor, the input energy is the electrical
energy supplied to the windings from the power supply, whilst the magnetic energy is stored in
(i) Non-magnetic regions, such as air and copper;
(6.26)
(6.27)
(6.29)
(6.30)
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(ii)Soft-magnetic regions, viz iron;
(iii)Permanent magnet regions.
Therefore
A Estored = A (Eajr + Ejron + Emagnet)
A	 = TA e
Hence the torque produced is given by
T =	 ( A Estored - A Eeiec)
6.6.2 Energy Stored in a Magnetic Field
In general the energy stored in a magnetic field can be calculated by:
E= Jwdv
w = energy /unit volume = f H dB
(6.28)
which is calculated according to the material properties, viz:
(i) Non-magnetic region
As shown in Fig.6.20a, since B= H, equation (6.30) becomes
B2
Wwr = 2p
(6.31)
(ii) Soft magnetic region
By modelling the magnetisation characteristic by the function
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B=H+s1arctan(a1H)+s2ascta11(a2H) 	 (6.32)
where sl,s2,al, and a2 are constants for a specific material.
the energy can be calculated according to Fig.6.20b:
Energy stored = BH - Coenergy stored
and
H	 2
Coenergy=JBdH=.to—+Hsiarctan(aiH) Si
-	 in [1 + (ai H )L]2ai0
+ H s2arctan(a2H)--
— ln[ 1 +(a2H)2]2 a2
Therefore Wjron = BH - fB dH
(6.33)
(6.34)
(6.35)
(iii) Permanent magnet region
Assuming a linear demagnetisation characteristic as shown in Fig.6.20c, then
BR	 2
fHB=H= (BR—B)
B	
2	 2JJ14tR
(6.36)
In the finite element calculation the stored energy produced can be considered to be associated
with the components of B which are parallel and perpendicular to the magnetisation direction,
Bpar and Bper separately, ie. the energy associated with Bpar is calculated by the above equation,
whilst the energy associated with Bper by treating the magnet as equivalent to the air. Therefore
the total stored energy is given by:
Wmagnet 
= 2p tpar (BR -	
)2 
+ 2 t0 Lper Bper2
	 (6.37)
B0	 H
Magnetic field
strength
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B
Magnetic field
strength
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Fig.6.20 Energy calculation
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where p and Jtr are the relative permeabilities parallel and perpendicular to the magnetisation
direction and can be approximated by
Jtpar.tR,
	 perIi	 (6.38)
6.6.3 Input Electrical Energy
The unit volume input electrical energy corresponding to any rotor position is given by
Eelec = .1 . A dv
	 (6.39)
where J is the specified current density, and A is the vector magnetic potential. However in the
calculation of the cogging torque the current density is set as zero.
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CHAPTER 7
ANALYTICAL SIMULATION OF DYNAMIC PERFORMANCE
OF BRUSHLESS DC DRIVES
7.1. Introduction
The increasing prominance of permanent magnet excited machine drive systems for motion
control applications in all market sectors reflects not only the significant improvement in material
properties which has occured in recent years, with the tantalising design possibilities which this
offers, but also a developing capability in both power and integrated electronics, which is being
utilised to control drives for equipment varying in sophistication from machine tools to domestic
fans and the like. Of the various permanent magnet machine formats which have evolved it is
the brushless dc motor which is the most important emerging category since it offers good
reliability and controllability as well as a choice of topologies to suit the size and shape of product
for which it provides the drive, such as disc drives and spindle drives for computers and VCR's
etc. Many of its applications are extremely sensitive in respect of the permitted levels of speed
pulsation and acoustic noise.
However, although the elimination of the commutator has reduced the mechanical noise, the
non-sinusoidal phase current waveforms have tended to increase the electromagnetic noise.
Furthermore significant torque ripples may result from commutation events as well as cogging
etc, which in turn will induce tangential vibrations. Therefore, it is often important to
predetermine the dynamic characteristics of the drive system, embracing not only the motor and
its load but also the electronic converter and control system, to ensure that a given design can
produce the required performance over a wide range of operating conditions. In this respect the
effects of winding inductances, as well as other parasitic influences, which may cause the
torque-speed characteristic of a drive to deviate substantially from the idealised linear form, as
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well as giving rise to unacceptable torque ripple and affecting performance factors such as
dynamic response and speed range, may be significant.
Several methods for predicting the dynamic steady-state performance of permanent magnet
brushless DC drives have been developed. However, truly numerical methods, despite allowing
a high degree of refinement in the system model [7.1], tend to be rather time-consuming and
hence unsuitable for routine use as part of an iterative design procedure. In this respect the
approaches that have been most successful exploit the symmetry of the machine and its drive
inverter, and hence the symmetric waveforms that describe the electrical variables. Such a
technique was used initially for analysing the steady-state performance of a triac-controlled
single-phase induction motor [7.2]. Subsequently the technique was extended to the analysis of
the steady-state performance of three-phase induction motors with voltage control by
symmetrically triggered thyristors [7.3], and more recently the technique has been applied to the
analysis of permanent magnet brushless DC motors [7.4J[7.5]. However previous analyses
assumed either sinusoidal [7.4] or trapezoidal [7.5] back-emf waveforms in the stator windings.
In practice the actual induced emf will depart more or less from these idealised waveforms, which
may, as a consequence, introduce errors - especially in the prediction of torque ripple or when
the merits of advanced or retarded commutation are being considered.
In this chapter the technique is also applied to the analysis of permanent magnet brushless DC
drives, but it is developed further so that it can account for any induced back-emf waveform.
Therefore because it remains based on an analytical model, for which the initial conditions which
yield the steady-state solution are generated directly by exploiting the periodicity in the stator
winding current waveforms, it provides a rapid means of assessing the important features of
motor and drive performance during the early stages of design.
The model includes the following features:
(i) It can account for any induced back-emf waveform.
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(ii) The switching devices and freewheel diodes in the inverter drive circuit are represented as
an appropriate constant voltage drop behind a series resistance.
(iii) It can cater for normal, advanced, or retarded commutation.
(iv) It can impose a pre-specified current limit.
In addition, the analytical electromagnetic circuit equations can be combined with the motion
equation of the rotor. Consequently, a numerical model, i.e., a state-variable model, for predicting
the transient and steady-state dynamic performance of 3-phase star-connected brushless DC
drives is developed. The converter drive circuit is idealised into two states, according to whether
the freewheel diode is conducting or not. These are ALWAYS described by two FIXED groups
of state equations for both transient and steady-state dynamic operation. Then the dynamic
performance is obtained by introducing the relationship between the state variables and the stator
winding currents.
The analysis is validated against measurements on an axial-field, three-phase, 12-pole permanent
magnet brushless DC motor, and two prototype radial-field, internal rotor, three-phase, four-pole
permanent magnet brushless DC motors. One of the stators has an overlapping stator winding
whilst the other has a non-overlapping stator winding. Comparisons are made with predictions
from the different models which are developed. The effects of commutation and winding
temperature (resistance) on the dynamic performance are investigated, and the integration of the
developed model into a more sophisticated system simulation package is then indicated.
7.2. System Model and its Symmetry
Fig 7.1 shows a 3-phase star-connected brushless DC motor together with its bipolar drive, which
consists of a transistor bridge inverter with freewheel diodes. Commutation logic ensures that
the phase currents are switched in synchronism with the rotor position so as to maintain an
average load angle of 90°elec. under normal commutation.
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In the ensuing analysis it is assumed that:
(i) The system is operating under a steady-state condition, and moreover that the rotor speed
is constant, ie. the motor plus its load present a sufficiently high mechanical time constant
such that any torque ripple produces negligible speed fluctuation.
(ii) The six transistors Ti - T6 have identical idealised characteristics, and are switched
symmetrically. In the non-conducting state they are modelled as an infmite impedance
whilst in the conducting state they are represented by a fixed voltage drop behind a series
resistance. Similar assumptions have been made for the freewheel diodes Dl - D6.
(iii) The 3-phase permanent magnet excited motor is entirely symmetric and produces periodic
induced back-emf waveforms.
(iv) The parameters of the motor are assumed to be constant, ie. saturation and thermal effects
are neglected.
A typical stator phase winding current waveform is illustrated in Fig 7.2.
If the commutation timing is assumed to be spaced correctly by 60°elec, then the current
waveform has a symmetrical pattern consisting of three intervals per half-cycle, each interval
being sub-divided into two periods whose relative length is determined by the conduction time
for a given freewheel diode, as summarised in Table 7.1 and Fig 7.3.
Period la (- ^ 0 ^ Oi), when the freewheel diode is conducting. Oi is the instant when the
freewheel diode switches from a conducting to a blocking state, whilst (- + 0i) is the conducting
time of the diode. During this period all three phase windings of the stator carry current since
there are two distinct paths for current to circulate, as shown in Fig 7.3. The main path is from
the power supply and through two phase windings via two transistors, whilst the other is through
one of the two windings and the third phase winding, via a transistor and diode.
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Period lb (ei ^ 0 ^	 when the freewheel diode is blocking. At the instant Oi the circulating
current through the diode becomes zero. During this period the only current path is through the
two phase windings which are connected to the power supply via two transistors.
Because of symmetry in the waveform only one interval - ^ 0 ^ - (and hence two periods
Ai and i2) needs to be analysed, the waveform for each phase then being constructed by a
suitable time displacement.
For example, with reference to Fig 7.2:
a) The current of phase A in intervals 4, 5 and 6 is in antiphase to that in intervals 1,2 and 3.
b) .	 .	 .	 itThe time penods for intervals la, 2a and 3a are the same, viz 	 = + Oi, and similarly
for intervals lb, 2b and 3b, viz it2 = -- - Oi.
c) The value of the current in period lb is the same as that in period 2b.
d) The value of the current in period 2a is the sum of the currents in periods la and 3a.
In summary, in order to obtain the entire current waveform only one sixth of a full cycle, ie.,
- ^ 0 ^ - , needs to be analysed, for which the most important parameters to determine are:
a) the initial value of the current in a phase which is being commutated off at the instant that
another phase is being commutated on, eg. with respect to Fig 7.3, the value of ic at
0=—,ie. ico wheniao=0andi=-ico.
b) the conducting time ( Bi + -) of the freewheel diodes during the commutation process.
With respect to Fig 7.3, eg. the conducting time of D6 as current is commutated from phase
C to phase A.
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Fig 7.1 Basic elements of brushless DC drive system
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Clearly, Fig 7.2 is only a representative current waveform, and the actual waveform will depend
on the motor and drive parameters as well as the load condition, as will be demonstrated later.
7.3. Mathematical Models
7.3.1 Back-emf and Commutation
If the maximum value of the normalised back-emf per phase is lit can be expressed as a function
of the angular position and the commutation angle in the form:
ea = emf ( 9— cx + 9)
eb=emf(0—a-I-00-2m/3)
ec=emf(0—ct+90-4ic/3)	 (7.1)
where a is the commutation angle, being
<0 for retarded commutation
=0 for normal commutation
>0 for advanced commutation
Under normal commutation the commutation of the current in a particular phase is time delayed
by an angle = m/6 from the zero crossing of its induced emf wavefonn, as shown in Fig 7.4.
Since, in Fig 7.2, the current starts to flow in phase a at 9 = - ic/6, then, for this case, the angle
Oo is defined as:
90 = f3 + =
	 (7.2)
Hence, for sinusoidal induced back-emf waveforms,
ea = sin (0— cx +
ej, = sin ( 9 - a -
e=sin(9—a—it)	 (7.3)
) +ir/3
+11/3
+11/3
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11	 271	 O+1r/3
Fig 7.4 Idealised back-emf and current waveforms
Any other back-emf waveform can be discretised numerically in the form:
emf(1) and 8(1) 1=1,2....... ,N
	(7.4)
where N is the total number of data points over a complete cycle. Thus the back-emf at any
instant is determined by linear interpolation. For example, the idealised trapezoidal back-emf
waveform shown in Fig 7.5 would be discretised as in Table 7.2.
Table 7.2 Idealised trapezoidal back-emf waveform
emf(I)	 0	 E0	 0
0 (I)	 0	 Oo	 it - 8	 ir+00	 2ic-8o	 2ic
0AV1	 Vt
(a)
It
0
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Of course, the more complex the waveform the more data points are required to represent it.
Fig 7.5 Trapezoidal back-emf waveform
7.3.2 Drive Circuit
The drive circuit for a brushless DC motor contains a complex arrangement of transistors, diodes,
resistors, and capacitors. However, as regards the main current path from the power supply to
the motor the most important are the transistors and freewheel diodes. A typical idealised
current/voltage characteristic for a transistor in its conducting state is shown in Fig 7.6a. This
can be modelled as a fixed voltage drop behind a series resistance as shown in Fig 7.6b, where
AVi and AR are the voltage drop and resistance of one transistor. Hence the total voltage drop
Vt is given by:
V1 = AVi+AR t	 (7.5)
It
VtJAR
(b)
Fig 7.6 Characteristic and equivalent circuit of transistor and diode
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The relationship between the power supply voltage Vps and the terminal voltage Vwt at the
windings, Fig 7.1, is
VweVps-2Vt=V—AVti—AR1i	 (7.6)
where
t Vti = 2AVi
	
LRt=2AR
	 (7.7)
For simplicity, when the diode is conducting its resistance is assumed to be the same as that of
the transistor, but its fixed voltage drop AV2 is different, ie.
Vd = AV2+AR it	 (7.8)
7.3.3 Voltage Equations
In the model, voltage equations for a star-connected three-phase brushless DC motor in the
interval - ic/6 ^ 0 ^ it/6 are expressed for the two periods : - it/6 ^ 0 ^ Oi when the freewheel
is conducting; and 0i ^ 0 ^ ic/6 when the diode is blocking.
Hence,for—jt/6^8^Oi
R(iaib)+L(	 +M(	 djadt dt	 dt	 +KemO)m(eaeb)VpsEVt1
di dib 
M 
dib di
R(icjb)+L(")+ ()+KemOm(eceb)itVt2
La + lb +
where E,Va=iV1+AV2
and for Qi ^0^ir/6
	
diadib	 dia
	
R(laib)+L(---- dt
	 dt	 +KemO)m(eaeb)_VpsAV:1
ic =0
la+ib+ic—O (lbla)
where R=r+ER
(7.9)
(7.10)
(7.11)
209
r,L,M	 are the phase resistance and self-inductance, and the mutual inductance
parameters of the motor.
ea,eb,ec	 are the normalised back-emf waveforms, with unit magnitude corresponding to
their peak value.
Ken	 is the normalised back-emf constant, which is related to the normalised back-emfs
ea,eb,ec. Since the value of Kern is determined by the peak value of the back-emf
waveform it is larger than or equal to the back-emf constant, Ke determined by
the average value of the back-emf waveform during the conducting period.
0m	 is the mechanical angular velocity of the rotor.
e = P (0m t
d
dt	 P0m
where p is the pole-pair number.
The governing equations can be rearranged into the following forms:
for—ic/6^O^Oi
pO)m(LM) dia
	 .	 KemO)m	 2(VpsL\Vti) + AV12
R	 + l.j + 3R (2ea—eb—ec) =	 3R
PWm(LM) di	 Kem(Om
	
- 2LVr2 - (VpVti)
R	 + Z + 3R (2ec—ea—eb) -
	 3R
lb = - La - Ic	 (7.12a)
andforOi ^O^ic/6
PO)m(LM)dia .
	 KemWm	 2(VpsAVtl)+L\Vt2
R	 + ia + 3R (2ea—eb—ec) =	 3R
jc 0
lb = -	 (7.1 3a)
and then simplified into
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for—ic/6^O^O
dia	
= Qa'(8)
+C1ic = Qc'(0)
lb = - La -	 (7. 12b)
andfor8i ^e^rv6
dia +Clja = Qa"(9)
lb = -	 (7. 13b)
R
where	 Ci =
p(i)rn(LM)
2 V —2 A Vti + A Vt2
C21=
3 P O)m(LM)
C —V+AVi-2AV
22— 3p0)rn(LM)
C - V—AVi
23 - 
2pWm(LM)
KernC3 
= p(L—M)
Qa' (0) = C21—(2ea—eb—ec)
Qc' (0) = C22—(2ec—ea—eb)
C3Qa" (0) = C23(ea—eb) (7.14)
1) iaI9_O
6
2) ic'I0_!ia"Iø!t.
6	 6
(7.1 8a)
(7.17a)
3) ic'1 0=01 =0
4) la'I 1
	 a 'O=Oi
(7.19a)
(7.20a)
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7.3.4 Calculation of Phase Currents
As can be seen from the above equations, the variables of one phase have been decoupled from
those of another. Therefore, the explicit solutions are:
for—ic/6^O^8i
0
la' = e_C19 [ $ Qa(0)eC1OdO+Ca]
6
0
= e_C10 [ I Qc' (8) eC1Od8+Cc]
It
-.
andfor8i ^8^V6
0
- —do [ $ Qa(8)eC1Od8+Ca]La —e
Oi
• ,,
ic -
(7.15)
(7.16)
where the superscripts 'and refer to periods 1 a and lb respectively, and the constants 01, Ca',
Cc', Ca are determined from the continuity conditions:
which yield:
cc' = 
—JQc'0)e"d8
	 (7.17b)
Ca' = 0	 (7.18b)
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ei	 Oi	 (7.19b)
Ca" = Ca +f Qa (8)e C1O dO 5Qa(9)eC10dO
(7.20b)
	
ei	 Oi	 6
eC1 $ Qc(0)eC1OdO ^5 Qa(0)eC1OdO + S Qa (0)e C1O dO =0
	
_!E	 --	 01
	
6	 6
The above equations can now be used to determine the conducting time of the diode as described
in section (7.3.5).
Ateachinstantduringtheperiod— ^ 0 ^ ,startingfrom0 = —whenia'=O,thephase
currents are calculated from the value at the preceeding instant according to:
itfor - < Oj+LO ^ Oi
Oj + i 0
'I	 = e_C1(OiO) [ S Qa(0)eC1Od0]ia	 e--o
6
ei	 9i+L0
=	 e_C1 81 [ $ Qa(0)CC1Od0+ S Qa(0)eC1Od0]
01
6
= e'	 [	 + e' o
	
$ Qa' (0)edlOdO]
	 (7.21a)
la' I ,_!	 0
	 (7.21b)
and for Oi < Oj + A 0 <
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0 i +Lo	 (7.22a)
"I	 [	 + —Ci 0	 j ,.	 (0)e C1 O dO]La io+oe	 e
ia"1e1=o 1 = ia'Io1O1
	 (7.22b)
and similarly for phase c
Itfor - < e 1 +Ae ^ ei
0i+L\O	 (7.23a)
' I 	 = —CL0 [ icIei + e_ C 0	 f Qc(o)eC1Ode]'C IOj+O	 C
0
C	 - ! Cc' eC1 
It	 (7.23b)
and for Oi < 0+8
ic"Iei +o = 0
	 (7.24)
where
0
Cc' =_JQc(0)eC10d8
- -	 (eC 0i - _C1	 + .c	
' 
(2 Cc - ea— eb) eC 0 d	
(7.25)
- Ci
6
and
- c. 
0itAo
f Qa' (0) C1 0 d 0 -	 (eC1 (O + i 0) - eC1 01)	 J (2e - ei,— ec) eC1 0 d 0
- Ci
(7.26)
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e+Ao	 Oj AO
I Qa (0)e C1O d0 =	 ( eC1O) _eC'lOi	 C3Cl	 ) - -i:-	 (ea - Cb) eC1 d 0
ei	 ei
(7.27)
9 + A 0 A 0
I Qc ' (0) e C1 d 0 = c (eC1 (0 + A 0) - eC1 ) -	 f (2ev - ea— b) eC1 d 0Cl
ej	 Oi
(7.28)
O + A 0
The integration	 f ... d 0 can be evalulated by any numerical method, such as the Gauss
oi
integration method, as described in section (7.3.7).
Hence the initial value of the phase current ic at 0 = -
	
ie. ico' is determined from:
ico ' = ic' I e== Cc
	 (7.29)
The current waveforms then repeat cyclically.
If, however, during the calculation procedure the value of a phase current exceeds a pre-set
current limit it assumes this to be a default value for that instant, before continuing with the
calculation.
7.3.5 Conducting Time of Freewheeling Diodes
The conducting time of the diodes is obtained by rewriting equation (7.20b) as:
F(Oi) = 0	 (7.30)
where
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it
F(Oi)= ?[e C1 Qc 0^ Qa(0)]eC10dO ^1 Qa(0)eC1OdO
nt	 C23
	
Cit
= 
-i-- (Ci +C22e'' ) (eC	_e_C1 )+	 (e '- eC1O1)Ci
C36
--i-- f (ea_eb)eC1OdO
6
-	 (2eC1_1) fl (2ec_ea_eb)eC1OdO	 (731)
6
Since the diode blocks at instant 0 = Oi , the conducting time I 8i +	 I can be determined
by iteration of Oi until equation (7.30) is satisfied.
7.3.6 Torque, Terminal Current, and Efficiency
During the different periods of a cycle the terminal current corresponds to the current in phase
A, B or C respectively according to Fig 7.3, ie.
(7.32)
-
lb
i.e.	 it =
-
IC
- lb
for —^0^
for
for
for
for
for
However, because of symmetry, the average value of the terminal current need to be calculated
only over the period [-ic/6, ic/6], during which the circulating current through the freewheel diode
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is restricted to phases B and C and makes no contribution to the terminal current. Therefore the
average terminal current is given by:
N	 (7.33)
'tave =
	 :: 1a3
j=1
where N is the number of discretising points over the period (- m/6, ir/6). The average torque
can also be calculated over the same period, but now the contributions of all three phases must
be considered. Therefore the instantaneous value of the torque is given by:
Tt = Kern (La ea + lb b + c Cc)
	 (7.34)
whilst the average value is:
(7.35)
Ttave =
The efficiencies of the total system and of the motor alone are given by:
Ttave J)rn
is = T)
Vps 1(
Ttave 0)m
Tlm = i,V ( 1tave
(7.36)
(7.37)
7.3.7 Numerical Integration
In the previous sections there are a number of integrations of the from:
eLi
	 (7.38)
f = 5 eC e(0)dO
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for which five point Gauss numerical integration is adopted. The Gauss integration points and
the related weighting factors are:
GK(1) = 0.2369269
GK(2) = 0.4786287
GK(3) = 0.56888 89
GK(4) = 0.47 86287
GK(5) = 0.2369269
GX(1)=-0.9061798
GX(2) = - 0.5384693
GX(3) = 0.0
GX(4) = 0.53 84693
GX(5) = 0.906 1798 (7.39)
Letting	 CAi (8—Oi)
CA2 
= ( 8+Oi)	 (7.40)
and
	
0 = CAi Ox+CA2	 (7.41)
1
then	 f= J e - C 1 0 e (0 ) CAi I = CA 1 0 + CA2 d O
-1
5
=	 GK(I) e_C18 e(0)CA1 O=CA 1 0+CA2
1=1
(7.42)
In general the integration interval can be divided into several sub-intervals and then the Gauss
integration is performed over each sub-interval.
7.4 Validation of Mathematical Models
7.4.1 Radial- Field Brushless DC Motors
Fig 7.7 shows two prototype radial-field, internal rotor, three-phase four-pole permanent magnet
brushless DC motors on which the analytical model has been validated.
One of the stators has an overlapping stator winding whilst the other has a non-overlapping
winding.
i,.
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(a) stator with overlapping 3- (b)stator with non-overlapping (c) rotor with surface mounted
phase winding	 3-phase winding	 ferrite magnets
Fig 7.7 Radial-field brushless DC motors
Both motors use the same rotor, and are supplied from the same drive circuit. Fig 7.8 shows the
stator laminations together with their associated normalised back-emf waveforms. The
parameters of the motors are given in Table 7.3.
Table 7.3 Parameters of the prototype radial-field motors
overlapping Lonoverlapping
unitparameter	 symbol
________________ ________ winding	 winding
	
pole-pair number	 2p	 4	 4
slot number	 Qs	 12	 6
	
winding resistance	 r	 2.7	 1.095	 a/phase
	
self-inductance	 L	 5.63	 7.72	 mB/phase
	
mutual-inductance	 M	 -2.15	 -3.25	 mH
back-emf constant per phase	 Kern	 0.0987	 0.089786	 V/rad1
The motors were supplied from the "Motorola" MC 33034 drive IC which was supplied at
V=45V. The voltage drop and equivalent resistance for the devices which are used in the drive
model are:
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i\Vi=0.163V, V2=0.7V, and E R = 0.65
Fig 7.9 shows the excellent agrement between the predicted and measured phase current
waveforms, whilst the predicted torque waveforms are shown in Fig 7.10. Fig 7.11 compares
predicted and measured dynamic torque/speed characteristics, which are not linear as would be
the case under idealised commutation conditions (ie L = M = 0), the difference in their slopes
being mainly due to the neglect of the variation in winding resistance with load, and hence
temperature, in the simulation, which will be discussed further in section 7.6.
Fig 7.12 shows the predicted and measured conducting time of the freewheel diode, whilst Fig
7.13 compares predicted and measured phase current waveforms for the non-overlapping
winding motor when the instant of commutation is varied from normal, to 14°elec. advanced,
and 14°elec. retarded. The effect of commutation on the dynamic performance will be discussed
in section 7.6.
?.IflPMAI TFfl RArw.-Fu
0 (Rad.elec.)
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E
0 (Rad.elec.)
(a) Overlapping winding
(b) Non-overlapping winding
Fig 7.8 Stator laminations and back-emf waveforms
(a) Overlapping winding
predicted
:1	
Ia (predicted.45V.0.1208Nm.2035rpm)
tD
(b) Non-overlapping winding
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Fig 7.9 Masured and predicted phase current waveforms
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(a) Overlapping winding
T0QUE (predicted. 45V. 0. 197Nm. 2012rpm.).
g
.3	 0.0
0 (Rad.elec.)
(b) Non-overlapping winding
Fig 7.10 Predicted torque waveforms
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Fig 7.11 Predicted and measured torque-speed curves
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Fig 7.12 Predicted and measured conducting time of the diode
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Fig 7.13 Measured and predicted phase current waveforms of non-overlapping winding motor
for normal, advanced, and retarded commutation
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7.4.2 Axial-field Brushless DC Motor
The simulation models which have been developed are suitable for both radial-field and
axial-field topologies of brushless DC motors. In this section validations are made on the
12-pole, axial-field, brushless permanent magnet DC motor, shown in Fig 7.14, which has a
single airgap, three-phase overlapping airgap winding, and sintered NdFeB magnets [7.6]. The
parameters of the motor are shown in Table 7.4. The motor is driven by the "Unitrode" UC 3620
integrated circuit, for which the constant voltage drop and series resistance are modelled as:
A Vi = 0.8925 V and AR = 0.825
for both the transistor and freewheel diodes.
Table 7.4 Parameters of an axial field motor.
Pole-pair number
Pole-arc/pole-pitch ratio
Supply voltage
Speed
Magnet thickness
Airgap length (effective)
External diameter
Internal diameter
Magnet remanence
Relative recoil permeability
Total conductors per phase
End winding overhang (average)
Measured Parameters:
Phase resistance (at normal running
condition)
Self-inductance
Mutual inductance
Equivalent resistance from supply
voltage to the terminals of windings
= 12
ap=1.0
Vps = 12-15V
n=800 rpm, w = 83.8 rads/s
lm = 3 mm
lg' = 2.77 mm
D0
 = 88.4 mm
71.6 mm
BR = 1.15T
1.02
N = 528
lee = 1.5 mm
Rph = 0.93
L=0.l6mH
M = -0.099 mH
1.65
Fig 7.15 shows the predicted and measured line and phase back-emf waveforms [7.6]. Figs 7.16
and 7.17 show typical comparisons of the predicted and measured phase currents and
torque-speed curves when the motor is operated at different supply voltages, whilst Fig 7.18
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shows a calculated torque waveform. However, despite inductance having a significant effect
on the current waveform, the torque-speed curves are not affected greatly, ie. they are almost
linear since the winding inductance of the prototype slotless motor is comparatively small.
Fig. 7.14 Prototype axial-field brushless DC motor
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Fig. 7.15 Comparison of predicted and measured line and phase back-emf waveforms
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7.5 Coupling the Rotor Motion Equation into Steady-State Models
In the preceeding sections an analytical method for simulating the steady-state dynamic
performance of brushless DC drives was described. However, the transient dynamic
performance may also be of major importance. It is then necessary to abandon the assumption
of constant speed. However, in this case it becomes unrealistic to use an analytical model.
Hence in this section, a numerical model, ie. a state-variable model is developed by extending
the models developed in section 7.3 to include the motion equation of the rotor.
The drive is first idealised into two states, which depend on whether the flywheel diode is
conducting or not, which are ALWAYS described by two FIXED groups of state equations in
an idealised state-variable model and solved by the Runge-Kutta integration method. The
dynamic performance is obtained by introducing the relationship between the idealised state
variables and the stator winding currents.
The developed state-variable model includes similar features to those cited for the analytical
model, such as the ability to cater for any back-emf waveform, and normal, advanced, or retarded
commutation, as well as to impose current limiting. Also it is very easy to integrate the model
into a complete system simulation package, as will be shown later.
7.5.1 Idealised State-variables
Although under transient dynamic conditions the speed cannot be assumed to be constant as in
the steady-state models described in section 7.3, the relationship between the rotor angular
position and the stator commutation periods is still valid. The states of the drive system consist
of six uniform intervals of 60°elec per full cycle, each interval being sub-divided into two periods
as mentioned in 7.2. Of course, in general the current waveforms of the three phases will no
longer be the same in each cycle and have no periodicity. However, it is possible to describe the
system if two idealised state current variables are introduced, one being the line current ii from
the dc power supply to the transistors and windings of two excited phases, the other being a
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circulating current iii through the diode, transistor and windings of two phases, Fig 7.19. The
relationship between the two idealised state variables ij, in and the phase currents 1a, ib, ic in each
interval 1- 6 is shown in Table 7.5. In two periods of every interval (periods (a) and (b)), these
relationships are the same. However, because the diode is blocked in period (b), the circulating
current through the diode i is always zero. The start point of period (b) is determined by
examining when the current in becomes zero in period (a), at which time the diode is switched
from conducting to being blocked. Hence the system model can be implemented by two
idealised states depending on whether the diode is conducting or not, as shown in Fig 7.20.
The equations developed for the steady-state model in section 7.3 are still applicable to the
dynamic state as far as the electrical aspects are concerned and can be incorporated with the
equation of motion for the rotor. Due to the inductance, the currents cannot change
instantaneously, and continuity conditions must be applied when the drive system switches from
one interval to another. These conditions are:
La (or Ib, Ic) I e = interval boundar/ = Ia (or ILi, Ic) I 0= interval boundarj	 (7.43 a)
Here "-" means in the previous interval, whilst "+" means in the following interval. Interval
boundaries for angular position are 0 =0, n/3, it , it /3, 5ic /3, 2it etc.
When these boundaries are applied to the two state current variables, they become
I = interval boundary = ii! I = interval boundary	 (7.43b)
ill I 0= interval boundary = LI I 0= interval boundarf
	 (7.43c)
which are shown on Fig 7.20. Whilst the initial values for ii and in at time =0 are zero.
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Here it is worth mentioning two important aspects:
i) In the analytical approach the angular position is with reference to 0 = - it/6 in order to
simplify the subsequent expressions in the formulae, in which the integration is from
o = - it/6 to it /6. In the transient state it is usual to defme the angular position with
reference to 0= 0. Therefore there is an angular difference of it /6, between the analytical
and the numerical models. Hence equation (7.2), ie, 00, in the expression for the back-emf
waveform now becomes:
= J3 + 0 =
ii) The variables in the state-equations of electrical machines are usually assumed to be the
phase winding currents, ia, ib, and ic, [7. 1][7.7][7.8][7.9] [7.10]. As a consequence the state
equations depend on the commutation logic, which change according to the switching
sequence of the drive. Due to the cyclic nature of the commutation events the state equations
also vary cyclically. In contrast, in this thesis an idealised model of the state variables is
introduced in which two FIXED groups of state equations, in terms of two idealised
state-variables ij and in, are ALWAYS used to describe the states of a brushless DC drive
throughout the transient and steady-state dynamic conditions, irrespective of the
commutation events or switching sequences.
Fig. 7.19 Idealised state-variable model
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7.5.2 State-variable Equations
In the same way as for the analytical models described in section 7.3, the switching devices and
freewheel diodes in the inverter drive circuit are modelled as a fixed voltage drop and series
resistance, as shown in Fig 7.5. According to the idealised state-variable model described in the
previous section, the voltage equations for star-connected three-phase brushless DC motors in
an interval of ic/3 can be expressed in two periods : period 1 when the diode is conducting, and
period 2 when the diode is blocking.
Hence for period 1:
(dii diJJJ'\M(diffldii'\R(ij—ijjj)+LI -- ____	 ____ I+KemO)m(eJejiJ) = V—AVidt	 dtJ	 dt	 dt)
R (iii - ijjj) + L (diii - d 111 '\	(d ijjj d iii	 ) = VI^Midt	 dr )
	
dt	 dJ+Kem(m(d1e
iI+iIi+iIiI = 0
	 (7.44)
When iii becomes zero, the diode is blocking, or when the conducting period being to the end
of the period, and the state changes from period 1 to period 2, for which
	
(dii ____	 Idiiij dii
	
dim'	 ____
R(iJ_iJiJ)+L L_ dt	 dt	 J+KemO)m(eJeJii) V—AVi
ill = 0
ii + iii + iiii = 0 (iiii = - ii)	 (7.45)
In a similar way to that in section 7.3, a simplified form of state equation can be deduced, viz:
for period 1:
dii
--+Ciij= Oi'(0)
diii
---+Cizjj = eJI'(e)
jill = — il — ui	 (7.46)
and for period 2:
dii
d+CluJ= Oj"(0)
iii = 0
iii! = - if
where
(7.47)
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8f'(0)=C21_L(2ef_ejj_ejfñwm
OfJ'(0)=C22—-(2eII—eJ—eJu')cJ)rn
0J"(0)=C23—J-(eJ—eJIJ)orn
RCi 
= (L—M)
c _2Vps-2L\Vt1+AVt2
	
21 -
	 3(L—M)
- —Vps+AVI1-2AVt2
	
C22—	 3(L—M)
- V—AVi
23 - 2(L—M)
Kern
(L—M)
(7.48)
Equations (7.46) and (7.47) are used to describe the states of a brushless DC motor drive
throughout the transient and steady-state dynamic conditions.
According to Table 7.5, the relationship between the state variables ii, iii, iju and the phase
currents la, ib,	 in one cycle is
1a11	 for0^O^
ic = iii
ib =
for
for	 ^ 0 ^ it
for
for	 ^ 0 ^
for	 ^ 0 ^ 2 it
	 (7.49)
236
dOIn the above equation, -a-- = p 0)m
For both periods, the torque equations are
Te = Kern (a La + b lb + C IC)
Te = JdO)mDTT
= —II
lb = - lu
=
lb = if
= lu
IC = - Ia - lb
= - if
IC = - lu
lb =
lclI
Lb = III
la =	 lbic
lb = - Ii
la = - ill
IC =
(7.50)
where	 Te is the electromagnetic torque;
Ti is the load torque;
Tc is the cogging torque;
J is the intertia of the rotor, including the inertia of any coupled load;
D is the damping factor.
Therefore the state-variables are chosen as:
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(7.51)yl = t
Y2=O)m
y3 = ii
Y4 = lu
y5 e
The state equations are:
For period 1:
d yi
dy2
	
1
= J(TeDY2T1Tc)
dy3	 C3
= —C1y3+C21---y2(2eJ—eJJ—euJJ)
dy4
	 C3
= —C1y4+C22----y2(2euu—eJ—eJJJ)
d ys
-- 
= PY2
(7.52)
For period 2:
yi-1
dt
dy2	 1
= 7(TeDy2TITc)
C3
Ci y + C23 -
	 (el— euui)dr -
d Y4
dt
d y5	 (7.53)
In the above equations el, eu, eiii are the back-emfs, and
Te = Kem(aia+bib+cic)
Kem(euia+eJJJib+eJJic)
	 (7.54)
The initial values of all the variables are zero.
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7.5.3 Numerical Integration of State-variable Equations
In electrical engineering, the two most popular numerical integration methods for solving the
state equations of a system are the Runge-Kutta method and the Adams-Bashforth method.
The state equations are:
j(t) =F(y,v)
where y(t) is the state-variable and v is the control variable.
The main requirements of the 4th-order Runge-Kutta method are:
1) Calculate the slopes four times in each integration step;
2) Calculate the weighted average slope;
3) Determine the variable values of the next step by the formulae:
yi+1 =yj+-(K1+2K2+2K3+K4)
where
Ki = hF(yj,t1)
Ki	 h
K2 = hF(y^--,t+-)
K2K3 =
K3
K4 = hF(yj+--,:+h)
(7.55)
(5.56)
(7.57)
and h is the step length of integration.
The main advantage of the Runge-Kutta method is that when yi+1 is calculated only Yi is used.
Therefore it is very easy to change the step length of integration because it is a mono-step method.
Furthermore its calculation accuracy is quite high (the residue error is 0(h 5). However it requires
four slopes in order to calculate the slope in one integration step, and thus the calculation time
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is high. If a larger integration step is used the calculation accuracy will be reduced, and may
lead to unstability.
The Adams-Bashforth method is a multi-step method. At time ti it estimates the value y'i+l at
time tj+1 by utilising the variable values and their first-order differential values in the previous
steps. Calibration formulae are then used to improve the accuracy of the estimated results.
The estimation and calibration formulae are:
h.
Yi+1 = Yi +	 yi - 59yi-i + 37yi-2 - 9y1-3)
Yi+1 = y +	 (9'^i + 19j-5_i + j-2)	 (7.58)
where y'i+l are the estimated values of y at tj+1, whilst yi^1 are their calibrated values.
The main advantages of the Adams-Bashforth method are its comparatively high accuracy, which
has the same order of residue error as the Runge-Kutta method, and its comparatively high
stability. Because it needs to calculate the slope only once, it takes less computer time than the
4th-order Runge-Kutta method. However the estimated results of one step are related to the
previous values of several steps, eg. when yi+1 is calculated, values yj, 'j, j'j - , -2 , and
yj-3 are used.
When the integrated function has a sudden transition, which often occurs in brushless DC drives
as the transistors and the conducting windings are commutated, the differential value changes
very quickly, and a larger error will be introduced in the Adams-B ashforth method unless special
methods are used to compensate for this. In such circumstances it is better to use the Runge-Kutta
method.
In this study, therefore, the 4-th order Runge-Kutta method is used.
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Fig 7.21 shows the predicted transient phase current, torque, and speed time waveforms during
the starting period for the non-overlapping winding radial-field motor referred to earlier. The
drive has a current limit of 3A. Therefore when the phase current tends to exceed the current
limit when only two phase windings are conducting it is set to the default of 3A. However during
the transient period there is a surge in the current waveform which is larger than 3A. This is due
to the circulating current which flows when all three phase windings are conducting, but which
makes no contribution to the line current.
7.6 Comparison of Predictions from Different Approaches
The analytical steady-state dynamic model and the state-variable transient model for simulating
the performance of brushless DC drive systems have been validated against tests as well as against
predictions from an earlier numerical model developed at the University of Sheffield [7.7]. The
validation is described in this section, and the integration of the state-variable model into a more
sophisticated system simulation package is indicated.
Figs 7.21 and 7.23 compare the predicted and measured current waveforms under normal
commutation for the radial-field motor having non-overlapping windings, whilst Figs 7.24,7.25,
7.26 and 7.27 show comparisons for 14 degrees elec. advanced and 14 degrees elec. retarded
commutation. In the figures, (a) is the measured waveform, (b) is the predicted waveform from
the analytical steady-state simulation model, (c) is the predicted waveform from the state-variable
simulation model, and (d) is the predicted waveform from Liu's earlier numerical simulation
program [7.7]. Excellent agreement is obtained under different load and commutation
conditions.
The analytical simulation technique, though being restricted to the analysis of the steady-state
dynamic performance, provides a rapid means of assessing the important features of motor and
drive performance during the early stages of design since the initial conditions which yield the
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steady-state solution are generated directly by exploiting the periodicity in the stator winding
current waveforms. The calculation is only necessary for 1/6 of a cycle of a complete current
waveform.
In contrast, other numerical techniques for predicting the steady-state performance require
computation over about a hundred cycles, depending on the inertia of the rotor. Therefore the
angular position increment in the numerical computation is very critical since if it is too small
the computing time will increase greatly, whilst if it is too large the conducting time of the diodes
will be not predicted to the required accuracy, and a large error will be introduced into the
prediction of the current, and hence the torque waveform. Since a typical increment angle is
around 0.0001 - 0.00001 electrical rad., computation time will be excessive for predicting the
steady-state dynamic performance during the routine design studies. Nevertheless a numerical
transient dynamic model is necessary when the speed ripple is likely to be large, and when a
brushless DC motor is to be used in a servo or control system. The proposed transient dynamic
model, based on the idealised state-variables, offers the following advantages compared to
alternative approaches [7.711:
a) The model is very simple. The electrical state equations are identical to those of the
steady-state model.
b) The state equations are in standard forms, and hence do not involve the inversion of the
coefficient matrix as in [7.7].
c) Unlike the situation in [7.7] the coefficient matrices of the state equations need not change
their values in all of the commutation intervals. This is the major advantage of the proposed
idealised model.
d) It has been shown that it is appropriate to use a constant voltage drop and a resistance to
represent the characteristics of transistors and diodes when they are conducting. This simple
method of the switching devices combined with the Runge-Kutta integration method for
solving the state equations has eliminated the disadvantages associated with the
Adams-Bashforth integration method [7.7], which requires special models of the devices
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so as to avoid large errors in the solution during the commutation period. For example in
[7.7] a resistance-inductance model is employed in which the inductance and resistance are
selected such that the "off' state impedance of an open-circuited phase has a time constant
similar to that of the "on" state phase. By so doing the transition of the differential values
of the currents during the switching period is smoothed and numerical instability avoided.
However such an approach introduces two disadvantages: the order of the state equations
is greatly increased (almost doubled), which greatly increases the simulation time; and an
inductance must be specified for the switching devices, which might cause difficulty when
different drive systems have to be simulated.
As a result, the developed numerical dynamic model for simulating the transient and steady-state
dynamic performance of a brushless DC drive can now be used as a single functional block in a
general purpose system simulation package developed at the University of Sheffield, as shown
in [7.11].
7.7 Effects of Commutation and Temperature on Dynamic Performances
There are many aspects which affect the dynamic performances of a brushless DC drive. For
example, the machine parameters, viz, winding inductances and resistances, the free-wheeling
diodes, the back-emf waveforms. Temperature is also another consideration since it affects the
properties of magnets as well as the resistance of windings.
Fig 7.28 shows how the demagnetising characteristic of two generic types of permanent magnets
vary with temperature. Ferrite magnets have a positive temperature coefficient of intrinsic
coercivity, whilst NdFeB magnets have a negative one, both have a negative temperature
coefficient of remanence. A temperature rise will therefore affect the open-circuit magnetic field
and hence the back-emf waveform, which in turn will cause the dynamic performances to deviate
from that at room temperature. In this section, however, attention is focussed on the effects of
the commutating instant and the temperature rise of the stator windings.
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Fig. 7.28 Variation of demagnetising curve with temperature
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Fig. 7.29 Normalised back-emf waveform and its spectrum
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7.7.1 Commutation Effects
In this section the effect of commutation on the current and torque waveforms and their spectra,
as well as on the linearity of the torque-speed curve is investigated. The spectrum analysis is
based on an analytical approach to Fourier series analysis which will be described in Chapter 8.
Fig 7.29 shows the normalised measured back-emf waveform and its spectrum for the prototype
non-overlapping winding motor, together with the waveform synthesised from a finite number
of terms in the Fourier series, terms being neglected if their amplitude is smaller than 1/100 of
the fundamental component. Clearly very good agreement is obtained between the actual and
synthesised waveforms.
Figs 7.30 and 7.31 compare the phase current and torque waveforms and their spectra at loads
of 0.O5Nm and 0.lNm respectively, whilst Figs 7.32 and 7.33 compare the current and torque
waveforms and their spectra the normal, 14 degrees elec. advanced, and 14 degrees elec. retarded
commutation. Figs 7.34 and 7.35 compare predicted and measured torque-speed curves for the
different commutation conditions. The results show that:
i) The load condition does not affect the shape of the current and torque waveforms
significantly, whilst the commutation strategy does have a major effect.
ii) The "flat" top of the 'trapezoidal' back-emf waveform for this non-overlapping winding
motor is only around 120 degrees elec. Therefore when operated with 14 degrees elec.
advanced commutation, at the instant when a phase is commutated on its back-emf is very
small, so that the current rises more rapidly than for normal commutation. However due
to the smaller back-emf at the beginning of the conducting period, the torque ripple is
increased. However, the average phase current may be increased and hence the average
torque is likely to be higher, although this depends on the average value of the product of
the instantaneous back-emf and current during the conducting period.
iii) In contrast to ii), when the commutation is retarded by 14 degrees elec. the back-emf at the
beginning of the conducting period of a phase winding has a maximum value corresponding
to the 'flat top' of the waveform, whilst at the end of the period it has a much lower value.
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Hence the phase current waveforms for 14 degrees elec. retarded commutation are initially
similar to those for normal commutation but then becomes larger, ie. the peak of the current
waveform occurs at the end of the conducting period, and is usually larger than that for
normal or advanced commutation. As a consequence, more current harmonics exist.
However, due to the smaller back-emf near the end of the conducting period, the torque
ripple may remain small.
iv) It is clear that if the back-emf has the ideal symmetrical trapezoidal waveform and its
'flat-top' is wider than 120 degrees elec., then either advancing or retarding the
commutation will have no effect on either the current or torque waveforms, as well as the
torque-speed characteristic, as long as the whole of the conducting period falls within the
period corresponding to the 'flat-top' of the emf. For example, if the 'flat-top' of the
back-emf waveform is 150 degrees elec. then advancing or retarding the commutation by
up to 15 degrees elec. will have no effect on either the current or torque waveforms, or the
torque-speed curve.
v) For a particular back-emf waveform, the phase current and resultant torque may be
increased by varying the commutation angle. Normally the commutation of the current in
a particular phase is time delayed by an angle = 30 degrees elec. from the zero crossing
of its back-emf waveform. Therefore the angle by which commutation is advanced or
retarded should be within a maximum value of 30 degrees elec., otherwise the efficiency
of the motor and drive will decrease significantly due to the back-emf being negative during
the part of the conducting period, and the additional copper loss, as shown in Fig 7.36.
vi) Again, by varying the commutation angle the torque-speed curve is modified, as shown in
Fig 7.35. For a given operating speed, there is an optimum commutation angle at which
the efficiency of the motor or drive is a maximum. Fig 7.36 shows the predicted variation
of the average phase current, the torque, and the efficiency of the non-overlapping winding
motor with the commutation angle. Clearly the variation will depend largely on the
back-emf waveform and the parameters of the motor.
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7.7.2 Temperature Effect
In Fig 7.34 it will be observed that there is a significant difference between the slope of the
predicted and measured torque-speed characteristics under normal, advanced, and retarded
commutation. However the predicted and measured torques agree quite well on light loads,
whereas the predicted torque becomes somewhat higher than the measured value as the load is
increased. It will be noted., however, that the predictions assume a constant winding resistance
viz, the room temperature value.
The effect of temperature on the winding resistance is the most likely cause of such a deviation.
234.5 + t
R1 
= 234.5 + 0 Rt0
(7.59)
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However the phase winding resistance Rt at any temperature "t" can be estimated from the
resistance Rto at temperature "to" from:
As a consequence of the increase in phase winding resistance with load and therefore temperature,
the winding current, and hence the torque, will be smaller than the value predicted for a constant
resistance.
In Fig 7.34 every measured point was obtained under a stable thermal condition, ie. when the
motor had run for a reasonably long time, whilst the corresponding predicted values are all
calculated assuming a fixed winding resistance (21°C).
Fig 7.37 on the other hand compares the measured torque-speed curves for normal commutation
of overlapping and non-overlapping winding motos with those predicted when winding
resistances corresponding to temperature of 0°C or 120°C are used, as calculated from equation
(7.59). The revised values are given in Table 7.6.
Table 7.6 Revised resistances for overlapping! non-overlapping winding motors
phase winding resistance () non-overlapping winding 	 overlapping winding motor
motor
21°C (measured)	 1.08 1	 2.67
0°C (calculated) 	 0.99	 2.45
120°C (calculated)	 1.5	 3.7
The measured torque-speed curve of both motors is now straddled by the predicted curves.
However, a more detailed analysis would need a detailed thermal analysis so as to account for
the variation of the demagnetising characteristic of the permanent magnet temperature, as well
as a prediction of the frictional torque-speed characteristic etc.
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7.7 Conclusions
It is useful to be able to simulate the steady-state dynamic operation of a brushless DC drive
system during the early stages of design. The analytical technique which has been described and
validated in this chapter would be eminently suitable for this purpose. The analytical technique
presented can account for any induced back-emf waveform, and can model the characteristic of
the switching devices and free-wheel diodes in the converter circuit by an appropriate voltage
drop behind a series resistance. It can also cater for normal, advanced, or retarded commutation,
as well as a pre-speciuied current limit. However since it is based on an analytical model, for
which the initial conditions which yield the steady-state solution are generated directly by
exploiting the periodicity in the stator winding current waveforms, it provides a rapid means of
assessing some important features of the motor and drive performance, albeit with the assumption
of negligible speed ripple.
By introducing two idealised current variables and incorporating the motion equation of the rotor,
a more refined state-variable model for predicting both the transient and steady-state dynamic
performance of a brushless DC drive has been developed and validated. Both models can be
linked to other aspects of the design process, for example finite element analysis for predicting
the back-emf waveforms and winding inductances. Further, although the analyses have been
restricted to motors having three-phase, star-connected windings, the techniques are applicable
equally to delta connected windings as well as to any number of phases.
The simulation models have been used to examine the effects of commutation and temperature
(winding resistance) on the dynamic performance, ie. current and torque waveforms and their
frequency spectra, torque-speed characteristics etc. It has been shown that the commutation
strategy can have a significant effect on the dynamic performance, whilst the variation in phase
winding resistance due to temperature changes may also cause a significant variation in the slope
of torque-speed characteristics.
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CHAPTER 8
MAGNETIC FIELD ANALYSIS IN
BRUSHLESS DC MOTORS ON LOAD
8.1 Introduction
One consequence of the adoption of electronically controlled brushless DC drive systems is that
the phase current waveforms contain significant harmonics, which, amongst other things, can
greatly increase the possibility of resonances between the radial exciting forces and the stator
structure as well as the total emitted acoustic noise. In order to predict the electromagnetic,
vibrational, and acoustic behaviour it is necessary to analyse the airgap field distribution with
the motor on no-load and on load.
Although several papers have been published on the calculation of the airgap magnetic field of
a brushless DC motor[8.l[[8.2], none have been concerned with the prediction of the magnetic
field on load.
The calculation of magnetic field in a loaded brushless DC motor involves the prediction of the
open-circuit field produced by the rotor magnets and the armature reaction field produced by the
3-phase stator windings. The armature reaction field calculation is important not only in the
prediction of radial exciting forces, but also in assessing whether the permanent magnets are
prone to partial irreversible demagnetisation, as well as in the calculation of self- and mutual-
winding inductances.
In Chapter 5 a technique for predicting the open-circuit magnetic field distribution in the
airgap/magnet region of permanent magnet motors was presented. The technique was based on
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an analytical two-dimensional model in poiar coordinates and accounted for the effect of stator
slotting on the magnetic field distribution. Excellent agreement with finite element calculations
was achieved. In this chapter the analytical calculation is extended to cater for the armature
reaction field produced by the stator windings.
The calculation of the armature reaction field in a brushless permanent magnet DC motor differs
significantly from that for a conventional motor, such as the induction motor, in the following
three aspects. Firstly, due to the low recoil permeability of the permanent magnets - typically
.Lm is around 1.lj.t0, it has a much larger effective airgap. Secondly, the phase current
waveforms contain significant harmonics as a result of the electronic commutation events.
Thirdly, the magnetic field of the 3-phase stator winding does not rotate uniformly but in
incremental steps at the instant of commutation.
The large effective airgap of a brushless DC motor would lead to a significant error if a
conventional 1 -d analysis in rectangular coordinates [8.3], such as those used in induction motors
[8.4] was employed. Due to flux focussing and interpolar flux leakage a two-dimensional model
is required.
This chapter describes a two-dimensional analytical technique, modelled in polar coordinates,
which can account for the important features of a brushless DC motor cited above, in particular,
the effects of stator winding distribution, the large effective airgap, the stator slot openings, and
the winding current harmonics etc on the distribution of magnetic field on load. The predicted
armature reaction field, due to the analytically calculated phase current waveform (Chapter 7),
together with the open-circuit field produced by the magnets (Chapter 5) make it possible to
predict the instantaneous field distribution under any specified load condition and commutation
strategy. The predicted open-circuit, armature reaction, and load field distribution are compared
with those obtained from corresponding finite element calculations.
(8.1)
(8.2)
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8.2 Analytical Calculation of Armature Reaction Field in Brushless DC Motors
In a similar manner to the prediction of the open-circuit magnetic field described in Chapter 5,
the armature reaction field is calculated in two steps. Firstly the 2-dimensional magnetic field
produced by the windings in a smooth airgap is analysed, then the 2-dimensional relative
permeance function, as described in Chapter 5, is introduced to account for the effect of slotting
and to obtain the actual armature reaction field.
For simplicity the relative recoil permeability of the magnets is assumed to be unity, which will
not introduce any significant error in the calculation of the load field distribution since under
normal conditions the armature reaction field is usually only around 10- 20% of the open-circuit
field.
8.2.1 Magnetic Field of a Single Conductor
Fig 8.1 shows a single current carrying conductor in a cylindrical airgap for both internal rotor
and external rotor motors. If end effects are neglected, the airgap is uniform, and the permeability
of the stator and rotor iron is assumed to be infinite, the magnetic field is obtained by solving
the two-dimensional Laplacian equation:
V2p=	 + ----- = 0
ar ar
	 r2aa2
whose general solution is:
p(a,r) =	 (Avr"+Bvr)(Cvcosva+Dvsjnva)
V
+ (Aolnr +Bo)(Coct + D0)
Since the permeability of the iron is infinite, only a radial component of flux density exists on
the stator and rotor surfaces, which gives rise to the boundary conditions:
=0 (8.3)
=0 (8.4)
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(8.5)
(8.6)
(8.7)
(8.8)
(8.9)
r
r = R
r
r = Rm
The magnetic potentials on the stator and rotor surfaces can be obtained by integrating the
magnetic field intensity on the iron surfaces, ie. for closed paths over the stator or rotor
symmetrically enclosing the conductor which, according to Ampere's Law, gives:
i(cL	 "i –i	
00	
2
sinVcx
I	 v=1,2,3,...
(PIr=R = 0
for an internal rotor motor, and
i(	 cx'	 i	 00	 2
	
PIr=Ri=Il_TjI	 —srnVa
	
)	 v=1,2,3,...
(P I r = Rm = 0
for an external rotor motor
where R1 is the radius of the stator surface.
Rm = R1
 - g - hm for an internal rotor motor, and
Rm = R1 + g + hm for an external rotor motor
Hence for an internal rotor motor, shown in Fig 8.1(a), the magnetic scalar potential distribution
produced by the conductor, obtained from the general solution, equation (8.2), and the boundary
conditions, equations (8.3)-(8.6), is
–i	 1	 R'
=	
[RRv r - R - R 
r ] 
sinv	
(8.10)
V = 1,2,3,
o(=o a=Q
267
and components of the flux density are then calculated from:
Br = —po
B = —Po
	 (8.11)
(a) Internal rotor	 (b) External rotor
Fig 8.1 Magnetic field of a conductor.
For a permanent magnet brushless DC motor it is more important to calculate the radial
component of the magnetic field, ie.
R'£	 V_l+R2Vr_V_llsinvaBr =
	
R"—R [r
2v
/ \V 1 +ilv (ri _______
z-'	 2v
V \. )	 (Rm"11)
In particular at r = Rm, ie. on the rotor surface
(8.12)
(8.13)( \V ____________i4 1
	 i?mj	 1	 sinvcLBrIr=Rmo	
V	
\2V£	 (Rm
1—)
i4 1BrIr=Rj=1
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whilst at r = R1, ie. on the stator surface
(Rml
1 1
	
2v
2v smvcz(Rm'
1-iJ
(8.14)
Similarly the magnetic scalar potential distribution produced by a single conductor can be
obtained for the external rotor motor, shown in Fig 8.1(b). However, the only difference between
the expressions for the magnetic potential and flux density in an external rotor motor and an
internal rotor motor is the sign of the expressions, ie.
= - (p	 (8. 15a)
Be=_Bi	 (8. 15b)
therefore
BcIr=Rm
 = BIr=Rm	 (8.16a)
BIr=Rj
 = —BIr=R
	 (8. 16b)
where the superscripts "e" and "i" refer to external rotor motor and internal rotor motors
respectively.
8.2.2 Magnetic Field of a Coil
In a similar manner to the 1-d model [8.4] of an induction motor, the two-dimensional field due
to a single-turn current carrying coil in a brushless permanent magnet DC motor can be
determined as the resultant field of two conductors spaced by the winding pitch angle cty and
carrying equal but opposite currents.
In section 8.2.1 the radial component of the magnetic field due to single conductor was derived
as:
i001
B=, —
	—Fb(v,r)slnvcL
v = 1,2, 3,
(8.17)
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2v
where for simplicity the subscript "r" which refers to the radial component is omitted;
hm6 = g + - = g + hm is the effective airgap and
JJ.R
Fb(v,r) is a function dependant on the radius and harmonic order, and is given by:
Fb(v,r) = Ft,(v,r)
I \2ViRm
/ \V 1 + I —(r
'rRiJ	 ;::	 \2v1Rm
(8.18a)
for an internal rotor motor and
Fb(v,r) = F7,(v,r)
/ \V
6
r
V(RJ
I \2Vir
1 + I-Rm
I \2V1R
Rm
(8.18b)
for an external rotor motor
where it will be noted that the reference position for the magnetic field is at the position of the
conductor, as shown in Fig 8.2(a).
=0 a'=Q
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'I
a=0=0
(a)	 (b)
Internal rotor
(a)
	
(b)
External rotor
Fig 8.2 Reference positions of magnetic field of a coil.
For simplicity the reference position for the magnetic field of a coil is chosen to be the axis of
the coil, as shown in Fig 8.2(b). Therefore,
for conductor 1, letting a = a' +	 , i = i', then
(8. 19a)00
B i = L0-1-	 - - Fb(v,r)sinv(a'+)
v= 1,2,3,
whilst for conductor 2, letting a = a' - 2	 = - i', then
00	 (8.19b)
B2 = j.iof	 'Fb(v,r)sinv(a'
V = 1,2,3,...
Therefore for a single-turn coil, the resultant magnetic field is
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(8.19c)00 K
B = Bi + B2 = 2 k, --	 - Fb(v,r)cosva'
v = 1,2,3,...
Writing a' as a and i' as i, for a coil the radial component of the magnetic field is
(8. 19d)
	
I	 °°Kdv
	
B = 2—	
- Fb(v,r)cosva
v = 1,2, 3,
where Kd v = sinv	 is the winding pitch factor.
(8.20)
Clearly the magnetic field is symmetrical about the axis of the coil.
8.2.3 Effect of Airgap Length
As mentioned in the introduction due to the large effective airgap, the armature reaction field of
brushless permanent magnet DC motors must be calculated by a two-dimensional method.
However it is of particular interest to compare the field distributions predicted from both 1-d and
2-d models.
Rewriting the expression for the magnetic field produced by a conductor as:
i00 —Fb(v,r)slnva
	 (8.17)
V = 1,2,3,
then if the effective airgap ö, and hence the value of I R - Rm I, is small enough,
r=Rm=Rj,Rj—Rm=ö	 (8.21)
Therefore, for the internal rotor motor
Fb( v, r ) = F,(v,r)
I \2V
iRm/ 'V 1 + I-(r
-	
rRiJ	 ;::	 .,2v1Rm
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2v	 RV
2v
	
	
RV
(RjRm)(R+R 2 Rm+ ...+R_1)
2v	 R?V
R ö2vR"
=1
Similarly, for the external rotor motor:
Fb(v, r )	 F1,(v,r)	 1
(8.22a)
(8.22b)
which becomes unity, and therefore independant of the radius.
Therefore for small effective airgaps, the magnetic field produced by a single conductor becomes:
(8.23)
	
1	 001.
	
B=—	 —sinva
V = 1,2,3,
which is identical with equation (10) in Ref [8.4]. Therefore when the airgap is small enough,
the magnetic field distribution predicted from a 2-d model is identical to that from the 1-d model
which is widely used in the analysis of the airgap field in induction motors. Furthermore there
is no difference between the result predicted for external rotor and internal rotor motors. In both
cases the magnetic field is independant of the radius. Hence flux focussing is neglected.
However because of their large effective airgap the airgap field produced by stator windings in
permanent magnet motors should be analysed by a 2-d method. In a 2-d model the function
Fb(v,r) describes the effect of the airgap length on the harmonic component of the magnetic field
produced by a conductor, and is equally valid for the magnetic field of a coil or a group of coils,
eg. a 3-phase winding.
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A numerical calculation for the effect of airgap length on the field distribution will be given in
section 8.4.3.
Since the difference in the magnetic field in internal rotor and external rotor motors is only in
the function Fb(v,r) and the definitions of R0 and Rm , as described by equations (8.9) (8.18a)
and (8.18b), the analysis for an internal rotor motor can be easily modified for an external rotor
motor. Therefore in the following sections only the analysis of internal rotor motors is described.
8.2.4 Effect of Slot Openings
From various viewpoints, such as the calculation of the self- and mutual-winding inductances,
the prediction of the radial force distribution for noise and vibration estimation etc, it is important
to calculate the armature reaction field distribution at the stator bore. However in the analyses
of sections 8.2.2 and 8.2.3 the current carrying conductors were assumed to be idealised line
current sources of zero sectional area. As a consequence, solutions for the magnetic field at the
stator bore cannot be obtained numerically since at r = R the function Fb (v,r) becomes
R : :
r =
Fb(v,r) 1	 =I r=&
2v
öv(r	
i[RmJ
riRil	 2v
"	 (Rm
(8.24)
for higher harmonic orders v
I \2V1Rm
and
Rm)
for internal rotor motor
for external rotor motor
Therefore for higher harmonic orders Fb(v,r) is directly proportional to the harmonic order, which
causes the solution for the magnetic field on the stator iron surface, ie. equation (8.17) or (8.20),
to be a divergent Fourier series. Hence a convergent numerical solution cannot be obtained.
=0 '=0
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In Chapter 5 the effect of slotting on the open-circuit field distribution was studied by introducing
a two-dimensional relative permeance function. Slotting has a similarly important effect on the
armature reaction field, as will be shown later in this Chapter by analytical and numerical
examples. Therefore an identical 2-d relative permeance function, as the open-circuit field
calculation, will be introduced. However, in this section a slot-opening factor, obtained from a
2-dimensional analytical model, is also introduced for the following reasons:
a) To study the effect of slot-openings on the magnetic field produced by the stator windings
when the permeance variation is neglected.
b) To eliminate the numerical divergence problem in the solution for the magnetic field
produced by a conductor or a coil.
To show the effect of slotting, the 2-d model having a distributed current sheet, shown in Fig.8.3,
will be considered.
J=i/bo	 J=i/bo
ri-i
	
nbo/Ri
—bo/2Ri 0 bo/2Ri	 0
J=—i/bo
(a) a conductor	 (b) a coil
Fig 8.3 Effect of slotting - distributed current sheet.
Figs 8.3(a) and 8.3(b) show the distributed current sheet representation for a conductor and a
coil respectively, both being accommodated in slots. The current sheet is so distributed that its
current value is uniform along an arc whose length is determined by the slot-openings, b 0. For
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simplicity the field distribution of the distributed current conductor, shown in Fig 8.3(b), is solved
first.
For Fig 8.3(b) the current density distribution over the slot-openings is given by:
..L _._b2_<a^i?o_
	
J= b0	 2R1	 2R
0	 other a
Therefore the Fourier series expansion is obtained as:
	
i	 21	 1 .	 b0
—sinv-----cosva2tR	 irb0
	v	 2R
V
whilst the governing Laplacian equation in polar coordinates is
2 
rar r2aa2
The boundary conditions to be imposed are
HIr=Rm = 0
	 (8.28)
HaIrR = —J
	 (8.29)
Since the general solution is
ç(a,r) =	 (Avr' + Br')(Ccosva+Dsinva)
V
+ (Aolnr + Bo)(Coa+D0)	 (8.30)
(8.25)
(8.26)
(8.27)
and	 Hr	 Br = - J-I-o
Ba=—p
	 (8.31)
then the radial component of the magnetic field for a distributed conductor is obtained as
2v
	smv bol	 (Rm)\V	 1+1i
	
ii _______	 ________B(a,r)=0--	 b0	 (Rm
2RiJrj	
\2V	
sinva
V
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ia
+-2ic
toi
ito
V
1	 1 'Rm'
(R1 1fl1
	mi—k rJ	 J
Rm)
I	 b0
	_____	 Ia1 Isinv} Fb(v,r) sinva + —2it
1
i (' L')1 (.r)
Rm)
(8.32)
where the reference for the angular variable a, ie. a =0, is at the centre of the distributed current
conductor. Hence, following a similar deduction to that given in section 8.2.2, the radial
component of the airgap flux density due to a distributed current coil is derived as:
I . 	 b01
I sin v — I2pi ,
	
1 I	 2RIB(a,r) —
	
i	 b(	 ' Kdy Fb(v,r) cosva
(8.33)
where the reference for the angular variable a, ie. a 0, is at the axis of the distributed current
coil.
On comparing equations (8.33) and (8.20) it can be seen that the difference between the magnetic
field distribution for a concentrated coil and that for a distributed current coil is in the term
sin v
	 (8.34)
K0 —
vf
which can be appropriately defined as the slot-opening factor.
Clearly if the slot-opening b 0 is very small, ie. b0 —* 0, then the slot-opening factor approaches
unity, ie.
Ksoyib0 =O = 1	 (8.35)
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It can be shown that due to the introduction of the slot-opening factor the solution for the magnetic
field of a distributed current conductor or a coil is always convergent, and hence can be calculated
numerically, even at the stator surface. Similar results can be obtained for an external rotor
motor.
In summary, on the basis of a 2-dimensional analytical model, the magnetic field of a distributed
current coil, re-written from equation (8.33), is
- 2 J.1O	
Ksoy Kdv Fb (v, r) cos v a	 (8.36)B(a,r)_
This is the radial component of the magnetic field in the airgap. A similar expression can be
derived for the tangential component.
8.2.5 Effect of Current Harmonics - Analytical Spectral Analysis
As mentioned in the introduction, the phase winding current waveforms of a brushless DC motor
contain significant harmonics as a consequence of the electronic commutation events. Typical
phase winding current waveforms have already been shown in Chapter 7, where the waveforms
were obtained from a dynamic simulation using either an analytical or a numerical approach. In
this section an analytical technique for Fourier series analysis is presented which is based on a
linear interpolation and an analytical calculation of the Fourier series coefficients.
The data for a waveform is assumed to be periodic in the interval (0, 2Pi) or may be transformed
into that range, where 2Pi is the period. Suppose that in the interval (0,2Pi) there are Np pairs
of values of the function (fr, xr), not necessarily equi-spaced, but with the particular values
f(0) and f(2Pi), as shown in Fig 8.4.
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Fig 8.4 Linear interpolation for spectral analysis.
then in one cyclic period (0, 2Pi) , the value between two discretised points is obtained by linear
interpolation, ie.
X - Xrf(X)fr+	 (fr+ifr)Xr+1 Xr
frXr+1'xrfr+i + fr+i—fr
Xr+lXr	 Xr+1—Xr
for(xr < X <Xr+1 ),r=i,2,...,Np-1
Based on this linear interpolation, the Fourier series expansion is obtained as:
f(x)=ao+	 {ancos(ntx)+bnsin(n-x)}
(8.37)
(8.38)
= a0 + 
n1	
+ b sin (n x + a)
where
2 Pz
1	 r
a0=— J f(x)dr
0
N-1	 (8.39)1
=	 [fpXp fixi +	 (frXr+i fr+ixr)]
r= 1
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2 P1
1 
f f(x)cos(ntx)dxan = -P1
0
=	 [fpsin(nXp) 
–fisin(nxi)]
N-1	 (8.40)
P1	 _______
+	 2 2	
fr+ifr [cos( It	 It
Xr-i-lXr
	
nxr+1)–cos(nxr)]flIt	 r=1
2 P1
Itb=- $ f(x) sin (n — x) dx
0
__L	 It	 it
-	 [fpcos(nxp)ficos(nxi)]flit
N - 1 (8.41)
fr+i—fr
+ 2It2	 Xr+lXr 
[sinj+–sm—)1
r=1	
P1
and a = arctan
	
	
(8.42)
anJ
Therefore, for the numerically simulated 3-phase current waveforms of Chapter 7, the Fourier
series are obtained as:
La =	 Ju Sifl[U(pQ)rt) + 0]
U
lb =	 Iusin[u(pcot-21t/3)+ 0]
U
1c=IuSifl[U(pO)rt-4It/3)+0u]	 (8.43)
U
where 0 = p Wr t, and the current waveform for phase A starts at 0=0, Fig 8.5, with Ou being
the phase angle for each harmonic.
Fig 8.5 compares an original simulated phase current waveform, for an overlapping winding
3-phase, 4-pole, radial-field brushless DC motor whose parameters are given in Chapters 5 and
7, and running at a speed of 1500 rpm, with one synthesised from its Fourier series. In the Fourier
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series expansion harmonic components whose amplitude was smaller than 1/500 of the
fundamental component were neglected. It will be seen that excellent agreement has been
achieved.
Table 8.1 shows how the amplitude and phase of the harmonic components in this typical current
waveform vary. Since the prototype motor had a symmetrical star-connected 3-phase winding,
only odd order harmonics exist, since for the steady-state operation i( 0 ) = - i ( 0 + 2t), and
there are no triplen harmonic components.
Table 8.1 - Harmonics in the current waveform at 1500 rpm.
Harmonic order, u
	 Amplitude, I ,(A)
	 Phase angle, Ou, (rad)
1	 0.20628E+01	 0.38649E+00
5	 0.46674E+00	 - 0. 14506E+01
7	 0.26598E+00	 0.25084E+00
11	 0.16602E-i-00	 - 0.20073E+01
13	 0.12351E+00	 -0.27334E+00
17	 0.75471E-01	 -0.25521Ei-01
19	 0.61059E-01	 -0.79823E+00
23	 0.31228E-01	 - 0.30442E+01
25	 0.25372E-01	 -0.12638E+01
29	 0.73870E-02	 0.30790E^01
31	 0.58718E-02	 -0.12936E^01
35	 0.67434E-02	 -0.16859E^01
37	 0.70265E-02	 0.88281E-01
41	 0.10564E-01	 -0.19967E-i-01
43	 0.10383E-01	 -0.23149E+00
47	 0.98646E-02	 - 0.24833E+01
49	 0.66259E-02	 - 0.29747E+01
53	 0.94893E-02	 -0.71258E+00
55	 0.62827E-02	 -0.11969E+01
Iota! harmonics: 19
.4
E
a
L
C
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WAJ	 1UJ	 2W	 .3cD	 4O	 5.co	 6C0	 7.OD
angie posit ion (rod)
Fig 8.5 - Typical simulated and synthesised phase winding current waveform.
8.2.6 Armature Reaction Field of 3-phase Winding in Brushless DC Motors
In section 8.2.4 the magnetic field distribution due to a current carrying conductor or coil
accommodated in the slots of a motor has been obtained by a two-dimensional analytical
technique accounting for the effect of the slot openings. The magnetic field of a distributed phase
winding can be obtained by introducing a winding distribution factor, in a 1-dimensional analysis,
which is commonly applied to induction motors, ie.
2W i
	 1	 (8.44)B(cz,r,r)	
- K,	 Fb(v,r) cosva
with reference to the axis of the phase winding, a =0,
where	 W is the number of series turns per phase;
Kdpv = KdvKp
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is the winding distribution factor, given by:
v1t
sin q -
vlt
S
and	 q = Qs /2pm is the number of slots per phase per pole;
Qs is the total number of stator slots;
p is the pole pair number;
m is the phase number
(8.45)
Hence the magnetic field produced by the 3-phase winding in a brushless DC motor can be
deduced from equation (8.44), together with equation (8.43) as
Bwinding(U,r,t) = Ba(a,r)+ Bb(a,r) + Bc(a,r)
	
2W	 1
	
= 
J.toj	 - K50 Kdpv Fb ( v, r)
V
.[ ia cosva + lb cosv(a—) + ic cosv(a—]
W
=	 '	 K, Kdpv Fb (v, r)
U	 V
.2{Sin[u(pO)rt) + 9u]cosvcL
2ic
+ sin[u(pürt - 21t/3) + Ou1cosv(cL)
4ic	 (8.46)
+ sin[u(port-4ir/3)+8u]cosv(a---)}
where
sin [ ( up O)rt) + 8k-i-v a] +
2{} = + sin[(upor) + O+va - (+u)2ir/3] +
+ Sifl[(Upwt) + O+Va - (+u)4ic/3] +
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sin up (Drt) + 8u — v a] +
+ + Sifl[(UpO)rt) + 8k-va + (—u)2ir/3] +
+ Sifl[(UpO)rt) + On — va + (—u)4ic/3]
= [1 + 2cos ( ! + u ) 2ic/3]sin [(u p ürt) + O+va - (+u)2it/3]
+ [1 + 2CO5(	 u)21t/3]sin[(upO)rt) + 9k
— va + (---u)2ic/3]
sin ( + u) it
-	 p
sin ( + u ) it /3
p
sin ( - u) it
+	 p
V
sin (- - u ) it /3
p
whilst
Sifl[(UpO)rt + O+va) - (+u)2ir/3]
Sifl[(UpO)rt + Ou—va) + (!_u)2it/3]
(8.47)
(8.48)•	 V	 V
sin( — ±u)ic	 0 for — ±u ^ 3c
p	 =	 p
sin(±u)it/3	 3 for	 ±u=3c
p	 p
c = 0,±1,±2,...
therefore
2{}	 351n[(upWrt + Ou ± Va) — {±}3c (2ic/3)]
= 3Sifl(UpO)rt+Ou ± va)
V
and —±u=3c
p
ie.	 v=p(3c—{±}u)
(8.49)
(8.50a)
However, similar to the case of one-dimensional analytical model (see the note on page 20 in
[8.4]), a symmetrical 3-phase winding with equal phase-belts produces only harmonics of the
order:
v =p(6c-{±}u)	 (8.50b)
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Hence based on a two-dimensional analytical model the magnetic field is obtained by combining
equations (8.46) (8.49) and (8.50), ie.
3W 1
Bwinding(cL,r,t) 
=lo—;t--	 Ksov Kdpv Fb(v,r)
U	 V
sin [up (or t ± V CX + O]	 (8.51)
where v is any integer larger than zero and is determined by the following equation:
v=p(6c—{±}u)	 and c=0,±1,±2,...
u = odd integer not equal to a multiple of three, ie., u = 1, 5, 7, 11, 13,
and cx = 0 corresponds to the axis of phase A winding, whose current is zero at the t = 0, ie.
= 0, and which is commutated at t = 0.
In a similar manner to the open-circuit calculation, when slotting was taken into account by its
permeance effect on the magnetic field produced by the magnet, an identical 2-dimensional
analytical relative permeance function, described in section 5.2.3, is introduced. The armature
reaction field, Barmature-reactjon (a, r, t), is then calculated from the product of the magnetic field
produced by the stator windings, Bwinding(cX, r, t), with the effects of the slots neglected and the
relation permeance function, X ( a, r), ie.
Barinature_reaction (cx, r, t) = B winding (a, r, t) ( a, r)	 (8.52)
where the method of calculating the relative permeance function
	 ( a, r) has already been
described in section 5.4.2.
It is worth pointing out that although the above approach is applied specifically to brushless
permanent magnet DC motors, the technique is equally applicable to the analysis of the magnetic
field produced by the stator windings of any AC variable speed motor, such as a transistor
converter controlled induction motor or a brushless permanent magnet AC drive, simply by
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customising it to the particular case. For example, by letting the effective airgap ö be the actual
physical airgap in an induction motor and Fb(v, r) = 1, the analysis can be applied to an inverter
controlled induction motor.
8.2.7 Comparison of Predictions with Finite Element Calculations
As was the case for a motor on open-circuit, slotting affects the armature reaction field in two
ways. Firstly the airgap flux density is reduced compared with the flux when unslotted, an effect
which can be accounted for in a similar way to that described in section 5.4.1. However in a
surface-mounted magnet brushless motor, this effect is relatively small. Secondly it affects the
armature reaction field distribution in both the airgap and the magnets.
In this section the results obtained from the proposed analytical technique and those from finite
element analysis are compared for the case when the effect of slotting is neglected, whilst a
comparison when the effect of slotting is included will be described in section 8.4.3.
Fig 8.6 shows the finite element mesh and flux distributions due to the winding excitation alone
at different instantaneous rotor positions for the prototype motor whose parameters are given in
Table 5.1, and whose instantaneous phase currents are obtained from the dynamic simulation of
section 8.2.5, as shown in Fig 8.5. The stator slotting has been neglected and the teeth modelled
by a natural Neuman boundary condition, whilst the winding currents are represented as a current
sheet distributed over the arc of the slot openings. It can be seen that over a large portion of the
airgap the flux paths deviate considerably from the radial direction due to the large effective
airgap, and emphasises the need for the two-dimensional analytical technique instead of the
simpler one-dimensional method.
Fig 8.7 compares instantaneous field distributions along arcs at different radii in the
airgap/magnet region. Since at any radius a contour intersects two layers of finite elements, the
results consist of two parts obtained from upper and lower layers of element, as illustrated earlier
in Fig 5.17. The analytical predictions are also calculated from two radial positions, whose radii
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are given in Table 5.4 for this internal rotor motor. The analytical predictions and the finite
element calculations show excellent agreement in both the waveforms and amplitudes, as shown
in Table 8.2 andFig 8.8.
It is interesting to contrast these results with those calculated by the traditional 1-d analytical
method and shown in Fig 8.9. Its main features are:
i) The flux density distribution around the circumference has a stepped rectangular waveform,
the increments in flux density due to the winding current in the slot being:
-	 Ni
	 (8.53)
6
for full pole-pitch windings
where N is the conductors in one slot, 6 is the effective airgap length, and i is the
instantaneous current value.
For example for this particular prototype motor, at time t = 0, i = 2.15 A, N 5 = 150, 8 =
5.45mm
B= 0.0751
ii) The flux density distribution is independant of the radius.
In contrast the 2-dimensional predictions show that:
a) the flux density disthbution along the circumference is not a stepped waveform. Due to
the large effective airgap and hence the correspondingly large flux leakage, there is flux
focussing at the stator teeth at the sides of the winding current sheets, and flux
weakening on the rotor surface.
b) the amplitude of the flux density varies with the radius. On the one hand due to leakage it
tends to decrease, with an increase of distance from the current source, whilst on the other
hand due to the flux focussing effect it tends to increase as the radius is reduced. As a
consequence, for an internal rotor motor in passing from the stator to the rotor hub the flux
us
S
33
ms
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density near the current sheets decreases, whilst near the axis of coils it increases, ie. near
the current sheets the effect of flux leakage predominates, whilst near the axis of the coils
the effect of flux focussing is predominant. Clearly for an external rotor radial-field motor
topology the resultant flux density will decrease in moving from the stator to the rotor
hub.
c) due to the reasons mentioned above, the flux density distribution varies significantly with
the radius, ie. in passing from the stator iron to the rotor iron. As to the apparant oscillations
in the predictions, this is due to discretisation effects in the finite element analysis and to
the use of a finite number of terms in the Fourier series of the analytical calculation, similar
to that which was discussed in the open-circuit field calculation of section 5.5.1.
Fig 8.6 Finite element mesh and flux distribution due to the winding excitation alone
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Table 8.2 Comparison of predicted aramature reaction field for a smooth airgap model
Flux density (analyticalRadius	 Flux density (FEM) 	 prediction)
m	 T	 T
	
0.024685	 0.084197	 0.0830393
	
0.025078	 0.080448	 0.08 17772
	
0.025862	 0.080443	 0.0793699
	
0.026254	 0.076956	 0.0782520
	
0.027038	 0.076952	 0.0759657
	
0.027430	 0.073750	 0.0750948
	
0.028214	 0.073748	 0.0730580
	
0.028606	 0.070874	 0.0718571
	
0.029082	 0.070870	 0.0706534
	
0.029167	 0.070369	 0.0701847
	
• 0.029334	 0.070372	 0.0696459
	
0.029417	 0.069879	 0.0693576
	
0.029585	 0.069884	 0.0691550
armature fie'd vs radius
a	 Analytical
Prediction
' 4D
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Fig 8.8 Variation of field under a stator tooth due to winding excitation alone
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293
8.3 Back-emf Induced in Windings of a Brushless DC Motor
The back-emf induced in the windings of a brushless permanent magnet DC motor can be
calculated from a knowledge of the open-circuit magnetic field distribution, and the winding
distribution.
For a slotless motor topology the open-circuit field is the magnetic field produced by the magnets
in a smooth airgap, ie.
Bopen-circuit ( 0, r) = Bmagnet ( 0, r) =	 B, cos np o	 (8.54)
When the motor is slotted an average value of the relative permeance can be used to account for
the reduction of the effective flux, ie.
B open_circuit ( 9, r) = B magnet ( 0, r) A0	 (8.55a)
where A0 =	 1-1.6 ,tt 
J
	 (8.55b)
which is identical to equation (5.124). Since it is the flux density distribution at the stator bore
that induces the back-emf in the windings,
B open-circuit ( 0) = Ao B magnet ( 0, r) I r = R	 (8.56)
where Ao = 1 for slotless motors, and
0 = a - ama
where a and 8 are the angular position referred to the stator and the rotor respectively, and
ama is their relative position which depends on the speed of the rotor, ie.
ama	 (.Ort + 00	 (8.57)
where 0 is an initial angle depending on the commutation angle.
Therefore
B open_circuit ( a, t) = A0	 B, cos n p (a - ama)
	
(8.58)
n
Hence the flux linking a coil is calculated from
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(8.59a)
V = -	 Bopen-circuit (a, r) R lef d a
where ay is the winding pitch angle, R 1 is the radius of the stator bore, lef is the effective axial
length of the stator coil.
Hence
BnRjleffcosnp(a_ama)da
2 B R lef 5 cos n p a cos np a d a
-A0	
2BnRjlef .SlflflJ) 2 cosnpa,na
n
=	 Kdn cos n p a
where
= 2BnRjlefA0
(8.59b)
(8.60)
and Kdn = sin np
Therefore the voltage induced in each turn of the coil is
e = -	 = A0	 2 B R 1 lef O)r Kdn Sin n p a
=	 (OrcbnKdnsinnpama
n
(8.61)
Hence for a distributed multi-pole winding, the induced emf per phase is obtained as:
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e =	 o cb, W	 sin np a,	 =	 E, sin np	 (8.62a)
n	 n
where E = Wr (bpj W Kdpn	 (8.62b)
W is the series turns per phase;
and Kj = KdnKpn is the winding factor, being the winding distribution factor, and Kdn
being the winding pitch factor, which are the same as for the calculation of the magnetic field
produced by the windings, ie. equations (8.20) and (8.45)
Kdn = Kdvlvnp
	 (8.63a)
=
	 (8.63b)
For a standard inverter fed brushless DC motor under normal commutation the commutation of
the current waveform in a particular phase is time-delayed by an angle ic/6 (elec Rad) from the
zero crossing of its back-emf waveform, as described in Chapter 7 and shown in Fig 8.10.
Therefore, if the phase current is given by
=	 Iusinu(port + Ou)
	 (8.64)
U
with IaI	 = 0 as indicated in Fig 8.10, then for a symmetrical back-emf waveform and
normal commutation, ie.
phase current
commutation ogic
—iT	 PWrt
t=O
Fig 8.10 Relative position between phase current and back-emf waveforms
under normal commutation.
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ea =	 EnSifln(pWrt + 7t )	 (8.65a)
n
For advanced or retarded commutation, the back-emf waveform becomes
ea =	 E, sin n (p (Or t - ac +
	 (8.65b)
where ac is the commutation angle in electrical radians, where for advanced commutation
ac >0 , for retarded commutation c <0, whilst for normal commutation ac =0.
On comparing equations (8.56b) and (8.62), the following relationship holds:
(8.66)ac	 It
ama = (Ort -- + -
p 6p
Therefore 0 is determined from equations (8.66) and (8.57) as:
Lc	 It
= -- + -
p 6p
Hence re-writing equation (8.62), the back-emf is obtained as
ea =	 Ensinn(pO)rt - ac +
(8.67)
(8.68)
whereE = O)rnWKdpn = O)r(2BnRilef)WKdpn7o	 (8.69)
8.4 Resultant Magnetic Field on Load
In previous sections solutions for the open-circuit and armature reaction field components have
been obtained for a surface-mounted radial-field motor, accounting for the effect of slotting. In
this section, these analyses are summarised and the relative positions of the component fields,
and the relative permeance, and the back-emf and current waveforms are established so that the
resultant instantaneous magnetic field for any load condition and any commutation strategy can
be deduced and compared with predictions from finite-element calculations.
stator
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8.4.1 Relative Positions of the Open-circuit and Armature Reaction Fields, and the
Permeance
In order to obtain a solution for the instantaneous magnetic field under any load condition and
commutation strategy it is critical to determine the relative positions of a variety of functions.
For example:
1) Reference direction of rotation of the rotor;
2) Reference polarity of current flowing in each phase winding;
3) Reference phase sequence in space;
4) Reference position for the axis of phase A;
5) Reference position for the corresponding phase current;
6) Reference positions for the fields produced by the magnets and the windings, as well as
for the permeance function;
7) Relationship between time and angular position;
8) Relative position between the axis of phase A winding and the permeance function;
9) Relative position between the axis of phase A winding and the permanent magnet poles;
etc.
All the above items are summarised and discussed in the following:
1 ', Reference direction of rotation of the rotor
It is assumed that the direction of rotation of the rotor is anti-clockwise, as shown in Fig 8.11.
Fig 8.11 Direction of rotation of the rotor.
conductor
conductor
B
stotor
C,
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2) Reference polarity of current flowing in each phase winding
The reference direction of the current flowing in phase A is shown in Fig 8.12.
Fig 8.12 Directions of current flowing in phase A.
The direction of current flow is such that:
1) Following the direction of rotation the rotor magnetic field cuts the start conductors A first,
and then the finish conductors A' of phase A, as shown in Fig 8.12, and similarly for the
other two phases.
ii) The current flowing in the start conductors A is into the plane of the paper, whilst that in
the finish conductor A' is out of the plane of the paper.
iii) The direction of the mmf produced by the winding is determined by the right-hand rule.
3) Reference phase sequence in space
Fig 8.13 shows the sequence of phases A, B, and C in space.
0'
Fig 8.13 Sequence of phases A, B, and C in space.
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The sequence is such that following the rotation of the rotor the emf induced in phases B and C
are respectively 120 elec retarded and 120 elec advanced in time with respect to the emf induced
in phase A. This definition will ensure that the time phase sequence is the same as the spatial
phase sequence.
4 Reference position for the axis of phase A
The reference position for the axis of phase A is such that the initial spatial angle position, a=0
is defined at the axis of phase A.
5' Reference position for the phase current
The reference position for the phase current is related to the previous defmitions. In particular,
the current waveform of A is such that at the initial time, t =0 when the winding of phase A is
being commutated on the current flowing in the winding has a positive polarity, as shown in Fig
8.14.
'a
Fig 8.14 Defmition of initial time for current waveform
6 Reference positions for magnetic fields produced by the magnets and the windings. and the
permeance function
As already mentioned in Chapter 5, the solution for the magnetic field produced by the permanent
magnets has a reference position, 0 = Oat the centre of one pole whose direction of magnetisation
is coincident with the positive radial direction of the polar coordinate system, ie.
2 it flr
a=cort= 60 (mechanical rad.)since
(8.70)
360nr
a=o)rt= 60 t-6nrt (mechanical degree)
(8.71)
or
ahence t=-
6 nr
(8.72)
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Brnagnet ( 0, r) =	 Bn COS fl p 0
	 (5.53)
n
The solution obtained in section 8.2 for the magnetic field produced by the windings is with
reference to a= 0 being at the axis of the phase A winding, ie.
Bwinding ( a, r, t) =	 B, sin (up 0r t - VuP a + Ou)	 (8.51)
U	 V
whereas the reference position a =0 for the relative permeance function obtained in section 5.4
is at the centre of a slot opening, ie.
71cos.tQa	 (5.123)
7') Relationship between time and angular position
The relationship between the time and the angular position can be determined from a dynamic
simulation, as described in Chapter 7. However for steady-state operation if the speed of the
rotor is assumed to be constant, a simple relationship can be obtained from the preceeding
definitions for the current waveform and the magnetic field produced by the windings.
where nr is the speed of the rotor (rpm).
a=0	 a
(b)
a
(a)
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8') Relative position between the axis of phase A winding and the permeance function
The definition of the relative position between the permeance and the mmf produced by the
windings can be determined according to the particular winding topology of a motor. As defined
in 6) above, the reference for the permeance function is at the stator slot axis. However if the
angular position a =0 is redefmed to be at the axis of phase A stator winding, the physical origin
of the permeance function may no longer be at the stator slot axis. In general there are two cases
which will determine the physical origin of the permeance function, viz:
Case 1: The winding pitch is an odd integer of the slot pitch, as shown in Fig 8.15(a).
Case 2: The winding pitch is an even integer of the slot pitch, as shown in Fig 8.15(b).
axis of coils of phase A (group)	 axis of coils of phase A (group)
Fig 8.15 Relative positions between axes of phase windings and permeance.
It will be seen that in the case (1) the axis of the coils of phase A coincides with the centre of
a stator tooth, whilst in case (2) the axis of phase A coincides with the centre of a stator slot.
Therefore if the magnetic field produced by the windings is defined by
(8.51)B winding ( a, r, t) =	 B sin (up (Or t - Vu p a + O)
U	 V
with a =0 being at the axis of phase A windings
and ia =	 Ju sin u (p (Or t + O)
U
then the relative permeance function is given by:
(8.43)
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(8.73)=	 cosp.Qs(a + asa)
l.L
where
- half slot pitch =	 for case 1
eLsa—	 Qs
0	 for case 2
(8.74)
(1 )J X cos.tQs a	 for case 1	 (8.75)
ie.	 (a,r) =
COS J.t Qs a	 for case 2
9 Relative position between the axis of phase A winding and the permanent magnet poles
In section 8.3 it was stated that
B = a - ama	 (8.76)
where
Hence
a is the stator angular position with its reference a = 0 at the axis of phase A
winding, and
ama is the relative position between the axes of the magnetic fields due to phase
A windings and the magnets.
(8.66)
a,7
 = (J)r t - - + -p 6p
Therefore if the magnetic field produced by the windings is given by equation (8.51), the
magnetic field produced by the magnets is now given by:
B magnet (a, r, t) =	 B, cos n p (a - a,)
	 (8.77)
n
8.4.2 Instantaneous Field Distributions
In summary the instantaneous field distribution under any specified load condition can be
calculated from
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(8.78)
(8.79)
(8.80)
B load ( a, r, t) = B open-circuit ( a, r, t) + Bar,nature_reacon ( c(, r, t)
whilst Bopen-circuit ( a, r, t) = B,nagnet ( a, r, t) X ( a, r)
and	 Barmture-reactjon ( a, r, t) = B winding (a, r, t) X ( a, r)
where
B,nagnet(a,r, t) =
B winding (a, r, t) =
00	 (8.81)
ac	 itBncosnp(Wrt-a—+)
n= 1,3,5,
00	 00	 (8.82)
Buvsin[u(pwrt) + V a + 9u]
u=1,2,3,... c=O,±1,±2,...
and
00
	
X(cx,r) =	 A1.cos.tQs(a + asa)
i=O, 1,2,
wherevu= ±p(6c-{±}u)
	
- --
	 for winding pitch = odd integer of slot pitch
asa- Qs
0	 for winding pitch = even integer of slot pitch
00
and la =	 'u Sin U (p (Or t + O)
U = 1,2, 3,
with La1 t=O
Ou is the phase angle of the current harmonics;
(Or is the angular speed of rotation of the rotor;
a is the angular position on the stator;
with a! = o = 0 and a = 0 at the axis of phase A stator winding.
(8.83)
(8.84)
(8.85)
(8.86)
Fig 8.16 shows instantaneous field distributions from finite element analyses in which the
instantaneous current values are obtained from the dynamic simulation in Chapter 7 and shown
in Fig 8.5, whilst the relative position is determined by the technique described in the previous
section. Again the results relate to the prototype internal rotor radial-field motor whose
parameters are described in Table 5.1 and whose mesh discretisation is shown in Fig 5.20. At a
rotor speed of 1500 rpm, from time t =0 to time t = 3.333 ms corresponds to 1/6 of a full cycle,
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whilst time t = 0 s, 1.666 ms, and 3.333 ms correspond to the rotor positions 0°, 15° , and 30°
mech respectively. As can be seen, since under the assumed steady-state condition the rotor
rotates at a constant speed, the magnetic field produced by the magnets also rotates uniformly,
whilst the magnetic field produced by the windings rotates in incremental steps between the
commutation events. As a result, the magnetic field on load also rotates non-uniformly. To be
more specific, in the flux distributions in Fig 8.16, at time t = 0 s, only phases B and C are
conducting, since although phase A is just about to be commutated on, its current is still zero.
At time t = 1.666 ms phases A and C are conducting, whilst phase B is blocked and the current
of phase B is zero. The axis of the magnetic field produced by the windings has rotated by an
incremental angle of 30° elec when the rotor has rotated by 150 mech. However, in the time
interval t = 3.333 ms, no further commutation event occurs, phases A and C continuing to
conduct and phase B still being blocked. When the rotor has rotated a further 15° mech, the
axis of the magnetic field produced by the windings at time t = 3.333 ms effectively remains at
the same position as that at time t = 1.666 ms, only the magnitude of magnetic field has changed
due to the nature of the current waveform resulting from the effect of the winding inductances.
Therefore under a load condition the angle between the axes of the open-circuit field and the
armature reaction field effectively varies from 60° elec, at the beginning of a commutation period
to 120° elec at the end of the period.
The instantaneous field distribution derived from the analytical prediction is described in the
next section.
8.4.3 Comparison of Predictions with Finite Element Calculations
In this section predictions from finite element and analytical calculations are compared for the
open-circuit field, the armature reaction field, and the net magnetic field on load.
For the internal rotor motor whose parameters are given in Table 5.1, and whose discretisation
is shown in Fig 5.20, Figs 8.17, 8.19, 8.21, and Figs 8.18, 8.20, 8.22 compare analytical and
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finite element predictions in both circumferential and radial directions for the open-circuit field,
the armature reaction field, and the load magnetic field at different instances in time. For each
condition a comparison of the variation along a radius through the airgap/magnet region is given
in Tables 8.3 - 8.6. The comparisons show that the analytical predictions of the open-circuit,
armature reaction, and load field distributions are in excellent agreement with the results from
finite element analyses. It will be noted that earlier discussions regarding the effects of finite
element discretisation, flux focussing, leakage flux, and oscillations in the predicted field
distributions are still relevant.
For this particular prototype motor the magnetic circuit was not highly saturated, as was
mentioned earlier in Chapter 5. Hence the armature reaction field predicted from an idealised
model, Fig 8.23, in which the teeth have been modelled by a natural Neuman boundary condition
(ie. .tFe = 00), show excellent agreement with Fig 8.19. Indeed it is usually the case that the
airgap flux density due to the armature reaction field is normally less than 20% of that due to the
magnets, saturation being dominated by the field of the permanent magnets.
8.5 Calculation of self- and mutual-inductances
It is a relatively simple matter to extend the technique for calculating the armature reaction field,
as described in section 8.2, to the calculation of the self- and mutual stator winding inductances
of the active length of a motor. In section 8.2.6 the magnetic field of a distributed winding has
been obtained as
2Wja	
1KsovKdFb(v,r)CosvaB winding (a, r, t) =
V
where v =pv' , v'	 1,2,3,... forphaseA
letting Ba ( a, t) = B winding ( a, r, t )I r = R =	 Bay cos v cx
V
then, for each harmonic component, the flux per pole is
(8.44)
(8.87)
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vlefBav	 (8.88)
where t is the pole pitch and lef is the effective length of the windings.
The flux linkage between the winding and the harmonic field produced by itself or by another
phase winding is
= vWKdpv	 (8. 89a)
or	 = vWKdp	 v 2ir	 (8.89b)V CO5 -p3
Hence the self- and mutual stator winding inductances of the active region of either an internal
rotor or an external rotor motor are obtained as:
qiaa
Lg-
la
- 4 tlefJ.Lo	 (WKd"?
	
(8.90)
V	 J 
Fb(v,r)!rR
------
and
Mg=
= ---	
(wKcipv'\2	 v 2ic	 (8.91)
cos - -
V	 J 
Fb(v,r)IrR	
p 32 p
where v = p, 2p, 3p,
Comparing the above 2-dimensional analysis for calculating the sell- and mutual stator winding
inductances with the 1-dimensional model as applied to conventional machine formats, such as
induction motors [8.4], it will be found that the main difference lies in the term Fb (v, r). Indeed,
as has been discussed in section 8.2.3, the function Fb (v, r) accounts for the effect of the airgap
in the 2-dimensional analysis.
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8.6 Conclusions
In this chapter a comprehensive analytical technique has been presented for predicting the airgap
field distribution in radial-field brushless DC motors under any specified load condition,
accounting implicitly for the stator winding current waveform and the effects of stator slot
openings. It is based on a 2-dimensional analysis, in polar coordinates, of the airgap/permanent
magnet region, and combines an analytical calculation of the armature reaction field from an
analytical prediction of the current waveforms, with the open-circuit field produced by the
magnets to enable the instantaneous field distribution to be predicted under any load condition
and specified commutation strategy. The predicted open-circuit, armature reaction, and load
field distributions all show excellent agreement with results from finite element analyses.
Fundamental to the calculation is a knowledge of the relative position of factors such as the
open-circuit and armature reaction field components, the permeance function, the back-emf and
current waveforms etc. This has been analysed and accounted for in the calculation of the
instantaneous field distributions.
In addition 2-dimensional analytical methods for calculating the back-emf and the self- and
mutual-winding inductances has been developed.
The techniques are suitable for either internal or external rotor surface-mounted permanent
magnet brushless dc motor topologies, and should be applicable to the analysis of corresponding
topologies of brushless permanent magnet AC motor.
Open-circuit field
time = 1.6666 ms, 15° mech.
Open-circuit field
time	 3.333 ms, 300 mech.
I-
308
Open-circuit field
time	 o s, 00 mech.
Armature reaction field	 Armature reaction field
	 Armature reaction field
time = o s, 00 mech.	 time = 1.666 ms, 15° mech.	 time	 3.333 ms, 3Q0 mech.
Load field, 1500 rpm	 Load field, 1500 rpm	 Load field, 1500 rpm
time = os, O mech.	 time = 1.666 ms, 15° mech.	 time	 3.333 ms, 30° mech.
Fig 8.16 Instantaneous field distributions
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Fig 8.17c Comparison of open-circuit field distribution at different radii, time=3.33ms
312
Table 8.3 Variation of open-circuit field along a pole axis
Flux density (analyticalRadius	 Flux density (FEM)	 priction)
m	 T	 T
	
0.024685	 0.35724	 0.353855
	0.025078	 0.34154	 0.348326
	
0.025862	 0.34152	 0.337777
	
0.026254	 0.32729	 0.332722
	
0.027038	 0.32728	 0.323307
	
0.027430	 0.31413	 0.319261
	
0.028214	 0.31412	 0.310705
	
0.028606	 0.30218	 0.305493
	
0.02908 1	 0.30217	 0.299224
	
0.029164	 0.29975	 0.298811
	
0.02933 1	 0.29975	 0.296829
	
0.0294 14	 0.29746	 0.295997
	
0.029580	 0.29746	 0.295004
	
0.029662	 0.29475	 0.295116
a4o	 open-circuit field vs rodius
a35
Analytical
025	 Prediction
V
- 02J
U
.' 0.15
U
C
V0.
0 10
0
0
oroj
radius (m . iO)
FFig 8.18 Variation of open-circuit field along a pole axis
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Fig 8.19c Comparison of armature reaction field distribution at different radii, time=3.33ms
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Table 8.4 Variation of armature reaction field under a stator tooth
Flux density (analyticalRadius	 Flux density (FEM)
	
prediction)
m	 T	 T
	
0.024685	 0.080823	 0.0798130
	
0.025078	 0.077467	 0.0787963
	
0.025862	 0.077470	 0.0770409
	
0.026254	 0.074791	 0.076278 1
	
0.02703 8
	 0.074800	 0.07494 10
	
0.027430	 0.072494	 0.0746756
	
0.028214	 0.072502	 0.0735097
	
0.028606	 0.070233	 0.0728534
	
0.029081	 0.070234	 0.0718931
	
0.02933 1	 0.070019	 0.0709628
	
0.029662	 0.069298	 0.0695 147
___________________________________________________________________ ___________________________________________________________________
armature reaction field vs radius
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Fig 8.21b Comparison of load field distribution at different radii, time=1.66ms
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Fig 8.21c Comparison of load field distribution at different radii, time=3.33ms
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Table 8.5 Variation of load field under a stator tooth at 0° mech.
Radius	 Flux density (FEM)
	
Flux density (analytical
	
0.024685	 0.35602	 0.351317
	
0.025078	 0.34080	 0.345705
	
0.025862	 0.34076	 0.336062
	
0.026254	 0.32711	 0.330988
	
0.02703 8
	 0.32707	 0.320939
	
0.027430	 0.31447	 0.3 16222
	
0.028214	 0.31444	 0.308877
	
0.028606	 0.30252	 0.302611
	
0.02908 1	 0.30252	 0.300554
	
0.029164	 0.30010	 0.299221
	
0.029330	 0.30011	 0.297439
	
0.029413	 0.29777	 0.296726
	
0.029580	 0.29778	 0.295501
	
0.029662	 0.29576	 0.293660
ao	 load field vs radius (0 degree)
Analytical
-	 Prediction
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Fig 8.22a Variation of load field under a stator tooth at 0° mech.
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Table 8.6 Variation of load field under a stator tooth at 30° mech.
Radius	 Flux density (FEM)
	
FlUX densitY (analYtical
	
0.024685	 0.273 14	 0.277470
	
0.025078	 0.26098	 0.272968
	
0.025862	 0.26098	 0.263970
	
0.026254	 0.24938	 0.259682
	0.027038	 0.24936	 0.2508 80
	
0.027430	 0.23884	 0.247395
	
0.028214	 0.23883	 0.239365
	
0.028606	 0.2293 1	 0.2358 10
	
0.02908 1
	 0.22929	 0.230962
	
0.029164	 0.2275 1	 0.228647
	
0.029331	 0.22751	 0.227153
	
0.029414	 0.22542	 0.226262
	
0.029580	 0.22542	 0.225220
	
0.029662	 0.22373	 0.224183
load field vs radius (30 degree)
Analytical
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Fig 8.22b Variation of load field under a stator tooth at 30° mech.
II
mgi. pomition.
mgi. pomitim.
A-P 11mId. 1500.p.. r-Rt-g.. 0000
66
is
A-R titid. iSOOrp..tPi-g-.Od,g
A-A fimim. 1000.0.. fPi-. Odog
..;l. 000ttlon.
33
S
0
-I
322
B-P tieid. iigCrp.. r.P1-g-B.. 04mg
Mesh and equl-potential 	 time	 o s
distribution
Fig 8.23a Comparison of armature reaction field distribution at different radii,
calculated by FE analysis of an idealised model
IO2 8081012.1.
time	 3.3333 ms
200
160,
T120
3.0
-10.
-80.
-120
-260
-200
4-4 t.1O. :510152. 1.-. 25420
I:: :
I
•5C	
.257 .314 .17: .622 .785 .512 1.79 625 LII 1.
..1e 0o.15.12,.
- - I-S fieId. 15OOp r-:-s+.
:62:-
iii	 v\
-120.
.157 .314 .471 .026 .735 .042 1.15 L25 1.11 1.7
8551. 202it15.
4-4 fI.14. 25015p . r#1-5-. ISdeg
:52.0-
llr___t%_#
-220.4
.157 .3:1 .17: .526 .785 .942 1.03 L25 1.11 1.37
4151. 5O8it..
I
9-3 1e1I1. 262OrS 1-5-4.
:5O.D
r; 2o,1t!-
time	 1.6666 ms
A-S fleIA. 1500100,-RI-. 200t9
AnsI. PAnItIOR.
A-S fiIId. I500rp.. r-R1-ç.. 30425
85518 DO8ltIon.
A-S 01n14. 15001-p.. 1-61-9-. 304nq
Ingli p.51012.1.
0-6 00214. 15001-pt r.411-g-h.*. 310eg
Fig 8.23b Comparison of armature reaction field disiribution at different radii,
calculated by FE analysis of an idealised model
324
CHAPTER 9
ESTIMATION AND ANALYSIS OF ELECTROMAGNETIC
FORCE, VIBRATION, AND ACOUSTIC POWER OF
BRUSHLESS DC MOTORS
9.1 Introduction
One consequence of the adoption of electronically controlled drive systems is that the phase
current waveforms are no longer purely sinusoidal but contain significant harmonics [9.11 which
greatly increase the possibility of resonances between the exciting forces and the stator structure,
as well as the total level of emitted acoustic noise. Therefore, the study of the emitted acoustic
noise cannot be restricted to the motor itself but must consider the complete drive system,
including the supply inverter. Although this aspect has been the subject of recent research, much
remains to be studied since to date only normal component identification on the noise spectrum
from AC adjustable speed drives has been investigated [9.2] [9.3][9.4][9.5]. Further, little
research has been reported on the prediction of acoustic power radiated from such drives, whilst
significant assumptions are usually employed, eg. the current waveform is assumed to contain a
fundamental component only [9.6].
Many applications for brushless permanent magnet DC motor drive systems are noise sensitive.
However the analysis of noise from brushless DC motors is somewhat different to that for
adjustable speed AC drives which are based on induction motors and transistor/thyristor
inverters. The vast majority of brushless DC motors have surface-mounted permanent magnet
rotors, which leads to a large effective airgap, whilst the armature reaction field results from
phase current waveforms which necessarily depart from the ideal rectangular waveform and
rotates in incremental steps between commutation events, as described in Chapter 8. Therefore
relative to its brushed counterpart, whilst the removal of the commutator can lead to a significant
reduction in the mechanical noise, the non-ideal phase current waveforms tend to increase the
325
electromagnetically generated noise, despite the fact that in surface-mounted topologies the slot
harmonic fields are alleviated because of the large effective airgap. Furthermore significant
torque ripple can arise due to commutation events as well as cogging, both of which will induce
tangential vibrations. However to date no investigations have been reported on the noise emitted
from brushless permanent magnet DC motors.
Although the techniques for calculating the airgap field, radial force, vibration, and hence
acoustic noise have been applied primarily to induction motors [9.7][9.8][9.9J[9.1O], the models
for predicting the vibration and noise are equally applicable to permanent magnet excited
machine formats. However, even for induction motors, existing analytical methods are feasible
only for particular forms of stator construction [9.7] [9.11], whilst numerical methods are usually
difficult to apply because of the movement of the rotor on the one hand [9.12][9.13] and the
non-sinusoidal current waveforms on the other.
In Chapters 5, 7, and 8 a comprehensive analytical technique was presented for predicting the
airgap field distribution in radial field brushless motors under any load conditions, accounting
implicitly for the corresponding stator winding current waveforms, the large effective airgap,
and the effects of the stator slot openings. The predicted open-circuit, armature reaction, and
load magnetic field distributions have all shown excellent agreement with corresponding results
from finite element analyses.
In this chapter an analytical technique for predicting the acoustic power level of a brushless DC
motor is developed and compared with the measurements on a prototype radial field internal
rotor encased-type motor. The technique calculates the load field distribution analytically,
according to the method described in Chapters 5,7, and 8, whilst the resulting radial force density
waves acting on the stator are evaluated by the Maxwell stress, and then used as the input to
vibrational response and acoustic radiation models. The acoustic radiation model is based on
the cylindrical model of finite length developed in Chapter 3, whilst the vibrational response
model accounts for the effects of both the iron core and the frame, as well as damping effects.
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The vibrational response model is developed further from the initial lumped parameter model
established by the author [9.1 1J[9.9] with due account of the stiffening effect of the frame, whilst
according to the results reported in Chapter 2, the modifying effects of the end-shields on the
stiffness of the stator is established by experiment.
9.2 Spatial and Time-Dependent Radial Force Calculation
9.2.1 Radial Force Density Wave
The vibrational force waves acting on the stator bore can be calculated by Maxwell stress.
neglecting the tangential component of the flux density
p(a,t) - B2(a,t)
-	
2p.
	
(9.1)
The general form of the vibrational force waves, in which a large amplitude and low mode number
are important from the viewpoint of noise and vibration, is given by:
p(cc,t) =	 Pmcos(0)mt + ma + a,)
	 (9.2)
where m is the mode number and CO is the angular frequency of the force wave. Both are
computed from the orders and angular frequencies of the flux density harmonic components.
As summarised in section 8.4.2, the instantaneous field distribution under any load condition
can be calculated from:
B load ( a, r, t) = B open—circuit ( a, r, t) + Barinature_-reacijon (a, r, t)	 (9.3)
whilst Bopen—circuir ( a, r, t) = Bmagne: ( a, r, t) X (cc, r)	 (9.4)
and	 Bar,nature_reactjon (a, r, t)	 B winding (a, r, t) ( a, r)	 (9.5)
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Therefore the spatial and time dependent harmonics of the flux density for the prediction of noise
and vibration from an internal rotor motor is obtained by setting r = R1 , ie., evaluating the flux
density at the stator bore.
Since	 B (a, t) = B load ( a, r, t) I r = R
Therefore B(a,t) = [Bmagnet(at) + Bwinding(a,t)]X(a)
where B,nagnet (a, t) = Bmagnez (a, T, t) I r=R
Bwinding(a,t) = Bwinding(a,r,t)lrrRj
and	 (a)=(a,r)lr=R
(9.6a)
(9.6b)
(9.6c)
(9.6d)
(9.6e)
Since the evaluation of equations (9.1) and (9.2) involves considerable computation, a CAD
program, whose flow-chart is shown in Fig 1.3, has been developed to evaluate:
a) relative permeance waves;
b) magnetic field distribution produced by the magnets (slot openings neglected);
c) open-circuit magnetic field distribution (accounting for slot openings);
d) cogging torque waveforms;
e) steady-state dynamic phase current waveforms;
tangential torque waveforms;
g) magnetic field distributions produced by the windings (slot openings neglected);
h) armature reaction field distributions (accounting for slot openings);
i) load magnetic field distributions;
j) radial force waves.
The above calculations involve three basic operations with the spatial and time-dependent Fourier
series terms, viz:
If	 A =	 Alcos(A2t+A3a+A4)	 (9.7a)
	
B =	 Blcos(B2t+B3a+B4)	 (9.7b)
	
and C =	 Clcos(C2t+C3a+C4)
	 (9.7c)
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i) C = AB
c =	 'V AiBi cos[(A2±B2)t+(A3±B3)a+(A4±B4)]
	
(9.8)
2
ii) C = A2
c	
A1A'i	 (9.9)
=	 cos[(A2±A'2)t+(A3±A'3)a+(A4±A'4)]2
iii) C = A+B
If A2 = B2 and A3 = B3 then
Ci = '1( Ai cos A4 + Bi cos B4 )2 + (Ai sin A4 + B 1 sin B4 )2	 (9. lOa)
C4 - arctan{A1c05A4+B1c0sB41
-	 Ai sin A4 + Bi sin B4
(9. lOb)
However for the prediction of the noise on open-circuit, it is possible to employ a much simpler
approach which is described in [9.14].
The frequencies of the vibration and noise under any load condition are proportional to the pole
number, 2p, and the rotor speed flr, ie.
f = 2k Pflr	 k=1,2,3,...	 (9.11)
which is the same as for the open-circuit condition [9.14]. However as the load is applied it
will cause the amplitude of the noise spectrum to vary, whilst the frequency will also change
with the rotor speed. Clearly the noise spectrum for a brushless DC motor will differ from that
for induction motors, synchronous motors, and DC commutator motors etc, as described in
section 1.2.
The calculation of the relative permeance and the field produced by the magnets and the
windings, ie., ( a), B magnet ( a, t) and Bwinding (a, t) are summarised in sections (9.2.2),
(9.2.3), and (9.2.4).
for winding pitch = odd integer of slot pitch
for winding pitch = even integer of slot pitch
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9.2.2 Relative Permeance
The relative permeance is expressed in the form of a Fourier series, viz:
00
(a,r) =	 ltcOStQs(cx + asa)
=0,1,2,
lit
where asa = -	 for winding pitch = odd integer of slot pitch
[o	 for winding pitch = even integer of slot pitch
therefore
(9. 12a)
(9. 12b)
-7(a,r)	 I	
(-1)ccos.tQ5a
-	
t COsJ.tQs a
JL
where
= j (1_1.62.]
= _3
	
I b"	 1
(bo) 
=	 10.5+	 1	 I	 [ l6itp.— I
	
0.78125_2cL2I
	 )
and Gft	
tiC[
	
1..	 ttJ ]
(9. 12c)
(9. 13a)
(9.13b)
(9.13c)
where K is the Carter coefficient, which accounts for the increase of the effective airgap, and
b0 and tt are the slot opening and the tooth-pitch respectively, Qs is the number of stator slots,
whilst depends on the radial position along the axis of a slot and is determined bythe
conformal transformation. However, at the stator bore surface [ is given by:
2 [i_	
1+J2(1+v2)]
	
(9.14)
where v is determined from:
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r/2 + + v] +
	 arctan	 _______g	 =	
in L1a2 + v2 - v	 b0	 b0 "Ia2 + v2	 (9.15)
hm
where g' = g + - is the effective airgap; a2 = 1 + (s2
LR	 b0J
9.2.3 Magnetic field produced by magnets
For an internal rotor topology the magnetic field produced by the magnets is given by equations
(5.62), (5.57), and (8.81), ie.
00
ac	 ItBmagne:(Oc,r,t) = Bj(r,8) =	 BnCOSnp(0)rt - a - - +
pn = 1.3, 5,
where	 (9. 16a)
	
R0 '\ 2	 (Rm'i2 
+ ?m'2i(1?02
Mi
____ ____________ _________
	2 
.LR PR +
	 -	 _____________ 
F 
+ 1.L" 21B=
	
{ R	
1—	 J J -	 J
1	 "Rm'21 tR—1 (R0 2 (Rm'\21 [1	 rJ ]
for np = 1 and
M	 np
Rn =	
(np)2 - 1
(9.16b)
—( (Rm 2npnp + 1)R0I
R + 1 [i - (Rm 2npt PR - 1 (R0 2np _	 2np1
	
.LR
	 7J ]
	
.LR L	 (ROJ .1
(RoJn+i + (R0+1 ]
	
(9.16c)
	
LJ	 H
fornp ^ 1
(9.17)• nitc(
2
whilst M = 2 BR ap
n It ap
2
R0 = R1
 - g and Rm = R - g - hm (9.18)
Therefore at the stator bore, ie., r = R , the flux density distribution is obtained as:
(9.20c)
(9.20d)
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when np=1
Mi [
	
RoJ2 - 
12 + ()2 (R02
____ 
R	 R1	 RiJ iRmJBmagnet ( a, t) =	
+ 1	 (Rm12 T J.LR - 1 ('Ro12 (Rm '\2 1
J.LR
	
- J?	 j - J.LR IJJ - vJ ]
(9.19a)
Cos ((Or t - a - - + -)p 6
and when np ^ 1
B,nagnet ( a, t) =	 2	 "	 np + 1
.1R (np)2 — it,iJ
I (nP_1)+2[-nP+i _(nP+1)]R0J
R + 1	 (Rm	 - 1 r (R0	- (Rm 2np1
[ J.IR	 [	
- L'J	 ]	 .LR L LJ	 j
ac	 ir;
COSnp(U)rt - a - - +
p
(9. 19b)
9.2.4 Magnetic Field Produced by Windings
The magnetic field produced by the windings is given by equations (8.51) and (8.82), ie. by
letting r = R1, ie.
00	 00
3W
B winding ( a, t) = .to--	 lu	 Ksov Kdpv Fb (v, r) I r = R
u=i,2,3,...	 c=O,±i,±2,'..
sin {U(pO)rt) + V a + O]	 (9.20a)
V 
1 
+ [J2
where Fb (v, r) I , R =	
Rm 
2
i+73
= g + hm g'
V	 ±p(6c—{±}u)
(9.20b)
00	 (9.20e)
and	 =	 'u Sin U (p Or t + O ) (iai t =0)
U = 1,2,3,
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whilst Kdpv is the winding factor determined by equations (8.23a) and (8.45); Kso is the slot
opening factor given by equation (8.34).
9.3 Analytical Model for Vibrational Response Estimation
9.3.1 Vibrational Response of the Stator
As was mentioned earlier, due to the complexity of the stator structure existing analytical
calculations of the dynamic mechanical response of a machine to the electromagnetically induced
exciting forces is usually restricted to a single ring model of the stator core. Hence it cannot
account for the effect of the frame etc. In this section an analytical model for calculating the
vibrational response of the stator is also presented. It employs an equivalent lumped force [9.9],
and utilises the measured damping ratio which was obtained independently by Yang and Hubner
[9.7], the method for estimating the natural frequencies of a single ring type core developed by
Jordan, Frohne, and Uner and summarised by Yang [9.7] is extended to calculate the vibrational
response of the encased type stator by introducing the lumped stiffness and mass [9.9], whilst
an approximation to the effect of the frame is obtained by modifying the radial thickness of the
core yoke. Further, the increase in the stiffness of the stator due to the restricting effect of the
end-shields, which was studied in Chapter 2, is studied further and accounted for by
experimental modal analysis.
For an encased stator type motor, and assuming the radial vibration of the core and the frame to
be identical, the radial vibrational displacement can be calculated from:
____________________	 921)
where P'm is the equivalent lumped force [9.9], given by
P'm = 2 irS: R ic Pm
	
(9.22)
EhiK proportional to R
(9.25)
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where R1
 is the inner radius of the stator bore, ic is the axial length of the core, Pm and f are the
amplitude and frequency of the excitation radial force density wave, from equation (9.2), fm is
the mth order natural frequency of the stator, which can be determined from:
fm=2	 ;
	 (9.23)
Km and Mm are the lumped stiffness and mass of the stator.
is the damping ratio of the stator, which can be determined experimentally. For a stator with
windings the measured results obtained by Yang and Hubner [9.7] for small and medium sized
machines are almost identical, and therefore can be utilised in the calculation. It is modelled
approximately as:
2 it = 2.76 x 10— 5 i + 0.062
	 (9.24)
9.3.2 Effect of the Frame
Most small motors normally have an encased type stator, the core of which is simply pressed
into a frame. As a consequence the frame has a significant effect on the vibrational response of
the stator. Further, as mentioned in Chapter 2, the end-shields significantly increase the stiffness
of the stator. Hence their modifying effect must also be considered.
For a mode order m =0 or 1 the stiffness of a single thin ring is directly proportional to its radial
thickness, h, axial length, 1, and modulus of elasticity, E, and inversely proportional to its mean
radius, R, ie:
Since the frame may have a different axial length and material from rest of the core, as an
approximation it is reasonable to simply let
E111hence h'f 
= E l hf
(9.27)
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Efhjlj - Ech'flc	 (9.26)
Ref	 Rcf
where Ret' is the modified mean radius of the stator and hf is the equivalent radial thickness of
the frame when the frame is converted to the same material and axial length as the core yoke.
Similarly for m ^ 2 since
E h3 1K proportional to
	
R3
then letting
Efhlf Eh'l
Ref	 Rqf
Efif ½
gives h'j 
= IEc ic) hf
(9.28)
(9.29)
(9.30)
Therefore the radial thickness, the mean radius, and the weight of the core yoke are modified
according to:
hcf = h +	 (9.31a)
R= R + ½h'1	 (9.3 ib)
Gcf=Gc+Gf	 (9.3 ic)
With this simple approach if the material and axial length of the frame are identical to those of
the core, ie:
lflc
Then for m =0, 1, and m ^ 2
h'f = hf
and
hcf = h + hf
(9.32a)
(9.32b)
(9.32c)
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Rc = R + ½hf	 (9. 32d)
Gcf = G + Gj	 (9.32e)
which are physically correct since the frame effectively acts as a portion of the core.
9.3.3 Lumped Stiffness and Mass of the Stator
The lumped stiffness and mass of the stator can then be calculated by the method given in [9.91.
When the vibrational mode order m =0, ie. for the pulsating vibration mode
- 2itEchcflc
0- Rj
M0 =	 A
g
whilst for m=1
K - 2ltEchcflc
	1	 Rj
M=—
when the vibration of mode order m ^ 2
	
2icEI	 2	 2 2
	
Krn	 (rn—i) Fern
R
	
Mrn Gcf A	 + 1
Frn rn
(9.33a)
(9.33b)
(9. 34a)
(9. 34b)
(9.35a)
(9.35b)
where Fern is the ratio of the natural frequencies of the complete assembled motor to those of the
stator alone, and is introduced to account for the increase of the stator stiffness due to the
restriction effect of the end-shields, and can be determined experimentally or by finite element
analysis; Fi and Frn are determined from [9.7]:
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½	 (9.36a)
F1=
1 +
-½
i(m
=1+Fm {
	 .2 2_1 )[m2 (4+Arn/A) + 31}
m2+1
.1!fwhere	
= ;j-j-- Rcf
- hflc
12
(9.36b)
(9.37)
(9.38)
Ic is the moment of inertia of the cross-section, whilst A and Am are the mass addition factors
for displacement and rotation respectively, and are defined as:
Gj +	 + Gvr
A=1+
Gj
Qs Ot	 Qvr 0vrAm = 1 
+ 2IR + 2EIcRcf
2
where Ovr =	 h	 + (hcf + (hf3	 2hvr)	 2hwJ I
and
2
e=Sh1++(	
]L	 2hrJ	 2h1J
*	 G+G
St = S1
(9.39)
(9.40)
(9.41)
(9.42)
(9.43)
where St and Svr are the mean sectional area of a tooth and a ventilating rib, respectively; G,
Gf, Gt, G1, and Gvr are the weight of the core yoke, frame, teeth, winding including the
insulation, and the ventilating ribs respectively; Gcf, hcf, Ref are the modified weight, radial
thickness, and mean radius of the core yoke, with due account for the effect of the frame by
equations (9.27)(9.30)(9.3 1); Rc, h are the mean radius and radial thickness of the yoke, and
ht, hvr are the radial height of a tooth and a ventilating rib; Qs, Qvr are the number of teeth and
ventilating ribs; E is the modulus of elasticity of the core material; g = 9.8 mIs.
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9.4 Analytical Model for Acoustic Power Level Prediction
In the cylindrical model of finite length, the ends of the machine are replaced by infinitely long
cylindrical stiffening baffles, such that the vibration of the stator is not transmitted into the
extensions. The relative sound intensity Ii has already been obtained in Chapter 3 and is given
by equation (3.13), ie.
1	 (9.44)
____	
2(k2-x2) ____ (sinbx2&2kab	 _______________________ __ _ _ _____11=	 2	
-k Jn' 2 (a	 )+Yn'2(ak2-x2)	 bx J
where b= h/2; K = w Ic, 0= 2itf, c is the speed of sound; and a is the outer radius of the
frame. J'n and Y'n are the differentials of Bessel functions of the 1st and 2nd kind.
Knowing the relative sound intensity and the vibration the acoustic power radiated by an electrical
machine is calculated from:
W = pc(WArd)2.47tab.I1 =2pclt2f2Ard2.4icab.Il	 (9.45)
where pc = 415 kg/rn and pc is the sound resistance in air.
Hence the acoustic power level is obtained from:
w
L = 101ogio-
wo
where W0 =1012 (\)
(9.46)
9.5 Validations
In this section the predicted acoustic power spectrum of a brushless DC motor is compared with
the measured acoustic power spectrum obtained from the measurement of the sound pressure
spectra around the motor when it is placed in an anechoic chamber, whilst the analytical model
for predicting the vibrational response of the stator is partially validated by comparing its
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predicted natural frequencies with those derived from fmite element analysis and measurements.
Further confirmation of the conclusions cited in Chapter 2 regarding the effect of the end-shields
on the natural frequencies of a small motor is obtained. In addition the calibration of a noise
measurement system is proposed and described.
9.5.1 Description of Experiments
i) Experimental machine
The experimental machine is the 4-pole, 12-slot, 3-phase, overlapping winding, surface-mounted
magnet, radial-field brushless DC motor, the electromagnetic parameters of which are listed in
Table 5.1. The open-circuit, armature reaction, and load field distributions, as well as the
dynamic performance have already been studied in Chapters 5, 7, and 8. The dimensions
required for the calculation of the vibrational behaviour and acoustic power are as follows:
Weight of frame
Weight of core
Weight of teeth
Weight of winding, including insulation
Total stator weight
Outside diameter of frame
Inside diameter of frame (ie. outside diameter of core)
Equivalent height of core yoke
(circular slot bottom equivalent to rectangular bottom)
Height of teeth
Width of teeth
Axial length of frame
Axial length of core
0.322 Kg
0.341 Kg
0.121 Kg
0.92 Kg
1.72 Kg
0.11 m
0.101 m
0.008 m
0.01325 m
0.00486 m
0.08 m
0.02 m
ii) Experimental apparatus
The main component of the measurement system is a dynamic signal analyser, HP 35660A. For
the noise measurement a precision integrating sound level meter, B & K 2221, is used, whose
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AC output is input to the HP 35660A for spectral analysis of the sound pressure level, as shown
in Fig 9.1. Both the B & K 2221 and the HP 35660A are calibrated by the sound level calibrator
B & K 4230. A modally tuned impact hammer which incorporates a force transducer, PCB
086B03, an accelerometer, PCB 303A03, and two battery power units, PCB 480B02, is used in
the measurement of the natural frequencies of the stator as shown in Fig 9.2. For both the noise
and natural frequency measurements, the motor is placed on sponge, as shown in Figs 9.1 and
9.2.
iii) Anechoic chamber
An anechoic chamber, Fig 9.3, which was originally designed for microwave measurements
was utilised for the noise measurement of the test motor. Although the anechoic chamber, whose
height, length, and width are 2.5 m, 3.5 m, and 2.0 m respectively, was smaller than the standard
for machinery noise measurement, it was found to be suitable due to the small dimensions (0.1 im
x 0.08m - diameter x axial length) of the test motor.
In order to simulate a semi-free acoustic field the acoustic absorbing material on the floor was
removed and replaced by polystyrene, whose thickness was around 5 mm, so that sound waves
could be fully reflected from this surface.
Meanwhile in order to minimise background noise, which may be introduced by fans etc, the
dynamic signal analyser and the DC power supply were both placed in an adjacent room, as
shown in Fig 9.4.
iv) Background noise
In order to demonstrate the acoustic characteristic of the anechoic chamber the background noise
was measured and analysed.
Fig 9.5 shows the background noise spectrum measured inside the anechoic chamber, as well as
the comparison of the noise spectrum when the test motor ( with ball-bearings) is running on
EJT1
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Fig 9.1 Noise measurement system
Fig 9.2 Vibrational behaviour measurement system
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Fig 9.3 Noise measurement in an anechoic chamber
/
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Fig 9.4 Schematic of noise measurement
no-load and at stand-still ( the measurement point being located at a central radial position, 0.4m
from the centre of the motor). It shows that whilst the background noise is very low at higher
frequency, the anechoic chamber is subjected to a large background noise at low frequencies,
below 242 Hz. As a consequence, when the motor is running on no-load in the frequency range
10 - 242Hz the noise spectrum is dominated by the background noise. However at other
discrete frequencies the components of the no-load motor noise are normally higher than the
background noise by 20 - 40 dB, which is considered to be good enough for the motor noise
measurement.
In order to analyse the low frequency background noise the sound level meter was moved to the
adjacent room and placed near the analyser and power supply, as shown in Fig 9.6, and the sound
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pressure spectrum measured. Fig 9.7 shows the resulting spectrum, together with the background
noise spectrum measured inside the anechoic chamber. It can be seen that the 242Hz noise
component, which is produced by the cooling fan inside the analyser, is significant on both
spectra, and that below this frequency almost every frequency component on the measured
noise spectrum corresponding to one on the background noise spectrum. Since at low frequency
the sound waves can easily penetrate through the wall, due to their long wavelength and low
absorbing coefficient of the wall to low frequency sound waves, it is clear that although located
in an adjacent room, the analyser and the power supply are the main cause of the low frequency
background noise inside the anechoic chamber. Fortunately, however, most of the noise
components produced by the test motor have a higher frequency and the measurements of most
interest are the higher frequency components due to the low-frequency attenuation of A-weighted
sound level in the standard of noise measurement.
9.5.2 Comparison of Natural Frequencies of Stators
In this section the predicted natural frequencies of the stators, from the analytical model
developed for predicting its vibrational response, are compared with those from fmite element
analysis and measurements. Also, the increase of the natural frequencies of the stator due to the
restricting effect of the stator end-shields is observed in the measurements.
i) Annular ring
This simple model is a solid ring of mild steel [9.15], the inside and outside diameters of which
are O.386m and O.4762m respectively. Table 9.1 compares the measured natural frequencies
obtained by Girgis and Verma [9.15], as well as by the author [9.16], and predictions from a
finite element analysis [9.1611 and from the analytical model described in section 9.3. As expected
for this simple annular ring, the analytically predicted results are in good agreement with both
the measured and the finite element results.
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Fig 9.6 Measurement of fan's noise of the analyser
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Table 9.1 Comparison of natural frequencies of an annular ring
Modeorder	 0	 2	 3	 4	 5
Girgis & Venna's
measured results,
	 599	 1652	 3067	 4687
Hz,[9. 15]
	 ___________ ___________ ___________ ___________ ___________
Author's measured
593	 1593	 3025
results,Hz,[9.16]	 __________ __________ __________ __________ __________
Author's finite element 3806	 602	 1641	 3007	 4664
results,_Hz,[9.16]	 ___________ __________ __________ __________ __________
Analytical prediction, Hz 	 3793	 600	 1628	 2961	 4507
ii) Core without winding
The core has 36 slots [9.17], and its inside and outside radii are 0.0625m ans 0.1025m
respectively, whilst the radius at the bottom of the slots is 0.0875m. The weights of the yoke and
the teeth are 7.7Kg and 4.65Kg respectively. Table 9.2 compares the measured natural
frequencies obtained by Verma and Girgis [9.17], and the analytically predicted results, as well
as finite element predictions [9.18].
Table 9.2 Comparison of natural frequencies of the core without winding
Modeorder	 0	 2	 3	 4	 5	 6
Verma& Girgis's
measured results,
	 6620	 770	 2025	 3550	 4880	 5630
Hz,[9. 17]
	 _________ _________ _________ _________ _________ __________
Author's finite
element results,	 6680	 776	 2048	 3577	 5017	 5948
Hz,[9. 18]
	 _________ __________ __________ __________ __________ __________
error(%)	 0.91	 0.78	 1.14	 0.75	 4.52	 5.64
Analytical prediction,	 6630	 780	 2080	 3640	 5070	 6070
Hz, error (%)
	 0.15	 1.9	 2.7	 2.5	 5.6	 7.8
Again, the analytically predicted results are of high accuracy. It will be noted that Frohne's
analytical formula [9.7] for calculating the natural frequencies of the stator with teeth and
winding is a particular case for the developed analytical model for predicting the vibrational
response of the stator. Further validations of Frohne' s formula, which can be found in [9.17],
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can be used to validate the analytical model of this chapter only when the core itself is
modelled.
iii) Stator with winding and frame
This is the test motor refered to in section 9.5.1 which has a cast aluminium frame with a different
axial length from the core. The effect of the frame on the natural frequencies, as well as the
vibrational response of the stator, has been accounted for according to the method described in
section 9.3.
Table 9.3 compares measured and predicted natural frequencies, whilst its excitation impulse
force applied by the hammer and the corresponding frequency response (transfer function) are
shown in Fig 9.8.
As a comparison the analytically predicted natural frequencies of the core with the winding only,
ie., the stator frame being neglected, are also listed in Table 9.3. Clearly for this particular motor
the effect of the frame is very significant, as is likely to be the case in general [9.7]. Therefore
a large error will be introduced if its effect is neglected, as it is normally assumed in the analytical
prediction [9.7]. The good agreement between the analytically predicted and measured results
indicates that the method proposed in section 9.3 can be used to account for the effect of the
frame.
Table 9.3 Comparison of natural frequencies of the stator with winding and frame
Modeorder	 0	 1	 2	 3	 4	 5
Measured results,Hz	 10040	 1920	 4608	 7488
	
Analytical prediction, 10425	 14386	 1891	 4681	 7767	 10913
Hz,error(%)	 3.8	 /	 -1.5	 1.6	 3.7	 /
Analytical
prediction,neglecting 	 8970	 12427	 1125	 2878	 4915	 7059
the frame, Hz
error(%)	 -10.7	 /	 -41.4	 -39.5	 -34.4	 /
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iv) Effect of end-shields
As mentioned in Chapter 2, because of their stiffening effect, the end-shields significantly
increase the values of the natural frequencies of the stator. Therefore the change of the natural
frequencies before and after the end-shields were bolted to the stator has been measured and a
similar conslusion to that given in Chapter 2 was obtained. Fig 9.9 shows the excitation impulse
force signal and the measured frequency response (transfer function) of the assembled motor,
whilst the effect of the end-shields on the natural frequencies and modes are shown in Table 9.4
and Fig 9.10.
From the measured results, the modifying coefficients of the end-shields on the natural
frequencies of the stator are obtained as:
fm ( assembled motor)
Fern =
frn (stator only)
3500hence	 Fe2 =	 = 1.821920
6130
Fe3 =	 = 1.334608
9920
Fe4 
= 7488 = 1.32
(9.47)
Table 9.4 Effect of end-shields on the natural frequencies of a brushless DC motor
Mode order	 2	 3	 4
Stator only, Hz	 1920	 4608	 7488
Whole motor assembling, Hz
	 3500	 6130	 9920
Ratio of increasement, Fern
	
1.82	 1.33	 1.32
9.5.3 Calibration for Noise Measurement
In this section the calibration procedure for the noise measurement system is proposed and
described.
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m-2 1920 Hz
m-3 4808 Hz
m-4 7486 Hz
m-2 3520 Hz
m-3 6144Hz
m-4 920 Hz
(a) Stator only
	 (b) hd. motor uu.mbltng
Fig 9.10 Natural frequencies and modes of a motor stator with/without end-shields & rotor
(Note: measurements are carried out in a quadrant region and results are presented according to the
symmetry of the modes)
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i) Calibration of sound level meter
The calibration of the sound level meter, B&K 2221, was undertaken strictly according to the
instruction mannual [9.19] by using the sound level calibrator, B&K 4230, which generates a
pure sinusoidal 1KHz, 94dB sound wave.
ii) Calibration of noise measurement system
As mentioned earlier in section 9.5.1, the noise measurement system consists of the sound level
meter, B&K 2221, and the dynamic signal analyser, HP35660A. However, since the dB value
on the dynamic analyser is the dBVrms, which is the dB value of the input voltage signal, it must
be calibrated and converted into the dB value of the sound pressure. Therefore the following
calibrations have been adopted in the sound pressure level spectrum analysis:
a) connect the AC output of the sound level meter, B&K 2221, to the channel one input of the
analyser, HP 35660A, as shown in Fig 9.11.
b) set the control on the sound level meter to Functions: 'Peak'; Range: '45-105', Mode: 'Run',
and Power: 'On'.
c) fit the sound level calibrator, B&K 4230, over the microphone, as shown in Fig 9.11.
d) start the sound level calibrator and press 'Reset' on the sound level meter.
e) set the analyser to Function: 'Channel one spectrum'; Average: 'On', and Number: '10';
Window: 'Hanning'; Frequency range: '800-1200Hz'; Scale: 'Auto'.
start the real-time average on the signal analyser so that its frequency spectrum is measured,
as shown in Fig 9.12.
g) values of 488.31 mVrms and - 6.226 dBVrms are measured from the spectra, which
correspond to the sound pressure level 94dB (1KHz) when the sound level meter is set to
the measurement range 45-105.
From the calibrated results the following calibration constants are calculated:
a) The reference voltage value in the analyser, HP 35660A
Since L' = 20 logio-	 (9.48)
//
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Fig 9.11 Calibration of noise measurement system
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Fig 9.12 Calibrated results of noise measurement system
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where L'p is the dB value of the voltage on the analyser, HP35660A, corresponding to its
absolute value V.
Since V = 0.4883 1 Vrms, L'p = - 6.226 dBrms
therefore Vo = 1 Vrms
b) The relationship between dB values of voltage and sound pressure is
Lp=L'p—ALpa+C
where Lp is the dB value of the sound pressure level; C is the calibration constant; zLpa is the
dB attenuation of the sound level meter, B&K 2221. If ALpa is chosen as zero for its range
'25-105', it can be obtained from other ranges, as given in Table 9.5.
Table 9.5 Relative attenuation of the sound level meter
Range, dB	 Vpa (times of Vrms)
	 ALpa (dBVrms)
	
25-85	 1	 0
	
45-105	 1/10	 -20
	
65-125	 1/100	 -40
	
85 - 145	 1/100	 - 60
Since according to the above calibration when the measurement range of the sound level meter
is set to '45-105', and the sound level calibrator generates 94 dB sound pressure level, ie.
L = 94dB, L' = - 6.226 dBVrms, L\Lpa = -20 dBVrms
ie.	 94 = -6.226 + 20 + C
therefore	 C=80.226dB
Hence	 Lp = L'p - bsLpa + 80.226 (dB)
	 (9.50)
In the later measurement of noise from the brushless DC motor, the range of the sound level
meter is always set to '25-85' due to the low noise level being measured, therefore, iiLpa =0 dB
Lp = L'p - ALpa + 80.226 (dB)
	 (9.51)
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9.5.4 Sound Pressure Level Spectrum Measurement
i) Distribution of measurement points
In order to effectively estimate the acoustic power emitted from the test motor, eight measurement
positions, at which the sound pressure spectra are to be analysed, are chosen to lie on a
hemispherical array. The schematic rangement and coordinates of the microphone positions are
shown in Fig 9.13 and Table 9.6. The microphone is at a height of z=0.6r, whilst the radius of
the hemispherical array was chosen as r=0.4m so that the area of the hemispherical surface is
unity (s = 2 it	 1 m2
 ). Hence the measured average sound pressure level over eight
measurement points will be simply the same as the numerical acoustic power level.
Table 9.6 Coordinates of microphone positions (m)
Measurement
position number
	 x	 y	 z
1	 0.32	 0	 0.24
2	 0	 0.32	 0.24
3	 -0.32	 0	 0.24
4	 0	 - 0.32	 0.24
5	 0.226	 0.226	 0.24
6	 - 0.226	 0.226	 0.24
7	 - 0.226	 - 0.226	 0.24
8	 0.226	 - 0.226	 0.24
ii) Measured sound pressure spectra
The brushless DC motor was run under a no-load condition and placed on sponge in the anechoic
chamber, as shown in Fig 9.3, the sound pressure spectra being measured over the eight
measurement points, as shown in Fig 9.14, and summarised in Table 9.7. The results were
obtained with the range of the sound level meter set to '25-85', and a 'Hanning' window was
employed to reduce the numerical bias and leakage errors of the finite sample. In Table 9.7 the
average sound pressure level for each significant frequency component is calculated and
calibrated according to equation (9.50).
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Table 9.7 Measured and calibrated sound pressure level of a brushless DC motor
Calibrated results ofAverage values of 8-point sound pressureFrequency	 average sound
measurement
___________________ ___________________ ___________________ 	 pressure level
Hz	 Vrms
	
dBVrms	 dB (Linear)
302	 1.20	 -58.4	 21.8
342	 1.15	 - 58.8	 21.5
382	 1.23	 -58.2	 22.0
422	 1.61	 -55.9	 24.3
458	 2.17	 - 53.3	 27.0
498	 1.82	 -54.8	 25.4
534	 1.54	 - 56.2	 24.0
574	 0.78	 - 62.1	 18.1
614	 0.52	 -65.7	 14.6
650	 0.29	 - 70.7	 9.5
682	 0.36	 - 68.9	 11.4
726	 1.226	 -58.2	 22.0
766	 1.04	 - 59.6	 20.6
802	 0.485	 - 66.3	 14.0
842	 0.25	 - 72.0	 8.2
878	 0.256	 - 71.9	 8.4
918	 0.576	 - 64.8	 15.4
958	 0.494	 - 66.1	 14.1
994	 0.127	 -77.9	 2.3
1034	 0.399	 -68.0	 12.2
1070	 0.259	 - 71.7	 8.5
1110	 0.26	 -71.7	 8.5
1146	 0.255	 -71.9	 8.3
1186	 0.198	 -74.1	 6.2
1226	 0.268	 -71.4	 8.8
1262	 0.41	 - 67.8	 12.4
1302	 0.64	 -63.9	 16.4
1338	 0.85	 -61.4	 18.8
1378	 0.496	 -66.1	 14.1
1414	 0.348	 -69.2	 11.1
1454	 0.342	 -69.3	 11.0
1494	 0.283	 - 71.0	 9.2
Note: error in frequency readings on the analyser =4 Hz.
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It was observed from the sound pressure measurements that for most of the frequency
components the measured levels at the radial positions (points 2 & 4) were larger than those at
the axial positions (positions 1 & 3), except for the 726Hz, 1302Hz, and 1338Hz components,
which, according to the direction of noise radiation and by the method of noise identification
from the measurement position [9.9], indicates that the noise spectrum of the motor is dominated
by the radial vibration of the stator, whilst the 726Hz, 1302, and 1338Hz components are due to
the axial vibration of the end-shields. Indeed, the test motor has negligible aerodynamic noise,
whilst the bearing noise was also negligible since a pair of oiled bush bearings were used.
Therefore the discretised frequency components on the noise spectrum are all generated by
electromagnetically induced vibration.
9.5.5 Analysis of Acoustic Power Radiated by the Test Motor
Table 9.8 compares the predicted and measured acoustic power level for the dominant frequency
components, ie., 458 Hz, 918 Hz, and 1378 Hz, for the test motor. It is discussed further in the
following sections:
Table 9.8 Comparison of predicted and measured acoustic power level
Acoustic power level from
Frequency	 8-point sound pressure
	 Predicted acoustic power level
measurement
Hz	 dB	 dB
458	 27.0	 11.9
918	 15.4	 17.5
1378	 14.1	 17.7
i) Acoustic power measurement
As mentioned in Chapter 4, although near-field noise measurement techniques, such as the sound
intensity method, have been extensively studied over the last few years, existing standards, either
national or international, e.g., ISO/DIS 1680, ISO 3740-3748, for acoustic power measurement
are all based on the sound pressure measurement over an array of points around the machine,
but neglecting the phase angle difference between the sound pressure and the particle velocity.
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Since the phase angle difference reduces with the distance between the measurement point and
the motor, the measurement becomes more accurate when the measurement distance increases.
However according to the standard for noise measurement a measurement distance of O.4m (or
O.5m) is normally suggested for small motors, and im for large motors. Due to the dimensional
restrictions imposed by the anechoic chamber which was available for the measurements, as well
as the low noise level from the test motor, a distance of O.4m was chosen for the measurement.
At a radial position of r=0.4m (z=Om) at the mid-plane of the motor the phase angle difference
between the sound pressure and the particle velocity for the 458Hz component was found to be
8pv=98.37° by applying the cylindrical acoustic model of Chapter 3. This indicates that if the
phase angle difference is constant on the spherical surface at radius r=0.4m, it will introduce an
error around 10 logrn 1 1 )= 8.4 dB. In fact, the phase angle difference varies from pointcos PV)
to point and there is no general, easy, or accurate method of estimating the error which may be
introduced in the measurement. As a result, the measured results for acoustic noise are only of
reference value. However the prediction has accounted for the phase angle difference. Hence it
is worth noting the limitation of the current method for measuring acoustic power. At the same
time developements are occurring with regard to the sound intensity measurement technique,
especially concerning the feasibility for its application to the acoustic power measurement from
electrical machines since only such kinds of experimental investigation will make it possible to
account for the phase angle difference between the sound pressure and the particle velocity
[9.20].
ii) Noise spectrum of brushless DC motors
From section 9.1 it can be seen that the radial electromagnetic force in a brushless DC motor can
be subdivided into three components, ie.,
a) Forces produced by the open-circuit magnetic field
ie.	 _[Binagnet(a,t)7(a,t)
	 (9.52)
b) Forces produced by the annature reaction field
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1	 2	 (9.53)ie.	 1[Bwinding(ct,t)X(ct,t)]
c) Forces produced by the interaction between the open-circuit magnetic field and the
armature reaction field
ie.	 4Bwinding ( CX, t ) B magnet ( CX, t) 2 (a, t)]	 (9.54)2 J.L0L
which are the same as the expressions for a conventional machine. However a brushless DC
motor has the following features:
1) As given in eqn (9.11), the noise frequency is proportional to the pole number and the rotor
speed. Hence the spectrum depends on the load condition, since this may alter both the
amptitudes and frequencies.
2) There are a lot of components of mode order zero which dominate the noise spectrum, whilst
in induction and synchronous motors, it is the components of mode two or three which are
dominant.
3) Since the full-load armature reaction field in a brushless DC motor is normally less than
about 20% of the open-circuit magnetic field, and under a no-load condition it is very much
smaller, the effect of components (b) and (c) on the no-load noise is minimal, ie., the
harmonics in the open-circuit magnetic field have a very important role in the
electromagnetically generated noise;
4) Due to 3) those features which affect the field harmonics on open-circuit are also important
in noise generation. These include the magnetisation and magnet arrangement, the static
and dynamic rotor eccentricity etc.
ii) Asymmetry in brushless DC motors
The following sources of asymmetry, which will commonly exist in a brushless DC motor, may
affect the acoustic characteristic:
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a) MMF source
1) Unsymmetrical magnetisation (or partial demagnetisation) which may introduce even order
harmonics in the open circuit magnetic field;
2) Unsymmetrical phase winding current waveform, due to unsymmetrical back-emf
waveform because of (1) and non-uniformly distributed Hall sensor positions or
unsymmetrically disposed 3-phase windings. The unsymmetrical phase winding current
waveform may contain harmonics other than 1,5,7, 11, 13,
b) Permeance source
1) Static rotor eccentricity;
2) Dynamic rotor eccentricity;
3) Saturation in the magnetic circuit.
As mentioned in ii) under a no-load condition the effect of asymmetry in the winding current
waveform is insignificant.
iv) Methods of accounting for asymmetry
Sources of asymmetry in the MMF can be accounted for simply by introducing the relevant
harmonics of magnetisation in the open-circuit magnetic field calculation and the simulated
current waveform in the armature reaction field prediction. Additional harmonics due to
asymmetry in the permeance sources are considered in the calculation of the permeance function,
which is given by:
X(a,t) =
	 (a) + Xad(a,t)
	 (9.55)
where 7symmetry is given by equation (9.12).
ad ( a, t) =	 cos a + Icecd COS ( U)ec t - a) + sa COS p ((Or t - Ot) 	 (9.56)
and c°ec = (Or is the angular rotor speed.
ecs,d = 2 1 - '
ii -
	
(9.57)
es4	 - Cs2,d
decs,d
es,d =
g + hm/J.tJ?
(9.58)
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decs, decd are the static and dynamic rotor eccentricities respectively, g + hmJ.LR being the
effective airgap.
In equation (9.56) the first and second terms are the fundamental components accounting for the
rotor static and dynamic eccentricities, whilst the third term accounts for magnetic saturation
which must be estimated by a more complicated method, such as fmite element analysis. However
for the test motor saturation was negligible, as was discussed earlier in Chapters 5 and 8.
v) Identification of origins on noise spectrum
As has been observed in Fig 9.14 and Table 9.7, in addition to the most dominant predicted
noise components, ie., 458Hz, 9 18Hz, and 1378Hz which are generated by the radial vibration
of the stator, a number of other substantial components have been measured. According to the
above analysis, they can be identified by 'isolating' the different possible causes and executing
the developed software, as summarised by the results given in Table 9.9. It is important to note
that the analysis predicts 458Hz, 9 18Hz, and 1378Hz as being the most dominant components
in the relevant frequency bands, and 682Hz and 1146Hz, as well as 650Hz, 1110Hz, and 1186Hz
as being the most insignificant, and this is confirmed by the measurements, as shown in Table
9.7. This is due to the fact that the components are of higher mode order, 5, and the 682Hz and
1146Hz components are produced purely by the interaction between the harmonics due to
asymmetry in the MMF and the permeance, ie., due to rotor eccentricity, as well as due to the
partial demagnetisation which is observed in the test motor - as evidenced by the measured
back-emf waveform of Fig 7.8. Other components on the other hand are generated by the
harmonics produced by the modulation between the main harmonics ( asymmetry being
neglected) and the harmonics due to asymmetry, with the exception of the 726Hz, 1302Hz, and
133 8Hz components, as explained earlier.
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Table 9.9 Identification of components on noise spectrum, at rotor speed 2293 rpm
Fre uenc symmetrical	 rotor eccentricity	 asymmetry	 Allq	
condition(a) (1st-order in permeance) open-circuit (a)+(b)+
	 Note
Hz	 static (b) dynamic (c) field (d)	 (c)+(d)
302	 * (4)	 * (3,4,5)	 * (4)	 * (3,4,5)
342	 * (3)	 * (3)
382	 * (2)	 * (1,2,3) __________
422	 * (1)	 * (1)	 resonance
458	 * (0)	 * (-1,0,1)	 * (0)	 * (-1,0,1) (1)of whole
498	 * (.1)	 * (-1)	 motor
534	 * (-2)	 * (-3,-2,-1)
574	 * (-3)	 * (...3)
614	 * (.4)	 * (-5,-4,-3)	 * (.4)	 * (..5,..4,..3) __________
650	 * (5)	 * (-5)	 small dB
682	 * (-5,5)	 small dB
726	 ________ ________	 *(5)	 ________	 *(5)	 ducto1idihie1d
766	 * (4)	 * (3,4,5)	 * (4)	 * (3,4,5)
802	 * (3)	 * (3)
842	 * (2)	 * (1,2,3)
878	 * (1)	 * (1)
918	 * (0)	 * (-1,0,1)	 * (0)	 * (-1,0,1)
958	 * (-1)	 * (-1)
994	 * (-2)	 * (-3,-2,-1)
1034	 * (3)	 * (3)
1070	 * (4)	 * (5,.4,.3)	 * (.4)	 * (..5,..4,...3) ___________
1110	 * (-5)	 * (-5)	 small dB
1146	 * (-5,5)	 smalldB
1186	 * (5)	 * (5)	 smalldB
1226	 * (4)	 * (3,4,5)	 * (4)	 * (3,4,5)
1262	 * (3)	 * (3)	 __________
1302	 ________ ________	 *(2)	 *(1,2,3)
	 dueto2
1338	 * (1)	 * (1)	 end shields
1378	 * (0)	 * (-1,0,1)	 * (0)	 * (-1,0,1),
1414	 * (4)	 * (-1)
1454	 * (-2)	 * (-3,-2,-1)
1494	 * (3)	 * (.3)	 __________
Note: Signs ± of mode order given in ()indicate the force waves rotate in the opposite direction.
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9.6 Conclusions
An analytical technique for predicting the acoustic noise and vibration of brushless permanent
magnet DC motors has been presented and compared with measurements. The technique utilises
all the information generated from previous chapters to calculate the instantaneous field
distribution on load, and hence the spatial and time dependent radial force waves by applying
the Maxwell stress formula. The developed vibrational response model is based on the lumped
parameter model and has accounted for the modifying effect of the frame, and the damping
effects, as well as the effect of the end-shields, whilst the developed acoustic radiation model
can account for the effect of the ratio of diameter to axial length since it is based on a cylindrical
model of finite length developed in Chapter 3 when the effect of end-shield vibration has been
neglected. The spectrum of the noise has been analysed and it has been shown that unlike more
conventional motors, such as induction and synchronous machines, and brushed DC machines,
the frequencies of the emitted noise are proportional to pole number and the rotational speed of
the rotor, and that in general the most important mode order is zero.
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CHAPTER 10
GENERAL CONCLUSIONS
10.1 Introduction
The prominance of permanent magnet motor drives for motion control systems in all market
sectors reflects not only the improvements in material properties which has occurred in recent
years, with the tantalising design possibilities which this offers, but also a developing capability
in both power and integrated electronics, which is being utilised to control drives for applications
varying in sophistication from machine tools to video cassette players, many of which are noise
sensitive. Arguably the most significant emerging category of motor is the brushless dc type,
the vast majority of which have surface-mounted magnet rotors, which in turn leads to a large
effective airgap as far as armature reaction effects are concerned. Further, unlike more traditional
machine formats, such as the induction motor, the armature reaction field results from phase
current waveforms which contain significant harmonics as a consequence of commutation
events, between which the rotor rotates in incremental steps.
A comprehensive investigation, accounting for the features cited above, has been undertaken,
and methods for analysing various aspects of the electromagnetic performance of a brushless
permanent magnet DC motor have been developed, with particular reference to the acoustic noise
and vibration. These are summarised in Figs 1.2 - 1.4. Original contributions reported in the
thesis embrace the calculation of the open-circuit, armature reaction, and load magnetic fields,
the prediction of force and torque, the dynamic simulation of drives, the analysis of mechanical
vibrations and acoustic radiation, and the calculation of the slot permeance, winding inductances,
and back-emf waveform of brushless permanent magnet DC motors. Most of the techniques
developed in the thesis are based on 2-dimensional analyses. Throughout the predictions of
magnetic field and torque, the dynamic performance, and the acoustic behaviour have been
compared with measurements and/or finite element analyses, and all have shown good
agreement.
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Table 10.1 Application scope of developed techniques
Methods	 chapter Main features
	 Applications
Surface-mounted radial-field PM
1	 Open-circuit	 2-d,	 DC/AC motors, including
magnetic field	 analytical	 brushed/brushless & internal/external
rotor topologies
All radial-field motor topologies,
2	 Armature	 8	 2-d,	 including asynchronous/synchronous,
reaction field	 analytical	 brushless DC/AC, internal/external rotors
Surface-mounted brushless,Magnetic field	 8	 2-d,	 internal/external rotor, radial-field PM
on load	 analytical	 DC/AC motors
All radial-field motor topologies,
including conventional DC/AC machines4	 Permeance	 5
	analytical	 & brushed/brushless PM motors, as well
as stepping motors etc.
5	 Dynamic	 7	 analytical &	 Brushless, internal/external rotor,
simulation	 numerical	 radial/axial-field PM DC/AC motors
2-d, Brushed/brushless, internal/external6 Cogging torque 6
	 analytical &
rotor, radial-field PM DC/AC motors
numerical
All radial-field motors, particularly2-d,	
useful for brushless internal/external7	 Inductances	 8
analytical
______ ____________ ______ ____________ rotor, radial-field PM DC/AC motors
2-d,	 Brushless, internalJexternal rotor,8	 Back-emf	 8
	
_____ ____________ _____ analytical
	 radial-field PM DC/AC motors
Harmonic analysis of waveforms, e.g.,
9	 Spectrum	 8	 analytical	 cogging torque, back-emf, phase
analysis	 winding current, field distribution, &
______ ______________ ______ ______________	 torque ripple etc.
t13...(jII,
All small internal rotor, radial-field10	 Vibrational	 2	 experimentalbehaviour motors
modalanalysis ___________________________________
11	 Acoustic	 3 & 4 analytical &
	
All internal rotor, radial-field motors
behaviour having a cylindrical external surfaceFEM
Vibrational
12	 response &	 9	 analytical	 All internal rotor, radial-field, encased
noise level	 type stator motors
estimation
Although the techniques have been applied to radial-field topologies of motor, many would be
equally applicable to other topologies and machine formats, as indicated in Table 10.1.
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10.2 Magnetic Fields in Brushless DC Motors
10.2.1 Effect of Stator Slotting
It has been shown that slotting affects the magnetic fields in a brushless permanent magnet DC
motor in the following ways:
1) The effect of slotting in reducing the airgap flux can be accounted for by the use of a Carter
coefficient, ie. by modifying the effective airgap length. However in the calculation of the
open-circuit, armature reaction, and load magnetic fields the effect of slotting in machines
equipped with surface-mounted permanent magnet rotors is much smaller than in other
types of machine due to the larger effective airgap, except in the case when a very large
slot opening is employed, in an attempt to reduce the cogging torque for example.
ii) Slotting affects the magnetic field distribution in both the airgap and the magnets. Hence
2-dimensional techniques, based on the conformal transformation and a 2-dimensional
relative permeance function, have been used in the calculation of the field distributions. It
has been shown that:
a) The conventional 1-dimensional method used in the analysis of induction motors
is no longer suitable for permanent magnet motors due to their large effective
airgap;
b) Whilst the effect of slotting on the field distribution at the stator iron surface is
significant it has little effect on the distribution at the rotor iron surface;
c) The 2-dimensional relative permeance model which has been developed can
account for the variation of the flux density with radius. As a consequence when
it is coupled with the analytical models for calculating the magnetic field produced
by the magnets and windings, the resulting analytical predictions all show
excellent agreement with finite element calculations.
iii) Slotting requires that the stator winding current disthbution in the 2-dimensional analytical
models be represented as current sheets distributed over the slot openings. This eliminates
problems of numerical divergence in 2-dimensional analyses based on models having
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discrete conductors on the surface of the stator, and again shows good agreement with fmite
element calculations.
10.2.2 Open-circuit Magnetic Field
A general analytical method has been established to calculate the open-circuit magnetic field
distribution of permanent magnet motors. It can cater for slotless and slotted, and internal and
external rotor, radial-field motors modelled in either polar or rectangular coordinate systems.
The technique is based on a 2-dimensional analytical model to calculate the magnetic field
produced by the magnets in the airgap/magnet regions, and utilises the concepts of mmf and
permeance, ie. the field produced by the magnets and a relative permeance function. It involves
the solution of the governing Laplacian/Poissonian field equation in the airgap/magnet regions
without the assumption of unity relative recoil permeability of the magnet, but with due account
for stator slot openings by the application of the conformal transformation method and the
introduction of a "two-dimensional" relative permeance function.
Therefore it permits the analytical calculation of the open-circuit magnetic field distribution in
all topologies of radial-field surface-mounted permanent magnet motor. Predicted results have
been compared with predictions from fmite element calculations for both an internal rotor motor
and an external rotor motor, and excellent agreement has been achieved. Based on the developed
technique the effects of slot-openings and flux focussing have been investigated.
10.2.3 Armature Reaction Field
A systematic analysis of the armature reaction field in a brushless permanent magnet DC motor
has been presented. It has the following features:
i) It originates from the 2-dimensional analysis, in polar coordinates, of the magnetic field
produced by a single conductor or coil, and can account for the effect of the large effective
airgap in brushless permanent magnet DC motors.
ii) It accounts for the harmonics in the phase current waveforms deduced from the simulation
described in Chapter 7 by the application of an analytical spectrum analysis.
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iii) It is based on the 2-dimensional analysis of an analytical model in which the stator winding
current is represented by current sheets distributed over the slot-openings, and for which a
slot-opening coefficient has been introduced to overcome the problem of numerical
divergence which is experienced in the solution of a concentrated conductor model.
iv) The effect of slotting is accounted for by using a 2-dimensional relative permeance function,
which is identical to that used in the analysis of the open-circuit magnetic field.
v) The technique is based on an entirely general analysis of the winding mmf, and hence is
suitable for any winding topology.
vi) It is applicable to both external and internal rotor motors.
10.2.4 Instantaneous Magnetic Field on Load
A comprehensive analytical technique for predicting the airgap field distribution in radial-field,
internalJexternal rotor, brushless DC motors under any load condition, accounting implicitly for
the corresponding stator windiing current waveforms and the effect of stator slot-openings has
been developed. It is based on a 2-dimensional analysis, in polar coordinates, of the
airgap/magnet regions, and combines the analytical calculation of the armature reaction field in
Chapter 8, with the analytical prediction of the current waveforms from Chapter 7 and the
open-circuit magnetic field produced by the magnets from Chapter 5, to permit the instantaneous
field distribution, and hence the radial force distribution, to be predicted under any load condition
and specified commutation strategy.
The relationship between the various quantities involved, such as the open-circuit and the
armature reaction component fields, the permeance, the back-emf and current waveforms
etc, has been determined analytically. Instead of having a constant 90 degrees elec between the
axes of the open-circuit field and the armature reaction field, as normally assumed in a fmite
element calculation of the magnetic field distribution on load, the load angle varies from 60
degrees elec at the beginning of a commutation period to 120 degrees elec at the end, whilst the
exact instantaneous angle can be determined precisely according to the analytical method
proposed.
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10.2.5 Back-emf and Winding Inductances
Based on the developed 2-dimensional analytical technique for calculating the open-circuit
magnetic field distribution, a 2-dimensional analytical method for calculating the back-emf
waveforms in the windings of a brushless permanent DC motor has been developed.
Since the existing analytical calculation of the winding inductances is essentially based on a 1-d
technique, which is appropriate for induction motors, it cannot account for the large effective
airgap in a brushless permanent magnet DC motor. In the thesis, therefore, the 2-dimensional
analytical technique for predicting the armature reaction field is also applied to the calculation
of the self- and mutual-winding inductances.
The developed techniques are suitable for both internal and external rotor surface-mounted
permanent magnet brushless DC motors, and as well as for any winding distribution. In addition
they are equally applicable to the analysis of brushless AC motors.
10.3 Cogging Torque and the Dynamic Performance of Brushless DC Motors
10.3.1 Cogging Torque
The accuracy of the torque predicted from a finite element calculation is determined largely by
the level of discretisation employed, as well as the evaluation method. In general, a high accuracy
requires a very fme discretisation. On the other hand analytical methods for predicting the
cogging torque, such as those based on calculation of energy, are successful only in certain
circumstances, and are likely to fail in others.
An analytical method for predicting the cogging torque, based on the calculation of the field
distribution and the net lateral forces which act on the stator teeth, has been developed and
partially validated.
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The technique is capable of predicting the cogging torque in internal and external rotor motors
modelled in either a rectangular or a polar coordinate system. Also it is able to deal with motor
topologies in which the magnets are shifted, have an uneven slot distribution etc, design features
which are sometimes employed in an attempt to reduce the cogging torque. It offers acceptable
accuracy when predicting the peak value of the cogging torque and its variation with the motor
design parameters. It remains valid even when the pole-arc to pole-pitch ratio is unity, which is
not the case for existing analytical methods based on the calculation of energy.
A comprehensive list of possible methods for reducing the cogging torque is given in the thesis,
and a detailed finite element analysis of cogging torque prediction by the energy method and
Maxwell stress integration, based on different mesh discretisations, has been described. The
investigation utilises the relationship between the total stored energy and the mesh density, to
provide a useful means of gauging the adequacy of the meshing density in a finite element model
of a permanent magnet excited motor. It shows that the results obtained from both the energy
method and Maxwell stress integration converge as the mesh is refmed, and that the total energy
eventually converges to a constant value. However with the same accuracy requirement for
torque prediction, a coarser discretisation can be used in the energy method rather than for
Maxwell stress integration, for which it is always better to integrate through a central layer of
airgap elements.
10.3.2 Dynamic Simulation
An analytical model for predicting the steady-state dynamic performance of a 3-phase brushless
DC drive has been developed and validated. In the model, which assumes a constant speed, the
initial conditions which yield the steady-state solution are generated directly by exploiting the
periodicity in the stator winding voltage and current waveforms and hence it provides a rapid
means of assessing the important features of the motor and drive performance during the early
stages of design.
The model includes the following features:
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(i) It can account for any induced back-emf waveform.
(ii) The switching devices and freewheel diodes in the inverter drive circuit are represented as
an appropriate constant voltage drop behind a series resistance.
(iii) It can cater for normal, advanced, or retarded commutation.
(iv) It can impose a pre-specified current limit.
A numerical model was developed further by coupling in the equation of motion of the rotor so
as to enable the transient and steady-state dynamic performance of brushless DC drives to be
predicted. The drive circuit is idealised into two states, which depend on whether the freewheel
diode is conducting or not, and are always described by two fixed groups of state equations. The
dynamic performance is obtained by introducing a relationship between the state variable and
the stator winding currents.
The analyses have been validated against measurements on an axial-field, and two radial-field
permanent magnet brushless DC motors.
Both the analytical and numerical models can be linked to other aspects of the design process,
for example to finite element analyses for predicting the back-emf waveforms and winding
inductances, and can be used as functional blocks in a more sophisticated system simulation
package. Further, although the analyses have been restricted to motors having three-phase,
star-connected windings, the techniques are applicable equally to delta-connected windings as
well as to any number of phases.
10.3.3 Dynamic Performance
The developed simulation models have been used to examine the effects of commutation and
temperature (winding resistance) on the dynamic performance, ie. current and torque waveforms
and their frequency spectra, torque-speed characteristics etc.
It has been shown that:
372
i) The commutation strategy can have a significant effect on the dynamic performance,
particularly on the current and torque waveforms.
ii) The load condition does not significantly alter the shape of current and torque waveforms.
iii) The winding inductances (or the ratio of winding inductance to resistance) are the main
cause of the departure of the torque-speed characteristic from the ideal linear relationship.
However the variation in winding resistance due to temperature changes may also cause a
significant variation in the slope of the torque-speed characteristic.
iv) Since the back-emf waveform has a significant effect on the harmonics in the current and
torque waveforms, it should be possible to minimise the torque ripple and current harmonics
by careful design of the winding arrangement and the magnetic circuit, as well as the
magnetisation of the magnets.
0.4 Vibrational and Acoustic Behaviour
10.4.1 Modal Analysis of Vibrational Behaviour
In small motors, the length-to-diameter ratio of the stator is usually not very large. As a
consequence their end-shields, which are bolted to the stator frame, have a relatively large
stiffness. The rotor, which is supported by the end-shields and the bearings, will also restrict
and affect the vibrational behaviour of the stator. However previous investigations on the
vibrational behaviour concern only the stator itself, neither the end-shields nor the rotor and the
running conditions being taken into account, which is the case even for experimental
investigations and three-dimensional analysis.
The effect of end-shields, the rotor, and the running conditions on the natural frequencies and
modes of the stator have been investigated, for the first time, by the modern modal analysis
technique. It has been shown that:
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i) Because of their restricting effects, the end-shields significantly increase the values of the
natural frequencies of the stator.
ii) Although in comparison the effect of the rotor is much smaller, it does cause important new
natural frequencies to be introduced, in particular the first-order mode.
iii) The modifying effects of load are small, even up to rated load.
The study has provided data which should assist future investigations, particularly in regard to
the effects of mounting feet on the natural frequencies and modes of stators, in developing
vibrational models based on finite elements, as well as acoustic models.
10.4.2 Analytical Acoustic Model
A knowledge of the relationship between the vibration and acoustic noise of an electrical machine
is critical to the calculation of its acoustic power and to the analysis and control of noise from
electhcal machines. Hence the acoustic radiation efficiency (relative sound intensity coefficient)
is studied in the thesis, both analytically and numerically.
In the cylindrical model of finite length which has been employed the main dimensional
characteristics have been included as far as electromagnetic noise is concerned. In addition the
effect of the axial length-to-diameter ratio has been considered, the solutions being obtained
analytically. Consequently the analytical prediction of acoustic power has extended the earlier
research carried out by Erdelyi, Alger, Ellison and Yang.
An improved technique for calculating the acoustic power radiated by an electrical machine has
been presented. It is based on the sound pressure and the stator vibration velocity at the vibrating
surface, and results in a much simpler formula for calculating the relative sound intensity, and
eliminates the need for calculating the sound pressure and the particle velocity distributions
around a machine. Hence the computing time is greatly reduced. Also it has the advantage of a
much simpler form, making it easier to use for routine design. Subsequently the sound pressure
distribution is investigated, and its variation in three-dimensions is calculated and measured.
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10.4.3 Finite Element Analysis of Acoustic Behaviour
Existing analytical models for acoustic radiation assume that the stator has either a unity aspect
ratio or infinite axial length and infinite stiffening baffles. Hence they cannot accout for the
effects of the end-shields. In the thesis, the finite element method is used to study the radiated
acoustic power with particular emphasis on machines having an axisymmetric construction. It
is combined with a Fourier series analysis, the Fourier series being used to represent the
circumferential variation of the sound pressure, whilst finite elements are used to interpolate and
discretise the variation in the radial-axial plane. The combination of both methods allows the
acoustic radiation of electrical machines to be predicted with due account of the effect of
end-shields, which is not possible with existing analytical methods. Calculation methods for the
acoustic power using finite elements in various acoustic fields, from two-dimensional and
axisymmetric to three-dimensional, are described, and corresponding formulae deduced. Based
on this approach a suite of planar, axisymmetric, and harmonic axisymmetric finite element
programs have been developed and the effects of the far-field boundary condition on the
calculation studied. It has been shown that in the calculation of emitted acoustic power it is
proper to use the local spherical wave boundary condition and to place the far-field boundary at
0.75 times the outside radius of the machine. Predictions of the acoustic power from the harmonic
axisymmetric finite element method are validated against measurements on a three-phase
induction motor.
The technique has been applied to Jordan's spherical model of acoustic radiation. It has been
shown that when Jordan's method is used to calculate the radiated acoustic power, it is necessary
to express the vibrations of the machine in the form of a Legendre series, otherwise large errors
are introduced. The relative sound intensity coefficients of the spherical model, in which the
vibration of the machine is expressed in the form of a Fourier series, have been obtained by finite
element analysis which makes it possible to use Fourier series analysis throughout. However, it
has also been shown that predictions from the spherical acoustic model are very close to those
from the analytical cylindrical acoustic model of finite length when its ratio of length-to-diameter
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is unity. Hence instead of using a spherical acoustic model it is preferable to employ a cylindrical
acoustic model of finite length since the latter can account for the length-to-diameter ratio.
10.5 Acoustic Noise of Brushless DC Motors
10.5.1 Vibrational Response Model
An analytical model for calculating the vibrational response of small motors having an encased
type stator has been proposed. It differs from conventional ones in that it can account not only
for the iron core but also the frame, as well as the damping effects, for which the damping ratios
are obtained from measurements. Based on a lumped parameter model of the stator vibration,
the effects of the frame, as well as the teeth and windings, have been accounted for analytically.
With due account of the modifying effect of the frame, the analytically calculated natural
frequencies of the stators have been shown to be in good agreement with both the measured and
finite element predicted results. However, at present the modifying effects of the end-shields on
the stiffness of the stator are deduced by experiment. In the future, these may be obtained from
three-dimensional finite element calculations.
10.5.2 Acoustic Noise of Brushless DC Motors
Based on the developed analytical techniques for predicting the instantaneous open-circuit,
armature reaction, and load field distributions, as well as the analytical simulation of the dynamic
performance of a radial-field brushless DC motor, the vibrational radial force and tangential
torque waves can be calculated, whilst the resulting vibration and acoustic power are also
estimated analytically. Hence not only can the acoustic noise be predicted under any load
condition and any commutation strategy, using analytical techniques throughout, but possible
causes of the noise spectrum, such as rotor eccentricity, partial demagnetisation of the magnets,
or asymmetry of the field distribution, as well as harmonics in the current waveform can be
investigated. It has been shown, by both the analysis and measurements, that unlike the more
conventional machine formats, such as induction motors, synchronous machines, and
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direct-current machines, the noise spectrum of a brushless DC motor is directly proportional to pole
number and the rotational speed of the rotor. In addition, the vibrational mode of zero-order
plays an important role, at least as significant as modes of two- or three-order. Due to the large
effective airgap and the fact that the full-load armature reaction field in a brushless DC motor is
normally only 10% - 20% of the open-circuit magnetic field, it is the open-circuit magnetic field
distribution which dominates the noise spectrum. However, if there is no speed control loop in
the drive system, the rotational speed of the rotor decreases with an increase of load, which
results in a reduction in the frequencies of the radial force waves. Therefore, the noise spectrum
and emitted acoustic power will also change with the load.
10.6 Possible Future Work
Although the electromagnetic performance of brushless permanent magnet DC motors, with
particular reference to their noise and vibration, has been studied comprehensively, due to the
time restriction and the need to fulfill other commitments under the BR1TE research project it
was not possible to take all the aspects to their logical conclusion. Therefore the following topics
are suggested as being worthy of future research:
i) Three-dimensional finite element analysis of the vibrational behaviour of electrical
machines in general;
ii) A more thorough comparison of analytical predictions of the winding inductances and
back-emf waveforms with finite element calculations and measurements (currently being
carried out);
iii) A more detailed investigation into the effects of design parameters on the cogging torque,
and the establishment of general design rules for minimising the cogging torque;
iv) The integration of the analytical magnetic field calculation, analytical dynamic simulation,
and analytical prediction of winding inductances and back-emf waveform etc developed in
the thesis, into a comprehensive CAD package having an appropriate architecture to permit
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ease of data transfer and various routes to evolving an optimum design (currently being
carried out by the author and colleagues);
v) A study of the effects of the magnetisation, the commutation strategy, and the current
waveform on the acoustic noise emitted from brushless DC motors;
vi) The application and extension of the achievements reported in the thesis to other machine
formats.
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Appendix 2.1
CAD OF ELECTRICAL MACHINES -- A STUDY
OF ELECTROMAGNETIC, VIBRATIONAL, AND
ACOUSTIC BEHAVIOUR
by Zhu Z.Q. June 1989
ABSTRACT
The electromagnetic, vibrational, and acoustic behaviour of electrical machines has
been studied in this thesis. It embraces 1) vibrational behaviour of stators; 2) acoustic
behaviour of stators; 3) analysis and control of tangential vibration and noise of
single-phase induction machines; 4) design synthesis of low noise three-phase induction
motors.
The concept of a generalised tooth / slot is introduced to study the vibrational
behaviour of stators. According to this concept the principles for selecting the
exciting/picking-up points are established and validated both theoretically and
experimentally. A finite element package, in which the high-order curved isoparametric
elements and the lumped mass matrix are adopted, and the reduced order integration
technique is used, has been developed to investigate the natural frequencies and modes of
various types of stators, taking into account the effects of winding and frame. Good
agreement between calculated and measured results has been achieved. The effects of the
end-shields, rotor and running conditions on the natural frequencies and modes of the stator
have, for the first time, been investigated by the modern modal analysis technique.
New formulae for the calculation of the acoustic power radiated by a cylindrical stator
of finite length, using an analytical method, are presented. A technique which combines
the finite element method and Fourier series analysis to account for the effects of
end-shields on the acoustic radiation has been developed. Based on the developed
technique a suite of planar, axisymmetric and harmonic axisymmetric finite element
programs, which are capable of calculating the radiated acoustic field and power in a
3-dimensional field, have been developed and validated on a test motor. Furthermore the
spherical model of the acoustic radiation of motors has been improved by the application
of finite elements. In addition the techniques developed are applied to the analysis of
acoustic modes and natural frequencies by introducing the lumped acoustic mass matrix
into the acoustic finite element.
The tangential vibration and noise produced by single-phase induction machines are
analysed. General formulae for asynchronous torques, synchronous torques, and
vibrational torques are developed by the compound current method. These allow analysis
of tangential vibrations at any frequency without the limitation of twice-line frequency as
commonly reported in the literature. The frequencies of the tangential vibration are verified
by measurement and analysis of the noise spectra of electric fans. Using the developed
method the fan motors have been re-designed to reduce the tangential vibration and noise
without changing the electromagnetic or aerodynamic performances.
A systematic approach to the design synthesis of low noise three-phase induction
machines is presented.The model established can estimate the noise level of encased type
motors. It differs from conventional methods in that the model can consider not only the
iron core but also the frame, as well as their damping effects. Based on the developed design
synthesis, a range of three-phase induction motors, rated from 180W-550W, have been
designed successfully to a low noise specification, and have been put into mass production.
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