Audio synthesis is of interest to people with different backgrounds such as music enthusiasts, performers, composers and researchers. With the advent of data-driven statistical modeling and abundant computing power, researchers are turning increasingly to deep learning for audio synthesis. Various approaches such as autoregressive modeling, GANs and VAEs have been proposed with varying degrees of success given the ultimate goal of modeling complex instrument sound sources, possibly while also achieving the flexible control of musically relevant attributes. Recently, Roche et al. [5] studied different autoencoder architectures, like variational (VAE) and LSTM based autoencoders, to perform the frame-wise reconstruction of audio spectra. They also presented an analysis of the lower dimensional representation of the input spectrum, or 'latent space', which a musician can explore to generate new sounds. Esling et al. [4] took this idea further and tried to incorporate structure into this latent space to match the perceptual timbre space of the corresponding instruments.
In the interest of more flexible control over the generated sound however, it could be useful to somehow decompose the latent representation into relevant musical attributes such as pitch, dynamics and timbre. Such a possibility is more likely to be available with a parametric signal model rather than a general spectral representation such as the Fourier transform. Recognizing this in the context of speech synthesis, Blaauw et al. [1] used a vocoder representation for speech, and then trained a VAE to model the frame-wise spectral envelope. Thus, by incorporating a powerful signal processing approach to separate the distinct perceptual attributes of the sound class, the network can be expected to learn a much more meaningful representation.
The parametric representation we adopt is inspired from the analysis pipeline of [2] , where "perceptually motivated" representations of audio are proposed for sound morphing. A Source Filter decomposition is applied to the harmonic component of the spectrum extracted by the Harmonic model [6] . The filter is estimated as the envelope of the harmonic spectrum and represented via low-dimensional cepstral coefficients. Therefore, as opposed to simply training a VAE on the full magnitude spectrum (upper branch in Figure 1 ), we train a conditional VAE (CVAE) on the real cepstral coefficients (CCs) conditioned on the pitch and velocity (lower branch in Figure 1 ) assuming that a suitably labeled dataset is available for the supervised training of the network. Our motivation to use a CVAE comes from the fact that the Source and Filter are not entirely decoupled for musical instruments. By conditioning on the pitch and velocity, our model is expected to generate the spectral envelope more accurately.
We use a subset of the NSynth [3] dataset in our work. We have implemented the parametric representation and used it to successfully train a CVAE network. Trained on two different instruments, the network is capable of generating new sounds with a hybrid timbre. We have been able to test the validity of our model by training on sounds restricted to the odd MIDI pitches and examining the generation of the sounds with the missing pitches. The network indeed learned how to fill in the missing pitches, returning sounds with the expected timbre. Furthermore, the network could even produce perceptually acceptable continuous sounds when conditioned with a semi-continuous pitch frequency sweep (one octave divided into small steps). Finally, we observed that using a parametric representation allows us to use a very small neural network that can be trained in under an hour (on a mobile Nvidia GeForce GTX 1050Ti). Our network is currently trained only on the sustained segments of selected instrument sounds. By applying instrument-specific temporal segmentation, we plan to augment the network toward generating realistic instrument sounds with the components of attack, sustain and decay. Moreover, we are only training on the harmonic part of sounds while the residual also contains important information identifying the instrument (consider the bowing sound of a violin). Future work shall address this issue either by modifying the current CVAE or by using two networks that would exchange information during synthesis to produce perceptually better sounds.
