Abstract. The problem of solving pseudodi erential equations on spheres by collocation with zonal kernels is considered and bounds for the approximation error are established. The bounds are given in terms of the maximum separation distance of the collocation points, the order of the pseudodi erential operator, and the smoothness of the employed zonal kernel. A by-product of the results is an improvement on the previously known convergence order estimates for Lagrange interpolation. 
x1. Introduction
Data tting and solving di erential and integral equations on the sphere are areas of growing interest with applications to physical geodesy, potential theory, oceanography, and meteorology 6,10]. As more and more satellites are being launched into space, the acquisition of global data is becoming more important and more widespread, and the demand for spherical data processing and solving problems of a global nature is increasing.
In this paper we investigate the solution of pseudodi erential equations on spheres by collocation at scattered data points with zonal kernels. Denoting where is a univariate function de ned on ?1; 1], called the shape function, and p q is the Euclidean dot product of points p; q 2 S m?1 . Since for a xed p the value of (p; q) depends only on the geodesic distance of p from q, the function (p; ) is radially symmetric with respect to the point p. For this reason (p; ) is often called a spherical radial basis function.
Di erential or, more generally, pseudodi erential equations arise in many areas of earth sciences (see e.g., 10, 25] for many important examples). Given a pseudodi erential operator L and a spherical function f, our objective in this paper is to discuss approximate solutions of the equation where Q is a nite set of points in S m?1 , called the collocation points, and s 0 is a linear combination of spherical harmonics that are annihilated by L. Throughout, we follow the convention that L q ( ; q) means that L is applied to ( ; q) as a function of q. Note that in (1) we abused the notation slightly in that, strictly speaking, L q ( ; q) = L p ( ; p)j p=q . To determine s u , that is, to nd s 0 and the coe cients c q ; q 2 Q, we can solve the linear system of equations Ls u (p) = f(p); p 2 Q; s u = d ; 2 ?:
We consider s u of the form (1) to ensure that the linear system (2) will be positive semi-de nite (see also Remark 17) . The above collocation method is an example of the emerging meshless techniques for solving di erential equations, since it only requires the information about the location of the points Q, which need not be interconnected. Meshless methods are a challenging topic with the potential to become a feasible alternative to nite element methods 27] .
In this paper we will furnish convergence order estimates for the collocation problem explicitly in terms of a mesh norm h that measures the density of the points Q. The crux of our approach is to transform the collocation problem to a Lagrange interpolation problem. In particular, de ning a new kernel L (p; q) := L p L q (p; q); the rst set of equations in (2) There are many known error estimates for this type of Lagrange interpolation in the literature, including 9, 12, 14, 26] . For our purposes, the approach taken in 14] will prove most useful. In addition, the work presented here also draws on some ideas from other recent sources on interpolation in IR m 18, 23] , solving di erential equations in IR m using collocation 4, 7, 8] , and spherical interpolation and approximation 5, 10, 17] . The system of equations (2) can be interpreted as a generalized Hermite interpolation problem. Generalized Hermite interpolation on spheres and on other di erentiable manifolds has been studied in 1,2,22].
The analysis of the error u ? s u will be done in Sobolev spaces and in certain Hilbert spaces called native spaces. Our nal estimates, formulated in Theorem 16, will be of the form jju ? s u jj C(h)jjfjj; where C(h) is a function converging to zero as h ! 0, whose rate of convergence depends on the smoothness of the zonal kernel and the order of the pseudodi erential operator L, and where the norms jj:jj are taken in appropriate function spaces.
The layout of the paper is as follows. In Section 2 we introduce zonal kernels and their associated native spaces. Section 3 describes an abstract interpolation problem that will be useful in formulating the collocation problem in Section 4. The analysis of the convergence order of the collocation method will be carried out in Sections 5 and 6.
In the remainder of this section we recall some standard de nitions and tools needed for analysis of spherical functions. For a more detailed account, the reader is referred to 21].
Let be the Laplace-Beltrami operator on S m?1 , which can be de ned for all su ciently smooth functions u on S m 
x2. Native Spaces
In this section we introduce certain classes of zonal kernels on S m?1 S m?1 and their associated native spaces. These kernels will form the foundation for the generalized Hermite interpolation discussed in the subsequent section.
Let be a zonal kernel with shape function : ?1; 1] ! IR. All kernels in this paper will be such that their shape function has a Legendre expansion of the form 
where
For convenience and conciseness we continue to use both notations a k ( ) and b k ( ), even though by (8) , one of the two symbols could be removed. There is a useful space associated with the kernel . A few remarks on the above de nition of native spaces are in order. The de nition simpli es if we assume that all coe cients a k ( ) are positive or, equivalently, that is strictly positive de nite in the stronger distributional sense de ned in 2]. In fact, this assumption is made in most of the previously quoted papers. If some of the a k ( ) are zero, then H becomes degenerate in that it lacks spherical harmonics of certain frequencies. In this case H is not dense in L 2 . While in some settings this may be unacceptable, in the context of solving di erential equations, degenerate native spaces arise naturally when dealing with operators, such as , that annihilate a certain number of spherical harmonics.
It will be instructive to brie y motivate the de nition of H . Frequently, the kernel is used to de ne functions of the form X 2 c q ( ; q); c 2 IR; (9) where is a nite set of functionals. For example, 2 can be an evaluation functional, namely q ( ; q) = ( ; q), q 2 S m?1 , or a point-evaluation of a pseudodi erential operator, considered later in the paper. A question of fundamental importance is whether one can characterize functions that can be approximated, in a prescribed sense, by linear combinations of the form (9).
It turns out that such functions are necessarily elements of H if we let be a subset of the dual space H . To see this, rst note that a linear combination of the form (9) equals q ( ; q), where := P 2 c is also an element of H . We now claim that q ( ; q) is well de ned and belongs to H . To do this, we must verify that ( ; q) 2 H , for each xed q. This follows from k ( ; q)k 2 = (q; q); which is nite by the continuity of . To see that q ( ; q) 2 The remaining part of the proposition is a standard variational result for Hilbert spaces, proved in a similar framework in 17].
Without loss of generality we can assume that the functionals in are linearly independent. For it is easily seen that if this is not the case, then we can discard all redundant functionals in without changing the space S ; and without altering the nature of conditions (10) . With this assumption, Problem 3 gives rise to an invertible linear system of equations. To prove this, consider the matrix corresponding to the linear system (10) . We show that this matrix is positive de nite. Using (11) (12) Thus the hypercircle inequality isolates the problem of approximating the linear functional by the nite set of linear functionals , from the problem of how well the solution u can be approximated by a function in S ; .
The majority of study of the approximation properties of zonal kernels on S m?1 has concentrated on just one of the factors in the hypercircle inequality | the power function. In this paper we will investigate both factors, and under favorable conditions we will be able to collect approximation order from both of them to e ectively double the approximation order. This idea rst appears in 23] for IR m .
The framework for generalized Hermite interpolation that we presented in this section is not the only approach. Another alternative is to use Sobolev spaces as in 2].
x4. The Collocation Problem for Pseudodi erential Equations
Let (L^(k)) k 0 be a sequence of real numbers and suppose that L is an operator that assigns to any u 2 L 2 the distribution
In To investigate the collocation problem described in Section 1, for a pseudodi erential operator L and a kernel , let L (p; q) := L p L q (p; q): As mentioned earlier, this kernel will play an important role in our analysis. To be able to apply the results of the previous section to L , we need to verify that under appropriate conditions this kernel is well de ned and that its properties are similar to the properties of the original kernel . This shows that L is zonal and that a k ( L ) = a k ( )L^(k) 2 0. The assumption (14), together with (4), implies that L is continuous.
It follows from the previous lemma that there is a well-de ned native space H L associated with L . It is not di cult to see that L maps the space H onto H L and hence the pseudodi erential equation
is solvable in H . However, the solution may not be unique if L is not invertible. In Section 6 we will impose additional conditions on u that will determine a unique solution.
We are now ready to formulate the collocation problem for solving pseudodi erential equations more precisely. This will be a special case of Problem 3, in which we restrict ourselves to a special class of functionals , namely point-evaluations of the operator L. As 
To evaluate the maximum value above, we apply Cauchy-Schwarz inequality to obtain
Combining the above inequalities concludes the proof.
Remark 11. A similar result to Proposition 10 was proved in 14, Theorem 2], namely that, in our notation,
where #Q is the cardinality of Q. Thus we have improved this result by removing the factor #Q + 1 from the bound. Moreover, we have done away with the assumption that all a k ( L ) must be positive.
We now turn our attention to the second factor in (16) (18) Combining inequalities (17) and (18) The above estimates depend implicitly on the mesh norm h since K is a function of h. In the next section we make this connection explicit by assuming a certain decay on the coe cients b k ( ), which is related to the smoothness of , and on the decay of the spherical symbol L^(k), which determines the order of the pseudodi erential operator L.
x6. Explicit Error Bounds
In the previous section we derived an error estimate for the approximation of Lu by Ls u; ; . However, for practical purposes it is desirable to have an approximation not just to Lu, but to the solution u. Up to this point u can be any function in H that satis es Lu = f. Unfortunately, if the numbers L^(k) are not all positive, then such a function may not be unique. In that case the various solutions may di er at the frequencies k for which L^(k) = 0. In this section we will impose additional conditions on the function u that will guarantee its uniqueness. Then we prove an error bound on the distance between u and its approximation s u . This distance will be measured in a Sobolev norm, which is a natural norm in the setting of solving pseudodi erential equations.
To We also need the following de nition. We say that a pseudodi erential operator L is of order t if there exist positive constants C 1 and C 2 such that 
On the other hand, by (21) there exists a positive constant C 1 such that jjv i 0 jj 2 s = 1 ? jj v i jj 2 s 1 ? 1
This, together with (22) and (23) 
Note that the two types of equations can be decoupled. Namely, since L annihilates s 0 , the rst set of equations is equivalent to Ls u; ; (q) = f(q); q 2 Q: Notice that in order to determine s u it is not necessary to compute the decomposition u = u 0 + u explicitly.
We are now ready to state the result alluded to earlier asserting that the error of approximation of the collocation method can be bounded by an expression that depends explicitly on the mesh size h of the set of collocation points. The next theorem is the main result of this paper. It is a corollary of Theorem 13 and Proposition 15, and we state it just for the stronger case when f 2 H L L . For convenience and ease of reference, below we explicitly collect all the required assumptions.
Theorem 16. Let L be a pseudodi erential operator of order t 2 IR, for which K 0 (L) is nite, let be a zonal kernel satisfying (5) and (14) (21) and (14) After this work was close to completion, we learned of the work by Levesley and Luo 15] . Using a di erent approach, their results show an approximation order of h n?t , if cos 2 C 2n ? ; ]. This is half the approximation order that we prove, although we believe that their result could be doubled by an analogous trick to the one that we employ. There are other notable di erences between our results and those in 15]; we give our nal error bounds for jju ? s u jj t rather than just jL(u ? s u )(p)j, p 2 S m?1 , the dependence on f is explicit, we cover the more general case of non-invertible operators, and we do not require integer continuity of cos. On the other hand, the paper 15] does not require that the data points become dense on the entire sphere, just in a neighborhood of the evaluation point p.
When we restrict to the special case of Lagrange interpolation (for which L is the identity operator and t = 0), Theorem 16 gives an approximation order of h 2n+ for a shape function satisfying (30). This compares favorably with the result in 14] that gives an approximation order of h n+ ?(m?1)=2 , and also with the paper 12], which demonstrates an approximation order of h n (since (30) implies, by a derivative formula for P k in 21], 2 C n 1 ? ; 1], for some 0 < < 1, which is the required assumption in 12]).
Assuming decay conditions on the b k ( ), rather than an integer continuity condition on the shape function , is of additional bene t. For example, consider Wendland's compactly supported C 2n kernels restricted to S 2 (as described in 6]), for which cos 2 C 2n ? ; ]. Assuming that the order found in 15] can be doubled, one obtains an approximation order of h 2n . However, it seems that the b k ( ) have decay O((1 + k) ?2n?2 ), and hence Theorem 16 gives an approximation order of h 2n+1 . By using the decay of the coe cients b k ( ), rather than the continuity of , we seem to have squeezed out an extra power of h. A consequence of the fast decay is, by part (b) of Theorem 16, that the convergence of the collocation method is spectral, which means that the error of approximation tends to zero faster than any power of h.
We conclude the paper with a collection of remarks.
Remark 17. Let us make a few comments about solving the system of equations (28). Since s u; ; is written in the form s u; ; = X q2Q c q L q ( ; q); equations (28) lead to a linear system with matrix A = ( L (p; q)) p;q2Q :
To ensure that the coe cients c q are uniquely determined, we need that A is invertible (note that although s u; ; is unique, the c q may not be). This is typically achieved by requiring that A is positive de nite, which is determined solely by the positivity properties of the Legendre coe cients b k ( L ) = L^(k) 2 b k ( ). The search for necessary and su cient conditions on b k ( L ) that guarantee this is still ongoing (see 6] for a discussion). A simple su cient condition for A to be positive de nite is that only nitely many of the coe cients b k ( L ) are zero 24]. This condition is satis ed if we start with a kernel , for which b k ( ) > 0, k 0, and restrict ourselves to pseudodi erential operators for which K 0 (L) is nite. Unfortunately, the assumption b k ( ) > 0 does not allow the use of initial kernels that are conditionally strictly positive de nite, for example, multiquadrics 6]. In principle we could permit nitely many of the b k ( ) to be zero and still guarantee that A is positive de nite, but then our assumption f 2 H L L would be too restrictive. The condition f 2 H L L presumes that f is missing the harmonics of degree k for which b k ( ) = 0 and L^(k) 6 = 0 (as well as the harmonics for which L^(k) = 0). Typically, this would be an unreasonable presumption. It is a topic of future research to see if we can reasonably employ kernels that do not satisfy b k ( ) > 0, k 0.
Remark 18. In applications we will usually be given the pseudodi erential operator L of some order t and a driving function f with certain smoothness, say f 2 H r . An important question is how to choose the kernel . There are two competing requirements. The kernel must be smooth enough so that (5) and (14) 
