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Avaliação de métodos heurísticos em
sistemas de produção no-wait flow shop
Resumo
Este artigo aborda o problema de programação de operações em um ambiente de produção Flow Shop,
tendo como objetivo minimizar o estoque em processamento sem interromper a execução das tarefas. Um
novo método heurístico foi proposto e comparado com quatro melhores métodos reportados na literatura
para a solução do problema. A análise dos resultados experimentais evidenciou a superioridade do novo
método para o conjunto de problemas avaliados.
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HEURISTIC EVALUATION OF METHODS
OF PRODUCTION SYSTEMS IN NO-WAIT
FLOW SHOP
Abstract
This paper deals with the Flow Shop scheduling problem with the objective of minimizing total flow time
without interrupting the execution of tasks. A new heuristics is proposed and compared with the four best
methods reported in the literature for the solution of the scheduling problem. Analysis of the experimental
results shows that the new heuristics provides better solutions to the set of problems evaluated.
Keywords: No-wait flow shop, in-process inventory and heuristics.
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1. INTRODUÇÃO
O problema tradicional de Programação Flow
Shop é de produção, em que um conjunto de n tarefas
deve ser processado, na mesma seqüência, por um
conjunto de m máquinas. Quando a ordem de
processamento em todas as máquinas for a mesma, tem-
se o ambiente de produção Flow Shop Permutacional,
em que o número de possíveis programações para n
tarefas é n!
Uma situação específica desse problema, mas
muito freqüente, é a programação da produção em
sistema flow shop sem interrupção na execução das
tarefas, que geralmente ocorre em um ambiente
caracterizado pela tecnologia do processo, i.e.,
quando, por exemplo, uma variação de temperatura
pode influenciar a degeneração do material, ou pela
falta de capacidade de armazenamento entre as
máquinas.
Esse problema também pode ser chamado de
flow shop sem espera ou no-wait flow shop (NWFS),
conforme apresentado na Figura 1.
A Figura 1 ilustra a programação de um conjunto
de n tarefas (J = {Ji, J2,...,Ji,...Jn}) que devem ser
processadas, na mesma seqüência, por um conjunto de
m máquinas distintas, em que o tempo de processamento
da tarefa Ji na máquina k é tik (i = 1,2,...,n;k = 1,2...,m).
A principal característica do NWFS é a
necessidade de que a operação g + 1 de determinada
tarefa Ji tem que ser processada logo após o término da
operação g(1< g < m – 1), não permitindo que ocorra
tempo de espera no processamento de uma tarefa de
uma máquina para a outra (no-wait). O único tempo de
espera permitido é no início do processamento da tarefa
que ocupa a primeira posição na seqüência na primeira
máquina.
Devido à sua natureza, o problema NWFS é
considerado como NP-hard para o caso de três ou mais
máquinas (CHEN et al., 1996).
Segundo Fink e Voβ (2003) em um problema
NWFS geralmente se verifica a ocorrência de um delay
(duv) na primeira máquina, entre o início da tarefa u e o
início da tarefa v, quando a tarefa v é processada
diretamente após a tarefa u, em que o cálculo do delay
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O objetivo deste trabalho é apresentar um novo
método heurístico para o problema de programação de
operações em ambientes NWFS com critério de
minimização do tempo total de fluxo, verificando-se o seu
desempenho comparado com os melhores métodos
heurísticos existentes na literatura.
Para o problema apresentado, o tempo total de
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Resumidamente, essa expressão fornece a soma
dos tempos de processamento das tarefas em todas as
máquinas e a soma dos delays entre as tarefas
seqüenciadas.
As características essenciais a serem consideradas
no novo método proposto serão: equilíbrio entre a
qualidade da solução e eficiência computacional e
simplicidade e facilidade de implementação.
Figura 1 - No-Wait Flow Shop com m máquinas e n tarefas.
Fonte: Elaborada pelos autores.
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2. PROBLEMA DE PROGRA-
MAÇÃO DE OPERAÇÕES
NWFS
Deman e Baker (1974) foram alguns dos pionei-
ros a estudar o problema de NWFS, com o critério de
minimização do tempo total de fluxo. Em sua pesquisa,
eles apresentaram um algoritmo branch and bound para
estabelecer todas as seqüências parciais, considerando-
se a utilização de limitantes inferiores. Os referidos auto-
res concluíram que os resultados alcançados foram sa-
tisfatórios e que o problema podia ser solucionado tão
rapidamente quanto aqueles tradicionais que utilizavam
como critério a minimização do makespan.
Rajendran e Chaudhuri (1990) apresentaram dois
algoritmos heurísticos construtivos, compostos de duas
fases: uma primeira fase de ordenação inicial das tarefas
e outra de construção da seqüência final avaliando se-
qüências parciais, a fim de estabelecer a seqüência final
das tarefas. A experimentação computacional demons-
trou que as soluções obtidas eram melhores quando com-
paradas com os métodos anteriormente propostos por
Bonney e Gundry (1976) e King e Spachis (1980), com o
critério de minimização do makespan.
Chen et al. (1996) desenvolveram uma heurística,
baseada no algoritmo genético, e, através da sua para-
metrização, conseguiram melhorar as soluções pelo mé-
todo construtivo proposto por Rajendran e Chaudhuri
(1990).
Bertolissi (1999) apresentou um método heurísti-
co construtivo de apenas uma fase, na qual é definida
uma parcela da soma dos tempos de fluxo de duas tare-
fas adjacentes Ji e Jj, a partir do início de Ji (ou seja, no
intervalo de tempo entre o início de Ji e o termino de Jj),
sendo em seguida obtida uma ordenação das tarefas. Os
experimentos computacionais indicaram que o método
proposto não obtém soluções melhores que os métodos
de Rajendran e Chaudhuri (1990).
Bertolissi (2000) apresenta um novo método heu-
rístico construtivo composto de duas fases. Na primeira,
similar à de Bertolissi (1999), é definida uma ordenação
inicial das tarefas de acordo com as parcelas das somas
dos tempos de fluxo dos pares tarefas adjacentes Ji e Jj.
Na segunda fase, é utilizado o mesmo procedimento de
inserção de tarefas de Rajendran e Chaudhuri (1990).
Os resultados dos experimentos computacionais permiti-
ram a conclusão de que o método heurístico construtivo
proposto obtém soluções melhores quando comparado
com os métodos heurísticos construtivos.
Fink e Voâ (2003), utilizando os procedimentos
Meta-Heurísticos de Busca Tabu e Simulated Annea-
ling, concluíram que a efetividade dos procedimentos
meta-heurísticos utilizados na solução do problema de-
pende da qualidade da solução desejada e do tempo com-
putacional disponível. Ou seja, os autores não contem-
plaram um método como o melhor entre todos, mas afir-
maram que, dependendo das características do proble-
ma, existe um que pode ser adequado.
Aldowaisan e Allahverdi (2004) propuseram no-
vos métodos heurísticos compostos de três fases. Se-
gundo os resultados dos experimentos, o algoritmo PH1(p)
foi o que apresentou os melhores resultados, compara-
dos com os métodos de Rajendran e Chaudhuri (1990) e
o método meta-heurístico de Chen et al. (1996). O méto-
do proposto é composto pelas seguintes fases: na primei-
ra, é desenvolvida uma ordenação inicial a partir da tare-
fa que apresenta a menor soma dos tempos de processa-
mento e, em seguida, são ordenadas as tarefas que re-
sultam no menor tempo de total de fluxo na ordenação
parcial; na segunda, é obtida uma solução inicial seme-
lhante ao método de inserção proposto por Nawaz et al.
(1983), enquanto na última é aplicado o procedimento de
melhoria, utilizando a permutação de pares de tarefas.
3. MÉTODO HEURÍSTICO
PROPOSTO
O método heurístico proposto neste trabalho pos-
sui duas fases: na primeira é realizada uma ordenação
inicial das tarefas, utilizando-se a expressão 3; e na se-
gunda busca-se construir a seqüência de solução com a
inserção de tarefas nas seqüências parciais e sua melho-
ria com um método de busca na vizinhança. Para fins de
comparação, o referido método é denominado S&N.
O método heurístico proposto por Bertolissi (2000)
apresenta uma expressão que o próprio autor considerou
como a base do seu método proposto. Trata-se de uma
parcela da soma dos tempos de fluxo de duas tarefas
adjacentes Ji e Jj, a partir do início de Ji (ou seja, no
intervalo de tempo entre o início de Ji e o término de Jj)
para m máquinas.
Segundo Bertolissi (2000), é possível, dessa for-
ma, calcular as parcelas das somas dos tempos de fluxo
para o conjunto de pares de tarefas adjacentes para m
máquinas com a seguinte expressão:
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Na expectativa de minimizar o tempo total de flu-
xo, a expressão 3 possibilita a criação de uma ordena-
ção inicial das tarefas a partir das menores parcelas
das somas dos tempos de fluxo de pares de tarefas ad-
jacentes.
A adoção dessa forma de ordenação inicial é ba-
seada no fato de que, para minimização do tempo total
de fluxo de determinada seqüência de tarefas, devem-
se ordenar as tarefas que apresentam menores tempos
de processamentos. Porém, para atender ao caso parti-
cular de NWFS, é necessário considerar também o de-
lay entre o início de determinada tarefa e o início da
tarefa subseqüente.
1ª Fase - Ordenação inicial das tarefas
Assim, seja J = {Ji, J2,...Jn} um conjunto de n
tarefas que devem ser processadas e S, o conjunto das
tarefas programadas.
Passo 1
J = {Ji, J2,...,Ji,...Jn}
S = Ø
Selecione o menor elemento Fm (Ji, Jj)
S = {Ji, Jj}:




Selecione o menor elemento ( )vum J,JF , tal que





Se Ø, volte para o Passo 2. Caso contrário (or-
denação inicial das tarefas concluída), vá para o Passo 3.
2ª Fase - Construção da seqüência final
A construção da seqüência final é uma modifica-
ção do algoritmo proposto por Framinan e Leisten (2003)
para o problema NWFS.
A modificação ocorre na segunda fase do algorit-
mo, em que para cada iteração é aplicado um procedi-
mento de melhoria na seqüência parcial, utilizando-se a
vizinhança de inserção de tarefas.
Essa estrutura possibilita avaliar o maior número
de seqüências parciais, em comparação com o método
proposto por Framinan e Leisten (2003), não inviabilizan-
do o tempo de computação.
A segunda parte do algoritmo proposto é definida
pelos seguintes passos:
Passo 3
Selecione as duas primeiras tarefas da ordenação
inicial
Passo 4
Para L = 3 a n
l Selecione a tarefa que ocupa a L – ésima posição na
ordenação inicial  .
l Examine as L possibilidades de inserir a tarefa na se-
qüência parcial até então obtida, adotando-se aquela
que leva a menor soma dos tempos de fluxo.
l Considerando toda a Vizinhança de Inserção da se-
qüência parcial com L tarefas, constituída de S’ se-
qüências, determine a seqüência   associada à menor
soma dos tempos de fluxo.
l Atualize, com a seqüência S’, as L primeiras posições
da seqüência S.
Após a apresentação dos métodos heurísticos e a
proposição de um novo método heurístico construtivo de




O método heurístico proposto (S&N) foi com-
parado com os melhores métodos heurísticos repor-
tados na literatura, ou seja, Raj1 e Raj2, desenvolvi-
dos por Rajendran e Chaudhuri (1990); Bert, de Ber-
tolissi (2000); e o algoritmo heurístico composto de
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três fases PH1(p), desenvolvido por Aldowaisan e
Allahverdi (2004).
Na experimentação foram avaliados 7.200 proble-
mas, divididos em três grupos. O primeiro grupo de 2.000
problemas, considerados de pequeno porte, subdivididos
em 20 classes, de acordo com o número de tarefas n Î {5,
6, 7, 8, 9} e o número de máquinas m Î {5, 10, 15, 20}.
O segundo grupo envolveu 3.200 problemas, con-
siderados de médio porte, com número de tarefas n Î
{10, 20, 30, 40, 50, 60, 70, 80} e máquinas m Î {5, 10, 15,
20}, totalizando 32 classes de problemas.
O terceiro grupo foi constituído por 2.000 proble-
mas, subdivididos em 20 classes, considerados de grande
porte, com número de tarefas n Î {90. 100, 110, 120,
130} e m Î {5, 10, 15, 20}.
Dessa forma, em cada classe (n,m) foram testa-
dos 100 problemas. Os tempos de processamento das
operações foram gerados aleatoriamente a partir de uma
distribuição uniforme no intervalo [1,99]. Neste trabalho,
os métodos foram codificados em linguagem Delphi, e o
equipamento utilizado foi um microcomputador Intel Ce-
leron 2,66 GHz, com 256 MB de memória RAM e disco
rígido de 40 Gb.
5. MÉTODO DE ANÁLISE
As estatísticas usadas para avaliar o desempenho
dos métodos foram a Porcentagem de Sucesso, o Des-
vio Médio Relativo e o Tempo Médio de Computação.
Para facilitar a visualização dos resultados, eles são apre-
sentados em fórmula de gráficos.
A Porcentagem de Sucesso é definida pelo quoci-
ente entre o número total de problemas para os quais o
método obteve o melhor tempo total de fluxo e o número
total de problemas resolvidos. Obviamente, quando os
dois métodos obtêm o melhor tempo total de fluxo para o
mesmo problema, suas Porcentagens de Sucesso são si-
multaneamente melhoradas.
O Desvio Relativo (DRh) quantifica o desvio que
o método h obtém em relação ao melhor tempo total de
fluxo obtido para um mesmo problema, sendo calculado
como se segue:
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em que, Fh =  = tempo total de fluxo obtido pelo método
h; e
F* = melhor tempo total de fluxo obtido pelos mé-
todos, para determinado problema.
O tempo médio de computação (em segundos) é
calculado pela soma dos tempos de processamento em
cada problema, dividido pelo número total de problemas
resolvidos.
Todos os resultados apresentados foram agrupa-
dos com relação ao número de máquinas, possibilitando
uma análise global dos resultados.
6. ANÁLISE DOS
RESULTADOS
Os resultados foram analisados em três partes,
na seguinte ordem: Porcentagem de Sucesso, Porcen-
tagem de Desvio Médio Relativo, e Tempo Médio de
Computação. Com o objetivo de facilitar a interpreta-
ção dos resultados, são apresentadas as respectivas
tabelas e figuras.
l  Análise da Porcentagem de Sucesso
A Tabela 1 e as Figuras 2, 3 e 4 indicam as Por-
centagens de Sucesso em função do porte do problema.
Em uma primeira análise, verificou-se que a por-
centagem de sucesso do método S & N é superior à de
todos os outros métodos, em todos os casos de variação
de 5 a 130 tarefas.
As porcentagens de sucesso da Figura 2 indicam
que dois grupos de métodos apresentam desempenhos
diferentes para problemas pequenos, o grupo formado
pelos métodos PH1(p) e S & N têm comportamento muito
próximo com desempenho superior de S & N.
Observando as Figuras 3 e 4, verifica-se uma ten-
dência acentuada de melhor desempenho do método S
& N a partir de problemas com 20 tarefas. Após 90 tare-
fas, o método S & N exibe uma tendência pequena de
continuidade de melhoria, já o método PH1(p), uma ten-
dência de estabilização.
Outra observação importante verificada na Tabe-
la 1 são as porcentagens de sucesso dos métodos Raj1,
Raj2 e Bert para solução de problemas acima de 100
tarefas, em que se verificou zero porcentagem de suces-
so, levando à conclusão de que os métodos são ineficien-
tes para problemas de grande porte.
Por fim, fica consolidado que, independentemente
do número de máquinas, o método S & N é superior aos
demais, sobretudo para problemas de médio e grande
portes.
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Problema N Raj1 Raj2 Bert PH1(p) S&N 
 5 69,75 69,50 71,00 86,50 91,25 
 6 62,75 62,75 64,75 87,00 89,50 
Pequeno porte 7 51,25 50,00 51,50 75,50 80,25 
 8 38,50 34,75 37,75 64,50 70,00 
 9 29,50 29,50 30,00 60,25 67,00 
 10 24,25 22,00 23,75 53,50 61,00 
 20 4,25 7,75 6,00 32,00 52,75 
 30 2,50 2,00 1,00 31,00 64,00 
Médio porte 40 0,50 1,50 1,25 26,50 70,50 
 50 0,25 1,00 0,00 28,25 70,50 
 60 0,25 0,50 0,25 25,50 73,50 
 70 0,00 0,00 0,25 20,25 79,50 
 80 0,00 0,25 0,00 22,50 77,25 
 90 0,00 0,25 0,00 19,50 80,25 
 100 0,00 0,00 0,00 17,75 82,25 
Grande porte 110 0,00 0,00 0,00 14,25 85,75 
 120 0,00 0,00 0,00 15,50 84,50 
 130 0,00 0,00 0,00 12,75 87,25 
 
Tabela 1 - Porcentagem de sucesso para problemas de pequeno, médio e grande portes
Fonte: Elaborada pelos autores.
 






























Figura 2 - Porcentagem de sucesso para problemas de pequeno porte.
Fonte: Elaborada pelos autores.
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Figura 3 - Porcentagem de sucesso para problemas de médio porte.
Fonte: Elaborada pelos autores.
Figura 4 - Porcentagem de sucesso para problemas de grande porte.
Fonte: Elaborada pelos autores.
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l  Análise da Porcentagem de Desvio Médio Relativo
A Tabela 2 e as Figuras 5, 6 e 7 ilustram as Porcentagens de Desvio Médio Relativo em função do porte do
problema.
Problema n Raj1 Raj2 Bert PH1(p) S&N 
 5 0,27 0,32 0,27 0,09 0,11 
 6 0,43 0,55 0,40 0,17 0,10 
Pequeno porte 7 0,62 0,63 0,57 0,23 0,23 
 8 0,77 0,92 0,77 0,38 0,29 
 9 1,02 1,00 0,95 0,39 0,32 
 10 1,14 1,21 1,05 0,48 0,44 
 20 2,18 2,00 2,05 0,83 0,44 
 30 3,01 2,46 2,77 0,80 0,32 
Médio porte 40 3,44 2,81 3,35 0,94 0,27 
 50 3,77 3,00 3,56 0,94 0,26 
 60 3,92 3,05 3,78 0,95 0,18 
 70 4,19 3,10 3,88 0,96 0,14 
 80 4,37 3,13 4,11 0,99 0,16 
 90 4,52 3,20 4,29 1,02 0,12 
 100 4,50 3,24 4,20 0,99 0,08 
Grande porte 110 4,61 3,13 4,29 1,08 0,06 
 120 4,68 3,21 4,41 1,12 0,07 
 130 4,82 3,27 4,40 1,13 0,06 
 
Tabela 2 - Porcentagem de desvio médio relativo para problemas de pequeno, médio e grande portes
Fonte: Elaborada pelos autores.
Figura 5 - Porcentagem de desvio médio relativo para problemas de pequeno porte.
Fonte: Elaborada pelos autores.
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Figura 6 - Porcentagem de desvio médio relativo para problemas de médio porte.
Fonte: Elaborada pelos autores.
 




























Figura 7 - Porcentagem de desvio médio relativo para problemas de grande porte.
Fonte: Elaborada pelos autores.
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O desvio médio relativo para os problemas de pe-
queno porte apresenta-se muito próximo para os méto-
dos Raj1, Raj2 e Bert, porém os métodos S & N e PH1(p)
exibiram menor desvio médio relativo que os demais
métodos, principalmente devido ao fato de mostrarem
soluções de melhor qualidade.
A partir dos problemas com 20 tarefas, o algorit-
mo S & N destaca-se, demonstrando um desvio médio
relativo inferior ao dos demais algoritmos, principalmen-
te em relação aos algoritmos Raj1, Raj2 e Bert.
Verifica-se, na Figura 7, que, para os problemas
de grande porte, a heurística S & N também é a que
apresenta menor porcentagem de desvio médio relativo
(próximo de zero), enquanto o segundo melhor método
exibe uma porcentagem de desvio médio relativo acima
de 1%. Também é percebido que, após 90 tarefas, os
métodos S & N e PH1(p) apresentam tendência de esta-
bilização dos seus desvios médios, mas ainda com leve
tendência de menor desvio do método S & N. Deve-se
ressaltar que os valores dos desvios relativos são peque-
nos, uma vez que o método S & N comprovadamente
obtém soluções de alta qualidade.
l Tempo Médio de Computação
Na Tabela 3 e nas Figuras 8 e 9, mostram-se os
tempos médios de computação em função do porte do
problema.
O método S & N para solução dos problemas de
grande porte, assim como para os de médio porte, tem
característica particular em relação aos demais: quanto
maior o número de tarefas, maior o tempo de computa-
ção médio. Para problemas com 130 tarefas, o tempo de
processamento aproxima-se de 2 s, como pode ser ob-
servado na Figura 9.
De forma geral, entre todos os métodos ava-
liados nesta experimentação, verifica-se que o pro-
posto S & N é o que apresenta melhores resulta-
dos, tanto em termos de porcentagem de sucesso
quanto em termos de porcentagem de desvio mé-
dio relativo.
Percebe-se também que o tempo de computação
médio do método proposto S & N possui um crescimento
exponencial em relação ao número de tarefas. Porém,
mesmo em casos extremos, o método exige um tempo
computacional que não inviabiliza sua aplicação.
Problema N Raj1 Raj2 Bert PH1(p) S&N 
 5 0,0002 0,0001 0,0005 0,0006 0,0000 
 6 0,0002 0,0002 0,0003 0,0002 0,0003 
Pequeno porte 7 0,0002 0,0003 0,0006 0,0006 0,0006 
 8 0,0004 0,0003 0,0008 0,0010 0,0007 
 9 0,0006 0,0007 0,0007 0,0015 0,0014 
 10 0,0004 0,0005 0,0010 0,0012 0,0008 
 20 0,0006 0,0011 0,0016 0,0031 0,0031 
 30 0,0018 0,0020 0,0033 0,0084 0,0107 
Médio porte 40 0,0042 0,0040 0,0050 0,0162 0,0219 
 50 0,0057 0,0062 0,0080 0,0291 0,0475 
 60 0,0090 0,0094 0,0123 0,0475 0,0912 
 70 0,0124 0,0139 0,0180 0,0722 0,1627 
 80 0,0179 0,0189 0,0238 0,1061 0,2681 
 90 0,0251 0,0256 0,0317 0,1453 0,4351 
 100 0,0317 0,0331 0,0399 0,1945 0,6432 
Grande porte 110 0,0418 0,0430 0,0519 0,2568 0,9485 
 120 0,0503 0,0527 0,0616 0,3485 1,4525 
 130 0,0657 0,0661 0,0778 0,4392 1,9786 
 
Tabela 3 - Tempo médio de computação para problemas de pequeno, médio e grande porte
Fonte: Elaborada pelos autores.
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Figura 8 - Tempo médio de computação para problemas de pequeno porte.
Fonte: Elaborada pelos autores.
Figura 9 - Tempo médio de computação para problemas de médio e grande porte.
Fonte: Elaborada pelos autores.
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7. CONSIDERAÇÕES FINAIS
Preliminarmente, ressalta-se que para fins práti-
cos as soluções obtidas pelos métodos heurísticos de duas
e de três fases para o problema NWFS são suficientes,
ou seja, tal problema pode ser considerado como já re-
solvido. Porém, tendo em vista a complexidade do pro-
blema em questão, a busca por novos métodos que con-
têm adequado equilíbrio entre a qualidade da solução e a
eficiência computacional e a simplicidade e facilidade de
implementação ainda continua como uma direção para
novas pesquisas. Dessa forma, este trabalho apresentou
uma contribuição que procurou evidenciar que, apesar
de os algoritmos proporcionarem boas soluções, é possí-
vel, por meio da propriedade já existente e apresentada
por Bertolissi (2000), criar novos métodos de soluções
para o problema.
O principal aspecto a ser destacado neste artigo
se refere ao fato de que os resultados experimentais
apontaram que o método heurístico proposto S & N pos-
sui desempenho superior ao dos demais, para solução do
problema em questão.
A experimentação apresentou um tempo compu-
tacional maior em relação aos métodos existentes, po-
rém tal aumento é compensado pela facilidade de imple-
mentação do método e pela melhoria na qualidade das
soluções.
Ainda com relação à experimentação computaci-
onal realizada, uma consideração interessante não pode
ser esquecida. Quando foram avaliados separadamente
os métodos Bert, Raj1 e Raj2, verificou-se que o método
proposto por Bertolissi (2000) apenas se equiparava aos
propostos por Rajendran e Chaudhuri (1990) para pro-
blemas de pequeno porte, sendo inferior nos problemas
de médio e grande portes. Assim, diferentemente da con-
clusão apresentada por Bertolissi (2000), seu método não
é superior a Raj1 e Raj2.
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