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We consider the existence and multiplicity of positive solutions to a nonlinear fourth-order
two-point boundary value problem. The nonlinear term may be singular with respect to
both the time and space variables. In mechanics, the problem describes the deformation
of an elastic beam ﬁxed at the left and supported at the right by sliding clamps. By
introducing height functions of the nonlinear term on some bounded sets and considering
integrations of these height functions, several local existence theorems are obtained.
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1. Introduction
In this paper we study the existence and multiplicity of positive solutions for the following nonlinear fourth-order two-
point boundary value problem
(P1)
{
u(4)(t) = h(t) f (t,u(t),u′(t)), t ∈ [0,1]\E,
u(0) = u′(0) = u′(1) = u′′′(1) = 0,
and the simpliﬁed problem
(P2)
{
u(4)(t) = h(t) f (t,u(t)), t ∈ [0,1]\E,
u(0) = u′(0) = u′(1) = u′′′(1) = 0,
where E ⊂ [0,1] is a closed subset with zero measure. Here, the solution u∗(t) of problem (P1) or (P2) is called positive if
u∗(t) > 0, 0< t  1. Throughout this paper, let
α(t) = 3t2 − 2t3, β(t) = 2t − t2, γ (t) = t(1− t), δ(t) = 1− t.
The problems (P1) and (P2) come from the deformation analysis to the elastic beam ﬁxed at the left and supported at
the right by sliding clamps (see [8,9]). In many real problems, only positive solution is signiﬁcant. For the problems (P1)
and (P2), the existence of positive solutions has been studied by some authors. For more details, see [6,15,16,18] and the
references therein.
In 1996, Dalmasso [6] ﬁrst proved the existence of single positive solution of problem (P2) by comparing the ﬁrst
eigenvalue of associated linear problem with the limits limsupu→0 f (u)/u, lim infu→∞ f (u)/u when E = φ, h(t) ≡ 1,
f (t,u) = f (u) and f : [0,+∞) → [0,+∞) is continuous.
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Theorem 1.1. Assume that
(a1) E = φ and h : [0,1] → [0,+∞) is a continuous function.
(a2) A = 112
∫ 1
0 s
2(3− 2s)h(s)α(s)ds, B = 112
∫ 1
0 s
2(3− 2s)h(s)β(s)ds.
(a3) f (t,u) = f (u) and f : [0,+∞) → [0,+∞) is continuous.
(a4) One of the following conditions is satisﬁed
(i) B limsupu→+0 f (u)/u < 1< A lim infu→+∞ f (u)/u.
(ii) B limsupu→+∞ f (u)/u < 1< A lim infu→+0 f (u)/u.
Then problem (P2) has at least one positive solution.
In 2009, Zhang [18] proved the following local existence theorem by monotone iterative method.
Theorem 1.2. Assume that
(b1) E = {0,1}, h : (0,1) → [0,+∞) is continuous, 0< ∫ 10 t2h(t)dt < +∞.
(b2) f : [0,1] × [0,+∞) × [0,+∞) → [0,+∞) is continuous.
(b3) There exists 0< t0 < 1 such that h(t0) f (t0,0,0) > 0.
(b4) There exists b > 0 such thatmax0t1 f (t,b,b) 2b∫ 1
0 t
2h(t)dt
and
f (t,u1, v1) f (t,u2, v2), 0 t  1, 0 u1  u2  b, 0 v1  v2  b.
Then problem (P1) has at least one positive solution u∗ ∈ C1[0,1] such that 0 u∗(t) b, 0 (u∗)′(t) b.
To the best of our knowledge, there are not any results concerning with the existence of positive solutions of (P1) or
(P2) when the nonlinear term h(t) f (t,u, v) or h(t) f (t,u) is singular with respect to both the time and space variables. In
this paper, we study the problems (P1) and (P2) with time and space singularities.
For the problem (P1), the following assumptions will be used.
(H1) h : ([0,1]\E) → [0,+∞) is continuous, 0< ∫ 10 t2h(t)dt < +∞.
(H2) f : ([0,1]\E) × (0,+∞) × (0,+∞) → [0,+∞) is continuous.
(H3) For each pair of positive numbers r1 < r2, there exists a nonnegative function j
r2
r1 ∈ L1[0,1] ∩ C([0,1]\E) such that
f (t,u, v) jr2r1(t), t ∈ [0,1]\E,
1
6
r1α(t) u  r2β(t), r1γ (t) v  r2.
For the problem (P2), the following assumptions will be used.
(H1) h : ([0,1]\E) → [0,+∞) is continuous, 0< ∫ 10 t2h(t)dt < +∞.
(H2) f : ([0,1]\E) × (0,+∞) → [0,+∞) is continuous.
(H3) For each pair of positive numbers r1 < r2, there exists a nonnegative function j
r2
r1 ∈ L1[0,1] ∩ C([0,1]\E) such that
f (t,u) jr2r1(t), t ∈ [0,1]\E, r1α(t) v  r2β(t).
If the assumptions (H1)–(H3) hold, then the nonlinear term h(t) f (t,u, v) may be singular at t ∈ E and u = 0, v = 0.
For (H1)–(H3), the cases are similar. Many authors follow with interest only to the singular boundary value problems
with E = {0,1}, for example, see [1,7,10–14]. We relax this restriction. Particularly, we allow E to be an inﬁnite set (see
Example 6.2).
The purpose of this paper is to improve Theorems 1.1 and 1.2, and establish several new local existence theorems of
positive solutions under the assumptions (H1)–(H3) or (H1)–(H3). By applying Green function G(t, s), the problems (P1)
and (P2) will be transformed into the equivalent Hammerstein integral equations. We will introduce height functions of the
function f (t,u, v) or f (t,u) on some bounded sets. By estimating integrations of these height functions and considering
ﬁxed points of the associated Hammerstein integral operators, several local existence theorems are obtained.
In the last decade or so, many papers have focused to the singular boundary value problems with respect to the space
variables. For development in the ﬁeld, the reader is referred to the papers, for example, Agarwal and O’Regan [1–4], Eloe
and Henderson [7], Liu, Ume and Kang [12], Wei [14] and Yao [17]. In order to deal with the singularities under assumptions
(H1)–(H3) or (H1)–(H3), we combine some available methods appeared in these papers. In this paper, many technicalities
are different from [17]. For instance, the cone and the height functions have more ﬁne structures than ones in [17].
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a suitable cone. In Section 3, we prove the complete continuity of associated Hammerstein integral operator. In Section 4,
we study the existence and multiplicity of positive solutions for the problem (P1). In Section 5, we consider the simpliﬁed
problem (P2). Moreover, we will verify that Theorems 1.1 and 1.2 are corollary of main results. Finally, we give two examples
to illustrate that our results are applicable to more general cases.
2. Green function and cone
Let G(t, s) be the Green function of homogeneous linear problem
u(4)(t) = 0, 0 t  1, u(0) = u′(0) = u′(1) = u′′′(1) = 0.
From [6] we know that
G(t, s) =
{
1
12 s
2(6t − 2s − 3t2), 0 s t  1,
1
12 t
2(6s − 2t − 3s2), 0 t  s 1.
Computing the partial derivative of G(t, s) in t , one has
∂
∂t
G(t, s) =
{
1
2 s
2(1− t), 0 s t  1,
1
2 t(2s − t − s2), 0 t  s 1.
Clearly, G(1, s) = 112 s2(3− 2s) and G(t, s) 0, ∂∂t G(t, s) 0, 0 t, s 1.
Let C10[0,1] = {u ∈ C1[0,1]: u(0) = 0} be the Banach space equipped with norm ‖u′‖, where ‖u‖ = max0t1 |u(t)| for
u ∈ C[0,1]. Let
K =
{
u ∈ C10[0,1]:
‖u‖α(t) u(t) ‖u‖β(t),
‖u′‖γ (t) u′(t), 0 t  1
}
.
If u1,u2 ∈ K , then u′1(t)  0, u′2(t)  0, 0  t  1 and u1(t),u2(t) are nonnegative nondecreasing functions on [0,1]. It
implies that
‖u1‖ + ‖u2‖ = u1(1) + u2(1) = (u1 + u2)(1) = ‖u1 + u2‖.
Consequently, K is a cone of nonnegative functions in C10[0,1]. Write K (r) = {u ∈ K : ‖u′‖ < r}, ∂K (r) = {u ∈ K : ‖u′‖ = r}.
Let H(s) = 12 s2. We have the following inequalities.
Lemma 2.1.
(1) α(t)G(1, s) G(t, s) β(t)G(1, s), 0 t, s 1.
(2) γ (t)H(s) ∂
∂t G(t, s) δ(t)H(s), 0 t, s 1.
(3) max0t1 G(t, s) = G(1, s) 14 s2 , max0t1 ∂∂t G(t, s) 12 s2 , 0 s 1.
Proof. (1) If 0 t  s 1, then
G(t, s) − α(t)G(1, s) = t
2
12
[(
6s − 3s2 − 2t)− s2(3− 2t)(3− 2s)]
= t
2
12
[
6s − 12s2 + 6s3 − 2t + 6ts2 − 4ts3]
= t
2
12
[
6s(1− s)2 − 2t(1− s)2 − 4ts(1− s)2]
= t
2(1− s)2
12
[
6s − 2t − 4ts2] 0,
β(t)G(1, s) − G(t, s) = 1
12
t
[
(2− t)(3s2 − 2s3)− t(6s − 2t − 3s2)]
= 1
12
t
[
6s2 − 4s3 + 2ts3 − 6ts + 2t2]
= 1
12
t
[
4s2(1− s) + 2(s − t)2 − 2ts(1− s2)]
= 1
12
t
{
2(s − t)2 + 2s(1− s)[(s − t) + s(1− t)]} 0.
For 0 s t  1, the proof is similar.
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∂
∂t
G(t, s) = 1
2
s2(1− t) = δ(t)H(s),
∂
∂t
G(t, s) = (1− t)H(s) t(1− t)H(s) = γ (t)H(s).
If 0 t  s 1, then
∂
∂t
G(t, s) = 1
2
(1− t)s2 − 1
2
(s − t)2  1
2
(1− t)s2 = δ(t)H(s),
∂
∂t
G(t, s) = 1
2
(
2ts − t2 − ts2)
= 1
2
[
2ts − t2 − ts2 + t(1− t)2s2 − t(1− t)2s2]
= 1
2
{
t(1− t)2s2 + (1− s)[t(s − t) + ts(1− t)]+ t2s2(1− t)}
 1
2
s2
[
t(1− t)2 + t2(1− t)]= γ (t)H(s).
(3) By (2), G(t, s) is an decreasing function in t . Since β(t) 1, δ(t) 1, 0 t  1 and G(1, s) = 112 s2(3− 2s), 0 s 1,
the conclusion (3) is obvious from (1) and (2). 
Lemma 2.2. If u ∈ K , then 16‖u′‖ ‖u‖ ‖u′‖.
Proof. Since u(0) = 0, one has
u(t) =
t∫
0
u′(s)ds
∥∥u′∥∥
t∫
0
γ (s)ds = 1
6
(
3t2 − 2t3)∥∥u′∥∥, 0 t  1.
It follows that
1
6
∥∥u′∥∥= 1
6
max
0t1
(
3t2 − 2t3)∥∥u′∥∥ ‖u‖ max
0t1
t∫
0
∥∥u′∥∥ds = ∥∥u′∥∥. 
Our research is based on the following Guo–Krasnosel’skii ﬁxed point theorem of cone expansion-compression type.
Lemma 2.3. Let X be a Banach space, let K be a cone in X, let Ω1,Ω2 be two bounded open subsets in K with 0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2 ,
and let T : Ω2\Ω1 → K be a completely continuous operator. Assume that one of the following conditions is satisﬁed:
(1) ‖T x‖ ‖x‖, x ∈ ∂Ω1 and ‖T x‖ ‖x‖, x ∈ ∂Ω2 .
(2) ‖T x‖ ‖x‖, x ∈ ∂Ω1 and ‖T x‖ ‖x‖, x ∈ ∂Ω2 .
Then T has a ﬁxed point in Ω2\Ω1 .
3. Associated integral operator
Deﬁne the operator T as follows, for u ∈ K or u ∈ K\{0},
(T u)(t) =
1∫
0
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds, 0 t  1.
Lemma 3.1. Assume that (H1) holds, f : ([0,1]\E) × [0,+∞) × [0,+∞) → [0,+∞) is continuous and f (t,u, v) is bounded on
([0,1]\E) × [0,+∞) × [0,+∞). Then T : K → C1[0,1] is a completely continuous operator.
Proof. Since f (t,u, v) is bounded on ([0,1]\E) × [0,+∞) × [0,+∞),
M = sup{ f (t,u, v): (t,u, v) ∈ ([0,1]\E)× [0,+∞) × [0,+∞)}< +∞.
Hence, supt∈[0,1]\E f (t,u(t),u′(t)) M for any u ∈ K .
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∫ 1
0 t
2h(t)dt <
+∞, one has
1∫
0
t2
[
h(t) − hk(t)
]
dt =
1∫
0
[
t2h(t) − t2hk(t)
]
dt → 0 (k → ∞).
Deﬁne the operator Tk as follows
(Tku)(t) =
1∫
0
G(t, s)hk(s) f
(
s,u(s),u′(s)
)
ds, 0 t  1, u ∈ K .
Obviously,
(Tku)
′(t) =
1∫
0
∂
∂t
G(t, s)hk(s) f
(
s,u(s),u′(s)
)
ds, 0 t  1, u ∈ K .
Since f (t,u(t),u′(t)) is an integrable function on [0,1] for any u ∈ K , we see that Tk : K → C1[0,1].
Let un,u0 ∈ K and ‖un − u0‖ → 0, ‖u′n − u′0‖ → 0. Then un(t) → u0(t), u′n(t) → u′0(t), 0 t  1 and
f
(
t,un(t),u
′
n(t)
)→ f (t,u0(t),u′0(t)), t ∈ [0,1]\E.
By Lemma 2.1(3), G(t, s) 14 , 0 t, s 1. By the Lebesgue dominated convergence theorem [5, Theorem 2.1], we get that
lim
n→∞‖Tkun − Tku0‖ = limn→∞ max0t1
∣∣∣∣∣
1∫
0
G(t, s)hk(s)
[
f
(
s,un(s),u
′
n(s)
)− f (s,u0(s),u′0(s))]ds
∣∣∣∣∣
 1
4
k lim
n→∞
1∫
0
∣∣ f (s,un(s),u′n(s))− f (s,u0(s),u′0(s))∣∣ds
= 1
4
k
1∫
0
lim
n→∞
∣∣ f (s,un(s),u′n(s))− f (s,u0(s),u′0(s))∣∣ds = 0.
Similarly limn→∞ ‖(Tkun)′ − (Tku0)′‖ → 0. Consequently, Tk : K → C1[0,1] is continuous.
By the Arzela–Ascoli theorem and the boundedness of f (t,u, v), it is easy to prove that Tk : K → C1[0,1] is completely
continuous.
By Lemma 2.1(3), we obtain that
sup
u∈K
‖T u − Tku‖ = sup
u∈K
max
0t1
1∫
0
G(t, s)
[
h(s) − hk(s)
]
f
(
s,u(s),u′(s)
)
ds
 1
4
M
1∫
0
s2
[
h(s) − hk(s)
]
ds → 0.
Similarly, supu∈K ‖(Tu)′ − (Tku)′‖ → 0.
This shows that, in C1[0,1], the completely continuous operators Tk uniformly converge to the operator T on the cone K .
Therefore T : K → C1[0,1] is completely continuous. 
Lemma 3.2. Assume that 0< r1 < r2 < +∞ and (H1)–(H3) hold. Then:
(1) For any u ∈ K (r2)\K (r1),
(T u)′(t) =
1∫
0
∂
∂t
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds, 0 t  1.
(2) T : K (r2)\K (r1) → K is completely continuous.
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1
6
r1α(t) ‖u‖α(t) u(t) ‖u‖β(t) r2β(t),
r1γ (t)
∥∥u′∥∥γ (t) u′(t) ∥∥u′∥∥ r2.
By (H3), there exists jr2r1 ∈ L1[0,1] ∩ C([0,1]\E) such that
f (t,u, v) jr2r1(t), t ∈ [0,1]\E,
1
6
r1α(t) u  r2β(t), r1γ (t) v  r2.
Hence f (t,u(t),u′(t)) jr2r1 (t), t ∈ [0,1]\E .
By Lemma 2.1(3), G(t, s) 14 s2, 0 t, s 1. By (H1) and (H3),
max
0t1
1∫
0
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds 1
4
1∫
0
s2h(s) jr2r1(s)ds < +∞.
Consequently, Tu ∈ C[0,1].
Applying the mean value theorem, we have∣∣G(t + 
t, s) − G(t, s)∣∣ max
0t,s1
∂
∂t
G(t, s)|
t| |
t|, 0 t, s, t + 
t  1.
By the Lebesgue dominated convergence theorem, we get that, for 0 t  1,
(T u)′(t) = lim

t→0
1

t
1∫
0
[
G(t + 
t, s) − G(t, s)]h(s) f (s,u(s),u′(s))ds
=
1∫
0
lim

t→0
1

t
[
G(t + 
t, s) − G(t, s)]h(s) f (s,u(s),u′(s))ds
=
1∫
0
∂
∂t
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds.
The conclusion (1) is proved.
By Lemma 2.1(1) and (2), we get that, for 0 t  1,
(T u)(t) =
1∫
0
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds
 α(t)
1∫
0
G(1, s)h(s) f
(
s,u(s),u′(s)
)
ds
= α(t) max
0t1
1∫
0
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds = α(t)‖T u‖,
(T u)′(t) =
1∫
0
∂
∂s
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds
 γ (t)
1∫
0
H(s)h(s) f
(
s,u(s),u′(s)
)
ds
 γ (t) max
0t1
1∫
0
∂
∂s
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds = γ (t)∥∥(T u)′∥∥.
Similarly, (Tu)(t) β(t)‖Tu‖, 0 t  1. Moreover, since G(0, s) ≡ 0, one has (Tu)(0) = 0. Hence T : K (r2)\K (r1) → K .
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0 t
2h(t) jr2r1 (t)dt < +∞. So
1∫
0
t2h(t)
(
jr2r1(t) −
[
jr2r1
]
k(t)
)
dt → 0 (k → ∞).
Deﬁne the function fk(t,u, v) as follows,
fk(t,u, v) =
{
f (t,u, v), f (t,u, v) [ jr2r1 ]k(t),
[ jr2r1 ]k(t), f (t,u, v) [ jr2r1 ]k(t).
Then fk : ([0,1]\E) × [0,+∞) × [0,+∞) → [0,+∞) is continuous and f (t,u, v) is bounded on ([0,1]\E) × [0,+∞) ×
[0,+∞).
Deﬁne the operator Tk as follows
(Tku)(t) =
1∫
0
G(t, s)h(s) fk
(
s,u(s),u′(s)
)
ds, 0 t  1.
Then Tk : K → C1[0,1] is completely continuous by Lemma 3.1.
Since u ∈ K (r2)\K (r1), then 16 r1α(t)  u(t)  r2β(t), r1γ (t)  u′(t)  r2, 0  t  1. By the deﬁnition of fk(t,u, v), one
has
0 f
(
t,u(t),u′(t)
)− fk(t,u(t),u′(t)) jr2r1(t) − [ jr2r1]k(t), t ∈ [0,1]\E.
Applying the above results, we obtain that
sup
u∈K (r2)\K (r1)
‖T u − Tku‖ = sup
u∈K (r2)\K (r1)
max
0t1
1∫
0
G(t, s)h(s)
[
f
(
s,u(s),u′(s)
)− fk(s,u(s),u′(s))]ds
 sup
u∈K (r2)\K (r1)
max
0t1
1∫
0
G(t, s)h(s)
(
jr2r1(s) −
[
jr2r1
]
k(s)
)
ds
 1
4
1∫
0
s2h(s)
(
jr2r1(s) −
[
jr2r1
]
k(s)
)
ds → 0.
Similarly, supu∈K (r2)\K (r1) ‖(Tu)′ − (Tku)′‖ → 0.
Therefore, in C1[0,1], the completely continuous operators Tk uniformly converge to the operator T on the bounded
closed set K (r2)\K (r1). Therefore, T : K (r2)\K (r1) → K is completely continuous. The conclusion (2) is proved. 
4. Existence theorems for the problem (P1)
Deﬁne the height functions
ϕ(t, r) =max
{
f (t,u, v):
1
6
rα(t) u  rβ(t), rγ (t) v  r
}
,
ψ(t, r) =min
{
f (t,u, v):
1
6
rα(t) u  rβ(t), rγ (t) v  r
}
.
If (H1)–(H3) hold, then ϕ(·, r),ψ(·, r) ∈ L1[0,1] ∩ C([0,1]\E) for any r > 0.
Main results are the following Local Existence Theorems 4.1 and 4.2. For the real problems, the theorems are very
convenient.
Theorem 4.1. Assume that (H1)–(H3) hold and there exist two positive numbers a < b such that one of the following conditions is
satisﬁed:
(c1) 1
∫ 1 s2h(s)ϕ(s,a)ds a and 1 ∫ 1 s2h(s)ψ(s,b)ds b.2 0 8 0
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∫ 1
0 s
2h(s)ψ(s,a)ds a and 12
∫ 1
0 s
2h(s)ϕ(s,b)ds b.
Then problem (P1) has at least one strictly increasing positive solution u∗ ∈ K such that a ‖(u∗)′‖ b.
Proof. Without loss of generality, we only prove the case (c1).
If u ∈ ∂Ω(a), then ‖u′‖ = a. By Lemma 2.2,
1
6
aα(t) u(t) aβ(t), aγ (t) u′(t) a, 0 t  1.
By the deﬁnition of ϕ(t,a), then
f
(
t,u(t),u′(t)
)
 ϕ(t,a), t ∈ [0,1]\E.
Since max0t1 δ(t) =max0t1(1− t) = 1, by Lemma 2.1(2), we get that
∥∥(T u)′∥∥= max
0t1
1∫
0
∂
∂t
G(t, s)h(s) f
(
s,u(s),u′(s)
)
ds
 max
0t1
δ(t)
1∫
0
H(s)h(s)ϕ(s,a)ds
= 1
2
1∫
0
s2h(s)ϕ(s,a)ds a = ∥∥u′∥∥.
If u ∈ ∂Ω(b), then ‖u′‖ = b and
1
6
bα(t) u(t) bβ(t), bγ (t) u′(t) b, 0 t  1.
By the deﬁnition of ψ(t,b), one has
f
(
t,u(t),u′(t)
)
ψ(t,b), t ∈ [0,1]\E.
Clearly, max0t1 γ (t) = max0t1[t(1− t)] = 14 . It follows that
∥∥(T u)′∥∥ max
0t1
1∫
0
∂
∂t
G(t, s)h(s)ψ(s,b)ds
 max
0t1
γ (t)
1∫
0
H(s)h(s)ψ(s,b)ds
= 1
8
1∫
0
s2h(s)ψ(s,a)ds b = ∥∥u′∥∥.
By Lemmas 3.2 and 2.3, the operator T has a ﬁxed point u∗ ∈ K and a ‖(u∗)′‖ b. By the assumption (H1), [0,1]\E is
an open subset in [0,1]. Applying the results, it is not diﬃcult to check that u∗(t) is a solution of the problem (P1). Since
u∗(t) ‖u∗‖α(t) 16aα(t) > 0, 0 < t  1, we see that u∗(t) is a positive solution. Since (u∗)′(t) aγ (t) > 0, 0 < t < 1, we
see that u∗(t) is a strictly increasing function. 
Imitating the proof of Theorem 4.1, we can prove the following local existence theorem concerned with two positive
solutions.
Theorem 4.2. Assume that (H1)–(H3) hold and there exist three positive numbers a < b < c such that one of the following conditions
is satisﬁed:
(d1) 12
∫ 1
0 s
2h(s)ϕ(s,a)ds a, 18
∫ 1
0 s
2h(s)ψ(s,b)ds > b and 12
∫ 1
0 s
2h(s)ϕ(s, c)ds c.
(d2) 18
∫ 1
0 s
2h(s)ψ(s,a)ds a, 12
∫ 1
0 s
2h(s)ϕ(s,b)ds < b and 18
∫ 1
0 s
2h(s)ψ(s, c)ds c.
Then problem (P1) has at least two strictly increasing positive solutions u∗,u∗ ∈ K such that a ‖(u∗)′‖ < b < ‖(u∗)′‖ c.1 2 1 2
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Proposition 4.3. Theorem 1.2 is a special case of Theorem 4.1(c2).
Proof. Since f : [0,1] × [0,+∞) × [0,+∞) → [0,+∞) is continuous, the assumptions (H1)–(H3) are satisﬁed. Since
h(t0) f (t0,0,0) > 0, there exist 0< μ < ν < 1, r¯ > 0 and L > 0 such that
h(t) > 0, f (t,u, v) 8L, (t,u, v) ∈ [μ,ν] × [0, r¯] × [0, r¯].
Let a = min{r¯, 12b, L
∫ ν
μ t
2h(t)dt}. Then a > 0 and, for μ t  ν ,
ψ(t,a)min
{
f (t,u, v): (u, v) ∈ [0, r¯] × [0, r¯]} 8L.
It follows that
1
8
1∫
0
s2h(s)ψ(s,a)ds 1
8
ν∫
μ
s2h(s)ψ(s,a)ds L
ν∫
μ
s2h(s)ds a.
On the other hand, by the conditions (b2) and (b4), for 0 t  1,
ϕ(t,b)max
{
f (t,u, v): (u, v) ∈ [0,b] × [0,b]}= f (t,b,b) 2b∫ 1
0 t
2h(t)dt
.
It follows that
1
2
1∫
0
s2h(s)ϕ(s,b)ds 1
2
1∫
0
s2h(s)ds · 2b∫ 1
0 s
2h(s)ds
= b.
By Theorem 4.1(c2), the proof is complete. 
5. Existence theorems for the problem (P2)
Let C[0,1] be the Banach space with norm ‖u‖ = max0t1 |u(t)|, let Z be the set of all nondecreasing functions on
[0,1] and let
K  = {u ∈ C[0,1] ∩ Z : u(0) = 0, ‖u‖α(t) u(t) ‖u‖β(t), 0 t  1}.
Then K  is a cone of nonnegative function in C[0,1]. Deﬁne the height functions
ϕ(t, r) =max{ f (t,u): rα(t) u  rβ(t)},
ψ(t, r) =min{ f (t,u): rα(t) u  rβ(t)}.
Since ∂
∂t G(t, s) 0, 0 t, s 1, we see that
∫ 1
0 G(t, s)h(s)ϕ
(s, r)ds and
∫ 1
0 G(t, s)h(s)ψ
(s, r)ds are nondecreasing func-
tions in t under the assumptions (H1)–(H3). And since G(1, s) = 112 s2(3− 2s), one has
max
0t1
1∫
0
G(t, s)h(s)ϕ(s, r)ds = 1
12
1∫
0
s2(3− 2s)h(s)ϕ(s, r)ds,
max
0t1
1∫
0
G(t, s)h(s)ψ(s, r)ds = 1
12
1∫
0
s2(3− 2s)h(s)ψ(s, r)ds.
Imitating the proofs of Theorems 4.1 and 4.2, we can prove the following local existence theorems.
Theorem 5.1. Assume that (H1)–(H3) hold and there exist two positive numbers a < b such that one of the following conditions is
satisﬁed:
(e1) 112
∫ 1
0 s
2(3− 2s)h(s)ϕ(s,a)ds a and 112
∫ 1
0 s
2(3− 2s)h(s)ψ(s,b)ds b.
(e2) 112
∫ 1
0 s
2(3− 2s)h(s)ψ(s,a)ds a and 112
∫ 1
0 s
2(3− 2s)h(s)ϕ(s,b)ds b.
Then problem (P2) has at least one strictly increasing positive solution u∗ ∈ K  such that a ‖u∗‖ b.
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is satisﬁed:
(f1) 112
∫ 1
0 s
2(3− 2s)h(s)ϕ(s,a)ds a, 112
∫ 1
0 s
2(3− 2s)h(s)ψ(s,b)ds > b and 112
∫ 1
0 s
2(3− 2s)h(s)ϕ(s, c)ds c.
(f2) 112
∫ 1
0 s
2(3− 2s)h(s)ψ(s,a)ds a, 112
∫ 1
0 s
2(3− 2s)h(s)ϕ(s,b)ds < b and 112
∫ 1
0 s
2(3− 2s)h(s)ψ(s, c)ds c.
Then problem (P2) has at least two strictly increasing positive solutions u∗1,u∗2 ∈ K  such that a ‖u∗1‖ < b < ‖u∗2‖ c.
Proposition 5.3. Theorem 1.1 is a special case of Theorem 5.1.
Proof. We only prove the case with condition B limsupu→+0 f (u)/u < 1 < A lim infu→+∞ f (u)/u. It is obvious that the
assumptions (H1)–(H3) hold in such a case.
Since limsupu→+0 f (u)/u < B−1, there exists a > 0 such that f (u) B−1u, 0 u  a. So
ϕ(t,a)max
{
B−1u: aα(t) u  aβ(t)
}= B−1aβ(t), 0 t  1.
It follows that
1
12
1∫
0
s2(3− 2s)h(s)ϕ(s,a)ds B−1a · 1
12
1∫
0
s2(3− 2s)h(s)β(s)ds = a.
Since A lim infu→+∞ f (u)/u > 1, there exist ε > 0 and 0< σ < 1 such that
[
lim inf
u→+∞ f (u)/u − ε
]
· 1
12
1∫
σ
s2(3− 2s)h(s)α(s)ds  1.
Let A¯ = 112
∫ 1
σ s
2(3− 2s)h(s)α(s)ds. Then
lim inf
u→+∞ f (u)/u 
[
1
12
1∫
σ
s2(3− 2s)h(s)α(s)ds
]−1
+ ε = A¯−1 + ε.
Since lim infu→+∞ f (u)/u > A¯−1, there exists b1 > a such that f (u) A¯−1u, b1  u < +∞. Let b = b1σ−2. Since α(t) t2,
0 t  1, one has
min
σt1
[
bα(t)
]
 b min
σt1
t2 = bσ 2 = b1.
It implies that if (t¯, u¯) ∈ {(t,u): σ  t  1, bα(t) u  bβ(t)}, then u¯  b1. From here we obtain that
ψ(t,b)min
{
A¯−1u: bα(t) u  bβ(t)
}= A¯−1bα(t), σ  t  1.
Hence
1
12
1∫
0
s2(3− 2s)h(s)ψ(s,b)ds 1
12
1∫
σ
s2(3− 2s)h(s)ψ(s,b)ds
 A¯−1b · 1
12
1∫
σ
s2(3− 2s)h(s)α(s)ds = b.
By Theorem 5.1(e1), the proof is complete. 
6. Two examples
Example 6.1. Consider the fourth-order boundary value problem
(Q 1)
⎧⎨
⎩
u(4)(t) = u2(t)(3+ sin(u(t)))+ 1
9 3
√
u(t)
, 0< t < 1,
u(0) = u′(0) = u′(1) = u′′′(1) = 0.
In this problem h(t) ≡ 1, E = {0,1}, f (t,u) = f (u) = u2(3+ sinu) + 13√ . Obviously, the assumptions (H1)–(H3) hold.9 u
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ϕ(t, r) =max
{
u2(3+ sinu) + 1
9 3
√
u
: r
(
3t2 − 2t3) u  r(2t − t2)}
 4r2
(
2t − t2)2 + 1
9
3√
rt2
,
ψ(t, r) =min
{
u2(3+ sinu) + 1
9 3
√
u
: r
(
3t2 − 2t3) u  r(2t − t2)}
 2r2
(
3t2 − 2t3)2 + 1
9 3
√
2rt
.
It follows that
1
12
1∫
0
s2(3− 2s)h(s)ψ
(
s,
1
128
)
ds 1
27
1∫
0
s2(3− 2s)ds
3
√
s
>
1
27
1∫
0
3
√
s5 ds = 1
72
>
1
128
,
1
12
1∫
0
s2(3− 2s)h(s)ϕ(s,1)ds 1
3
1∫
0
s4(3− 2s)(2− s)ds + 1
108
1∫
0
(3− 2s) 3
√
s4 ds
 2
1∫
0
s4 ds + 1
36
1∫
0
3
√
s4 ds = 2
5
+ 1
84
< 1,
1
12
1∫
0
s2(3− 2s)h(s)ψ(s,42)ds 294
1∫
0
s6(3− 2s)3 ds > 294
1∫
0
s6 ds = 42.
By Theorem 5.2(f1), the problem (Q 1) has two strictly increasing positive solutions u∗1,u∗2 ∈ K  and 1128 < ‖u∗1‖ < 1 <‖u∗2‖ < 42. The conclusion cannot be derived from Theorem 1.1 because the nonlinear term f (u) is singular at u = 0 and
limu→+0 f (u)/u = limu→+∞ f (u)/u = +∞.
The example shows that Theorems 5.1 and 5.2 improve Theorem 1.1.
Example 6.2. Let E = {0,1, 12 , . . . , 1k , . . .}. Then E ⊂ [0,1] is a closed subset with zero measure. Let
ξ(t) = sin
[
k(k + 1)
(
t − 1
k + 1
)
π
]
,
1
k + 1  t 
1
k
, k = 1,2, . . . .
Consider the singular problem
(Q 2)
⎧⎪⎨
⎪⎩
u(4)(t) = u2(t) + e
−u′(t)(1+ sin 1u′(t) )
4
√
ξ(t)
, t ∈ [0,1]\E,
u(0) = u′(0) = u′(1) = u′′′(1) = 0.
In this problem, h(t) ≡ 1, f (t,u, v) = u2 + e−v (1+sin 1v )
4
√
ξ(t)
. So f (t,u, v) is singular at t ∈ E and v = 0. Let
ζ(t) =min{2k[(k + 1)t − 1],−2(k + 1)[kt − 1]}, 1
k + 1  t 
1
k
, k = 1,2, . . . .
Then ξ(t) ζ(t), 0< t  1 and
1∫
0
dt√
ζ(t)
= 2
∞∑
k=1
(2k+1)/[2k(k+1)]∫
1/(k+1)
dt√
2k[(k + 1)t − 1] = 2
∞∑
k=1
1
k(k + 1) = 2.
Since
e−v (1+sin 1v )√  2√ , t ∈ [0,1]\E , 0< v < +∞, we see that the assumptions (H1)–(H3) hold.ξ(t) ζ(t)
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ϕ(t,1)max
{
u2:
1
6
(
3t2 − 2t3) u  2t − t2}+max{e−v(1+ sin 1v )
4
√
ξ(t)
: t(1− t) v  1
}
 t2(2− t)2 + e
−t(1−t)
2
√
ξ(t)
 4t2 + 1
2
√
ξ(t)
,
ψ(t,2100)min
{
u2: 350
(
3t2 − 2t3) u  2100(2t − t2)}
 122500t4(3− 2t)2  122500t4.
Applying the inequalities, we get that
1
2
1∫
0
s2h(s)ϕ(s,1)ds 1
2
1∫
0
s2
[
4s2 + 1
2
√
ξ(s)
]
ds 2
1∫
0
s4 ds + 1
4
1∫
0
ds√
ξ(s)
= 2
5
+ 1
2
< 1,
1
8
1∫
0
s2h(s)ψ(s,2100)ds 15312.5
1∫
0
s6 ds = 2187.5> 2100.
By Theorem 4.1(c1), the problem (Q 2) has a strictly increasing positive solution u∗ ∈ K and 1 < ‖(u∗)′‖ < 2100. Since E
is an inﬁnite set and f (t,u, v) is singular at t ∈ E and v = 0, the conclusion cannot be derived from Theorems 1.1 and 1.2.
The example shows that our results are applicable to more general cases.
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