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Abstract
A representative set of fault diagnosis problems
is formulated for linear time-invariant systems with
additive faults. For all formulated problems, general
existence conditions of their solutions are given. An
overview of recent developments of computational
methods for the synthesis of fault detection filters is
presented and available software tools are described.
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1 Introduction
The theoretical developments of the model-based
fault detection and diagnosis for linear time-invariant
systems are essentially completed and widely docu-
mented in several monographs and textbooks [Gertler,
1998; Chen and Patton, 1999; Isermann, 2006; Ding,
2013; Blanke et al, 2016; Varga, 2017b]. Also the de-
velopment of numerically reliable computational pro-
cedures for the synthesis of fault detection filters has
been mostly finalized in the last decade. The author’s
book [Varga, 2017b] is mainly dedicated to the pre-
sentation of the evolved new generation of compu-
tational synthesis procedures. These procedures are
well suited as the basis of implementation of versatile
software tools, which allow the solution of synthesis
problems in the most general setting using the best
available numerical methods.
This article presents an overview of the recent de-
velopments both in the computational synthesis pro-
cedures and associated software tools. We start by
formulating a canonical set of exact and approximate
synthesis problems of fault detection filters and give
general solvability conditions, which guarantee the
existence of the solutions in the most general setting,
for both continuous- and discrete-time systems. For
each of the formulated problems, general synthesis
procedures have been developed in [Varga, 2017b],
which guarantee the determination of a solution to a
specific problem whenever a solution exists. The de-
velopment of these procedures relies on several com-
putational paradigms, which are discussed in details.
They underly efficient and numerically reliable com-
putational methods, which served for the implemen-
tation of software tools for the analysis of fault diag-
nosis problems and synthesis of fault detection filters.
2 Plant Models with Additive Faults
The underlying plant models to the discussed syn-
thesis methods (also called synthesis models) are lin-
ear time-invariant (LTI) system models, where the
faults are equated with special (unknown) disturbance
inputs. An important class of models with additive
faults arises when defining the fault signals for two
main categories of faults, namely, actuator and sensor
faults. Two basic forms of synthesis models are used.
The input-output plant model with additive faults
has the form
y(λ) = Gu(λ)u(λ)+Gd(λ)d(λ)+
G f (λ)f(λ)+Gw(λ)w(λ), (1)
where y(λ), u(λ), d(λ), f(λ), and w(λ), with
boldface notation, are the Laplace-transformed (in
the continuous-time case) or Z-transformed (in the
discrete-time case) p-dimensional system output
vector y(t), mu-dimensional control input vector
u(t), md-dimensional disturbance vector d(t), m f -
dimensional fault vector f (t) and mw-dimensional
noise vector w(t), respectively, and where Gu(λ),
ar
X
iv
:1
90
2.
11
18
6v
3 
 [c
s.S
Y]
  1
5 N
ov
 20
19
Gd(λ), G f (λ) and Gw(λ) are the transfer-function
matrices (TFMs) from the respective inputs to out-
puts. For simplicity, we will assume that all these
TFMs are proper (i.e., finite for λ= ∞). Input-output
models with additive faults of the form (1) are use-
ful in formulating various fault diagnosis problems,
in deriving general solvability conditions and in de-
scribing conceptual synthesis procedures. However,
these models are generally not suited for numerical
computations, due to the potentially high sensitivity
of polynomial-based model representations.
For computational purposes, instead of the
input-output model (1) with the compound TFM
[Gu(λ) Gd(λ) G f (λ) Gw(λ) ], an equivalent state-
space model is used having the form
Eλx(t) = Ax(t)+Buu(t)+Bdd(t)+
B f f (t)+Bww(t) ,
y(t) = Cx(t)+Duu(t)+Ddd(t)+
D f f (t)+Dww(t) ,
(2)
with the n-dimensional state vector x(t), where
λx(t) := x˙(t) or λx(t) := x(t + 1) depending on the
type of the system, continuous- or discrete-time, re-
spectively. The matrix E is generally invertible and
is frequently taken as E = In. Plant models of the
form (2) often arise from the linearization of nonlin-
ear dynamic plant models in specific operation points
and for fixed values of plant parameters. The noise
inputs frequently account for the effects of uncertain-
ties (e.g., inherent variabilities in operating points and
parameters).
Notation: To indicate the input-output equiva-
lence of the models in (1) and (2), we use the notation
[Gu(λ) Gd(λ) G f (λ) Gw(λ) ] =
[
A−λE Bu Bd B f Bw
C Du Dd D f Dw
]
.
3 Residual Generation
A nonzero fault signal, f 6= 0, in (1) signifies a de-
viation from the normal behavior of the plant due to
an unexpected event (e.g., physical component failure
or supply breakdown). Generally, the occurrence of
a fault must be detected as early as possible to pre-
vent further degradation of the plant behavior. The
fault diagnosis techniques are used to perform the de-
tection of occurrence of faults (fault detection), the
localization of detected faults (fault isolation), the re-
construction of the fault signal (fault estimation) and
the classification of the detected faults and determi-
nation of their characteristics (fault identification). In
a specific practical application, the term fault detec-
tion and diagnosis (FDD) may include, besides fault
detection, also further aspects such as fault isolation,
fault estimation, or fault identification (not discussed
in this article).
A FDD system is a device (usually based on a col-
lection of real-time processing algorithms) suitably
set up to fulfill the above tasks. The minimal func-
tionality of any FDD system is illustrated in Fig. 1.
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Figure 1: Basic fault diagnosis setup.
The main component of any FDD system is the
residual generator (or fault detection filter), which
produces residual signals grouped in a q-dimensional
vector r by processing the available measurements y
and the known values of control inputs u. The role of
the residual signals is to indicate the presence or ab-
sence of faults, and therefore the residual r must be
equal (or close) to zero in the absence of faults and
significantly different from zero after a fault occurs.
For decision-making, suitable measures of the resid-
ual magnitudes are generated in a scalar or vector θ
(e.g., θ= ‖r‖) , which is then used to produce the cor-
responding decision variable or vector ι (e.g., ι= 1 if
θ > τ for a detected fault and ι = 0 if θ ≤ τ for the
lack of faults, where τ is a given detection threshold).
If r(t) is a structured vector with, say nb components
r(i)(t), i = 1, . . . ,nb, then θ and ι are nb-dimensional
vectors, with θi representing a measure of the magni-
tude of the i-th residual component (e.g., θi = ‖r(i)‖)
and the binary signature ιi = 1 or ιi = 0 correspond-
ing to a fired (i.e, θi > τ) or not fired (i.e., θi ≤ τ)
component r(i)(t), respectively.
A linear residual generator employed in the FDD
system in Fig. 1 has the input-output form
r(λ) = Q(λ)
[
y(λ)
u(λ)
]
, (3)
where Q(λ) is the TFM of the filter. For a physi-
cally realizable filter, Q(λ)must be stable (i.e., proper
and only with poles having negative real parts for a
continuous-time system or magnitudes less than one
for a discrete-time system). The (dynamic) order of
Q(λ) (also known as McMillan degree) is the dimen-
sion of the state vector of a minimal state-space re-
alization of Q(λ). The dimension q of the residual
vector r(t) depends on the fault diagnosis problem to
be solved. The form (3) of the fault detection filter is
called the implementation form and is the basis of the
real-time implementation of the fault detection filter.
The residual signal r(t) in (3) generally depends
via the system outputs y(t) of all system inputs u(t),
d(t), f (t) and w(t). The internal form of the filter is
obtained by replacing in (3) y(λ) by its expression in
(1), and is given by
r(λ) = Ru(λ)u(λ)+Rd(λ)d(λ)+
R f (λ)f(λ)+Rw(λ)w(λ), (4)
where
[Ru(λ) | Rd(λ) | R f (λ) | Rw(λ) ] :=
Q(λ)
[
Gu(λ) Gd(λ) G f (λ) Gw(λ)
Imu 0 0 0
]
. (5)
For a successfully designed filter Q(λ), all TFMs in
the corresponding internal form (4) are stable, and
additionally achieve specific fault detection require-
ments.
The basic functionality of a well-designed fault
detection filter is to ensure the lack of false alarms,
in the case when no faults occurred, and the lack of
missed detection of faults, in the case of occurrence
of a fault. The first requirement is fulfilled provided
the residual signal r(t) is zero, if there are no faults
(i.e., f (t) = 0) and no noise (i.e., w(t) = 0), and in
the presence of arbitrary control and disturbance in-
puts. If noise is present, then, in the case of absence of
faults, the signal norm ‖r‖ must be sufficiently small
for all possible control, disturbance and noise inputs
(i.e., θ ≤ τa for a sufficiently small alarm threshold
τa). The requirement on the lack of missed detections
is fulfilled provided ‖r‖ is sufficiently large for any
fault of sufficiently large amplitude for all possible
control, disturbance and noise inputs (i.e., θ > τd for
a certain detection threshold τd ≥ τa).
The requirement on the lack of false alarms can be
transcribed in concrete requirements on the TFMs in
the internal form. It is always possible to completely
decouple the control input u(t) from the residual r(t)
(i.e., to achieve Ru(λ) = 0), and we impose a similar
condition on the disturbance input d(t) by requiring
Rd(λ) = 0. To minimize the effect of the noise in-
put w(t) on the residual, we always aim to simulta-
neously minimize the norm of Rw(λ). The distinction
between the unknown inputs d(t) and w(t) lies solely
in the way these signals are treated when solving the
residual generator synthesis problem. For example, if
the decoupling of all components of d(t) is not possi-
ble, then some components of d(t) can be redefined as
additional noise inputs. The requirement on the lack
of missed fault detection leads to additional require-
ments imposed on R f (λ) (see next section).
4 Fault Diagnosis Problems
In the literature dedicated to the solution of fault
diagnosis problems we can observe a diversity of for-
mulations of the basic fault diagnosis problems. The
differences in problem formulations are partly due
to the employed particular system theoretical frame-
works and partly because of focusing on particular
classes of solution methods. Therefore, it is important
to formulate a (canonical) set of basic fault diagnosis
problems which cover most practical applications. In
this endeavour, (at least) two aspects have to be con-
sidered.
A first aspect is related to addressing the effects of
uncertainties when solving fault diagnosis problems.
In this context, two categories of problems may arise.
The exact synthesis problems have as goal the deter-
mination of fault detection filters which fulfill strict
(algebraic) existence conditions. In these problems
the effects of the (ubiquitous) noise is fully neglected
and the effects of (unknown) disturbances are exactly
decoupled. The (more practice relevant) approximate
synthesis problems solve essentially the same type of
problems, with the additional goal of attenuating, as
much as possible, the effects of the inherent noise. A
meaningful requirement in formulating fault diagno-
sis problems is to ensure that the formulations of ap-
proximate problems include the formulations of ex-
act problems if the effect of noise can be neglected.
The expected consequence is that methods to solve
approximate problems can be employed to solve ex-
act problems too, while the solutions of exact prob-
lems can be also considered as candidate solutions of
the approximate problems.
Another important aspect is to formulate the fault
diagnosis problems independently of any particular
solution method intended to be used to solve these
problems. It is often the case that the applicability of
a specific solution method involves additional (techni-
cal) conditions, which however are not necessary con-
ditions for the solvability of the fault diagnosis prob-
lem. Therefore, to avoid such additional constraints,
it is important to have problem formulations for which
rigourous (ideally, necessary and sufficient) existence
conditions of the solution exist, which guarantee solv-
ability in the most general setting.
In all fault diagnosis problems formulated in what
follows, we require that by a suitable choice of a sta-
ble fault detection filter Q(λ), we achieve that the
residual signal r(t) is fully decoupled from the control
input u(t) and disturbance input d(t). Thus, the fol-
lowing decoupling conditions must be generally ful-
filled:
(i) Ru(λ) = 0,
(ii) Rd(λ) = 0.
(6)
For each fault diagnosis problem specific require-
ments have to be fulfilled, which are formulated as
additional conditions in what follows. For the formu-
lated problems we also give the existence conditions
of the solutions of these problems in terms of some
rank conditions.
Exact fault detection problem – EFDP
The basic additional requirement is simply to achieve
by a suitable choice of a fault detection filter Q(λ) that
in the absence of noise input (i.e., w(t)≡ 0), the resid-
ual r(t) is influenced by all fault components f j(t),
j = 1, . . . ,m f . Let R f j(λ) denote the j-th column of
R f (λ). This requirement can be expressed as the fol-
lowing detection condition to be fulfilled for all faults:
(iii) R f j(λ) 6= 0, j = 1, . . . ,m f with R f (λ) stable. (7)
The solvability conditions of the EFDP are sim-
ple rank conditions involving only the TFMs from the
disturbances and faults:
Theorem 1. For the system (1) with w(t) ≡ 0 the
EFDP is solvable if and only if
rank[Gd(λ)G f j(λ) ]> rankGd(λ), j = 1, . . . ,m f , (8)
where G f j(λ) denotes the j-th column of G f (λ).
Here, rankG(λ) denotes the normal rank of the ra-
tional TFM G(λ), representing the maximal rank of
the complex matrix G(λ) over all values of λ∈C such
that G(λ) has finite norm.
The conditions (8) define the complete fault de-
tectability property of the system (1). These condi-
tions are generically fulfilled if p > md , that is, when
there are more measurements than disturbance inputs.
The importance of solving EFDPs for fault diagnosis
primarily lies in the fact that the solution of the (more
involved) fault isolation problems can be addressed
by successively solving several appropriately formu-
lated EFDPs.
Approximate fault detection problem –
AFDP
The effects of the noise input w(t) can usually not be
fully decoupled from the residual r(t). In this case,
the basic requirements for the choice of Q(λ) can be
expressed to achieve that the residual r(t) is influ-
enced by all fault components f j(t) and the influence
of the noise signal w(t) is negligible. Thus, the fol-
lowing two additional conditions have to be fulfilled:
(iii) R f j(λ) 6= 0, j = 1, . . . ,m f with R f (λ) stable,
(iv) Rw(λ)≈ 0, with Rw(λ) stable. (9)
Here, (iii) is the detection condition of all faults em-
ployed also in the EFDP, while (iv) is the attenu-
ation condition for the noise input. The condition
Rw(λ)≈ 0 expresses the requirement that the transfer
gain ‖Rw(λ)‖ (measured by any suitable norm) can be
made arbitrarily small.
The solvability conditions of the formulated
AFDP are simply those of the EFDP:
Theorem 2. For the system (1) the AFDP is solvable
if and only if the EFDP is solvable.
On the basis of this result, any properly scaled so-
lution of the EFDP can potentially serve as a solution
of the AFDP as well. At signal level, a bounded noise
input w(t) such that ‖w‖ ≤ δw, can have a maximum
contribution ‖Rw(λ)‖δw in the residual r(t), which
automatically determines the minimum size δ f ,min of
detectable faults. For example, δ f ,min can be com-
puted as δ f ,min = δwη , where
η :=
min
1≤ j≤m f
‖R f j(λ)‖
‖Rw(λ)‖ (10)
is the fault-to-noise gap. The resulting value of δ f ,min
can be used to assess the “practical” usefulness of any
solution, and the maximization of the gap η is always
a meaningful goal for the synthesis of fault detection
filters.
Exact fault detection and isolation
problem – EFDIP
For the isolation of faults, we employ residual gener-
ator filters formed by stacking a bank of nb filters of
the form
r(i)(λ) = Q(i)(λ)
[
y(λ)
u(λ)
]
, (11)
where the i-th filter Q(i)(λ) generates the correspond-
ing i-th residual component r(i)(t) (scalar or vector).
This leads to the following structured residual vector
r(t) and block-structured filter Q(λ)
r(t) =
 r
(1)(t)
...
r(nb)(t)
 , Q(λ) =
 Q
(1)(λ)
...
Q(nb)(λ)
 . (12)
The resulting R f (λ) is an nb ×m f block-structured
TFM of the form
R f (λ) =

R(1)f1 (λ) · · · R
(1)
fm f
(λ)
...
. . .
...
R(nb)f1 (λ) · · · R
(nb)
fm f
(λ)
 , (13)
where the (i, j)-th block of R f (λ) is defined as
R(i)f j (λ) := Q
(i)(λ)
[
G f j(λ)
0
]
and describes how the j-th fault f j influences the i-th
residual component r(i)(t).
We associate to the block-structured R f (λ) in (13)
the nb×m f binary structure matrix SR f , whose (i, j)-
th element is defined as
SR f (i, j) = 1 if R
(i)
f j (λ) 6= 0 ,
SR f (i, j) = 0 if R
(i)
f j (λ) = 0 .
(14)
If SR f (i, j) = 1 then we say that the residual com-
ponent r(i) is sensitive to the j-th fault f j, while if
SR f (i, j) = 0 then the j-th fault f j is decoupled from
r(i). The m f columns of SR f are called fault signa-
tures. Since each nonzero column of SR f is associated
with the corresponding fault input, fault isolation can
be performed by comparing the resulting binary de-
cision vector ι in Fig. 1 (i.e., the signatures of fired
or not fired residual components) with the fault signa-
tures coded in the columns of SR f .
In the absence of noise input (i.e., w(t) ≡ 0) and
for a given nb ×m f structure matrix S, the EFDIP
requires the determination of a stable filter Q(λ) of
the form (12) such that for the corresponding block-
structured R f (λ) in (13), the following condition is
additionally fulfilled:
(iii) SR f = S, with R f (λ) stable.
The solution of the EFDIP can be addressed by
solving nb suitably formulated EFDPs. The i-th EFDP
arises by reformulating the i-th EFDIP for determin-
ing the i-th filter Q(i)(λ) in (11) for a structure matrix
which is the i-th row of S. This can be accomplished
by redefining the fault components corresponding to
zero entries in the i-th row of S as additional distur-
bance inputs to be decoupled in the i-th residual com-
ponent r(i)(t). Let Ĝ(i)d (λ) be the TFM formed from
the columns of G f (λ) for which Si j = 0. We have the
following solvability conditions for the EFDIP, which
simply express the solvability of the nb EFDPs formu-
lated for the nb rows of of S:
Theorem 3. For the system (1) with w(t) ≡ 0 and a
given nb×m f structure matrix S, the EFDIP is solv-
able if and only if for i = 1, . . . ,nb
rank [Gd(λ) Ĝ
(i)
d (λ) G f j(λ) ]> rank [Gd(λ) Ĝ
(i)
d (λ) ]
(15)
for all j such that Si j 6= 0.
The conditions (15) define the S fault isolability
property of the system (1). If S has at most k zero en-
tries in each row, then these conditions are generically
fulfilled if p > md + k, that is, when the number of
measurements exceeds the number of disturbance in-
puts with at least k. An important case is when S= Im f
(i.e., diagonal), in which case k = m f −1. If the con-
ditions (15) are fulfilled, then the system (1) is called
strongly isolable. For a strongly isolable system we
have the following solvability conditions:
Theorem 4. For the system (1) with w ≡ 0 and S =
Im f , the EFDIP is solvable if and only if
rank [Gd(λ) G f (λ) ] = rankGd(λ)+m f . (16)
Generically, the condition (16) is fulfilled if p ≥
m f +md , which implies that the system must have
at least as many measurements as the total number
of disturbance and fault inputs. The importance of
strong isolability is that it allows to isolate the occur-
rence of an arbitrary number (up to m f ) simultaneous
faults.
Approximate fault detection and isolation
problem – AFDIP
Let S be a desired nb×m f structure matrix targeted to
be achieved by using a structured fault detection fil-
ter Q(λ) with nb row blocks as in (12). The nb×m f
block-structured TFM R f (λ), corresponding to Q(λ),
is defined in (13). R f (λ) can be additively decom-
posed as R f (λ) = R˜ f (λ) + R f (λ), where R˜ f (λ) and
R f (λ) have the same block structure as R f (λ) and
have their (i, j)-th blocks defined as
R˜(i)f j (λ) := Si jR
(i)
f j (λ), R
(i)
f j (λ) := (1−Si j)R
(i)
f j (λ) .
To address the approximate fault detection and iso-
lation problem, we will target to enforce for the part
R˜ f (λ) of R f (λ) the desired structure matrix S, while
the part R f (λ) must be (ideally) negligible. The
soft approximate fault detection and isolation prob-
lem (soft AFDIP) can be formulated as follows. For
a given nb×m f structure matrix S, determine a stable
and proper filter Q(λ) in the form (12) such that the
following conditions are additionally fulfilled:
(iii) SR˜ f = S, R f (λ)≈ 0, with R f (λ) stable,
(iv) Rw(λ)≈ 0, with Rw(λ) stable. (17)
The following (somewhat surprising) result states
that the solvability condition of the AFDIP is pre-
cisely the solvability of the EFDP.
Theorem 5. For the system (1) and a given struc-
ture matrix S without zero columns, the soft AFDIP is
solvable if and only if the EFDP is solvable.
The solvability of the EFDIP is clearly a sufficient
condition for the solvability of the soft AFDIP, but is
not, in general, also a necessary condition, unless we
impose in the formulation of the AFDIP the stronger
condition R f (λ) = 0 (instead R f (λ) ≈ 0). This is
equivalent to require SR f = S. Therefore, we can alter-
natively formulate the strict AFDIP to fulfill the con-
ditions:
(iii)′ SR f = S, with R f (λ) stable,
(iv)′ Rw(λ)≈ 0, with Rw(λ) stable. (18)
In this case we have the (expected) result:
Theorem 6. For the system (1) and a given structure
matrix S, the strict AFDIP is solvable with SR f = S if
and only if the EFDIP is solvable.
Exact model-matching problem – EMMP
Let Mr(λ) be a given q×m f TFM of a stable ref-
erence model specifying the desired input-output be-
havior from the faults to residuals as
r(λ) = Mr(λ)f(λ).
Thus, we want to achieve by a suitable choice of a
stable Q(λ) satisfying (i) and (ii) in (6), that we have
additionally R f (λ) = Mr(λ). For example, a typical
choice for Mr(λ) is an m f ×m f diagonal and invert-
ible TFM, which ensures that each residual ri(t) is
influenced only by the fault fi(t). This would allow
the isolation of arbitrary combinations of up to m f si-
multaneous faults. The choice Mr(λ) = Im f targets the
solution of an exact fault estimation problem (EFEP).
To determine Q(λ), we have to solve the linear
rational equation (5), with the settings Ru(λ) = 0,
Rd(λ) = 0, and R f (λ) = Mr(λ) (Rw(λ) and Gw(λ)
are assumed empty matrices). The choice of Mr(λ)
may lead to a solution Q(λ) which is not proper or
is unstable or has both these undesirable properties.
Therefore, besides determining Q(λ), we also con-
sider the determination of a suitable updating factor
M(λ) of Mr(λ) to ensure the stability of the solution
Q(λ) for R f (λ) =M(λ)Mr(λ). Obviously, M(λ)must
be chosen a stable and invertible TFM. Additionally,
by choosing M(λ) diagonal, the zero and nonzero en-
tries of Mr(λ) can be also preserved in R f (λ) (i.e., to
cope with the formulation of the EFDIP).
To address the above aspect, the EMMP can be
formulated to also include the selection of a diagonal,
stable and invertible TFM M(λ) such that the follow-
ing condition is additionally fulfilled:
(iii) R f (λ) = M(λ)Mr(λ) . (19)
The conditions (6) and (19) represent a linear sys-
tem of rational equations of the form
Q(λ)Ge(λ) = [0 0 M(λ)Mr(λ) ] , (20)
where
Ge(λ) :=
[
Gu(λ) Gd(λ) G f (λ)
Imu 0 0
]
. (21)
Therefore, the solvability condition of the EMMP fol-
lows from the standard solvability condition of sys-
tems of linear equations:
Theorem 7. For the system (1) with w ≡ 0 and a
given Mr(λ), the EMMP is solvable if and only if the
following condition is fulfilled
rank [G f (λ) Gd(λ) ] = rank
[
G f (λ) Gd(λ)
Mr(λ) 0
]
. (22)
When Mr(λ) has full column rank m f , the solv-
ability condition (22) of the EMMP reduces to the
strong isolability condition (16) of Theorem 4.
The solvability conditions become more involved
if we strive for a stable solution Q(λ) for a given refer-
ence model Mr(λ) without allowing its updating. For
example, this is the case when solving the EFEP for
Mr(λ) = Im f , in which case, we have the following
result.
Theorem 8. For the system (1) with w≡ 0, the EFEP
is solvable if and only if the system is strongly fault
isolable and G f (λ) is minimum phase.
Approximate model-matching problem –
AMMP
Similarly to the formulation of the EMMP, we include
the determination of an updating factor of the refer-
ence model in the formulation of the AMMP. Specif-
ically, for a given stable TFM Mr(λ), it is required to
determine a stable filter Q(λ) and a stable and invert-
ible diagonal M(λ) such that the following conditions
are additionally fulfilled:
(iii) R f (λ)≈M(λ)Mr(λ), with R f (λ) stable;
(iv) Rw(λ)≈ 0, with Rw(λ) stable. (23)
Necessary and sufficient conditions for the so-
lution of the AMMP are not known. However, a
straightforward sufficient condition for the solvability
of the AMMP is simply the solvability of the EMMP.
Moreover, any solution of an exact problem (e.g.,
EFDP, EFDIP or EMMP) generates a meaningful ref-
erence model Mr(λ) := R f (λ), which can serve to im-
prove the noise attenuation performance by solving an
an appropriately formulated AMMP.
5 Synthesis of Fault Detection Filters
The recently developed computational procedures
for the synthesis of fault detection filters [Varga,
2017b] share several computational paradigms, which
are instrumental in developing generally applicable,
numerically reliable and computationally efficient
synthesis methods. In what follows we shortly review
these paradigms and discuss their roles in the synthe-
sis procedures.
Nullspace-based synthesis
An important synthesis paradigm is the use of the
nullspace method as a first synthesis step to ensure
the fulfillment of the decoupling conditions Ru(λ) = 0
and Rd(λ) = 0 in (6). This can be done by choosing
Q(λ) of the form
Q(λ) = Q1(λ)Q1(λ), (24)
where the factor Q1(λ) is a left annihilator of
G(λ) :=
[
Gu(λ) Gd(λ)
Imu 0
]
. (25)
For any Q(λ) of the form (24), we have
[Ru(λ) Rd(λ) ] = Q(λ)G(λ) = 0 .
Assume rd < p is the normal rank of Gd(λ). Using
standard linear algebra results, there exists a maximal
full row rank left annihilator Nl(λ) of size (p− rd)×
(p+mu) such that Nl(λ)G(λ) = 0. Any such an Nl(λ)
represents a basis of the left nullspace of the rational
matrix G(λ). With the choice Q1(λ) = Nl(λ), the ex-
pression (24) provides a parametrization of solutions
of all fault diagnosis problems formulated in the pre-
vious section. For example, Nl(λ) can be chosen in
the product form
Nl(λ) = Nl,d(λ)[ Ip −Gu(λ) ]
where Nl,d(λ) is a left nullspace basis of Gd(λ) sat-
isfying Nl,d(λ)Gd(λ) = 0. For the synthesis of fault
detection filters an important aspect is to use proper
left nullspace bases of least dynamical orders. Such
a basis Nl(λ) has no finite or infinite zeros (i.e.,
rankNl(λ) = p− rd for all λ ∈ C) and can be chosen
having arbitrary poles (e.g., stable).
The form (24) of the filter allows to reformulate
all synthesis problems as simpler problems (without
control and disturbance inputs), which allow to easily
check the solvability conditions. With (24), the fault
detection filter in (3) can be rewritten in the alternative
form
r(λ) = Q1(λ)Q1(λ)
[
y(λ)
u(λ)
]
= Q1(λ)y(λ) , (26)
where
y(λ) := Q1(λ)
[
y(λ)
u(λ)
]
= G f (λ)f(λ)+Gw(λ)w(λ) , (27)
with
[G f (λ) Gw(λ) ] := Q1(λ)
[
G f (λ) Gw(λ)
0 0
]
. (28)
With this first preprocessing step, we reduced the
original problems formulated for the system (1) to
simpler ones, which can be formulated for the reduced
system (27) (without control and disturbance inputs),
for which we have to determine the TFM Q1(λ) of the
simpler fault detection filter (26).
At this stage we can assume that both Q1(λ) and
the TFMs of the reduced system (27) are proper
and even stable. This can be always achieved
by replacing any basis Nl(λ), with a stable basis
Q1(λ) = M(λ)Nl(λ), where M(λ) is an invertible,
stable TFM (e.g., of least McMillan degree), such
that M(λ)[Nl(λ) G f (λ) Gw(λ) ] is stable. Such an
M(λ) can be determined as the (minimum-degree)
denominator of a stable left coprime factorization of
[Nl(λ) G f (λ) Gw(λ) ].
All synthesis problems can be equivalently refor-
mulated to determine a filter Q1(λ) for the reduced
system (27). As an example, we give the simpler con-
ditions for the solvability of the EFDP (and also of the
AFDP and soft AFDIP).
Corollary 1. For the system (1) with w≡ 0, let Q1(λ)
be a rational basis of the left nullspace of G(λ) in
(25), and let (27) be the corresponding reduced sys-
tem with w ≡ 0. Then, the EFDP is solvable if and
only if
G f j(λ) 6= 0, j = 1, . . .m f . (29)
Similar simpler conditions can be derived for the
solvability of the EFDIP and strict AFDIP.
Particularly simple becomes the solvability condi-
tion of the EFDIP with strong isolability requirement
(and also of the EMMP with invertible Mr(λ)) as the
left invertibility of G f (λ).
Corollary 2. For the system (1) with w ≡ 0 and
S = Im f , the EFDIP is solvable if and only if for the
reduced system (27) with w≡ 0 we have
rankG f (λ) = m f .
Filter updating techniques
In many synthesis procedures the TFM of the result-
ing filter Q(λ) can be expressed in a factored form as
Q(λ) = QK(λ) · · ·Q2(λ)Q1(λ) , (30)
where Q1(λ) is a left nullspace basis of G(λ) in (25)
satisfying Q1(λ)G(λ) = 0, and Q1(λ), Q2(λ)Q1(λ),
. . ., can be interpreted as partial syntheses address-
ing specific requirements. Since each partial synthe-
sis may represent a valid fault detection filter, this ap-
proach has a high flexibility in using or combining
different synthesis techniques.
The determination of Q(λ) in the factored form
(30) can be formulated as a K-step synthesis proce-
dure based on successive updating of an initial filter
Q = Q1(λ) and the nonzero terms of its correspond-
ing internal form
R(λ) := [R f (λ) Rw(λ) ] = Q1(λ)
[
G f (λ) Gw(λ)
0 0
]
as follows: for k = 2, . . . ,K, do
Step k: Determine Qk(λ) using the current Q(λ)
and R(λ) and then perform the updating as
Q(λ)← Qk(λ)Q(λ), R(λ)← Qk(λ)R(λ).
The updating operations are efficiently performed
using state-space description based formulas. The
state-space realizations of the TFMs Q(λ) and R(λ) in
the implementation and internal forms can be jointly
expressed in the generalized state-space (or descriptor
system) representation
[Q(λ) R(λ) ] =
[
AQ−λEQ BQ BR
CQ DQ DR
]
. (31)
The state-space realizations of Q(λ) and R(λ) share
the matrices AQ, EQ and CQ. The preservation of these
forms at each updating step is the basis of the filter
updating based synthesis paradigm. To allow opera-
tions with non-proper TFMs (i.e., with singular EQ),
the use of the descriptor system representation is in-
strumental for developing numerically reliable com-
putational algorithms.
The main benefit of using explicit state-space
based updating formulas is the possibility to ensure
at each step the cancellation of a maximum number
of poles and zeros between the factors. This allows to
keep the final order of the filter Q(λ) as low as pos-
sible. In this way, the updating-based synthesis ap-
proach naturally leads to so-called integrated compu-
tational algorithms, with strongly coupled successive
computational steps. Since the form of the realiza-
tions of Q(λ) and R(λ) in (31) are preserved, the sta-
bility is simultaneously achieved for both Q(λ) and
R(λ) at the final synthesis step. At the last step, the
standard state-space realization of Q(λ) is usually re-
covered, to facilitate its real-time implementation.
Least order synthesis
The least order synthesis of FDI filters means to de-
termine filters Q(λ) with the least possible dynami-
cal orders. This is a valuable synthesis goal which
helps to reduce the computational burden related to
the real-time implementation of the filters. The main
tool to achieve least order synthesis is the solution of
suitable minimal cover problems. If X1(λ) and X2(λ)
are rational matrices of the same column dimension,
then the left minimal cover problem is to find X(λ)
and Y (λ) such that
X(λ) = X1(λ)+Y (λ)X2(λ), (32)
and the McMillan degree of [X(λ) Y (λ) ] is minimal.
Two cases are relevant to solve synthesis problems of
fault detection filters.
A typical second step in many synthesis pro-
cedures is to choose Q2(λ) such that the product
Q2(λ)Q(λ) has least dynamical order and, simul-
taneously, a certain admissibility condition is ful-
filled (usually involving the nonzero TFMs R f (λ) and
Rw(λ)). Typically, after the first step, Q(λ) := Q1(λ),
R f (λ) := G f (λ) and Rw(λ) := Gw(λ), and Q1(λ) is a
left nullspace basis of G(λ) in (25). The admissible
choices of Q2(λ) depend on the subsequent steps of
the employed particular synthesis procedure and ex-
press conditions related to fault detectability or some
full rank conditions. For example, for the solution of
the EFDP, the admissibility conditions are
Q2(λ)R f j(λ) 6= 0, j = 1, . . . ,m f , (33)
which guarantee the detectability of all fault compo-
nents. For the solution of the AFDP, additionally to
(33), the full row rank condition on Q2(λ)Rw(λ) has
to be fulfilled as well. For the solution of the EMMP
by using an inversion based approach, the admissibil-
ity condition is the invertibility of Q2(λ)R f (λ), while
for the solution of the AMMP the admissibility condi-
tion is the full row rank of Q2(λ)[R f (λ) Rw(λ) ]. With
the exception of (33), the admissibility conditions are
not necessary, and are used only for convenience, to
simplify the subsequent computational steps.
The determination of candidate solutions Q2(λ)
such that Q2(λ)Q(λ) has least order can be done by
solving left minimal cover problems of the form (32),
where X1(λ) and X2(λ) represent disjoint subsets of
basis vectors, such that: Q(λ) =
[
X1(λ)
X2(λ)
]
, Q2(λ) =
[ I Y (λ) ], and X(λ) = Q2(λ)Q(λ) and Y (λ) represent
the solution of the left cover problem. A systematic
search over increasing orders of candidate solutions
can be performed and the search stops when the ad-
missibility conditions are fulfilled.
The cover technique also allows to determine least
order solutions of the EMMP, where Q(λ) satisfies the
rational linear equation (20). The general solution of
(20) can be expressed as
Q(λ) = X1(λ)+Y (λ)X2(λ),
where X1(λ) is a particular solution of (20) and X2(λ)
is a left nullspace basis of Ge(λ) in (21). Therefore, a
least order solution Q(λ) can be computed by solving
a left cover problem.
State-space representation based computational
methods for the solution of minimum dynamic cover
problems are described in [Varga, 2017b, Sections 7.5
and 10.4], together with explicit updating formulas of
the state-space realizations of Q(λ) and R(λ).
Coprime factorization techniques
A desired dynamics of the resulting final filters Q(λ)
and R(λ) can be enforced by choosing a suitable in-
vertible factor M(λ), such that M(λ)[Q(λ) R(λ) ] has
desired poles. This can be achieved by computing a
left coprime factorization
[Q(λ) R(λ) ] = M−1(λ)[NQ(λ) NR(λ) ]
with M(λ) and [NQ(λ)NR(λ) ] coprime and having ar-
bitrary stable poles, and then performing the updating
operation
[Q(λ) R(λ) ]← [NQ(λ) NR(λ) ].
The stabilization via a left coprime factorization is
usually performed as the last step of the synthesis pro-
cedures. If the preservation of the zero-nonzero pat-
tern of R f (λ) is necessary (e.g., when solving fault
isolation or model-matching problems), then M(λ)
can be chosen block diagonal.
To illustrate the updating technique, we consider
a realization of the denominator factor M(λ) of the
form
M(λ) =
[
AQ+KCQ−λEQ K
CQ I
]
,
where K (the so-called output injection gain matrix)
is determined by eigenvalue assignment techniques to
ensure stability (i.e., to assign the poles of M(λ) to
lie in a suitable stable region). Then, the numerator
factors are obtained in forms compatible with Q(λ)
and R(λ) in (31) as
NQ(λ) =
[
AQ+KCQ−λEQ BQ+KDQ
CQ DQ
]
,
NR(λ) =
[
AQ+KCQ−λEQ BR+KDR
CQ DR
]
.
Instead of using an explicitly computed output
injection matrix K, it is possible to employ alter-
native coprime factorization methods, based on re-
cursive pole dislocation techniques [Varga, 2017a],
which produce directly the numerator factors NQ(λ)
and NR(λ), and thus implicitly perform the updating
operations as well.
Outer–co-inner factorization
For the solution of the approximate synthesis prob-
lems (i.e., AFDP, AFDIP or AMMP), the co-outer–
co-inner factorization plays an important role. We
only consider the particular case, of a stable and full
row rank rational matrix G(λ), without zeros on the
boundary of the stability region, which can be fac-
tored as
G(λ) = [Go(λ) 0 ]Gi(λ), (34)
where [Go(λ) 0 ] is the co-outer factor with Go(λ)
invertible, stable and having only stable zeros (i.e,
minimum-phase), and Gi(λ) is inner (i.e., stable and
Gi(λ)G∼i (λ) = I; recall that G∼i (λ) is GTi (−s) for a
continuous-time system and GTi (1/z) for a discrete-
time system). If we partition Gi(λ) compatibly
with [Go(λ) 0 ] as Gi(λ) =
[
Gi,1(λ)
Gi,2(λ)
]
, then G(λ) =
Go(λ)Gi,1(λ) is the outer–co-inner factorization of
G(λ) and (34) is the extended co-outer–inner factor-
ization of G(λ).
The role of this factorization is twofold. The post-
multiplication of G(λ) with G∼i (λ) achieves the col-
umn compression of G(λ) to a full column rank ma-
trix Go(λ), which is invertible (being also full row
rank). Moreover, all resulting zeros of Go(λ) are sta-
ble, and therefore its inverse G−1o (λ) is stable as well.
In solving approximate synthesis problems, G(λ) is
either Rw(λ) or [R f (λ) Rw(λ) ] and the correspond-
ing factor, say Q4(λ), is chosen Q4(λ) = G−1o (λ).
If the factorizations algorithms proposed in [Oara˘
and Varga, 2000] in the continuous-time case and in
[Oara˘, 2005] for the discrete-time case, are employed,
then the resulting outer factor has a realization of the
form
Go(λ) =
[
AQ−λEQ B˜
CQ D˜
]
for certain B˜ and D˜ and explicit realizations of the up-
dated filters [Q(λ) R(λ) ]← G−1o (λ)[Q(λ) R(λ) ] can
be computed in the forms compatible with (31) as
G−1o (λ)[Q(λ) R(λ) ] =
 AQ−λEQ B˜ BQ BRCQ D˜ DQ DR
0 −I 0 0
.
In the case when G(λ) has zeros on the bound-
ary of the stability domain, a factorization as in (34)
can still be computed, with Go(λ) containing, besides
the stable zeros, also all zeros on the boundary of the
stability domain. In this case, the inverse G−1o (λ) is
unstable, or improper or both of them. Such a case is
called non-standard and, when it is encountered, re-
quires a special treatment. We should emphasize that
non-standard cases occur only in conjunction with
employing a particular solution method and are gener-
ally not related to the solvability of the fault diagnosis
problems.
6 Synthesis Procedures
We present in this section three synthesis proce-
dures of fault detection filters, to illustrate the appli-
cation of the computational paradigms discussed in
the previous section. A complete set of synthesis pro-
cedures for all formulated synthesis problems is pre-
sented in [Varga, 2017b].
As a first example, we give the complete synthesis
procedure to solve the AFDP. This procedure can
also be applied to solve the EFDP (if no noise inputs
are present), and serves as a computational kernel
for solving the AFDIP (and also of EFDIP) by
computing repeatedly the solutions of appropriately
formulated AFDPs.
Procedure AFD
Inputs: {Gu(λ),Gd(λ),G f (λ),Gw(λ)}
Outputs: Q(λ), R f (λ), Rw(λ), η
1. Compute a proper minimal left nullspace basis
Q1(λ) of G(λ) in (25); set Q(λ) = Q1(λ) and
compute
R(λ) := [R f (λ) Rw(λ) ] =Q1(λ)
[
G f (λ) Gw(λ)
0 0
]
.
Exit if ∃ j such that R f j(λ) = 0 (no solution).
2. Choose a proper Q2(λ) such that Q2(λ)Q(λ) has
least order and satisfies Q2(λ)R f j(λ) 6= 0 ∀ j and
Q2(λ)Rw(λ) has full row rank (admissibility);
update [Q(λ) R(λ) ]← Q2(λ)[Q(λ) R(λ) ].
3. Compute the left coprime factorization
[Q(λ) R(λ) ] = Q−13 (λ)[NQ(λ) NR(λ) ]
such that NQ(λ) and NR(λ) have desired stable dy-
namics; update [Q(λ) R(λ) ]← [NQ(λ) NR(λ) ].
4. Compute the outer–co-inner factorization
Rw(λ) = Rwo(λ)Rwi(λ), where the outer factor
Rwo(λ) is invertible; with Q4(λ) = R−1wo (λ) update
[Q(λ) R(λ) ]← Q4(λ)[Q(λ) R(λ) ].
5. Evaluate the fault-to-noise gap η in (10).
This procedure illustrates the discussed synthe-
sis paradigms, as the nullspace-based reduction per-
formed at Step 1, the least-order synthesis in con-
junction with admissibility conditions at Step 2, al-
location of filter dynamics via coprime factorization
techniques at Step 3 and the use of outer–co-inner fac-
torization at Step 4 (with an optimal choice of Q4(λ)
to maximize the fault-to-noise gap). The flexibility
of the factorization-based synthesis can be illustrated
by skipping some of the synthesis steps. For exam-
ple, if the least order synthesis is not of interest, then
Q2(λ) = I at Step 2, and if additionally, the resulting
Q1(λ) at Step 1 has an already satisfactory dynamics,
then Q3(λ) = I at Step 3. Step 4 need not be per-
formed if no noise inputs are present (i.e., the EFDP
is solved), in which case the fault-to-noise gap is set to
η = ∞ at Step 5. The occurrence of the non-standard
case with Q4(λ) = R−1wo (λ) unstable at Step 4, can be
simply handled, for example, by repeating the com-
putations at Step 3 after performing Step 4.
The second example is the synthesis procedure to
solve the strict AFDIP. A straightforward approach
is to solve for each row of the given structure matrix
S an AFDP, for a synthesis model with redefined
sets of disturbance and fault inputs. A potentially
more efficient approach is to use first the nullspace-
based paradigm to ensure the decoupling conditions
Ru(λ) = 0, Rd(λ) = 0, and to obtain the reduced
system (27), and then solve for each row of S an
AFDP for a reduced system with redefined sets of
disturbance and fault inputs. This second approach is
the basis of the following synthesis procedure.
Procedure AFDI
Inputs: {Gu(λ),Gd(λ),G f (λ),Gw(λ)}, S ∈Rnb×m f
Outputs: Q(i)(λ), R(i)f (λ), R
(i)
w (λ), ηi, i = 1, . . . ,nb.
1. Compute a minimal left nullspace basis Q(λ) of
G(λ) in (25) and
[R f (λ) Rw(λ) ] = Q(λ)
[
G f (λ) Gw(λ)
0 0
]
,
such that Q(λ), R f (λ) and Rw(λ) are stable.
2. For i = 1, ...,nb
2.1) Form G(i)d (λ) from the columns R f j(λ)
for which Si j = 0 and G
(i)
f (λ) from the
columns R f j(λ) for which Si j 6= 0.
2.2) Apply Procedure AFD to the system de-
scribed by
{
0,G(i)d (λ),G
(i)
f (λ),Rw(λ)
}
to
obtain the stable filter Q(i)(λ) and ηi.
Exit if no solution exists.
2.3) Compute Q(i)(λ) =Q(i)(λ)Q(λ), R(i)f (λ) =
Q(i)(λ)R f (λ) and R
(i)
w (λ) = Q
(i)
(λ)Rw(λ).
This procedure can be easily adapted to
solve a soft AFDIP, by applying at Step
2.2 the Procedure AFD to the quadruple{
0,0,G(i)f (λ),
[
Rw(λ) G
(i)
d (λ)
]}
. Moreover, Proce-
dure AFDI can be also employed to solve an EFDIP
in the case when there are no noise inputs.
Finally, the third example is the synthesis pro-
cedure to solve the AMMP. The standard approach
to address the solution of the AMMD is to deter-
mine a stable Q(λ) which fulfills Ru(λ) = 0 and
Rd(λ) = 0 and, simultaneously, minimizes the error
norm ‖E(λ)‖, with
E(λ) := [R f (λ)−Mr(λ) Rw(λ) ].
This problem is solved by reducing it, using factoriza-
tion techniques, to a least distance problem. Since the
resulting optimal solution Q(λ) may not result proper
or stable, an updating factor M(λ) can be used such
that M(λ)Q(λ) is stable. This updated filter can be in-
terpreted as a suboptimal solution of a modified error
norm minimization problem with Mr(λ) replaced by
M(λ)Mr(λ).
The following synthesis procedure can be used to
solve the AMMP for a strongly isolable system and
an invertible and diagonal reference model Mr(λ)
using the error norm minimization approach sketched
above.
Procedure AMMS
Inputs: {Gu(λ),Gd(λ),G f (λ),Gw(λ)},
Mr(λ) (invertible and diagonal)
Outputs: Q(λ), R f (λ), Rw(λ), M(λ) (diagonal)
1. Compute a proper minimal left nullspace basis
Q1(λ) of G(λ) in (25); set Q(λ) = Q1(λ) and
compute
R(λ) := [R f (λ) Rw(λ) ] =Q1(λ)
[
G f (λ) Gw(λ)
0 0
]
.
Exit if rankR f (λ)< m f (no solution).
2. Choose Q2(λ) such that Q2(λ)R(λ) has maximal
full row rank and Q2(λ)Q(λ) has least McMillan
degree; update [Q(λ) R(λ)]←Q2(λ)[Q(λ) R(λ) ].
3. Compute the extended co-outer–inner factoriza-
tion
R(λ) = [Ro(λ) 0 ]
[
Ri,1(λ)
Ri,2(λ)
]
.
With Q3(λ) = R−1o (λ), update [Q(λ) R(λ)] ←
Q3(λ)[Q(λ) R(λ) ] and compute
[F1(λ) F2(λ) ] := [Mr(λ) 0][R∼i,1(λ) R
∼
i,2(λ) ].
4. Compute the stable solution Q4(λ) of the least-
distance problem
min
Q4(λ)∈H∞
∥∥[ F1(λ)−Q4(λ) F2(λ) ]∥∥ ;
update [Q(λ) R(λ) ]← Q4(λ)[Q(λ) R(λ) ].
5. Determine diagonal, invertible and stable
Q5(λ) := M(λ) such that M(λ)[Q(λ) R(λ) ] is
stable; update [Q(λ) R(λ) ]←Q5(λ)[Q(λ) R(λ) ].
The solution of the least-distance problem at Step
4 depends on the employed norm (i.e., either the H2
norm or H∞ norm) (see, for example, [Varga, 2017b]
for suitable computational procedures).
The Procedure AMMS can be also employed to
solve an EMMP for a strongly isolable system, with
obvious simplifications (e.g., using Q3(λ) = R−1f (λ)
at Step 3 and Q4(λ) = Mr(λ) at Step 4).
7 Software Tools
The development of dedicated software tools for
the synthesis of fault detection filters must fulfill some
general requirements for robust software implementa-
tion, but also some requirements specific to the field
of fault detection. In what follows, we shortly discuss
some of these requirements.
A basic requirement is the use of general, numer-
ically reliable and computationally efficient numeri-
cal approaches as basis for the implementation of all
computational functions, to guarantee the solvability
of problems under the most general existence condi-
tions of the solutions. Synthesis procedures suitable
for robust software implementations are described in
the book [Varga, 2017b].
For beginners, it is important to be able to eas-
ily obtain preliminary synthesis results. Therefore,
for ease of use, simple and uniform user interfaces
are desirable for all synthesis functions. This can be
achieved by relying on meaningful default settings for
all problem parameters and synthesis options. Also,
the synthesis functions to solve approximate synthe-
sis problems should be applicable to solve the exact
synthesis problems as well. On the other side, the
solution of an exact problem for a system with noise
inputs, should provide a first approximation to the so-
lution of the approximate synthesis problem.
For experienced users, an important requirement
is to provide an exhaustive set of options to ensure the
complete freedom in choosing problem-specific pa-
rameters and synthesis options. Among the frequently
used synthesis options we mention: the number of
residual signal outputs; stability degree for the poles
of the resulting filters or the location of their poles;
type of the employed nullspace basis (e.g., minimal
proper, full-order observer based); performing least-
order synthesis, etc.
The Fault Detection and Isolation Tools
(FDITOOLS) is a publicly available collection
of MATLAB m-files for the analysis and solution of
fault diagnosis problems and has been implemented
along the previously formulated requirements. FDI-
TOOLS supports the basic synthesis approaches of
linear residual generation filters for both continuous-
time and discrete-time LTI systems. The underlying
synthesis techniques rely on reliable numerical
algorithms developed by the author and are described
in the Chapters 5–7 of the book [Varga, 2017b].
The functions of the FDITOOLS collection rely
on the Control System Toolbox [MathWorks, 2015,
and later releases] and the Descriptor System Tools
(DSTOOLS) [Varga, 2018a], which provides the
basic tools for the manipulation of rational TFMs
via their descriptor system representations. The
version V1.0 of the FDITOOLS collection covers
all synthesis procedures described in [Varga, 2017b]
and, additionally, includes several useful analysis
functions, as well as functions for an easy setup of
synthesis models. A precursor of FDITOOLS was the
Fault Detection Toolbox for MATLAB, a proprietary
software of the German Aerospace Center (DLR),
developed between 2004 and 2014 (for the status of
this toolbox around 2006 see [Varga, 2006]).
8 Recommended Reading
The book [Varga, 2017b] provides extensive
information on the mathematical background of
solving synthesis problems of fault detection filters,
gives detailed descriptions of the underlying syn-
thesis procedures and contains an extensive list of
references to the relevant literature. The numerical
aspects of the synthesis procedures are also amply
described (a novelty in the fault detection related lit-
erature). Additionally, this book addresses the related
model detection problematic, a multiple-model based
approach to solve fault diagnosis problems (e.g., for
parametric or multiplicative faults). For a concise
presentation of the descriptor system techniques em-
ployed in the synthesis procedures, see the companion
article [Varga, 2019a]. A shorter version of this ar-
ticle appeared in the Encyclopedia of Systems and
Control [Varga, 2019b]. FDITOOLS is distributed as
a free software via the Bitbucket repository https:
//bitbucket.org/DSVarga/fditools. A
comprehensive documentation of version V1.0 is
available in arXiv [Varga, 2018b].
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