or other function spaces. Concise criteria for strong C-wellposedness and analytic wellposedness of the Cauchy problem are obtained.
Introduction and preliminaries.
In this paper, we try to give a unified treatment of the (wellposed or illposed) complete second order Cauchy problem (1.1) u (t) + Bu (t) + Au(t) = 0, t ≥ 0,
in the case when A, B are differential operators on some function spaces. Since integrated semigroups, C-regularized semigroups, etc., were introduced at the end of the 80s, it has become possible for us to treat illposed first order abstract Cauchy problems (cf., e.g., [1, 2, 4, 5, 11, 12, 13, 16, 20, 27] and references therein). A great deal of differential operators have been shown to generate these new types of operator families in L p (R n ) (1 ≤ p ≤ ∞) or other function spaces, while very few of these operators generate the classical C 0 semigroups (i.e. strongly continuous semigroups); for example, i∆ on L p (R n ) (1 ≤ p ≤ ∞) generates a strongly continuous semigroup only if p = 2 (cf. [15] ). Though (1.1) may be reduced in a traditional way to a first order problem, a straightforward approach presents some advantages as stated in Fattorini [7] (see also Remark 3.2 in Section 3 of this paper). The authors have made a series of direct investigations on the abstract Cauchy problem of the complete second order or higher order (cf. [ 
17, 18, 21-26]).
In this paper, following a general presentation about the strong C-wellposedness, analytic wellposedness of (1.1) in Section 2, we obtain in Section 3 a series of concise criteria for the strong C-wellposedness of (1.1), in the case of A, B being certain constant coefficient differential operators in Then for each t ≥ 0, f 1 (t) ∈ D(A) and Af 1 (t) = f 2 (t). 
for each t ≥ 0, and Au(·), Bu (·) are continuous, satisfying (1.1).
(2) The Cauchy problem (
) and there exists a nondecreasing, positive function
for any solution u(t) of (1.1) with u 0 , u 1 ∈ R(C). Definition 1.4. The pair {S 0 (t), S 1 (t)} t≥0 of strongly-continuous families of bounded operators on E is called a strong C-propagation family for (1.1) if: (i) C commutes with S 0 (t), S 1 (t) for each t ≥ 0;
where and in the sequel, S 1 (t) denotes the operator:
(v) any solution u(t) of (1.1) with initial values u 0 , u 1 ∈ R(C) can be expressed as
Definition 1.5. The Cauchy problem (1.1) is called strongly C-wellposed if there exists a strong C-propagation family for (1.1).
Immediately, we know that any solution u(t) of (1.1), with initial values u 0 , u 1 ∈ E, is unique and
whenever (1.1) is strongly C-wellposed. Indeed, Cu(t) is also a solution of (1.1) with initial values
Hence
by (1.4). Then (1.5) follows.
Remark. When D(A) D(B)
is dense in E and C = I, the definition here of strong C-wellposedness coincides with that of strong wellposedness in [21] (see also [7] ). This can be seen from the following result.
Proposition 1.6. Let the Cauchy problem (1.1) be strongly C-wellposed.
Then:
(ii) for t ≥ 0,
Proof. It is easy to verify by (1.2) that, for each u ∈ D(A), In order to show (iii), we take the Laplace transform to the two sides of the first equality in (1.2) (noting (1.3)) and obtain
Integrating by parts and using the closedness of A, B, we have
Next, we prove that for any λ > ω, P λ is injective. If this is not true, then
Therefore by (1.3),
This is in contradiction with λ 0 > ω. Thus R λ exists for λ > ω. From (1.7), we infer that
This, together with (1.3), gives the first two equalities in (iii). The third equality follows immediately, with the aid of (1.2) and the identity
Finally, making use of (1.8) and the first equality in (ii) we deduce that for
by integrating by parts. This yields the last equality in (iii). The proof is then complete.
Remark. We now pay attention to the first equality in (iii) of Proposition 1.6. When A = 0, it reduces to
and so one is getting a C-regularized semigroup S 1 (t). When B = 0, it reduces to
in which case, S 1 (t) is a C-regularized cosine function.
is dense in E, and (1.1) is strongly I-wellposed;
(ii) both S 0 (·) and S 1 (·) can be extended analytically to
and
, and u(·) can be extended analytically to Σ θ such that for each φ ∈ (0, θ), 
We define the fractional powers of a nonnegative operator in a usual way (cf. [3, 6, 10] 
By S(R n ), we denote the space of all rapidly decreasing functions on R n with the local convex topology defined by the family of norms
The Fourier transform and its inverse transform are denoted by
FL 1 will denote the Banach algebra {Ff ; f ∈ L 1 } under pointwise multiplication and addition with the norm
The space of all Fourier multipliers on L p (R n ) (1 ≤ p < ∞) will be denoted by M p , which is a Banach algebra under pointwise multiplication and addition with the norm
We note that
For more information on multipliers, we refer to [11, 15, 19] .
Proof. Copying the proof of [11, Lemma 3.1] leads to the result as desired.
, and a locally bounded function M t > 0 such that 
Proof. Proceeding similarly as in the proof of [11, Lemma 3.3] and applying the dominated convergence theorem leads to the desired result.
General criteria.
Let A, B, C, and E be as in Section 1.
Theorem 2.1. The Cauchy problem (1.1) is strongly C-wellposed if and only if the following statements hold:
Proof. The "only if" part follows from Proposition 1.6. The "if" part. For t ≥ 0, define
Observe
We have by (2.3) and Lemma 1.2 that
which implies that
and therefore
by the uniqueness theorem for Laplace transforms; similarly
Thus, we can see from (2.1), (2.6) and (2.7) that (2.8)
Observing that for λ > ω,
we obtain by (2.2), (2.3) and Lemma 1.2 that for λ > ω,
This together with (2.1), (2.2), (2.3), (2.9) yields, noting Lemma 1.2 again, that for λ > ω,
In conclusion,
is a solution of (1.1) with initial values (Cu, Cv). Finally, let w(t) be an arbitrary solution of (1.1). Then
So, (2.6) holds for v = w (t) (t ≥ 0) by letting m → ∞. From this and (2.7), we get d ds
by (2.4) and (2.5). This completes the proof.
Theorem 2.2 ([23]). Let θ ∈ (0,
π 2
]. Then the Cauchy problem (1.1) is analytically wellposed in Σ θ if and only if D(A) D(B) is dense in E, and for each
From the proof of [23, Theorem 1] , as well as from [17, Theorem 2.5] for the uniqueness, we obtain immediately:
]. Let A 0 , B 0 be nonnegative operators such that their resolvents commute and the Cauchy problem
Proof. Fix φ ∈ (0, θ). By hypothesis, we have using Theorem 2.2 that there exist constants M φ , ω φ > 0 such that
Similarly, we have
Thus we see that there exists ω φ > ω φ such that for λ ∈ ω φ + Σ π 2 +φ ,
and therefore R λ exists and
Then (i) follows immediately by an application of Theorem 2.3.
It follows by Theorem 2.2 that the Cauchy problem is analytically wellposed in Σ θ . The proof is then complete.
Remark 2.5. We refer to [8, 25] for related results. β on R n , we define
Differential operators as coefficient operators.

Throughout this section, E is one of the Banach spaces
L p (R n ) (1 ≤ p ≤ ∞), C 0 (R n ), C b (R n ) or UC b (R n ) (p(D) = |β|≤l a β D β = |β|≤l a β ∂ ∂x 1 β1 · · · ∂ ∂x n βn with D(p(D)) =    f ∈ E; |β|≤l a β D β f ∈ E    .
It is easy to see that p(D) is a closed operator on E and p(
Define
With a given G(x) ∈ FL 1 , we associate a bounded linear operator T G(x) on E as follows
which extends to a bounded linear operator on
By ∆, we will denote the Laplacian
. For each z ∈ C, we will write 
If in addition, there exists r ∈ (0, h] such that
Clearly, P λ is a closed operator on E and
.
Then ω < ∞ by hypothesis. We note that for each λ > ω,
For each λ > ω, put
It is easy to see that
Whence, P λ is injective and P
−1 λ
= R λ for each λ > ω. As a consequence, R λ is a closed operator in E for λ > ω.
Set
We have that for each multiindex β,
This shows by Lemma 1.12 that c α (x) ∈ FL 1 when α = 0. Let
By virtue of [9, p. 169, Theorem 2], we have
In order to get a better estimate on e tP(x) for |x| ≥ L 0 in the case of (3.1) holding, we put
Clearly, for λ > ω, t ≥ 0,
From this and the easily verified equality
it follows, by the uniqueness theorem for Laplace transforms, that if we write
Obviously,
and by (3.1),
This combined with (3.6) yields that for all t ≥ 0, x ∈ R n ,
and therefore by (3.8),
valid for the case of (3.1). In fact for the otherwise case, (3.9) also holds by (3.6), if we let r = 0 (here and in the sequel). Now, note that for each multiindex β
Then using Leibniz's formula, we deduce by (3.9) and (3.10) that for each multiindex β
This implies by (3.8) that for each multiindex β,
Then combining (3.11) with (3.5) shows, by Leibniz's formula, that for each multiindex β,
Therefore, we deduce by virtue of Lemmas 1.13 and 1.14 that, if α ≥ 1 4
being continuous in t ∈ [0, ∞) under the norm of FL 1 , and
Accordingly, putting
we have that
and (3.14)
moreover, when
are continuous in the uniform operator topology. On the other hand, we observe that for each
under the topology of S(R n ), and therefore
under the topology of S(R n ). This indicates that
under the topology of S(R n ), and so under the norm of L p (R n ) (1 < p < ∞). Thus, (3.14) and the denseness of
. So do V 11 (·) and V 22 (·) by a similar argument.
Finally, define
We note by (3.7), (3.8) and (3.12) that for λ > ω + 1,
From this, we obtain using Fubini's theorem that for λ > ω+1, φ ∈ C ∞ c (R n ), and
Similarly, we get that for λ, f , φ as above,
In conclusion, for λ, f as above,
Using the closedness of P λ and the denseness of S(R n ) in L p (R n ), we infer that the above equalities hold for all f ∈ E in any case. Consequently
The first equality together with (3.13), (3.14) implies that
Combining this with (3.3) establishes that
Accordingly, we obtain by (3.15) that for λ > ω + 1, f ∈ E, (3.17)
Moreover, it is plain that
This shows by (3.16) that
which implies that R λ C α A, R λ C α B are closable. Thus, recalling (3.17), we can apply Theorem 2.1 to obtain the desired results. with the usual matrix reduction of (ACP 2 ) to (ACP 1 ), with
, the related theorems in [5, 13] will produce a similar result as Theorem 3.1, for
otherwise.
By comparison, the α in Theorem 3.1 is sharper. Moreover, there is also another advantage of Theorem 3.1. In order to illustrate this, we write
From Theorem 3.1 one gets the information that the solution u(·) satisfies
On the other hand, we note that A is not closed in general. Thus using the related theorems in [5, 13] with the operator matrix A shows merely that
without giving the information whether
(2) Let q(x) ≡ 0. Then Theorem 3.1 gives a result for regularized semigroups (recalling the remark after Proposition 1.6). Moreover, in the case when p(x) is elliptic (corresponding to r = h in (3.1)), one is getting the best possible α, that is
n E h otherwise, in view of the original results for regularized or integrated semigroups (cf. [11, 12, 27] ). Similarly, letting p(x) ≡ 0 in Theorem 3.1 will yield a result for regularized cosine function; see also Remark 3.4 for related information.
m 1 , and p 1 (x), q 1 (x) are strongly elliptic;
l 1 , and p 1 (x) is strongly elliptic.
and let
It can be verified that
where
Keeping this in mind and recalling Definition 1.10, we begin the following discussion. When condition (i) or (ii) holds, we have that
for |x| sufficiently large; deg r 2 ≤ l 2 , so that
When condition (iii) holds, we have that 
We see that (3.19) is satisfied. Consequently, using Theorem 3.1 leads to the results as required.
Remark 3.4.
Regarding the incomplete second order Cauchy problem This will yield a larger set of initial values for the solutions of (3.21) under a weaker condition, compared with [2, Theorems 6.5-6.7].
Analytic wellposedness.
In this section, we assume that E is one of the Banach spaces
where J ε ∈ C ∞ (R n ) with support in {x ∈ R n ; |x| ≤ ε} satisfying Proof. Firstly, we write
By hypothesis, there are constants L 0 , C 0 > 0 such that
Without loss of generality, we may and do assume (with
we have
Keep these observations in mind. Now, we fix φ ∈ (0, 
∈ L(E).
Therefore, applying Theorem 2.4 establishes the results as claimed. The proof is then complete.
Examples.
We first consider the damped Klein-Gordon equation in one dimension 
, m = 6,
A 1 = 0, a = 0.
