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Abstract
The system of equations that govern kinematically
redundant manipulators is commonly solved by nding
the singular value decomposition (SVD) of the corre-
sponding Jacobian matrix. This can require consider-
able amounts of time to compute, thus a parallel SVD
algorithm minimizing execution time is sought. The
approach employed here lends itself to parallelization by
using Givens rotations and information from previous
decompositions. The key contributions of this research
include the presentation and implementation of a new
variation of a parallel SVD algorithm to compute the
SVD for a set of post-fault Jacobians. Results from im-
plementation of the algorithm on a MasPar MP-1 and
an IBM SP2 are provided. Specic issues considered for
each implementation include how data is mapped to the
processing elements, the eect that increasing the num-
ber of processing elements has on execution time, and
the type of parallel architecture used.
1. Introduction
The singular value decomposition (SVD) of a ma-
trix is a fundamental matrix decomposition that pro-
vides information useful for a wide range of applica-
tions (e.g., feature extraction, data reduction, and low
rank approximation [11]). In many of these applica-
tions, rapid computation of the SVD is necessary, e.g.,
when the SVD is used for solving the systems of equa-
tions for real-time motion control of robotic manipula-
tors. Consider the kinematics of a manipulator with n
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joints operating in m dimensions. Let _x 2 IRm specify
the manipulator's end-eector velocity, _ 2 IRn denote
the joint velocities of the manipulator, and J 2 IRmn
be the manipulator Jacobian matrix. The kinemat-
ics of the manipulator can then be represented by the
equation _x = J _. The ability to compute this SVD
in real time would allow for singularity avoidance and
evaluation of dexterity.
In general, techniques for computing the SVD of an
arbitrary matrix involve iterating an unknown number
of times until a data-dependent convergence criterion
is met. Therefore, the number of operations required is
not known a priori and guaranteeing real-time compu-
tation of the SVD is dicult. However, for this applica-
tion the current Jacobian matrix, J(t), can be regarded
as a perturbation of the previous Jacobian matrix, i.e.,
J(t) = J(t t) + J(t). Knowledge of this previous
state can be used to decrease computational complex-
ity during calculation of the current SVD [8, 9].
This article denes a new approximation technique
based on research performed in [13] for real-time anal-
ysis of the SVD for single locked-joint failures of a
manipulator. The performance of this approximation
technique is analyzed on two dierent parallel architec-
tures: an SIMD MasPar MP-1 [1] and an MIMD IBM
SP2 [16]. Specic issues considered for each implemen-
tation include how data is mapped to the processing
elements, the eect that increasing the number of pro-
cessing elements has on execution time, and the type
of parallel architecture used. Case studies, such as the
one presented here, are a necessary step in developing
software tools for mapping an application task onto a
single parallel machine, and for mapping an application
task onto a heterogeneous suite of parallel machines,
where dierent types of machines are present [10].
The remainder of this article is arranged as follows.
The SVD procedure from [8] is reviewed in Section 2.
Section 3 describes the new SVD approximation tech-
nique. Section 4 examines dierent mappings of this
technique onto parallel machines. The results summa-
rized in Section 5 are obtained from the MasPar MP-1
implementations. The results from the IBM SP2 imple-
mentations are discussed in Section 6. Finally, Section
7 reviews the approximation technique and the appli-
cation study results.
2. Background Information
For a matrix J 2 IRmn, let U 2 IRmm de-
note an orthogonal matrix of output singular vectors,
V 2 IRnn represent an orthogonal matrix of input sin-
gular vectors, and  be a nonnegative diagonal matrix.
Then, the SVD of J is dened as the matrix factoriza-
tion J = U  V T , where the diagonal elements of ,
referred to as the singular values and denoted i, are
typically ordered so that 1  2  : : :  m  0.
It is assumed for the remainder of this paper that
m < n.
The most commontechnique for computing the SVD
of a matrix is the Golub-Reinsch algorithm [6]. How-
ever, when attempting to parallelize this method, there
are two disadvantages. First, it is not straightforward
to incorporate information from the SVD of a per-
turbed matrix to update the SVD. Secondly, the al-
gorithm is relatively sequential in nature.
While there have been several parallel SVD algo-
rithms written and implemented on various machine
architectures [3, 5, 7, 14], they make no assumptions
about the form of the matrix being decomposed. For
this work, the fact that the current Jacobian matrix is
a perturbation of the previous Jacobian matrix can be
exploited by applying Givens rotations [6] to ultimately
orthogonalize the columns of the Jacobian [8].
In particular, consider an orthogonal matrix V , gen-
erated by successive Givens rotations, that results in
JV = B, where B 2 IRmn, and the columns of B are
orthogonal. The matrixB can be decomposed into two
matrices, one orthogonal and one diagonal. Decompos-
ing B in this way, into an orthonormal matrix (U ) and
a diagonal matrix () results in B = U. This is ac-
complished by letting the columns of U , ui, be equal
to the normalized versions of the columns of B, bi, and
then dening the diagonal elements of  to be equal to




and i = kbik; wherekbik =
q
bTi bi. (1)
The result is the SVD of J , as given above.
The critical step in the above procedure is deter-
mining the orthogonal matrix V that will orthogonal-
ize the columns of J . This V matrix is constructed
as a product of Givens rotations, each of which is de-
signed to orthogonalize two columns. Consider the
i-th and j-th columns of an arbitrary matrix A. Post-
multiplication by a Givens rotation results in two new
columns, a0i and a
0
j , given by
a0i = ai cos() + aj sin(); a
0
j = aj cos()  ai sin().(2)
The constraint that these columns be orthogonal re-
sults in cos() and sin() terms that are calculated
using formulas in [12]. These formulas are based on
the following quantities p, q, and c:
p = aTi aj, q = a
T
i ai   a
T
j aj , and c =
p
4p2 + q2. (3)
For the case when q  0,
cos() =
p
(c + q)=(2c); sin() = p=(c  cos()) (4)




cos() = p=(c  sin()) (5)
where sgn(p) = 1 if p  0, and sgn(p) =  1 if
p < 0. The two sets of formulas are given so that ill-
conditioned equations resulting from the subtraction of
nearly equal numbers can always be avoided.
The preceding discussion describes a single Givens
rotation that will orthogonalize two columns of a given
matrix. The single Givens rotation to orthogonalize
columns i and j is denoted Q
ij
. For a matrix with
n columns, n(n   1)=2 rotations are required to or-
thogonalize each possible pair of columns. This set of
n(n  1)=2 rotations is referred to as a sweep [6]. Mul-
tiple sweeps are generally required to obtain an orthog-
onal matrix because subsequent rotations may destroy
the orthogonality produced by previous rotations. The
V matrix can therefore be computed as the series of









The disadvantage to this approach is the fact that
the number of sweeps required to orthogonalize the
columns of J is usually not known beforehand. How-
ever, this problem can be circumvented by considering
the current Jacobian matrix to be a perturbation of the
previous Jacobian, i.e., J(t) = J(t   t) + J(t).
Using this information, it was shown that a good ap-
proximation for the current SVD could be obtained
from the previous SVD information in a single sweep
if J is small [8]. That is, using
B(t)  J(t)  V (t  t) (6)
and applying one sweep of Givens rotations, the current
SVD can be found. Therefore, in this work, V is calcu-







Thus, the previous V matrix is updated using only a
single sweep. Because it is known a priori that only
one sweep of rotations will be performed, the algorithm
does not have to iterate until convergence, and the
computational complexity of the algorithm is greatly
reduced.
3. Algorithm Descriptions
Jacobians of size m = 6 and n = 7 were chosen be-
cause they represent the minimum size for a redundant
manipulator in three dimensions and manipulators of
this size are commercially available. However, the al-
gorithms presented are completely general and can be
used for arbitrary values of m and n.
The goal of this study is not only to nd the
SVD of 6  7 Jacobians, but also to nd the SVD
of these Jacobians after a single joint fault has oc-
curred in the manipulator. It is assumed that this
single joint fault can be detected by the manipula-
tor and the joint locked into position. Therefore, the
Jacobian for the post-fault manipulator, fJ , becomes
fJ = [ j1 j2    jf 1 0 jf+1    jn ];where joint f has
failed and the column jf is replaced with jf = 0. The
information from the post-fault Jacobians can then be
used in several ways, including trajectory planning for
maintaining maximum failure tolerance [13].
The approximation technique described below for
nding the SVD of these post-fault Jacobians was im-
plemented on two dierent parallel machines, the Mas-
Par MP-1 and the IBM SP2. The use of a parallel
implementation can be justied by the following rea-
sons. (1) This analysis extends to larger arms and to
multiple arm systems. (2) This work can be extended
to combinations of multiple joint failures. (3) Some
systems might require real-time control and recovery
capabilities where large amounts of information would
be continually computed and stored.
Figure 1 shows the rst algorithm, the basic single
sweep approximation [17]. In step 1, the previous V
matrix and the current J matrix are used to calculate
a good initial estimate for the current B matrix. It is
assumed in step 2 that the use of the previous decom-
position information allows the algorithm to converge
in a single sweep. Step 3 then provides the current
singular values through straightforward computations.
Notice that if B = U is substituted into (6), the
algorithm in Figure 1 can be represented by the equa-
tion
J(t) V (t t)  U (t) (t). (7)
The PTPF, previous time post-fault, approximation
technique assumes that the decomposition information
available from the previous time period includes post-
fault matrices. That is, to compute the current post-
fault singular values, f(t), for the current post-fault
Jacobian, fJ(t), the previous post-fault matrix, fV (t 
t), is used in (7). Thus, the PTPF approximation
technique can be represented by the equation
fJ(t) fV (t  t)  fU (t) f(t) . (8)
Figure 2 shows the modications required to the
algorithm from Figure 1 to compute the PTPF ap-
proximation. Using this notation, f = 0 represents
the calculation of the pre-fault SVD, i.e. the SVD
for the Jacobian with no columns zeroed out, and
f = 1; : : : ; n represent the n post-fault Jacobians with
column 1; : : : ; n zeroed out, respectively. Given that
computing fJ(t) is simply replacing jf with jf = 0,
and the assumption that fV (t   t) is available from
the previous time period, each iteration of the for all
f loop is independent of previous iterations. Thus, on
a parallel machine with enough processors, the entire
algorithm could be performed concurrently where each
processor would only have to perform the (shorter) al-
gorithm from Figure 1.
The disadvantage to the PTPF technique is the time
dependency. If the time interval t is increased be-
tween decompositions, the performance of the PTPF
approximation deteriorates. If t is very large it may
be preferable to use V (t) as an approximation for
fV (t). The trade-o between these two approxima-
tions is examined in [2].
4. Parallel Mappings Considered
Parallel architectures generally consist of several
processing elements (PEs). A PE is a combination of
a processor and a memory module, allowing the pro-
cessor fast access to the local memory. This section
presents methods for eciently distributing the data
and computations of the single sweep SVD algorithm
among the PEs of a parallel architecture.
For the remainder of this paper, it may be assumed
that n = 8. This is accomplished by appending a
column of zeros to the Jacobian matrix, and will not
change the resulting singular values or increase execu-
tion time (because of symmetry and concurrent opera-
tions).
The PTPF algorithm is based on the single sweep
SVD algorithm from Figure 1. Therefore, this section
focuses on methods to eciently implement that algo-
rithm on a parallel architecture, with the goal of de-
creasing overall execution time. Specically, three data
mapping techniques are summarized: 1CPP, 2CPP,
and column segmentation (details in [2]).
One column per PE (1CPP). From the algo-
rithm in Figure 1, notice that no inter-PE communica-
tion is required in step 1 if each PE has one column of
V , a copy of the entire Jacobian matrix, and one col-
umn of B. In step 3, single-column operations can also
be performed simultaneously on n PEs. The columns
of U and the singular values of  are computed from
the corresponding columns of B. Again, no inter-PE
communications are required.
Step 2, however, presents a disadvantage for this one
column per PE (1CPP) distribution. Let the parallel
execution of a Givens rotation on all n=2 column pairs
by the PEs be dened as a rotation step. Then, a min-
imum of n   1 rotation steps must be performed to
generate all n(n  1)=2 possible column pairings. The
1CPP approach used here performed inter-PE commu-
nications for two data items during each rotation step
(step 2): one to exchange columns to form a new col-
umn pair and compute p, and another to exchange aTj aj
to calculate q. The 1CPP communication pattern used
formed all possible column pairings using only n   1
column transfers [17].
Two column per PE (2CPP). A two column per
PE (2CPP) approach that distributes pairs of columns
of V and B to n=2 PEs was also implemented. This
2CPP approach reduces the frequency and complexity
of the inter-PE communications. For the 2CPP ap-
proach, step 1 and step 3 are performed concurrently
without any inter-PE communications, similar to the
1CPP approach.
Using the 2CPP approach, the rst rotation step
of step 2 can also be performed without any inter-PE
communications. In contrast to the 1CPP method, the
2CPP method only requires one inter-PE communica-
tion in between each rotation step so that each PE can
obtain a new column pair for orthogonalization. Thus,
the n   1 rotation steps of step 2 can be performed
with only n   2 inter-PE communications, where each
communication is a new column bi.
Although it is obvious that step 1 and step 3 of the
single sweep SVD algorithm will take twice as long to
compute using the 2CPP distribution versus the 1CPP
distribution, the 2CPP implementation does not re-
quire twice as much total time to execute. The highest
percentage of the total execution time for the single
sweep SVD algorithm is spent performing step 2, where
2CPP has the advantage of fewer communications. The
2CPP technique implemented is based on a procedure
from [17]. Dierent 2CPP procedures can be found in
[5, 9, 14].
Column segmentation. A goal of this study is to
extract as much parallelism as possible from both the
algorithms and the target machines to reduce execu-
tion time. The technique described here divides each
column vector of the B and V matrices into r segments,
where r is a power of two. This variable r represents
the column segmentation of the data (and operations)
among PEs and increases the total number of PEs used
by a factor of r. Values of r 2 f1; 2; 4; 8g were imple-
mented. (Some column segments will therefore contain
zeros as padding because m = 6 is not a power of two.
This does not hinder performance because all the op-
erations performed for the r = 8 case would still be
required if r = 6.)
This segmentation of the column data does not
interfere with the inter-PE column transfers for the
1CPP and 2CPP methods. Column transfers simply
take place between PEs containing the same segment
number. Inter-PE communication also occurs among
PEs containing dierent segments of the same column.
More details concerning the implementation of column
segmentation are in [2].
5. SIMD Architecture Experiments
This section presents the parallel implementations
of the PTPF algorithm on an SIMD (single instruction
stream, multiple data stream) architecture. The SIMD
machine used in this study was a MasPar MP-1 system
[1] with 16,384 PEs located at Purdue University.
The MP-1 provides two dierent high-speed PE
interconnection networks, the X-Net and the global
router. The X-Net connects a PE to its eight nearest
neighbors and provides fast communications for PEs
in close proximity. The global router is a multistage
interconnection network that connects clusters of PEs
and is faster for communications between PEs that are
further apart.
There are four dierent implementations of the
PTPF algorithm for the MP-1, based on two dier-
ent design options: data distribution (1CPP or 2CPP)
and interconnection network selection (X-Net or global
router). Each implementation also utilized column seg-
mentation for r 2 f1; 2; 4; 8g.
To take advantage of as much parallelism as possible
in the global router implementations, only one PE per
global router cluster was used to reduce contention. In
contrast, implementations using the X-Net selected a
collection of PEs that were all adjacent, to keep inter-
PE distances short and inter-PE communications fast.
For step 1, each PE contains the entire J matrix,
and only a segment (for r > 1) of each column of V , so
matrix multiplies are performed as concurrent vector{
vector multiplies. This creates an m 1 vector of par-
tial sums on each PE which is then combined to gen-
erate the desired result. A recursive doubling scheme
could be used for adding these partial sums together.
However, a slightly more ecient method for this case
(where PEs only transfer and operate on column seg-
ments) called segment combining [2] was used.
Step 2 performs one sweep of rotations on the
columns of B and V . To do this, all possible combina-
tions of pairs of columns of B and V must be formed.
This makes step 2 the most communication-intensive
step, especially for the 1CPP distribution. The 1CPP
method requires n 1 column transfers and n 1 scalar
transfers per sweep. The 2CPP approach only requires
n   2 column transfers per sweep, one after each ro-
tation step. Both approaches also required additional
communications for column combining, performed here
by full recursive doubling because only the nal sum
(and not each segment) was important.
Step 3 of the SVD algorithm normalizes the columns
of the B matrix to obtain the singular values, as well
as the columns of the U matrix, according to (1). Full
recursive doubling was repeated for obtaining the nal
results.
Experimental timing results for the 1CPP, 2CPP,
X-net, and global router implementations were exam-
ined. Only instructions directly relating to computa-
tion or communication of the algorithms were timed.
Procedures such as le I/O were not timed to reduce
possible disruption by events beyond the control of the
programmer, e.g., operating system interrupts.
The timings presented represent the average time to
calculate the SVDs of all eight fJ matrices correspond-
ing to one 67 Jacobian matrix. This average is taken
over 1000 dierent randomly generated matrices. (The
generation of these matrices is discussed in [2].) Even
though the MP-1 is an SIMD machine, meaning it op-
erates synchronously and there should be no variation
in timings, averages were still taken because of data
conditional execution of statements within the code.
Figure 3 shows a direct comparison between the
1CPP and 2CPP distribution execution times on the
MP-1 for the global router PTPF approximation. The
execution times are grouped in terms of the number
of PEs available. Recall that in some cases data was
padded with zeros, because m was not a power of two.
From Figure 3, when comparing cases that have an
equal number of PEs available, the 2CPP method has
a higher degree of column segmentation so there are
more combining operations. Thus, the communication
time for the 2CPP method is greater than the 1CPP
method. The 2CPP method requires more PE enabling
and disabling statements than the 1CPP method.
Comparing computation times (without communi-
cation times), the 2CPP technique should be faster
than the 1CPP method. The 2CPP method is more
conducive to the pair-wise operations of the rotation
steps and avoids some of the redundant calculations
the 1CPP method must perform. The exception to
this observation occurs for 128 PEs because the data
was padded with zeros.
There is a decrease in total execution times as a re-
sult of increasing the number of PEs. However, execu-
tion times improved less as more PEs were added. This
implies that the use of column segmentation was bene-
cial, but provides diminishing returns as the columns
were segmented into smaller and smaller pieces. For the
64, 128, and 256 PE cases, the dierences in computa-
tion times were not enough to overcome the dierences
in communication times, and the 1CPP technique had
the faster total execution times.
A comparison of the X-Net and global router re-
sults revealed that the global router implementations
achieve the faster execution times. The computation
times between the X-Net and global router implemen-
tations were nearly equivalent, as one would expect.
However, given the communication patterns and ma-
trix sizes of this application, and the ability to select
the enabled PEs, the global router implementations
provided better performance than the X-Net imple-
mentations in each case.
In all of the cases examined on the MasPar MP-1, in-
creasing the number of processors improved execution
times. The amount of improvement varied among the
dierent techniques examined. More detailed results
for each case can be found in [2].
6. MIMD Architecture Experiments
The parallel implementation of the PTPF algorithm
on aMIMD (multiple instruction stream, multiple data
stream) architecture. Each PE in a MIMD machine
stores its own set of instructions and data in its local
memory module. This allows for asynchronous, multi-
ple threads of control, because PEs may contain unique
sets of instructions.
The IBM SP2 is a scalable distributed memory
MIMD parallel supercomputer [16]. The interconnec-
tion network in the SP2 is a multistage interconnection
network based on the SP2 High-Performance Switch
[16]. Message passing for this study used a C-based im-
plementation of the Message Passing Interface (MPI)
[15]. Simulation results were obtained using only thin
nodes [16], with submachine sizes of one, two, four,
eight, and 16 PEs.
Only two implementations on the SP2 were exam-
ined: 1CPP and 2CPP. The biggest dierence between
the MP-1 and the SP2 implementations was the use of
MPI on the SP2. Another dierence between the MP-
1 and SP2 implementations was the number of PEs
available. The SP2 has fewer than (n  r  (n + 1))
PEs available, so for most cases, the outer PTPF loop
cannot be performed concurrently with all values of f ,
as it was on the MP-1.
For the sections of the algorithms that were based
on the single sweep SVD algorithm, the MP-1 and SP2
implementations were very similar. Because of the lim-
ited number of PEs available, and the high MPI over-
heads observed, two additional techniques were added
to the MIMD portion of the study, namely an eight
column per PE (8CPP) and a four column per PE
(4CPP) method. The 8CPP method executes entirely
on one PE with no inter-PE communications. The
4CPP method executes on two PEs, each holding four
columns, by performing two exchanges, each contain-
ing two columns. The 8CPP and 4CPP techniques did
not use column segmentation.
Because of their asynchronous operation, there is
usually a large variance in timing information from
MIMDmachines. The timings recorded once again rep-
resented the time to calculate the SVDs of all eight fJ
matrices corresponding to one matrix, taken as the av-
erage time over 1000 dierent matrices.
Comparing the 8CPP, 4CPP, 2CPP, and 1CPP dis-
tributions of the PTPF algorithm, the communication
times dominated the total execution time of the algo-
rithms on the SP2. This is because of the large over-
head associated with MPI communications [18]. When
using MPI, the time required for setup and initializa-
tion of each communication is relatively large. If only
small sets of data are being transferred, the overhead
can easily require more time than the actual transfer
of data. The best case on the IBM SP2 turned out to
be the 8CPP case, which used just one matrix per PE,
and only half of the available PEs.
Comparing timing results between the IBM SP2
and the MasPar MP-1, the relative strengths of each
machine become apparent. The MP-1 is a well bal-
anced machine with computation and communication
instructions requiring about the same amount of time
to execute. In contrast, the SP2 has superior com-
putational speed but relatively slow communications
when using MPI. In most cases, communication times
on the MP-1 using the global router were equal to or
less than the corresponding SP2 implementations us-
ing MPI. However, the SP2 communication times were
generally less than X-Net communication times. The
advantage in computation time goes to the SP2 which
defeated the MP-1 in every instance. This can be at-
tributed in part to the SP2 being a newer machine and
having better processor technology available at its time
of design and construction. In general, the total exe-
cution times for the SP2 were faster than the MP-1.
7. Summary
The system of equations used for the kinematic con-
trol of robotic manipulators is frequently represented
by a Jacobian matrix. One method for solving this
system of equations is based on computing the SVD
of the Jacobian matrix. This study uses a technique
developed in [8] that exploits the well-behaved nature
of the SVD and nds approximations to the SVD in a
single sweep. This technique has been extended to cal-
culate approximations for the SVD of the full, pre-fault
Jacobian matrix and the set of single locked-joint, post-
fault Jacobian matrices. These procedures can provide
a basis for the real-time control of kinematically re-
dundant manipulators and also provide fault tolerance
information useful for real-time singularity avoidance
and error recovery.
Experiments were conducted for the PTPF approx-
imations on commercial SIMD and MIMD architec-
tures, the MasPar MP-1 and IBM SP2. For these ex-
periments, data layout and network selection were com-
pared. Timing results from the MP-1 revealed that the
1CPP, global router method provided the fastest over-
all execution times. The 8CPP method provided the
fastest results on the SP2 because of the high overhead
involved with communications. Increased column seg-
mentation was an eective method for reducing com-
putation times on the MP-1 but not on the SP2. All
of the methods studied here can be extended to larger
analyses, including multiple joint failures, systems of
multiple arms, or computation of several fault toler-
ance measures, all of which would require high levels
of parallelism to accomplish in real time.
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step 1: calculate initial estimate for B from J and
previous V , using (6)
step 2: for all column pairs (i,j) of B do
/* one sweep */
calculate p, q, and c using (3)
calculate cos() and sin(), using (4) or (5)
perform rotation on columns i and j of B,
similar to (2)
perform rotation on columns i and j of V ,
similar to (2)
end for
step 3: calculate  from B, using (1)
calculate U from B and , using (1)
Figure 1. High-level single sweep SVD algo-
rithm using Givens rotations to find the fault-
free SVD, based on [17].
for all f 2 f0; 1; : : : ; ng do
/* failure in joint f */
/* f = 0 represents no fault */
perform single sweep SVD algorithm on fJ
end for
Figure 2. High-level algorithm for finding the
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Figure 3. Comparison between 1CPP and
2CPP average execution times for the Mas-
Par MP-1 global router PTPF approximation,
in terms of number of PEs available (not nec-
essarily used).
