Abstract. Let A/Q be an elliptic curve with split multiplicative reduction at a prime p, corresponding to a weight two newform f . We prove an analogue in this setting of a conjecture of Perrin-Riou, relating p-adic BeilinsonKato elements to Heegner points in A(Q), and a 'great part' of the rank-one case of the Mazur-Tate-Teitelbaum exceptional zero conjecture for the cyclotomic p-adic L-function of A. More generally: letting Lp(f∞, k, s) be the Mazur-Kitagawa two-variable p-adic L-function attached to the Hida family f∞ passing through f , we prove a p-adic Gross-Zagier formula, expressing the quadratic term of the Taylor expansion of Lp(f∞, k, s) at (k, s) = (2, 1) as the product of a non-zero rational number and the extended height-weight of a Heegner point P ∈ A(Q). The latter is the determinant of a suitable two-variable p-adic height-weight pairing, computed on the submodule of the extended Mordell-Weil group of A/Q generated by P and the Tate's period of A/Qp.
Introduction and Statements
Let A be an elliptic curve defined over Q of conductor M = N p, having a prime p > 3 of split multiplicative reduction. Let f = ∞ n=1 a n ·q n ∈ S 2 (Γ 0 (M ), Z) new be the weight-two newform attached to A /Q by modularity -so that our hypothesis becomes p M and a p = +1. We will also assume in this paper that f is residually irreducible at p, i.e. that the p-torsion submodule A(Q) p of A(Q) is an irreducible F p [G Q ]-module. Fix, once and for all, an embedding i p : Q ֒→ Q p , allowing us to view algebraic numbers inside Q p .
Let Γ cy := Gal(Q ∞ /Q) be the Galois group of the cyclotomic Z p -extension Q ∞ ⊂ Q(µ p ∞ ) of Q, and let Λ cy := Z p Γ cy be the cyclotomic Iwasawa algebra. We write
for the cyclotomic p-adic L-function of A/Q, normalized with respect to the real Nerón period Ω A ∈ R * of A. It interpolates the family of special values L(A/Q, χ, 1)/Ω A ∈ Q, where χ is a finite order character of Γ cy , and L(A/Q, χ, s) is the Hasse-Weil L-function of A/Q twisted by χ (cf. Section 2.3 for the precise definition). By an important result of Rohrlich [Roh84] , it is a non-zero element of Λ cy . As customary, we will denote by L p (A/Q, s) := χ s−1 cy L p (A/Q) the p-adic Mellin transform of L p (A/Q) (cf. Section 2.4). Here s ∈ Z p and χ cy : Γ cy ∼ = 1 + pZ p ⊂ Z * p is the p-adic cyclotomic character. L p (A/Q, s) ⊂ Q p s − 1 is a Q p -valued, p-adic (locally) analytic function on Z p .
In the seminal paper [MTT86] , the authors discovered the so called phenomenon of exceptional zeros. They showed that −precisely when A /Q has split multiplicative reduction at p− the interpolation process defining L p (A/Q) implies that L p (A/Q, 1) = 0 independently on whether the complex Hasse-Weil L-function L(A/Q, s) = L(f, s) vanishes or not at the critical point s = 1. In other words: L p (A/Q) ∈ I cy , where the augmentation ideal 1 I cy ⊂ Λ cy is the kernel of the morphism of Z p -algebras Λ cy → Z p mapping Gal(Q ∞ /Q) to 1. In the framework of a p-adic Birch and Swinnerton-Dyer conjecture, it is suggested in loc. cit. that the exceptional zero of L p (A/Q, s) at s = 1 can be explained 'algebraically', by looking at the Tate p-adic uniformization:
(1) Φ Tate : Q It is a morphism of Λ cy -modules, interpolating the Bloch-Kato dual exponentials of the family of p-adic representations Ta p (A)⊗ χ, with χ running through the finite order characters of Gal(Q p,∞ /Q p ). Using Beilinson elements in the K 2 of modular curves, Kato [Kat04] constructed an Euler system {ζ inside H 1 (Q, V p (A)) = H 1 (Q, Ta p (A)) ⊗ Zp Q p , is of particular interest. We call it the BeilinsonKato class of V p (A). The following result of Kato [Kat04] , a special case of the so called Kato's reciprocity law, establishes a beautiful, direct relation between the Beilinson-Kato class and the special value L(A/Q, 1). Before stating it, we have to introduce some notations. The Tate p-adic uniformization Φ Tate induces, for every n ∈ N, a morphism of G Qp -modules: A(Q p ) p n ։ Z/p n Z, sending a p n -torsion point P = Φ Tate (y P ) in A(Q p )
to m P mod p n , where m P ∈ Z satisfies y p n P = q mP A . Taking the limit for n → ∞, and extending scalars to Q p , these morphisms induce a morphism of p-adic representations of G Qp : π qA : V p (A) ։ Q p . (Here we identify A(Q) p n ∼ = A(Q p ) p n under our fixed embedding i p , and we consider on Q p the trivial action of G Qp .) We write exp * Vp(A) : H 1 (Q p , V p (A)) → Q p for the composition of π qA * : H 1 (Q p , V p (A)) → H 1 (Q p , Q p ) with the Bloch-Kato dual exponential exp * Qp : H 1 (Q p , Q p ) → D dR (Q p ) = Q p attached to the trivial representation Q p of G Qp . (This is indeed the Bloch-Kato dual exponential for the p-adic representation V p (A) of G Qp , once we identify Fil 0 D dR (V p (A)) ∼ = D dR (Q p ) under the morphism induced by π qA . See Section 4 for more details.) Let H 1 f (Q, V p (A)) be the Bloch-Kato Selmer group of V p (A) over Q, defined as the subgroup of global classes ξ ∈ H 1 (Q, V p (A)) which are unramified at every rational prime ℓ ∤ N p, and which are crystalline at p [BK90] . This last condition means that res p (ξ) ∈ A(Q p ) ⊗ Q p , where we identify A(Q p ) ⊗ Q p := lim ← − A(Q p )/p n ⊗ Zp Q p 1 As proved by Tate [Tat95] , [Sil94,  Chapter V] (and using a 'modern language'): for every q ∈ pZp, the quotient Gm/q Z has the structure of a rigid analytic space over Qp, isomorphic to the rigid analytic space attached to an elliptic curve Eq/Qp with split multiplicative reduction, called a Tate's curve. Conversely, every elliptic curve defined over Qp, having split multiplicative reduction is isomorphic to a unique Tate curve. Moreover, the isomorphism is unique up to sign. In equation (1), and then in the rest of this paper, we have implicitly fixed an isomorphism A /Qp ∼ = Eq A /Qp . with a submodule of H 1 (Q p , V p (A)) via Kummer theory. For a class ξ ∈ H 1 (Q, V p (A)), unramified at every prime ℓ ∤ N p, we have exp 1.1. Perrin-Riou conjecture. In the seminal paper [PR93] , the author considers an elliptic curve E /Q with good reduction at p, and relates (in some cases) the first derivatives of certain p-adic L-functions attached to E to the formal group logarithm of rational points in E(Q) (results in 'the same spirit' have been obtained independently also by Rubin [Rub94] , [Rub92] ). When L(E/Q, 1) = 0: comparing her formulae with the MazurTate-Teitelbaum conjecture, Perrin-Riou was led to propose a conjecture relating the Beilinson-Kato element ζ B-K E ∈ H 1 f (Q, V p (E)) to rational (Heegner) points on E /Q −of course, the Beilinson-Kato element ζ B-K E and Kato's reciprocity are available also in this 'good reduction' setting. In particular she conjectured that the restriction at p of ζ
B-K E
is not zero precisely if the first derivative of the Hasse-Weil L-function of E /Q does not vanish at s = 1, and predicted a precise relation between the logarithm of res p (ζ B-K E ) and the square of the formal group logarithm of a global point in E(Q) [PR93, Section 3.3] . A proof of Perrin-Riou conjecture (for E having good ordinary reduction at p) has been recently announced by Bertolini-Darmon [BD13] . (Their proof, based on p-adic analogues of the Beilinson formula, is 'purely p-adic'. Their techniques do not use Kato's reciprocity, and indeed will give a new, p-adic proof of it.)
In the following theorem we (state and) establish the analogue of Perrin-Riou conjecture in our exceptionalzero situation. In the statement we write log A := log qA •Φ −1
Tate : A(Q p ) → Q p for the formal group logarithm on A /Qp , where log qA := log p −L p (A) · ord p is the brach of the p-adic logarithm vanishing at q A . It induces (on p-adic completions) an isomorphism of 1-dimensional Q p -vector spaces A(Q p ) ⊗ Q p := A(Q p ) ⊗Z p ⊗ Zp Q p ∼ = Q p .
Theorem A. Assume that L(A/Q, 1) = 0 (i.e. ζ B-K ∈ H 1 f (Q, V p (A)) by Kato's reciprocity.) 1. There exist a non-zero rational number ℓ ∈ Q * and a rational point P ∈ A(Q) ⊗ Z Q such that:
A (P). 2. P = 0 if and only if L(A/Q, s) has a simple zero at s = 1. In particular: res p ζ B-K = 0 if and only if L(A/Q, s) has a simple zero at s = 1.
Remark. As mentioned above, and explained below, the main result of [BD07] (as extended in [Mok11] ) will play a key role in the proof of this Theorem. As in loc. cit., P is obtained as the trace over Q of a Heegner point P K ∈ A(K) ⊗ Q, coming from a (non-modular) Shimura curve parametrization of A /Q . Here K/Q is a quadratic field in which p is inert, such that the twisted L-function L(A/Q, ǫ K , s) does not vanish at s = 1 (ǫ K is the character of K). In particular, the statement P = 0 if and only if L(A/Q, s) has a simple zero at s = 1 follows by the work of S. Zhang, generalising the formula of Gross-Zagier. See Section 1.5.5 for more details.
Remark. Assume that res p ζ B-K = 0. Combining the last assertion of Theorem A with the celebrated theorem of Gross-Zagier-Kolyvagin, we deduce that A(Q) has rank one, and that the Tate-Shafarevich group X(A/Q) is finite, and Kummer theory for A/Q then gives equalities:
f (Q, V p (A)) = A(Q) ⊗ Q p = Q p · P, where P is any generator of A(Q) modulo torsion. In particular, ζ B-K = λ·P, for a non-zero p-adic number λ ∈ Q * p . Part 1 of Theorem A gives us a much more precise relation, namely: λ = ℓ · log A (P), for some rational number ℓ ∈ Q * , thus ruling out the 'transcendental part' of ζ B-K . Indeed, as proved by Bertrand [Ber77, Corollaire 2], log A (P) ∈ Q 
Indeed the requirement L(A/Q, 1) = 0 is our setting, as the Greenberg-Stevens exceptional zero formula already proves the Mazur-Tate-Teitelbaum exceptional zero conjecture when L(A/Q, 1) = 0. The requirement on the non-triviality of the restriction map at p is a technical assumption we will use. We note that this hypothesis is surely satisfied if A(Q) has infinite order (e.g. by Gross-Zagier-Kolyvagin if L(A/Q, z) has a simple zero at z = 1), as clearly a non-zero rational point in A(Q) ⊗ Q p ⊂ H 1 f (Q, V p (A)) has non-trivial restriction at p. (Surely, once we assume L(A/Q, 1) = 0, hypothesis (Loc) is predicted by the Birch and Swinnerton-Dyer conjecture.) We can finally state our exceptional-zero, p-adic Gross-Zagier formula for L p (A/Q, s).
Theorem C. Assume that hypothesis (Loc) holds, and let P ∈ A(Q)⊗Q be as in Theorem A. Then L p (A/Q, s) vanishes to order at least 2 at s = 1, and there exists a non-zero rational number q ∈ Q * s.t.: Remark. As part of hypothesis (Loc), the complex special value L(A/Q, 1) = 0. Then the assertion ord s=1 L p (A/Q, s) ≥ 2 in the preceding statement follows by the Greenberg-Stevens exceptional zero formula. (As mentioned above, we will also give a new proof of the main result of [GS93] . See Theorem G below.)
Remark. In [Nek93, Section 7.14] and [Wer98] it is proved that h MTT A,Qp (P ) equals log p (q A ) · P, P Sch A,Qp for every P ∈ A(Q) ⊗ Q p , where −, − Sch A,Qp is Schneider's norm-adapted log cy -height, defined in [Sch82] . (Loc. cit. 'corrects' the formula for the Shcneider log cy -height displayed in [MTT86, Section 6, Definition] , in which an 'extra ord p (q A )' appears.) Then our formula is 'the one' predicted by Conjecture BSD(p)-exceptional case in Section 10 of [MTT86] , at least up to a rational factor.
Remark. In [PR87] Perrin-Riou has proved the analogue of our result for elliptic curves E /Q with good ordinary reduction at p. In her setting h MTT A,Q (P) is replaced by P, P cy E,Qp (with notations analogous to the ones used above), P ∈ E(Q) being a Heegner point coming from a (classical) modular parametrization of E /Q . Her method, which follows closely the one originally employed by Gross-Zagier [GZ86] in the 'classical case', is completely different from the one used in this note.
The reader should also compare the preceding theorem with the main result of [BD98] (predicted in [BD96] ), where the authors prove the analogue of our 'exceptional' p-adic Gross-Zagier formula for A/Q in the anticyclotomic setting, i.e. for a certain anticyclotomic p-adic L-function attached to A/K, where K is a quadratic imaginary field in which p is inert. Their method exploits the theory of p-adic uniformization of Shimura curves (and also plays an important role in [BD07] ).
The following is an immediate corollary of Theorem A and Theorem B.
Vp(A). Since Vp(A) is an ordinary representation −in particular satisfies Pančiškin condition with the terminology of loc. cit.− there is a canonical choice of such a splitting, which is the one considered here implicitly. More concretely: as explained in Section 2.2.2 of the main text, the Tate parametrisation induces an injection of G Qp -modules Φ Tate : Qp(1) ֒→ Vp(A), giving rise to an isomorphism of 'tangent spaces' Φ Tate * : D dR (Qp(1)) ∼ = D dR (Vp(A))/Fil 0 , and this provides the required splitting of the 'Hodge filtration'.
Corollary. Assume that hypothesis (Loc) holds. Then the following statements are equivalent: (i) L p (A/Q, s) has order of vanishing 2 at s = 1.
(ii) L(A/Q, s) has a simple zero at s = 1, and −, − MTT A,Qp is non-degenerate. Remark. As mentioned above, Schneider's conjecture (i.e. Problem in Section 3 of [Sch82] ) predicts that −, − MTT A,Qp is non-degenerate. Unfortunately, we are not able at present to prove it, even assuming that A(Q) has rank one. This thus remains a deep and central problem in the study of the arithmetic of elliptic curves.
1.3. A two-variable p-adic Gross-Zagier formula. As explained below, we will obtain Theorem 1.2 by specializing to the 'cyclotomic line k = 2' a two-variable Gross-Zagier formula for the Mazur-Kitagawa p-adic L-function of the Hida family of f . We now state precisely this result. Let f ∞ = ∞ n=1 a n (k) · q n ∈ A (U ) q be the Hida family containing f , and let L p (f ∞ , k, s) ∈ A (U × Z p ) be 'the' Mazur-Kitagawa (or Greenberg-Stevens) two-variable p-adic L-function of f ∞ . Referring to Section 2.4 for the precise definitions (and 'normalization'), we quote here that U is an open p-adic disc centered at 2, and A (V ) denotes the ring of Q p -valued locally analytic
To state our main result, we have also to introduce the (cyclotomic) p-adic height-weight pairing on H
. It is a canonical bilinear form:
where J ⊂ A (U × Z p ) is the ideal of locally analytic functions vanishing at (k, s) = (2, 1). Its definition, given in [Ven14] and recalled in Section 3.2 below, makes a systematic use of Nekovář's theory of Selmer complexes [Nek06] and Nekovář's ideas, exploiting the arithmetic properties of the 'big' Selmer complex of (the cyclotomic deformation of) Hida's Λ wt -adic representation attached to f ∞ . As above, we define the extended height-weight h cy-wt
by the formula: for every Selmer class
This extended height is indeed a lift of h MTT
A,Qp to J 2 /J 3 , meaning precisely that (cf. Theorem 3.2):
Here we write h cy-wt A,Qp (z, k, s) for the 'analytic function' of (k, s): h cy-wt A,Qp (z) ∈ J 2 /J 3 . Let us finally write sign(A/Q) = ±1 for the sign in the functional equation satisfied by L(f, s) = L(A/Q, s) at s = 1, which equals minus the eigenvalue of the Atkin-Lehner operator w N p acting on f [Shi71] . We can finally state our main result.
Theorem D. Assume that sign(A/Q) = −1, and that Hypothesis (Loc) holds. Then L p (f ∞ , k, s) ∈ J 2 , and there exists a non-zero rational number q ∈ Q * such that:
where the rational point P ∈ A(Q) ⊗ Q is the one appearing in Theorem A.
in the Theorem can be deduced by the results of Greenberg-Stevens [GS93] (in particular, by the functional equation satisfied by the Mazur-Kitagawa p-adic L-function 2.4.3). By the way, we will also prove below the formula (cf. Theorem G below):
Combined with Kato's recyprocity -expressing the first factor on the R.H.S. as L(A/Q, 1)/Ω A -this formula can be seen as a variant of the main result of [GS93] , and shows that L p (f ∞ , k, s) ∈ J 2 when L(A/Q, 1) = 0, e.g. when sign(A/Q) = −1. On the other hand our proof of (3) −which follows by Kato's work and the computation of the derivative of Ochiai's 'big' dual exponential− will use different techniques from the ones employed in [GS93] .
Even if not able at present to prove Schneider conjecture on the non-degeneracy of the cyclotomic height (in rank one), we can at least prove that h cy-wt A,Qp (P ) = 0 for a point of infinite order P ∈ A(Q), and prove the following: Theorem E. Assume that sign(A/Q) = −1, and that hypothesis (Loc) holds. Then the following statements are equivalent:
Remark. The statement "1 implies 2" in the preceding Theorem is indeed a consequence of the main result of [BD07] (assuming only L(A/Q, 1) = 0), which is largely used in this paper. Our contribution to the result above is then limited to the statement "2 implies 1".
Remark. The preceding Theorems are predicted by the p-adic Birch and Swinnerton-Dyer conjectures proposed in [Ven14] .
1.4. Derivatives of the improved p-adic L-function. As explained in [GS93] , and recalled in Sections 2.3 and 2.4 below, the restriction of L p (f ∞ , k, s) to the vertical line s = 1 admits a factorisation:
by the formulae: for every Selmer classes ξ, η ∈ H
(Concretely: let {·} ∈ J /J 2 denotes the class of · ∈ J modulo J 2 , so that there exist unique scalars α, β ∈ Q p such that ξ, η cy-wt
We then define ξ, η wt A,Qp := β.) With these notations, we have:
Theorem F. Assume that hypothesis (Loc) holds, and that sign(A/Q) = −1. Then L * p (f ∞ , 2) = 0, and
where the rational number q ∈ Q * and the rational point P ∈ A(Q) ⊗ Q are as in Theorem D.
1.5. Outline of the proofs and auxiliary statements. In this Section we explain 'our strategy', and we sketch the main steps entering in the proofs of the results stated above.
1.5.1.
Step I: Bertolini-Darmon exceptional zero formula. Remind the Mazur-
will play a prominent role in this paper, mainly due to the following beautiful formula, proved in [BD07] under an 'extraneous' technical assumption, subsequently removed in [Mok11] (where the author generalises the main results of [BD07] to certain elliptic curves defined over totally real fields).
Bertolini-Darmon exceptional zero formula. There exist a non-zero rational number q ∈ Q * , and a rational point P ∈ A(Q) ⊗ Q such that:
Moreover, P is non-zero if and only if L(A/Q, s) has a simple zero at s = 1.
Remark. We note that the preceding result (BD formula for short) has a non-trivial content only when sign(A/Q) = −1, since otherwise L p (f ∞ , k, k/2) vanishes identically on U (see Section 2.4.3), and accordingly P = 0 since L(A/Q, s) vanishes to even order at s = 1. Moreover, if sign(A/Q) = −1, then L(A/Q, 1) = 0, and the exceptional-zero phenomenon forces L p (f ∞ , k, k/2) to vanish to order at least 2 at k = 2. (This last assertion follows by Section 2.4.3, or alternatively by Theorem G below, together with Kato's reciprocity law.) 1.5.2.
Step II: BD formula as a p-adic Gross-Zagier formula. In order to understand BD formula in the framework of a p-adic Birch and Swinnerton-Dyer conjecture for the weight variable, (working on Nekovář's theory and ideas) we introduce in [Ven14] the p-adic height-weight pairing −, − cy-wt A,Qp on H 1 f (Q, V p (A)) mentioned above, whose construction will be sketched in Section 3.2. Among its main properties, we prove in loc. cit. (see Th. 3.2):
We have written here {·} := · mod J 2 ∈ J /J 2 , and −, − 
In other words, the second derivative at k = 2:
. This allows us to rewrite BD formula as:
, which is the p-adic Gross-Zagier formula for the weight variable mentioned in the title of this Section.
1.5.3.
Step III: lifting BD formula 'with the Beilinson-Kato class'. Even if it may seem a fancy way to reformulate BD formula, formula (5) is the crucial input for our strategy. In light of (5), we see that Theorem D is 'already proved', once one restricts to the central critical line s = k/2, i.e. once we restrict both sides of the equation displayed in Theorem D to the line s = k/2. In other words: Theorem D claims that we can lift formula (5) to the two-variable (k, s)-plane. Instead of trying to prove this directly, we will first prove the following analogue of Theorem D, but with the Beilinson-Kato class ζ B-K replacing the Heegner point P. Indeed our method will also give a new proof of the Greenberg-Stevens exceptional zero formula.
Then we have an equality in J 2 /J 3 :
Before going on with our sketch of the proofs, we give an idea of the proof of this result. The key ingredient comes from the work of Kato and Coleman-Ochiai-Perrin-Riou, which combined tell us that the Mazur-Kitagawa
Here T is (a branch of) Hida's universal p-ordinary deformation of the p-adic Tate module of A/Q (see Sections 2.2, 4.4 and 4.5 for detailed definitions and statements.) We have a specialisation map
). In Section 6 we will compute the derivative L p (X, k, s) mod J 2 ∈ J /J 2 in terms of certain algebraic derivatives of X. This will suffice, taking X = Z Be-Ka ∞ , to prove part 1 of Theorem G, and in particular that L p (X, k, s) ∈ J 2 if and only if x ∈ H 1 f (Q, V p (A)) is a Selmer class. Assuming that x is indeed a Selmer class, we will prove in Section 5.3 a Rubin's style formula, expressing also the extended height h cy-wt A,Qp (x) in terms of the algebraic derivatives of the cohomology class X. Comparing the resulting formula with the computations of Section 6, we will deduce in Section 7 an 'abstract' p-adic Gross-Zagier formula for L p (X, k, s), and part 2 of Theorem G will result by taking X = Z Be-Ka ∞ .
Remark. Our proof of Theorem G is much in the spirit of the methods used in the paper [Rub92] by Rubin (see also [BDP12] ), with Kato's Euler system playing here the role of the Euler system of elliptic units in Rubin's paper. More precisely: let E/Q be an elliptic curve with complex multiplication by an imaginary quadratic field K, having good ordinary reduction at a prime p > 2. In [Rub92] , the author relates the value of the Katz (two-variable) p-adic L-function of K, at a certain point 'outside the domain of interpolation', to the formal group logarithm of a Selmer class x p ∈ H 1 f (Q, V p (E)), arising from the Euler system of elliptic units. At the heart of the proof of this result (cf. [BDP12] ) lie a formula, relating the cyclotomic p-adic height of x p to a certain derivative of Katz p-adic L-function. In analogy with the argument sketched above, the fact that the Katz p-adic L-function can be described as an 'arithmetic L-function' obtained form elliptic units, is the key ingredient in the proof of this formula.
Remark. More close to the setting of this paper, in [Rub94] and [PR93] , the authors (independently) work on the methods of Rubin's paper [Rub92] to derive formulae relating the cyclotomic height of the Beilinson-Kato element in H 1 f (Q, V p (E)) to the derivatives of certain arithmetic p-adic L-functions attached to Kato's Euler system, for an elliptic curve E/Q with good (ordinary) reduction at p. By specialising the formula displayed in part 2 of Theorem G to the cyclotomic line k = 2 in the (k, s)-plane, we then obtain an analogue of these results in the exceptional zero situation. We note that in our setting, the exceptional zero phenomenon forces the relevant 'big' dual exponentials to take values in certain "augmentation ideals", which reflects on the fact that Ochiai's map L p (·, k, s) mentioned above takes values in J . In order to obtain p-adic Gross-Zagier formulae for arithmetic p-adic L-functions, we have then to compute (cf. Section 6) the 'derivatives' of these 'big' dual exponentials. This aspect has no counterpart in the works [Rub94] and [PR93] .
1.5.4.
Step IV: conclusion of the proofs.
) by Kato's reciprocity. By restricting the formula displayed in part 2 of Theorem G to the central critical line s = k/2, and using the discussion in Step II (formula (4) specifically), we deduce:
which combined with BD formula from Step I gives the identity
where · = denotes equality up to multiplication by a non-zero rational number. This is 'almost' Theorem A, and indeed we will deduce Theorem A from this formula, by showing that we can cancel out from it the term log A res p ζ B-K (i.e. we will show that P = 0 if and only if res p (ζ B-K ) = 0). As mentioned above, Theorem B follows from Theorem A, Kato's reciprocity law, and Kolyvagin's method applied to Kato's Euler system.
Having now Theorem A at our disposal, the proofs of the other statements proceed as follows: assume first that P = 0. By the work of Gross-Zagier-Kolyvagin [GZ86] , [Kol90] , we then know that A(Q)
and that this is a 1-dimensional Q p -vector space generated by P. In particular, we have ζ
A,Qp (ξ) for every scalar c ∈ Q p and every ξ ∈ H 1 f (Q, V p (A)), combining Theorem A and part 2 of Theorem G we (deduce that λ ∈ Q * p , and we) obtain:
(where · = means again equality up to multiplication by a non-zero rational number). This proves Theorem D (under the assumption P = 0, which implies in particular sign(A/Q) = −1 and that hypothesis (Loc) holds). Continuing with the assumption P = 0, Theorem C follows by restricting the formula of Theorem D to the cyclotomic line k = 2, using the property (Spe) in Step II and the formula
Similarly, Theorem F is obtained restricting Theorem D to the vertical line s = 1.
Without assuming P = 0, we will be able to conclude the proofs of Theorems C-F by appealing to some Iwasawa theory for A/Q ∞ , and to the functional equation satisfied by L p (f ∞ , k, s). This part of our argument will be the responsible for the appearance of the 'extraneous assumptions' (e.g. (Loc)) in the statements above.
1.5.5. On the rational number q. Let P ∈ A(Q) ⊗ Q and q ∈ Q * be as in BD formula. We also assume for simplicity in this Section that the hypotheses of [BD07, Theorem 1] are satisfied −namely, there exists at least one rational prime l which exactly divides N , where we recall that M = N p is the conductor of A/Q− referring the interested reader to [Mok11] for the general case.
As explained in [BD07] , the definitions of P and q rest on the choice of an auxiliary imaginary quadratic field K/Q in which p is inert, and such that L(A/Q, ǫ K , 1) = 0, where
is the Hecke L-series of f twisted by the quadratic character ǫ K of K. Then P := Trace K/Q (P K ) is defined as the trace over Q of a Heegner point P K ∈ A(K) ⊗ Q coming from a suitable Shimura curve parametrisation X → A, and the scalar q satisfies:
Here D K is the absolute value of the discriminant of K and Ω
, the latter being the Petersson scalar product on S 2 (Γ 0 (N p)). The constant η(2) ∈ Q * , which is the 'less explicit' part in the definition of q, is a suitable Petersson norm φ, φ , where φ is the Jacquet-Langlands lift of f to an eigenform on the Shimura curve X (cf. Sections 2.2 and 2.3 of [BD07] ). We note that both P and q depend on the choice of the quadratic field K/Q, while the product q · log 2 A (P) does not. It is immediately verified retracing the steps outlined above (or better looking at the proofs that will be given in Section 8) that the rational number 'q' appearing in the statement of Theorem C (resp., Theorem D, Theorem F) equals 4q (resp., 2q, 2q). Moreover, the scalar ℓ ∈ Q * appearing in the statement of Theorem A satisfies:
1.6. Concluding remarks.
1. (Weight-two p-exceptional newforms) Even if we worked for simplicity with elliptic curves in this paper, there would be no serious difficulty in extending all the results stated above to the case of a weight-two
which is exceptional at p, i.e. such that a p (g) = +1, but with not necessarily rational Fourier coefficients. (See in particular Remark 5 in the Introduction to [BD07] , and [Ven14] , where the relevant results are proved in this generality.) 2. (Non-split, ordinary case) Starting with an elliptic curve E/Q with good ordinary, or non-split multiplicative reduction at a prime p > 3, the methods exploited in this paper can be used to prove an analogue of part 2 of Theorem G in this setting, thus providing (in particular) a lifting of the main result of [Rub94] in two variables. In this setting, and assuming that L(E/Q, 1) = 0: we can compute the (cyclotomic) height-weight of the Bilinson-Kato class ζ Indeed, the proof of such a formula is much more simple than the proof of its analogue (Theorem G) in the exceptional case: first of all, it involves the height of a Selmer class instead of its extended height (which is the determinant of a two-by-two matrix). Moreover, there is no derivative of Ochiai's 'big' dual exponential to be computed, and the method of proof needs only the existence of Ochiai's map. (In other words: there is no analogue of the main result of Section 6 below to be proved.) 3. (On the two-variable BSD conjecture in the good ordinary case) With the notations of 2, assume that E/Q has good ordinary reduction at p. In this case, a proof of Perrin-Riou conjecture has been announced by Bertolini-Darmon [BD13] . Together with the formula mentioned in 2, this will allow us to prove instances of the rank-one case of the two-variable p-adic Birch and Swinnerton-Dyer conjecture for E/Q (proposed in [Ven14] ). In other words, this will allow us to prove an analogue of Theorem D in this setting, thus 'lifting' the main result of [PR87] to the two-variable '(k, s)-plane'. 4. (Toward higher weights) It would be interesting to extend the methods of this paper to prove an analogue of Theorem B for newforms of higher weight, in the presence of an exceptional zero. The following few lines merely collect 'some vague considerations' on this.
new be a newform of (even) weight r > 2 and level Γ 0 (N p), with p ∤ N . In this case, the exceptional-zero condition is:
2 . Note that such a g is not ordinary at p, so that we loose in this case much of the constructions used in this paper. Nevertheless: on the analytic side of the matter, we can appeal to results of Seveso. In [Sev12] , [Sev14] the author attaches to f a Mazur-Kitagawa two-variable p-adic L-function L p (f, k, s), which has an exceptional zero at (k, s) = (r, r/2). Moreover he extends the main result of [BD07] to this setting, relating the second derivative of L p (f, k, k/2) at k = r to the (square of the logarithm of) the image (in the Selmer gorup of g) of a certain Heegner cycle under the p-adic Abel-Jacobi map, playing here the role of the Heegner point P in Bertolini-Darmon formula. (See also [GSS14] and [RS12] for related results.) This provides the right extension of the 'analytic side' of the matter.
On the algebraic side, the theory is much more 'fragmentary'. First: (at the best of our knowledge) we lack at present a generalisation of Ochiai's 'big' dual exponential for Coleman families (generalising Hida families), even if work in progress by Nuccio-Ochiai is precisely aimed at providing such a generalisation. Via such a map, we expect to be able to relate L p (f, k, s) to Kato's work.
Finally: Nekovář's theory is developed in [Nek06] essentially for 'ordinary representations', and consequently so are the constructions of [Ven14] (which rely crucially on [Nek06] ). On the other hand, recent work of Pottharst [Pot13] provides an extension of Nekovář's formalism to the 'finite-slope' situation considered here, and the formalism of abstract height pairings presented in [Ven14] 
, where k ψ ≥ 2 is an integer and χ ψ : Γ wt → Q p is a finite order character. Let f ∈ S 2 (Γ 0 (N p), Z) be the weight-two newform attached to A/Q by the modularity theorem of Wiles, Taylor-Wiles et alii. The fundamental work of Hida [Hid86b] , [Hid86a] attaches to f an R-adic cuspidal eigenform of tame level N :
'passing through' f . Here R = R f is a normal (i.e. integrally-closed) local Noetherian domain, finite and flat over Λ wt , and f is a formal power series with coefficient in R, satisfying the following properties. For every arithmetic point ψ ∈ X arith (R) of weight k ψ ≥ 2 and character χ ψ , the ψ-specailisation of f :
is the q-expansion of a normalised Hecke eigenform of level Γ 0 (N p r ψ ), weight k ψ , and character χ ψ · ω 2−k ψ . The integer r ψ is defined by: r ψ := max{1, c ψ }, where c ψ is the greatest non-negative integer such that (Γ wt ) p c ψ is contained in the kernel of χ ψ (in particular p|N p r ψ ). Moreover, f ψ is a p-stabilized ordinary newform of tame level N , meaning that N divides the conductor of f ψ , and the p-th Fourier coefficient a p (f ψ ) = ψ(a p ) of f ψ is a unit in the integral closure of Z p inside Q p (under our fixed embedding i p : Q ֒→ Q p ). Finally, there exists an arithmetic prime ψ f ∈ X arith (R) of weight 2 and trivial character, such that:
We describe briefly how the Λ wt -algerba R is defined. For every r ≥ 1, let S r := S 2 (Γ 1 (N p r ), Z) be the space of cusp-forms of weight 2, level Γ 1 (N p r ), and integral Fourier coefficients (at the cusp ∞), and let h r ⊂ End(S r ) be the Z-algebra generated by the Hecke operators T ℓ , for every rational prime ℓ, and the diamond operators d , for every d ∈ (Z/N p r Z) * . Write h r := h r ⊗ Z Z p ; this is a finite, flat Z p -algebra, and by Hensel's Lemma it decomposes as a finite product h r = q h r,q of localisations at its maximal ideals. Define the ordinary part h ord r := Tp ∈q h r,q of h r as the product of those local components corresponding to maximal ideals which do not contain the p-th Hecke operator T p (frequently denoted U p in the literature). Hida's universal p-ordinary Hecke algebra of tame level N (denoted h o (N, Z p ) in [Hid86b] , [Hid86a] ) is then defined as the projective limit:
the transition maps being induced by S r+1 ⊂ S r . We write again T ℓ for the inverse limit of the ℓ-th Hecke operators in h odd r , for every rational prime ℓ. The morphisms
induced by diamond operators gives on the limit a morphism
has a natural structure of Λ wt -algebra, and a fundamental result of Hida indeed shows that it is a finite, flat Λ wt -algebra. Using Hensel's Lemma again, h ord ∞ = m h ord ∞,m decomposes as a finite product of localizations at its maximal ideals. Since a p (A) = ±1, the form f induces an (Z p -valued) arithmetic point ψ f ∈ X arith h ord ∞ of weight 2 and trivial character, determined by ψ f Z * p,N = 1 and ψ f (T n ) := a n (A) = a n (f ) for every positive integer n, where T n ∈ h of h ord ∞,m at the kernel of ψ f is a discrete valuation ring. In particular, there exists a unique minimal prime P min of R ′′ such that ψ f factorizes throughout the local domain R ′ := R ′′ /P min . We define R to be the integral closure of Λ wt inside the fraction field of R ′ . Then the 'n-th Fourier coefficient' a n ∈ R of f is defined as the image in R of the n-th Hecke operator T n ∈ h ord ∞,m . In particular: a p ∈ R * is a unit, as T p is a unit by construction. We will write again:
As shown in [Hid86a, Corollary 1.4] (see also [NP00, Proposition 1.4.6]), restriction of morphisms induces a natural identification X arith (R) = X arith (R ′ ), and for every ψ ∈ X arith (R), with kernel P ψ ∈ Spec(R), we have an equality of localisations:
In other words: R P ψ is a discrete valuation ring, unramified over the localisation of Λ wt at the kernel of the arithmetic point ψ| Λ wt ∈ X arith (Λ wt ). In particular: fix a topological generator γ wt ∈ Γ wt , let ̟ wt = γ wt − 1 ∈ Λ wt , and write p = p f := ker(ψ f ) ∈ Spec(R). Then:
i.e. ̟ wt is a prime element of R p . We call f the Hida family attached to f (or A/Q).
Big Galois representations.
Let Q N p ⊂ Q be the maximal algebraic extension of Q which is unramified outside pN ∞, and let G := Gal(Q N p /Q). For every integer r ≥ 1, let X r := X 1 (N p r ) /Q be the complete modular curve over Q of level Γ 1 (N p r ) (as defined, e.g. in [Roh97] , [DI95] ), and let J r /Q := Pic 0 (X r ) be the Jacobian of X r . Since J r has good reduction at every prime ℓ ∤ N p, the natural action of G Q on the p-divisible group J r (Q) p ∞ factorizes through an action of G. The Hecke algebra h r acts on J r by algebraic correspondences, so h r = h r ⊗ Z Z p acts on J r (Q) p ∞ , and this action commutes with that of G. Then J r (Q)
ord has a natural structure of h ord is indeed a free Λ wt -module of finite rank, and for every r ≥ 1 we have a short exact sequence of h
where
is the p-adic Tate module of J r , and Ta p (J r ) ord := Ta p (J r ) ⊗ hr h ord r . Define Hida's universal p-ordinary R-adic representation as:
Under our assumptions, Mazur-Tilouine [MT90] proved that T is a free R-module of rank 2, and that for every rational prime ℓ ∤ N p:
where Frob ℓ ∈ G is an arithmetic Frobenius at ℓ, and · : Γ wt → R is defined in (6). This is indeed a manifestation of the Eichler-Shimura congruence relation [Roh97] , [DI95] .
To be precise: Hida proved that T ⊗ R Frac(R) has dimension 2 over Frac(R). Write ρ f : G −→ GL 2 Frac(R) for the corresponding representation. The (semi-simplification of the) mod p representation ρ A,p : G → GL 2 (F p ) attached to the p-torsion subgroup of A(Q) is a residual representation for ρ f . Our running assumption, namely that ρ A,p is (absolutely) irreducible, then implies that ρ f admits an absolutely irreducible residual representation
p is the mod p cyclotomic character. As p > 2, this implies that ρ f is p-distinguished. We can then apply Théorème 7 of [MT90] to conclude that T f satisfies the properties stated above. (As explained to the author by Prof. J. Nekovář, together with the irreducibility of ρ f , the hypothesis ρ f is p-distinguished is needed in [MT90, 
where T ± is a free R-module of rank 1, and T − is unramified. The fact that T ± ∼ = R as R-modules follows again by the fact that T admits an absolutely irreducible, p-distinguished residual representation [NP00, Proposition 1.5.4]. Moreover: write κ cy : G Qp ։ 1 + pZ p for the composition of the p-adic cyclotomic character χ cy with projection to principal units, and write a p : G Qp ։ G 
Indeed: let A opt /Q be Stevens's optimal quotient of J 1 = Pic 0 (X 1 (N p)) in the isogeny class of A/Q (see, e.g. [GV00, Section 3]). Then there exists a Q-rational isogeny φ : A → A opt , and a finite, Q-rational morphism
We then obtain a surjective morphism of
Moreover, by (the Eichler-Shimura) construction, this is a morphism of h 1 -modules, once we let the Hecke algebra h 1 acts on Ta p (A) via the morphism of Z p -algebras h 1 ։ Z p sending the Hecke operator T n to a n (A) = ψ f (a n ) (for n ∈ N) and the diamond operator d to 1 (for d ∈ (Z/N pZ) * ). Taking the ordinary parts, this factorizes through a morphism of h
, which finally factorizes through a surjective morphism π f : T ψ f ։ Ta p (A). Since we know that T is free of rank 2 over R, we deduce that π f is indeed an isomorphism of
be the p-adic Tate uniformization fixed in the introduction (1), which is an isomorphism of G Qp -modules. Since the Tate period q A ∈ pZ p has positive p-adic valuation, this induces for every integer n ≥ 1 short exact sequences of
under the map induced by our fixed embedding i p , and taking the limit for n → ∞, we deduce a short exact sequence of Z p [G Qp ]-modules:
(The projection π qA is precisely the one described in the introduction.) We will also write Ta p (A)
By the results recalled in the preceding section, we have isomorphism of Z p [G Qp ]-modules:
We can, and will, 'normalise' π ± f in such a way that the isomorphism π f (12) is compatible with π ± f , i.e. in such a way that
where we write again i + and p − for the ψ f -base change of the corresponding morphisms in (10). In other words, the isomorphism (12) extends to an isomorphism between the ψ f -base change of the exact sequence of R[G Qp ]-modules (10) and the exact sequence of Z p [G Qp ]-modules (13). (Indeed, since T ± is a free R-modules of rank 1, we can identify T = T + ⊕ T − and Ta p (A) = Z p (1) ⊕ Z p as R-modules and Z p -modules respectively. The existence of π ± f as above then follows by choosing an R-basis {e + , e − } of T such that ψ f (e + ) = e + ∈ Z(1) and ψ f (e − ) = e − ∈ Z p , for any given Z p -basis {e + , e − } of Ta p (A).)
More generally: let ψ ∈ X arith (R) be an arithmetic point. As we will explain more precisely in Section 4 below, the Eichler-Shimura congruence relation, through its manifestation (9), together with the Chebotarev density Theorem imply that the ψ-specialisation T ψ := T⊗ R,ψ ψ(R) is a Galois stable lattice in the (contragradient of the) Deligne p-adic representation of the eigenform f ψ .
2.2.3. Cyclotomic deformations. For every integer n, write Q n /Q for the (unique) cyclic sub-extension of Q(µ p n+1 )/Q of degree p n , and let
Define the cyclotomic deformation of T:
, and we consider the trivial G-action on R ∞ and the diagonal G-action on
In a similar way we define
Mod, where χ Q∞,p is the restriction of χ Q∞ to the decomposition group G Qp ֒→ G Q (fixed by i p ). T ∞ (resp., T ± ∞ ) is a free R ∞ -module of rank 2 (resp., rank 1), and (10) induces a short exact sequence of R ∞ [G Qp ]-modules:
where we write again i + and p − for i + ⊗ R ∞ and p − ⊗ R ∞ respectively. Write ψ f : R ∞ ։ Z p for the morphism of Z p -algebras defined as the composition of the arithmetic point ψ f : R ։ Z p with the augmentation map ε : R ∞ ։ R, i.e. the morphism of R-algebras sending Γ cy to 1.
The kernel P := ker(ψ f ) then equals the ideal (I cy , p) generated by the augmentation ideal I cy = ker(ε) and p = ker(ψ f ). Let us fix from now on a topological generator γ cy ∈ Γ cy , and let ̟ cy := γ cy − 1 ∈ Λ cy ⊂ R ∞ . Then the augmentation ideal I cy = (̟ cy ) is the principal ideal generated by ̟ cy . Let R := (R ∞ ) P be the localisation of R ∞ at P, and write P = P · R for the maximal ideal of R. Then R is an R p -module, and since p · R p = (̟ wt ) (7), we deduce:
i.e. P is generated by the R-regular sequence (̟ wt , ̟ cy ). Define:
The localisation of (14) gives a short exact sequence of
Since the composition of χ Q∞ (resp., χ Q∞,p ) with ε is the trivial character on G (resp, G Qp ), we deduce canonical isomorphisms:
and similar isomorphisms of 
which are 'compatible' with respect to the inclusions Φ Tate and i + and the projections π qA and p − . Here we write again ψ f : R ։ Q p for the localisation of ψ f : R ∞ ։ Z p at P, and
cy := (Λ cy ) I cy be the localization of Λ cy at the augmentations ideal I cy = ker(ε) = (̟ cy ), where we write again ε : Λ cy ։ Z p for the augmentation map. Write I cy := I cy · L cy = (̟ cy ) for the maximal ideal of the discrete valuation ring L cy . Then R is an L cy -module, and the arithmetic point ψ f ∈ X arith (R) induces a surjective morphism of L cy -algebras (denoted again ψ f ) ψ f : R ։ L cy , with kernel generated by ̟ wt . Define the cyclotomic deformations of Ta p (A) and V p (A) respectively:
and the G Qp -modules: Ta p (A)
The morphisms π ± f induce similar isomorphisms on the ±-parts, which are 'compatible' under the injections
Finally, as in (16) we have canonical isomorphisms:
and similar 'compatible' isomorphisms of G Qp -modules for the corresponding ±-parts. (As above we write
(We assumed p = 2, so that Γ wt := 1 + pZ p is uniquely 2-divisible by, e.g. Hensel's Lemma, and √ · : Γ wt → Γ wt has a meaning.) We write again Θ : Γ cy → R * for the character through which Θ factorizes. Since every element of Γ wt is congruent to 1 modulo the maximal ideal (p, ̟ wt ) of Λ wt , the character Θ induces surjective morphisms of R-algebras and R p -algebras respectively:
p (sometimes denoted again Θ) is the 'restriction' of Θ to G Qp under the decomposition group G Qp ֒→ G Q ։ G determined by our fixed embedding i p , and we write M ⊗ R Θ −1 (resp.,
The representation T := T p ⊗ R Θ −1 will play a key role below. Even if not needed explicitly in this paper, the crucial property of T is that it is self dual with respect to Kummer duality, i.e. T ∼ = Hom Rp (T, R p (1)). We refer the reader to Sections 1.6 and 3.2.3 of [NP00] , and to Section 12.7 of [Nek06] for more details on this.
2.3. p-adic L-functions. By the discussion in Section 2.2, our assumption on the irreducibility of the F p [G Q ]-module A(Q) p implies that T admits an irreducible and p-distinguished residual representation. Under this assumption, Section 3.4 of [EPW06] (working on ideas of Mazur-Kitagawa [Kit94] and Greenberg-Stevens
is an element of R ∞ , well defined up to multiplication by a unit in R * .) More precisely, L MK p (f ) satisfies the following interpolation property. Given an arithmetic point ψ ∈ X arith (R),
cy , and write again ψ : R ∞ ։ O ψ,∞ for the unique morphism of Λ cy -algebras which equals ψ on R. Fix also a 'canonical' Shimura period Ω ψ ∈ C * for f ψ (see [EPW06, Sec. 3 .1]). Then, for every arithmetic point ψ ∈ X arith (R), there exists a scalar λ ψ ∈ O * ψ such that:
, and) normalised with respect to Ω ψ (see also [GS93, Section 4]).
The 'power series'
is characterised by the following interpolation property. For every Dirichlet character χ of conductor c χ , and every integer 0
where τ (χ) denotes the Gauss sum of χ and
. Then: for every finite order character η : Γ cy → Q * p of conductor p m (m ≥ 0) and every integer 1 < s 0 < weight(ψ):
where ω is the Teichmüller character. (Here we consider a finite order character on Γ cy factorizing through
is determined by this interpolation property. From now on we write simply
As follows by the results in [GV00, Sec. 3] (again using our assumption) we can choose
Here we insist to make this choice for Ω f , and to normalize L
is a well-defined element of R ∞ up to multiplication by a unit α ∈ R * s.t. ψ f (α) = 1. Unless otherwise specified, we will fix in what follows one L MK p (f ), i.e. we will consider it simply as an element of R ∞ . 2.3.1. The improved p-adic L-function. Let ε : R ∞ ։ R be the augmentation map. As explained in [EPW06, Remark 3.4.5] (generalising a result of [GS93] ) we have a factorization:
for an element L * p (f ) ∈ R (well defined up to multiplication by units in R * ), which is called (after [GS93] ) the improved p-adic L-function of the Hida family f .
Exceptional zeros.
The 'Euler factor' (or better p-adic multiplicer):
appearing in the interpolation formula (22) is the responsible of the phenomenon of exceptional zeros according to Mazut-Tate-Teitelbaum [MTT86] mentioned in the introduction. Indeed, since the p-th Hecke eigenvalue [MTT86] reads in our case: for every arithmetic point ψ ∈ X arith (R) and every continuous character χ :
cy is the projection of N p = cond(A/Q) to principal units and
Here the sign w(f ) = ±1, which is independent on the arithmetic point ψ ∈ X arith (R), is the sign of the Hida family f . It equals minus the eigenvalue of the Atkin-Lehner operator w N p acting on f = f ψ f . In other words [Shi71] , writing sign(A/Q) = sign(f ψ f ) to be the sign in the functional equation satisfied by the Hasse-Weil complex L-series L(A/Q, s) = L(f ψ f , s) at s = 1, we have:
The fact that the global sign, i.e. that of L(A/Q, s), is opposite the sign
, is also peculiar to the the exceptional zero situation we are considering in this paper [MTT86] .
2.4. The analytic Mellin transform. As explained in [GS93, Section 2.6], we can interpret the results of the preceding sections in an 'analytic fashion' via the so called analytic Mellin (or Mellin-Mazur) transform.
Let
] be the ring of formal power series in k − 2, converging for k in some p-adic neighborhood of 2. The ring A is endowed with a structure of Λ wt -algebra, defined as follows: let ℘ → f ℘ (X) be the (non-canonical) isomorphism Λ wt ∼ = Z p X determined by f γwt (X) = X + 1. We associate to ℘ ∈ Λ wt the analytic function on Z p given by k → f ℘ (γ k−2 wt − 1). Since A is Henselian, and since the augmentation ideal (̟ wt ) = (γ wt − 1) ⊂ Λ wt is unramified in R p (cf. (7)), there exists a unique morphism of Λ wt -algebras, the Mellin transform centred at ψ f :
for every r ∈ R. As R is finite over Λ wt , there exists a p-adic neighborhood 2 ∈ U such that the image of M f is contained in in the ring A (U ) of p-adic (locally) analytic functions on U (i.e. the subring of Q p k − 2 consisting of power series converging for every k ∈ U ). Define, for every positive integer n, a n (k) := M f (a n ) ∈ A (U ), and the formal q-expansion
e. the analytic Mellin transofrm of the Hida family f = ∞ n=1 a n · q n ∈ R q ). For every integer k ∈ U ∩ Z ≥2 , the weight k 0 -specialization f k := n≥1 a n (k) · q n is the q-expansion of a normalized eigenform on Γ 1 (N p) and f 2 = f . Indeed, for any such k, the morphism of Z p -algebras
(where ev k denotes evaluation at k) is an arithmetic point of weight k and trivial character. With the notations introduced in Section 2.1, we have ψ 2 = ψ f , and
Moreover, there exists a unique morphism of Z p -algebras
such that M f,1 (r) = M f (r) for every r ∈ R, and such that M f,1 (σ) = M 1 (σ) for every σ ∈ Γ cy . We call M f,1 the Mellin transform centred at ψ f and s = 1, or more simply at (k, s) = (2, 1). We can further extend M f,1 to a morphism (denoted by the same symbol)
where M reg = M reg 2,1 is the subring of Frac(A (U, Z p )) (i.e. the ring of meromorphic functions on U × Z p ) consisting of those meromorphic function f (k, s) satisfying the following property: there exists an open (nonempty) neighbourhood (2, 1)
Indeed we defined R as the localisation of R ∞ at the prime ideal ker(ψ f ) = P = (p, I cy ) generated by ker(ψ) = p and I cy = (̟ cy ). As
for the ideal of analytic functions vanishing at (k, s) = (2, 1), the exceptional zero phenomenon (i.e. equation (24)) implies:
In the introduction we denoted
The restriction to the central critical line. The interpolation property satisfied by
where we have written λ k := λ ψ k and Ω k := Ω ψ k . We note that the set of classical points U cl is dense in U , so that these formulae characterise the analytic function L p (f ∞ , k, k/2) ∈ A (U ). In particular, comparing them with the ones in [BD07, Theorem 1.12], we deduce that L p (f ∞ , k, k/2) agrees with the function denoted by the same symbol in loc. cit. (These analytic L-functions are defined up to multiplication by a nowhere-vanishing analytic function α(k) ∈ A (U ) such that α(2) = 1, so 'equality' really means equality up to such an α(k).) 2.4.3. Functional equation. With the notations introduced in Section 2.3.3: for every integer k ∈ U ∩ Z ≥2 , write
k/2−1 . In other words
. Taking ψ = ψ k and χ = χ s−1 cy (for s ∈ Z p ) in the functional equation (25), and noting that
for every s ∈ Z p and every k ∈ U ∩ Z ≥2 , and then for every (k, s) ∈ U × Z p by continuity. In other words, writing
, and using equation (26), we deduce the functional equation:
is not identically zero when sign(A/Q) = −1, and that the restriction of L p (f ∞ , k, s)/(s − k/2) to the central critical line s = k/2 in not identically zero when sign(A/Q) = +1. In other words: we expect that ord s=k/2 L p (f k , s) ≤ 1 is the minimal one forced by the functional equation, for all but finitely many classical weights k ∈ U cl . At the best of our knowledge, the only non-trivial case of Greenebrg conjecture proved so far comes from Bertolini-Darmon exceptional zero formula, implying that Greenberg's conjecture is true when L(A/Q, s) has a simple zero at s = 1.
2.4.4. The 'analytic' improved L-function. Define:
, we obtain by the definitions a factorisation:
The canonical height-weight pairing
In this Section we recall the construction and basic properties of the height-weight pairing −, − cy-wt A,Qp from [Ven14] . As explained in loc. cit., its construction relies on Nekovář's theory of Selmer complexes [Nek06] , and makes a systematic use of Nekovář's results and ideas (cf. [Nek06, Section 11]).
Given a ring S, we write D(S) := D S Mod for the derived category of complexes of S-modules, and D b (S) (resp., D b ft (S)) for the subcategory of cohomologically bounded complexes (resp., with cohomology of finite type). 3.1. Nekovář's Selmer complexes [Nek06] . The representation T ∈ ad R [G] Mod is admissible in the sense of [Nek06, Section 3]. Let X = T, T + (resp., X = V p (A), V p (A) + ), let R X := R (resp., R X := Q p ), and let G = G, G Q ℓ , for ℓ a rational prime. For G acting of X we write RΓ cont (G, X) ∈ D b ft (R X ) for the image in the derived category of the complex of (inhomogeneous, continuous) cochains C X) ). When G = G Q ℓ we will also use the notations C
• cont (Q ℓ , X), RΓ cont (Q ℓ , X) and H q (Q ℓ , X) for the corresponding objects. Write res ℓ :
induced by the Tate parametrization.) We use the same symbols to denote the morphisms induced on cohomology (or the morphisms of the underline complexes C
• cont ). It is not difficult to shows that RΓ cont (Q ℓ , X) ∼ = 0 for every prime ℓ = p. Define the Nekovář Selmer complex and Nekovář extended Selmer groups:
attached to X /Q as the image in the derived category of the complex of R X -modules:
and its cohomology respectively.
(Here we use the fact, mentioned above, that RΓ cont (Q ℓ , X) ∼ = 0 for every ℓ = p.) Taking cohomology, we obtain a long exact cohomology sequence of R X -modules:
3.1.1. Relation with the Bloch-Kato Selmer group. As proved in [Nek06, Proposition 12.5.9.2] we can extract from the long exact cohomology sequence above a short exact sequence:
is indeed due to Greenberg [Gre97] .) Moreover this exact sequence admits a natural splitting σ
is the unique section of the natural projection
p ⊗Q p under the isomorphism provided by Kummer theory. We can deduce this by the discussion in loc. cit. thanks to the proof of Manin conjecture: log p (q A ) = 0, given in [BSDGP96] . We then obtain a canonical decomposition
, which we will tacitly consider an equality from now on. We will also consider the 1-dimensional Q p -vector space generated by the Tate period q A as a submodule of H 1 f (Q, V p (A)), by mapping q A into the canonical generator of Q p = H 0 (Q p , V p (A) − ) (this 'convention' is justified by the arguments in [Ven14] ). In other words, we identify from now on:
where the period q A is identified with the image of 1 ∈ H 0 (Q p , Q p ) under the morphism ℘ 0 appearing in (32). 3.1.2. Derived Control Theorem. As expained in [Ven14] (see also [Nek06, Section 8.10]), the isomorphisms (17) induce an isomorphism in D b ft (R) (which we refer to as the (derived) control theorem):
denotes the left derived functor of the of the tensor product functor −⊗ R Q p , in which we consider Q p as an R-module via the morphism ψ f . (In the statement above we similarly consider
It is a perfect, G Q -equivariant, skew-symmetric Q p -bilinear form. There are two 'common' ways to normalise W (which results in taking ± the Weil pairing defined, e.g. in [Sil94] ). In order to avoid any ambiguity in the definitions of the next Sections, we normalise W in 'accordance' with our choice (1) of the Tate parametrisation Φ Tate , by imposing (cf. [Tat95] ):
for every x ∈ Q p (1) and every y ∈ V p (A) 3 . (Here we identify as usual
3.1.4. Nekovář's generalized Poitou-Tate duality. Nekovář's vast generalization of Poitou-Tate duality for Selmer complexes, attaches to W a perfect, global cup-product pairing [Nek06, Section 6]:
where H * c,cont (Q, −) denotes compactly supported (continuous) cohomology [Nek06, section 5], and the last 'trace isomorphism' comes from global classfield theory. We refer the reader to loc. cit. for more datails (see also [Ven14] for the special case we are considering).
3.2. The pairing. As in the introduction, write J ⊂ A (U × Z p ) for the ideal of p-adic locally analytic functions vanishing at (k, s) = (2, 1). Inspired by Nekovář's ideas (see in particular Section 11 of [Nek06] ), in [Ven14] we define the canonical (cyclotomic) height-weight pairing:
by using the following recipe (see [Ven14] for more details). Let us consider the distinguished triangle in D b (R):
The control Theorem (34) induces natural isomorphisms in
which we call the derived Bockstein map. This induces in cohomology a morphism of Q p -modules:
called the Bockstein map. The pairing −, −
cy-wt
A,Qp is then defined as the composition of:
with the morphism of Q p -vector spaces
where M f,1 : R → M reg is the analytic Mellin transform centred at ψ f and s = 1 (defined in Section 2.4), which induces a Q p -linear morphism P/P 2 → J /J 2 , denoted by the same symbol.
Remark 3.1. It can be easily shown [Ven14] that −, − cy-wt A,Qp −which depends a priori on the choice of the isomorphism π f made in (12), which ultimately gives rise to the isomorphism c f in (34)− is indeed canonical, i.e. it does not depend on any choice. We have an equality of (symmetric) Q p -bilinear forms:
2. ('Explicit exceptional-zero formulae') For every global cohomology class
Proof. This is proved in [Ven14] . (Regarding Part 1: as explained in loc. cit., the hard part of the proof consists of the 'comparison results' proved in Section 11.4 of [Nek06] , giving a precise relation between the extended heights attached in [Nek06, Section 11] to an ordinary p-adic representation with the canonical p-adic heights defined in [Nek93] . Granting these results, Part 1 then follows by the functorial properties of the 'abstract Bockstein maps' defined in [Ven14] .) 
A,Qp (k, k/2) = 0. In [Ven14] we observed that this relation subsumes the formula:
thus recovering a well-know formula proved by Greenberg-Stevens [GS93] .
Beilinson-Kato elements and p-adic L-functions
4.1. Bloch-Kato dual exponentials. Let B dR be Fontaine's field of of p-adic periods. It is a topological Q p -algebra, equipped with a continuous action of G Qp , such that H 0 (K, B dR ) = K for every finite extension K/Q p . There exists an injective morphism of G Qp -modules: log : Z p (1) ֒→ B cris . We fix, once and for all, a generator ζ ∞ = (ζ p n ) n ∈ Z p (1) (i.e. a compatible system of primitive p n -th roots of unit in Q p ), and we write t := log(ζ ∞ ). Then B dR = B + dR [1/t], for a complete discrete valuation ring B + dR with uniformizer t and residue field C p = the completion of Q p .
4 B dR has then a complete, separated filtration Fil • B dR , defined by Fil n (B dR ) := t n · B dR , for n ∈ Z. Let K be a complete discrete valuation field with perfect residue field of characteristic p, and let V be a finite dimensional Q p -vector space, equipped with a continuous, Q p -linear action of G K . We write
We will always assume that V is a de Rham representation. Beside finite extensions K/Q p , we will consider for K the completion
Write as usual χ cy :
p for the p-adic cyclotomic character. As proved in [Kat93, Chapter II, Proposition 1.2.3], cup-product with log p •χ cy ∈ H 1 (K, Q p ) defines, for every i ∈ Z, an isomorphisms 
, allowing us to define the (Bloch-)Kato dual exponential of V as the composition:
where the first map is the natural one. It follows that the image of exp *
(See Chapter II, §2.4 loc. cit. for an explanation of the terminology.) If K = Q p , we will write simply exp * V := exp * Qp,V .
4 B dR is equipped with the so called 'canonical topology', such that the quotient topology on Cp is the usual p-adic topology; in particular this is not the discrete valuation topology. The expression 'topological Q p -algebra' above refers to the canonical topology.
de Rham modules of ordinary eigenforms. Let C be a positive integer, and let
be a newform of level Γ 0 (C), weight k ≥ 2, and character ǫ φ . We assume that φ is ordinary at p, i.e. that a p (φ) is a p-adic unit (under our fixed embedding Q ֒→ Q p ). Let φ * := ∞ n=1 a n · q n be the dual modular form, where · denotes complex conjugation. Then φ * ∈ S k (Γ 0 (C), ǫ −1 φ ) is a newform of level Γ 0 (C), weight k, and character the inverse of that of φ [Miy89, Section 4.6].
Let V φ be the p-adic Deligne representation of φ. More precisely: let K φ /Q p be the finite extension of Q p generated by the Fourier coefficients a n (φ) of φ (and the values of ǫ φ ). Then V φ is a two-dimensional K φ -vector space, equipped with a continuous, absolutely irreducible action of G Q , which is unramified at every prime ℓ ∤ Cp. The characteristic polynomial of a geometric Frobenius at a prime ℓ ∤ Cp acting on V φ is given by:
where O φ is the ring of integers of K φ . By the Chebotarev density theorem, V φ is characterised by these properties (up to isomorphism). In particular, the determinant representation det
, where we write
Thanks to the work of Mazur-Wiles we know that the restriction of V φ to the decomposition group G Qp ֒→ G Q at p is reducible and ramified (we refer to Section 12.5 of [Nek06] for precise references). More precisely: V φ has an unramified 1-dimensional subspace V + φ , such that the geometric Frobenius Frob
Qp acts on it via multiplication by the p-adic unit a p (φ) ∈ O * φ . We will write V
, under the isomorphism induced by the trace Trace K φ /Qp : K φ → Q p . By the results recalled above, we find isomorphisms:
Moreover, V − φ is the maximal unramified quotient of V φ , and an arithmetic Frobenius Frob p ∈ G un Qp acts on V − φ via multiplication by a p (g) ∈ O * φ . We now recall some known properties of the de Rham modules attached to φ. For more details and precise references, we recommend the survey article [Col04] .
The representation V φ (and then its dual V φ ) is a de Rham representation of G Qp . In other words:
Moreover, V φ is crystalline if and only if p ∤ M , and is semi-stable if p does not divides the conductor of the character ǫ f (as in this case V φ , or better its dual V φ , is an ordinary representation according to Greenberg's definition [Nek93] ). Let L := Q p (µ C ) be the C-th cyclotomic field over Q p , so that the character ǫ φ :
where a p,L (φ) is the restriction to G L of the unramified character a p (φ) = a p,Qp (φ) on G Qp sending an arithmetic Frobenius to a p (φ).
as modules over the inertia subgroup of G L , and that k is assumed to be greater or equal than 2). Since D dR (−) is an exact functor on the category of de Rham representations (with values in the category of filtered Q p -vector spaces), and since D dR,L ( * ) = L ⊗ Qp D dR ( * ) for every de Rham representation * , we find natural identifications:
induced by the inclusion V 
As explained in [Col04, n o 0.6.5] the module Fil 0 D dR (V φ ) can be identified with a space of modular forms; more precisely we have a natural identification
where φ * is the dual of the modular form φ, as define above. [Och03] . For every ψ ∈ X arith (R) of weight k ≥ 2, the ψ-specialisation of the Hida family f at ψ:
Variation of periods in Hida families
is a Hecke eigenform of weight k, level Γ 0 (N p r ) for some integer r ≥ 1, and character ǫ ψ := χ ψ ·ω 2−k . Moreover, as explained in Section 2.1, f ψ is a p-stabilized ordinary newform of tame level N . By [Hid85, Section 3] (or [Miy89, Section 4.6]), this implies that either f ψ =: f ♯ ψ is a p-ordinary newform of level Γ 1 (N p r ), or there exists a (unique)
for every prime ℓ = p. The latter case (i.e. f ψ 'old' at p) can happen only when r = 1; if
which is a p-adic unit. (For example, and with the notations introduced in Section 2.4, let k ∈ U be an integer s.t. k > 2 and k ≡ 2 mod (p − 1).
. This follows by Section 1 of [Hid86a] , especially [Hid86a, Corollary 1.6] and the comments following it.) Here, and in what follows, we write O ψ := ψ(R) (a finite, integral extension of Z p ) and K ψ := Frac(O ψ ), so that K ψ is the finite extension of Q p generated by the Fourier coefficients of f ψ (or equivalently, of f ♯ ψ ). We write for simplicity
, and similarly V
for the corresponding ±-parts.
By the discussion of the preceding Section, equation (9), together with the Chebotarev density theorem, tells us that T ψ := T ⊗ R,ψ O ψ is a Galois stable lattice inside V ψ , i.e. there exists an isomorphism of K ψ [G]-modules:
Moreover, this induces isomorphisms of
Let Z 
where we used the fact that V + ψ is unramified (and We fix once and for all an R-basis Y of D. In particular this fixes, for every ψ ∈ X arith (R), K ψ -basis:
where ζ ∞ and t = log(ζ ∞ ) are defined above). Then ζ dR is a (canonical) basis of D dR (Q p (1)) and 'multiplication by ζ dR ' induces an isomorphism
arith (R) is defined by:
where f * ψ is the dual modular form of f ψ (41), and −, − dR K ψ is the K ψ -bilinear form defined by:
The first map is the cup-product associated to the duality V ψ := Hom K ψ (V ψ (1), K ψ (1)), and the isomorphism is defined by ζ dR ⊗ 1 → 1. More generally: given n ∈ N, write K ψ,n := K ψ · Q p,n , where Q p,n ⊂ Q p (µ p n+1 ) denotes the n-th layer of the cyclotomic Z p -extension of Q p , and let where we used the canonical isomorphism of filtered modules Q p,n ⊗ D dR ( * ) ∼ = D dR,Qp,n ( * ). We note that the results recalled in the preceding Section (cf. (39)) imply that −, − dR K ψ,n indeed induces a morphism
, which we denote (by an abuse of notation) with the same symbol.
For ψ = ψ f , we have V ψ f ∼ = V p (A), under which we will identify the representations involved. The Weil pairing (cf. Section 3.1.3) then gives an isomorphism V ψ (1) = Hom Qp (V ψ f , Q p (1)) ∼ = V p (A), which we consider again as an equality. As explained, e.g., in [Ber04] , Kummer theory and Tate's theory (1) provide an explicit description of D dR (V p (A)), from which it easily follows (using the normalisation of W fixed in 3.1.3) that:
denote the morphisms induced by Φ Tate and π qA respectively. Multiplying eventually Y be a non-zero scalar, we can assume that Y ψ f = −Φ Tate (ζ dR ), so that we find:
for every q ∈ Q p . We will fix such a normalisation for Y from now on.
Ochiai's two variable 'big' dual exponential. Define the local Iwasawa cohomology modules:
(for ? = ∅, ±), the limit being taken with respect to the corestriction (i.e. norm) maps in Galois cohomology. These modules have a natural structure of R ∞ -modules, induced (in the limit m → ∞) by the action of
Here we identify Gal(Q p,m /Q p ) = Gal(Q m /Q) = Γ cy /p m , under the canonical isomorphism induced by the unique prime of Q m dividing p.
We remind the reader that the deformation ring R is a normal, Noetherian domain, so that [Mat89, Exercices 9.4, 9.5, pag. 69] tells us that R ∞ := R Γ cy ∼ = R X is also a normal domain. Moreoever, our running assumption (namely the residual irreducibility of V p (A)) implies that T is residually irreducible and p-distinguished (cf. Section 2.2). The following result is then a special case of [Och06, Proposition 5.1], where it is proved building on previous work of Coleman and Perrin-Riou. (See also Section 6, where 'a large part' of the proof of this result will appear.) For every ψ ∈ X arith (R) and every χ ∈ Hom cont (Γ cy , Q * p ), we write ψ × χ : R ∞ ։ Q p for the unique morphism of Z p -algebras whose restriction to R (resp., Γ cy ) equals ψ (resp., χ).
Proposition 4.1 (Ochiai) . There exists a unique morphism of R ∞ -modules:
arith (R) of weight 2, and every character χ :
is the Gaussian sum of χ (and the notation (·) γ refers to action of Gal(Q p,n /Q p ) on H 1 (Q p,n , V − ψ ) given by Galois conjugation). Define Ochiai's two-variable 'big' dual exponential as the morphisms of R ∞ -modules given by the composition:
where p − * denotes the morphisms induced in (Iwasawa) cohomology by the projection p − : T ։ T − . We will also call Exp * T − ∞ itself Ochiai's 'big' dual exponential. vanishes 'at the point' ψ f × χ triv , and the interpolation formula tells us that Exp * T∞ (X) ∈ ker (ψ f × χ triv ), for every X ∈ H 1 Iw (Q p,∞ , T). (Here χ triv denotes the trivial character on Γ cy .) In other words, the image of Ochiai's 'big' dual exponential is contained in the heighttwo ideal ker (ψ f × χ triv ). As explained below, this reflects the fact that the Mazur-Kitagawa p-adic L-function has an exceptional zero at ψ f × χ triv . In Section 6 we will compute the 'derivative' of Exp * T∞ at ψ × χ triv . 4.5. Beilinson-Kato elements and Kato's reciprocity law. The following really deep result comes from the seminal paper [Kat04] by Kato (see in particular Chapter IV of [Kat04] ). Its statement is taken from [Och06] , who showed how we can find an 'optimal normalization' of Beilinson-Kato elements which makes it easy to compare Kato's two-variable Euler system with the Mazur-Kitagawa p-adic L-function. We write
where the limit is taken with respect to the corestriction maps, and where G n := Gal(Q N p /Q n ) denotes the Galois group of the maximal algebraic extension of Q m ⊂ Q(µ p m+1 ) which is unramified at every finite prime ℓ ∤ N p.
Iw (Q p,∞ , T) for the limit of the restriction maps at p. Iw (Q ∞ , T) such that, for every arithmetic prime ψ ∈ X arith (R) of weight wt(ψ) = 2 and every character χ of Gal(Q n /Q):
ψ is the scalar appearing in (20), and γ(·) refers to the action of Gal(Q n /Q) on H 1 (G n , V ψ ) given by Galois conjugation.
Referring to [Kat04, Chapter IV] and [Och06, Section 6] for much more details, we make here only a few remarks about this result. Proposition 6.4 of [Och06] shows that the p-adic error term E p (ψ) ∈ O * ψ is a p-adic unit for every ψ ∈ X arith (R) of weight 2, and then
ψ is also a unit (see Section 2.3). It then follows by Kato's work (cf. Chapter IV, §25 of [Kat04] , and Proposition 6.9 of [Och06] ) that, for every fixed arithmetic point ψ ∈ X arith (R) of weight 2, there exists a global Iwasawa class ζ
Iw (Q ∞ , T ψ ) such that, for every character χ as in the statement above:
(Here T ψ := T⊗ R,ψ O ψ , and ζ 
A two-variable, 'exceptional' Rubin's style formula
Recall from Section 2.2.3 the morphism ψ f = ψ f • ε : R ։ Q p , inducing (for ? = ∅ or ? = ±) morphisms of Galois modules
) for the morphisms induced in cohomology. Consider the filtration of R-submodules on H 1 (Q p , T ):
. Here π qA * denotes similarly the morphism induced in cohomology by the projection π qA : V p (A) ։ Q p . We have (see Section 5.1 for a proof): 
i.e. the unique element of Z * p ⊗Q p s.t. log p exp p (1) = 1. Define the ?-derivative of X by the formulae:
where log p (γ cy ) := log p (χ cy (γ cy )). Define also the central derivative of X by the formula:
As suggested by the notations, we claim that these definitions do not depend on the choice of classes X ? s.t. p − * (X) = ̟ wt · X wt + ̟ cy · X cy , as well as on the choice of the topological generators γ wt ∈ Γ wt and γ cy ∈ Γ cy . Indeed, in Section 5.1 we will proof the following:
Lemma 5.2. Formulae (46) and (47) define canonical morphisms:
On the global side, we consider the R-filtration
if and only if its restriction
. By the discussion of Section 3.1.1, we see that
o consists precisely of those cohomology classes X such that ψ f * (X) is a Selmer class. Given X ∈ H 1 (G, T ) o , and letting ? = wt, cy or †, the ?-derivative of X is defined by:
We also define the analytic, exceptional height function H cy-wt
(The terminology will be explained in Remark 7.2 of Section 7.) The following Theorem is the main result of this Section. Its proof will be given in Section 5.2 below.
As an immediate consequence of the Theorem, we obtain the following:
A,Qp (x) = 0.
Derivatives of cohomology classes.
In this Section we prove Lemmas 5.1 and 5.2. As a matter of notations: given a (commutative) ring S, s ∈ S, and an S-module N , we write N [s] := {n ∈ N : s · n = 0} for the S-submodule of N consisting of elements killed by s.
Proof of Lemma 5.1. Clearly the right hand sides of the claimed equalities are contained in the corresponding left and sides (since by construction we have:
We will write in this proof
Looking at G Qp -cohomology, we obtain for every q ∈ Z short exact sequences:
Using the perfect local Tate pairing
Chapter VII]). Taking q = 2 in (49) (and applying Nakayama's Lemma) we deduce: H 2 (V wt ) = 0. Taking q = 2 in (48) we deduce that H 2 (V wt ∞ ) also vanishes. Then (48) for q = 1 gives an isomorphism of R p -modules:
we deduce the first (resp., second) equality in the statement.
To prove Lemma 5.2, we will need the following Lemma. Recall that
Mod, and the corresponding ±-parts. We write ψ f * and ε * for the morphisms induced in cohomology by the morphisms of Galois modules
? respectively, where ? = ∅, ±. (See Section 2.2 for the notations.)
Proof. Let R denotes either R p or the localisation L cy = (Λ cy ) I cy of the Iwasawa algebra Λ cy at the augmentation ideal I cy . Let ̟ = ̟ R denotes either ω wt or ̟ cy (i.e. a generator of the maximal ideal of the discrete valuation ring R), and let ǫ : R ։ Q p denotes either ψ f or the augmentation map ε respectively. For every continuous character Ψ : G Qp → R * such that ǫ • Ψ ≡ 1 is the trivial character, define the derivative of Ψ with respect to the uniformizer ̟:
Mod, and assume that Ψ is not the trivial character, so that H 0 (Q p , T ) = 0. As in the preceding proof, the morphism ǫ : T ։ T ⊗ R,ǫ Q p ∼ = Q p induces short exact sequences of Q p -modules:
for the composition of δ T with the 'projection' induced by ǫ. We claim that:
Indeed, let 1 ∈ T be an element such that ǫ(1) = 1. By the definitions of the connecting morphisms in Galois cohomology, δ T (1) is represented by the 1-cocycle:
is the derivative of Ψ with respect to ̟.
To prove part 1 of the statement, take T := T − p , so that by (11): Ψ = a p : G Qp ։ G un Qp → R * is the unramified morphism sending the arithmetic Frobenius to the p-th Hecke operator a p . (As ψ f (a p ) = a p (A) = +1, we have indeed ψ f • a p ≡ 1.) In particular a p rec p (u) = 1 for every u ∈ Z * p ⊗Q p (by class field theory), so that
some c ∈ Q p , and then:
χ Q∞,p (Frob p ) = 1, we conclude exactly as in the proof of part 1. To proof part 3, we have actually to compute the derivative of Ψ :
. By the definition of M f : R p → A (U ), for every r ∈ R p s.t. ψ f (r) = 1 we have:
Then local classfield theory [Ser67] tells us that χ cy (rec p (u)) = u, so that Θ −1 (rec p (u)) = u −1/2 ∈ R * (by the definition of the critical character Θ given in Section 2.2.4). Since a p (rec p (u)) = 1, and since by definition
2 for every such u, we deduce by the preceding equation:
Moreover, by continuity (and the properties of log p ), this equation remains valid for every u ∈ Z * p ⊗Q p . On the other hand, Ψ(Frob p ) = a p (Frob p ) = a p . By Remark 3.3: 
Qp , Q p ) be the unramified character sending an arithmetic Frobenius to 1. Since log p •χ cy and φ un Qp gives a Q p -basis of H 1 (Q p , Q p ), equations (52) and (53) (together with local classfield theory) gives:
which is trivial on rec p (q A ). As above, this implies that for every ϕ
, thus concluding the proof.
Proof of Lemma 5.2. It is easily checked that the definitions of Der ? is independent on the choice of the topological generators γ wt ∈ Γ wt and γ cy ∈ Γ cy . To show that our definitions of Der ? are canonical, we have prove the following statement: let X wt , X cy ∈ H 1 (Q p , T − ) be cohomology classes such that
and write
.
, so that (as ψ f := ε • ψ f ) part 1 of the preceding Lemma gives us:
i.e. the first equality claimed in (55).
] by (54). As ψ f := ε • ψ f = ψ f • ε (with ε denoting both the augmentation map on R and L cy ), part 2 of the preceding Lemma gives:
i.e. the second equality in (55). With the notations introduced in the preceding proof, we then deduce:
where ϑ : R ։ R p is the morphism of R p -algebras whose restriction to Γ cy equals Θ. As usual we will write ϑ * :
for the induced morphism. Write u ∈ R p for the (unit) such that ϑ(̟ cy ) = u · ̟ wt , and X † ? := ϑ * (X ? ). Equation (54) tells us:
and then part 3 of the preceding Lemma implies:
Then ψ f * (X wt + u · X cy ) = x wt + 1 2 log p (γcy) log p (γwt) · x cy , and (57) follows as claimed by the preceding Lemma. Since
and log p •χ cy (rec p (q A )) = log p (q A ) by classfield theory, combining equation (57) with equation (56) we finally deduce:
This proves the third equality in (55), and then concludes the proof of the Lemma. 
Proof of Theorem
, and write again i + : X + ⊂ X and p − : X ։ X − := X/X + for the induced morphisms of S [G Qp ]-modules. The Nekovář's Selmer complex of X /Q is defined as the complex of S -modules:
is the direct sum of the restriction maps, and
is an element of the form:
Its differential is given by
where we use the same symbol d to denote the differential in the complexes C
, and also to denote the direct sum of the differentials in ℓ|N p C
• cont (Q ℓ , X). We will write x f = x, x + , δ for a generic n-th cochain in C
in the derived category, and H * f (K, X) ∈ S Mod for its cohomology groups. Finally, we use the symbol γ * to denote the morphisms of complexes C
induced by the morphisms of Galois modules T ? ։ T ? ⊗ R,γ S → X ? (for ? = ∅, +), and the corresponding morphisms H *
Before embarking on the actual proof of the Theorem, we need to recall a 'more explicit' description of the Bockstein map β cy-wt , and some properties of Nekovář's pairing −, − 
? (for ? = ∅, ±), induces an exact triangle in D(R p ):
This allows us to define a morphism of Q p -modules (depending on the choice of the uniformizer ̟ wt ∈ R p ):
the first 'projection' being the 1-st connecting morphism attached to the triangle above. In a similar way, we can define a morphism of Q p -vector spaces (depending on the choice or the uniformizer ̟ cy ∈ L cy ):
, the first map being the 1-st connecting morphism in the cohomology sequence of the exact triangle in D(L cy ):
The second map is the morphism of complexes ε * : C
? . The following Lemma is proved (in greater generality) in [Ven14] .
Lemma 5.6. For every cohomology class
where {·} : P ։ P/P 2 denotes the projection modulo P 2 .
We have a morphism 31) ), where we identify as usual
We also have a natural morphism p
by the very definition of the Selmer complex RΓ f (K, V p (A))). This induces a morphism:
Proof. In general: let (y, y 
where the notations are as follows. First of all, inv Qv : H 2 (Q v , Q p (1)) ∼ = Q p denotes the invariant map of local classfield theory [Ser67] , for every rational prime v of Z. If G denotes either G of G Qv , the symbol [Nek06, Section 3] , where the usual definition is recalled). Finally, ξ ∈ C 2 cont (G, V p (A)) is a 2-cochain s.t. dξ = y ∪ W z, which exists since y ∪ W z is a 3-cocycle in RΓ cont (G, Q p (1)), and H 3 (G, Q p (1)) = 0 as G has p-cohomological dimension 2 (see [Mil04] or [Nek06, Section 3] ). Turning to the proof of the Lemma, let 
, and we have by construction:
, we can compute: 
, this justifies the third equality. Finally, the forth equality is a consequence of local classfield theory [Ser67] (noting that our normalisation of the reciprocity map rec p , i.e. rec p (p −1 ) = Frob p , is 'opposite' to the one used in loc. cit.).
The preceding Lemma will be particularly useful in light of the following, key:
Qp , Q p ) satisfying the following properties: (i) θ wt (x) = ℘ 1 (ϕ wt ), and log p (γ wt ) · ϕ wt rec p exp p (1) = −Der wt (X).
(ii) θ cy (x) = ℘ 1 (ϕ cy ), and log p (γ cy ) · ϕ cy Frob p = −Der cy (X).
Proof. Let X ∈ C 1 cont (G, T ) be a 1-cocycle representing X, and let
. Then x is represented by a 1-cocycle of the form 
, a fact that we will use below.) Since ϕ wt := π qA * (ξ (where we used once again the equality ψ f = ψ f • ϑ, giving x ? = ψ f * (X ? ) = ψ f * X † ? , and the expression recalled above for ψ f (u)). Part (iii) of the statement now follows formally putting together the already proved parts (i) and (ii), equation (62) and equation (64), just as in the proof of Lemma 5.2.
We can finally complete the Proof of Theorem 5.3.
Proof of Theorem 5.3. Let X ∈ H 1 (G, T ) o , let x = ψ f * (X), and let ϕ cy , ϕ wt ∈ Hom cont (G ab Qp , Q p ) be morphisms satisfying the conclusions of Lemma 5.8. Since M f,1 (̟ cy ) = γ s−1
Under our normalisation of the reciprocity map rec p , every morphism
Qp is the unramified character on G Qp sending Frob p to 1. We recall also that we consider the Block-Kato Selmer group H 1 f (Q, V p (A)) as a submodule of Nekovář's Selmer group H 1 f (Q, V p (A)) via the unit-root splitting σ u-r f defined in Section 3.1.1; in particular, by construction, y
, and then log p (y x, x cy-wt
where we have written for simplicity ℓ ? := log p (γ ? ) and ϕ ? exp p (1) := ϕ ? rec p exp p (1) . Starting from (33), we identified the Tate period q A with the element
. By construction this means that q A is identified with the cohomology class of the 1-cocycle 0,
provided by the Tate parametrization, an element q A as above corresponds to the choice of a compatible system {q A,n := q 1/p n A } n of p n -th roots of q A in Q * p , and then γ q A corresponds to the inverse limit of the 1-cocycles
means that γ q A represents the 'cohomology class' q A ⊗1, so (by definition) q
Lemma 5.8(i) and local classfield theory (giving φ un Qp (rec p (q A )) = −ord p (q A ) and log p •χ cy (rec p (q A )) = log p (q A )), we then deduce:
In a similar way, but using this time Lemma 5.8(ii) instead of Lemma 5.8(i), we find: (65), and using the preceding two equations, we come to the formula:
x, q A cy-wt
The explicit exceptional-zero formulae of Theorem 3.2 give in addiction:
Using equations (66), (67) and (68), we can compute the determinant defining
A,Qp (x), obtaining as a result the factor log A (x), multiplied by:
projected modulo J 3 . On the other hand, Lemma 5.8(iii) identifies the expression in brackets appearing in the second line of the above equation with −Der † (X). Recalling the definition of H cy-wt ψ f , this proves the formula displayed in the statement of the Theorem.
Derivatives of Ochiai's 'big' dual exponential
Recall the analytic Mellin transform M f,1 : R ∞ → A (U × Z p ) centered at ψ f (i.e. k = 2) and s = 1 (defined in Section 2.4), and that J ⊂ A (U × Z p ) denotes the ideal of functions vanishing at (k, s) = (2, 1). Ochiai's 'big' dual exponential Exp * T − ∞ allows us to define a morphism of R ∞ -modules:
As noted in Remark 4.2, the image of
is contained in the ideal P = ker(ψ f × χ triv ) of R, and M f,1 maps P in J , so that the image of L p (·, k, s) is indeed contained in the ideal J . Given a cohomology class
, where p − * denotes as usual the morphism induced by the projection p − : T ։ T − . The aim of this Section is to prove the following key proposition, in which we compute the derivative of L p (·, k, s), i.e. its composition with the projection J ։ J /J 2 . Its proof will be given in Section 6.3.
where we consider the dual exponential exp *
In order to prove these formulae, we will compute separately the partial derivatives of the morphism L p (·, k, s) with respect to the cyclotomic variable s and the weight variable k. To compute the former, we are naturally lead to consider the Coleman-Perrin-Riou (cyclotomic) big 'dual' exponential for the trivial representation of G Qp , and to compute its derivative; this will be done in the following section. To compute the latter: we will first show in Section 6.2 the existence of a certain weigh-variable 'big' dual exponential. This will (essentially) reduce the computation of the derivative of L p (·, k, s) with respect to k to the well-known formula:
6.1. The Coleman isomorphism. In this section we first recall the construction of a 'big' dual exponential
cy for the cyclotomic deformation of the trivial representation Z p of G Qp , and we then prove a simple formula for its derivative at the augmentation ideal. Regarding the construction of C ∞ : it follows by work of Coleman [Col79] , subsequently generalized (and put in the framework emphasized in this paper) by Perrin-Riou [PR94] , [PR93] . We reproduce here Rubin's (useful) description of C ∞ [Rub98] , [Rub94] , providing the natural context to prove our result.
6.1.1. Statements. We will write for simplicity Φ n := Q p,n ⊂ Q p (µ p n+1 ) for the n-th layer of the cyclotomic Z p -extension Φ ∞ = n≥1 Φ n of Q p . For every n ≤ ∞, let O n be the ring of integers of Φ n , let m n be its maximal ideal, and let G n := Gal(Φ n /Q p ). Put Λ ∞ := Z p G ∞ ∼ = Λ cy and I ∞ ∼ = I cy for its augmentation ideal. For every n ∈ N, we use the notation:
The proof of the following statement will be recalled in Section 6.1.2. 
(Here τ (χ) := α∈(Z/p m Z) * χ(α) · ζ α p m is the Gaussian sum of χ, where p m ≤ p n+1 is the conductor of χ.)
(We write as usual ε : Λ ∞ → Z p for the augmentation map). This leads us to consider its derivative at I ∞ :
In the following Proposition (whose proof will be given in Section 6.1.3) we give a simple description of C ′ ∞ , which is crucial for our purposes. Our fixed topological generator γ cy ∈ Γ cy determines a topological generator γ 0 ∈ Gal(Φ ∞ /Q p ). We write in this Section ̟ := γ 0 − 1 ∈ I ∞ and log p (̟) := log p (χ cy (γ 0 )).
Qp is the arithmetic Frobenius (and { * } := * mod I 2 ∞ ). 6.1.2. Rubin's description. Since needed in the proof of Proposition 6.3, in this section we 'essentially reproduce' Rubin's explicit description of C ∞ [Rub98], [Rub94] . As in loc. cit. we define for every n ∈ N:
(Here ζ p n is the n-th term of the generator ζ ∞ = (ζ p n ) n of Z p (1), fixed in Section 4.)
Lemma 6.4. 1. x 0 = 0 and Trace Φn+m/Φn (x n+m ) = x n for every m, n ∈ N. 2. For every non-trivial character χ of G n :
Proof. 1. follows by a simple computation, while 2. is easily proved using standard properties of Gaussian sums [Lan90, Chapter 3, Thoerem 1.1].
Then taking g(X) :
Since by construction col n := g(ζ p n+1 − 1) = Norm Qp(µ p n+1 )/Φn g o (ζ p n+1 − 1) and g o (X) is a principal unit, we conclude that col n ∈ 1 + m n . Evaluating at X = ζ p n − 1 and recalling the definition of x n we deduce 1. and 2. Finally: since Q p (µ p n+1 ) (resp, Q p (µ ℓ ) for a prime ℓ = p) is totally ramified (resp., unramified), the torsion submodule of Q p µ p n+1 * equals µ p−1 × µ p n+1 , and since Φ n ∩ Q p µ p = Q p we have (Φ * n ) tors = µ p−1 . This implies that log p is injective on 1 + m n (recalling: p = 2). As {log p (col n )} n∈N is a trace-compatible system by Lemma 6.4 and 2., this proves 3.
We will need the following formula, expressing the dual exponential for the trivial representation Q p as the 'dual' (i.e. adjoint) of the p-adic exponential with respect to the local Tate pairing.
Lemma 6.6. Let L/Q p be a finite extension, with ring of integers O L and maximal ideal p L , and let
Proof. Using the behaviour of the local Tate pairing (i.e. of the invariant maps inv L ), of exp L,Qp(1) and exp * L,Qp with respect to restriction and corestriction in Galois cohomology, we easily reduce to the case L = Q p . Local classfield theory [Ser67] gives the formulae: χ, y Qp = −χ rec p (y) and log p •χ cy rec p (y) = log p (y) for every continuous morphism χ ∈ Hom cont (G ab Qp , Q p ) and every y ∈ Q *
Qp , we have exp * Qp (χ) = α (essentially by the definition of the dual exponential). Finally,
p (again by local classfield theory). The statement follows immediately by these remarks.
Proof of Proposition 6.2. Let n ∈ N. For every
Combining Lemma 6.5 and Lemma 6.6 we can rewrite
Since the local Tate pairing −, − Φn maps
As −, − Φn is G n -equivariant (with respect to the conjugation action on cohomology and the trivial action on Q p ) it follows immediately from (71) that C n is a morphism of Λ n -modules. Moreover, using the 'projection formulas' Norm Φ n+k /Φn ( †) , ‡ Φn = †, ‡ Φ n+k (in which we identify Φ * n ⊗Z p with its image in Φ * n+k ⊗Z p under 'restriction', i.e. under the map induced by Φ n ⊂ Φ n+k ) [Ser67] , (71) easily implies that the following diagram commutes for every m ≥ n ∈ N:
In particular we have p
for the 'projection' to the 0-th layer H 1 (Φ 0 , Z p ) (cf. preceding proof for an explanation of the notation). The preceding two lemmas reduce the computation of C ′ ∞ to the computation of the 'universal norm'
Zp . This can be done using again the work of Coleman [Col79] , and precisely the so called Coleman isomorphism which we now briefly recall. Let Z p,n := Z p [ζ p n+1 ] and let V ∞ := lim ← − n∈N (Z p,n ) * , the limit taken with respect to the norm maps. The Coleman isomorphism gives an 
where N is Coleman norm operator [Col79, Sec. Theorem 11]. (We will need only the existence of the morphism
χcy (g) − 1 and the power series F v is characterized (via Weierstrass preparation) by: F v (ζ p n+1 − 1) = v n for every n ∈ N. Let us consider the composition
where the first map is defined by
v ∈ V ∞ by the discussion above, the argument of the preceding proof implies that the image of the above map is contained in 
where the last map, depending on the choice of the generator ̟ of I ∞ , is defined by * ⊗ {̟} → * . This morphism is easily described by the following:
Proof. For every n ∈ N write ν n = Norm Qp(ζ p n+1 )/Φn (ζ p n+1 − 1). Then ν n is a local parameter in O n and we can identify by Kummer theory:
for some z n ∈ Z p and ξ n ∈ 1 + m n . We note that Norm Qp(ζ p n+1 )/Qp(ζ p n ) (ζ p n+1 − 1) = ζ p n − 1 for every n ∈ N (since X p − ζ p n is the minimal polynomial of ζ p n+1 over Q p (ζ p n ) by total ramification). Then corestriction respects the decompositions (74), so that z ̟ := z n is independent on n and {ξ n } n∈N is norm compatible. Define β := lim ξ n ∈ H 1 Iw (Φ ∞ , Z p (1)). As ξ 0 = 1 and ν 0 := Norm Qp(ζp)/Qp (ζ p − 1) = p, we have by the preceding proof
To compute z ̟ we first note:
and its associated Coleman power series is given by:
In a similar way, writing v 0 := lim Norm Qp(ζ p n+1 )/Φn (v n ) , we have:
for every a ∈ Z p and f ∈ Z p X , we finally obtain from (75):
Applying log p to this equation: log p (F v (0)) = log p (̟) · z ̟ , which combined with (76) concludes the proof.
Proof. Let g ∈ 1 + (p, X)Z p X be the power series defined in Lemma 6.5, so that g = F col . Since col n ∈ Φ * n for every n ∈ N, looking at the definitions we have
As log p (g(0)) = p by 1. of Lemma 6.5, applying the preceding Lemma we obtain the statement.
We can now finish the proof of Proposition 6.3.
Proof of Proposition 6.3. As ψ, λ · u Φ∞ = ι(λ) · ψ, u Φ∞ for every λ ∈ Λ ∞ (by the definition of the Tate pairing −, − Φ∞ ), and ι(̟) ≡ − ̟ mod I 2 ∞ , combining Lemma 6.7, Lemma 6.8 and Corollary 6.10 we have:
We conclude the proof using again local classfield theory [Ser67] : χ, p Qp = −χ (rec p (p)) = χ(Frob p ) for every χ ∈ Hom cont (G Qp , Z p ) (according to our normalization of rec p , id est: rec p (p −1 ) := Frob p ).
6.2. A weight variable 'big' dual exponential. The aim of this Section is to prove the following Proposition, whose proof follows closely the method used in [Och03] .
where we write simply exp V for exp Qp,V and (as usual) ψ * :
(1) has no non-trivial I Qp -invariant, and restriction gives
Qp . Since the Bloch-Kato exponential map (which is defined as a connecting morphism in Galois cohomology) 'commutes' with restriction, this implies that exp V + ψ (1) is obtained by taking G un Qp -invariants in the composition:
Moreover, under the natural identifications of G un Qp -modules: We now conclude the proof using [Kat93, Chapter II, Theorem 1.4.1] (i.e. a generalization of Lemma 6.6): for every X ∈ H 1 (Q p , T − ) and every arithmetic point ψ ∈ X arith (R) 
The second equality then follows by the functoriality of the local Tate pairing (i.e. of the cup-product and of the invariant maps of local classfield theory), while the last equality comes from the Theorem of [Kat93] mentioned above.
6.3. Proof of Theorem 6.1. This Section is devoted to the proof of Theorem 6.1.
, and write (With the notations of Section 6.1, ̟ := γ 0 − 1, where γ 0 is the topological generator corresponding to γ cy via the natural isomorphism Gal(Φ ∞ /Q p ) ∼ = Γ cy , so that, by the definitions, log p (̟) = log p χ cy (γ cy ) =: log p (γ cy ).) In a similar way, combining Proposition 4.1 and Proposition 6.11 we find:
for every arithmetic point ψ ∈ X arith (R) of weight 2, where χ triv is the trivial character on Γ cy (so that it induces the augmentation map χ triv : R ∞ ։ R on R ∞ = R Γ cy ). This again implies (e.g. using primary decomposition in Noetherian rings, since ker(ψ) is a height-one prime of R for every ψ ∈ X arith (R) by [Hid86a, Cor. 1.4]):
Again by construction, M f,1 (r)| s=1 = M f χ triv (r) ∈ A (U ) for every r ∈ R ∞ , and this equation then gives:
Here we write L Indeed, as already noted, exp * Qp (ϕ) = ϕ rec p exp p (1) for every ϕ ∈ H 1 (Q p , Q p ).
Part 1 of Theorem 6.1 follows immediately combining equations (80) and equation (81). Let now X = lim n→∞ X n ∈ H 1 Iw (Q p,∞ , T), and let x := ψ f * X 0 ∈ H 1 (Q p , V p (A)). Looking at the long Iw (Q ∞ , T) ⊗ R∞ R. We observed in Section 2.4 that the Mellin transform M f,1 extends to a morphism M f,1 : R → M reg , so that we can define a morphism of R-modules (denoted again by the same symbol)
where we write again J ⊂ M reg for the ideal of functions vanishing at (k, s) = (2, 1). Given Z ∈ H 1 (Q p , T ), we write L p (Z, k, s) := L p (p − * (Z), k, s) (where p − : T ։ T − is the usual projection). Moreover, given a global cohomology class X ∈ H 1 (G, T ), we write L p (X, k, s) := L p (res p (X), k, s). As in Theorem 6.1, in the following statement we consider exp * Vp(A) as a Q p -valued morphism on H 1 (Q p , V p (A)), by identifying Fil 0 D dR (V p (A)) with D dR (V p (A) − ) = D dR (Q p ) = Q p (the identification being induced by π qA : V p (A) ։ Q p , as explained in (39)).
Theorem 7.1. Let X ∈ H 1 (G, T ), and let x := ψ f * (X) ∈ H 1 (G, V p (A)). 1. We have an equality in J /J 2 :
In particular, L p (X, k, s) ∈ J 2 if and only if x ∈ H 1 f (Q, V p (A)) (i.e. X ∈ H 1 (G, T ) o ).
If x ∈ H
1 f (Q, V p (A)), we have an equality in J 2 /J 3 :
Proof. We first note that, under the Shapiro's isomorphism, the 'projection' Z = lim n→∞ Z n → Z 0 , for Iwasawa cohomology classes Z ∈ H 1 Iw ( † ∞ , ‡)) corresponds to the 'ψ f -specialisation' ψ f * : H 1 ( †, ‡ ∞ ) → H 1 ( †, ‡).
Since q A , q A
cy-wt
A,Qp = log p (q A ) · {s − k/2} by Theorem 3.2(2), the formula displayed in part 1 of the Theorem then follows by Theorem 6.1(2). Moreover, the kernel of exp * Vp(A) •res p equals the Block-Kato Selmer group H 1 f (Q, V p (A)), so that part 1 of the Theorem is proved. Assume now that x ∈ H 1 f (Q, V p (A)), which is equivalent to X ∈ H 1 (G, T ) o (cf. Section 5). By Lemma 5.1, there exists X wt , X cy ∈ H 1 (Q p , T − ) such that p − * • res p (X) = ̟ wt · X wt + ̟ cy · X cy . Write for brevity L p (·, k, s) := 1 − 1 p · L p (·, k, s), and as usual x ? := ψ f * (X ? ) ∈ Hom cont (G ab Qp , Q p ). By Theorem 6.1(1):
By the definition of the analytic height H an analytic height.
Proofs of the main results
In this Section we prove the results stated in the introduction. We begin by explaining in detail the notations used there.
Let If r an = 1, Theorem A tells us that log A res p (ζ B-K ) = 0, so in particular we deduce again ζ B-K = 0. This proves that r an ≤ 1 implies ζ B-K = 0, i.e. the 'if part' of the statement. Assume that ζ B-K = 0. We have to prove that r an ≤ 1. Using again Kato's reciprocity, this is true, with r an = 0, if ζ B-K is not a Selmer class. We then assume from now on that ζ B-K ∈ H 1 f (Q, V p (A)), and we have to prove that r an = 1. Appealing to Theorem A once again, in order to prove r an = 1 it is enough to show that res p (ζ B-K ) = 0, and then (since by assumption 0 = ζ B-K ) it is enough to prove the following claim:
8.7. Proof of Theorem F. Assume that hypothesis (Loc) holds, and that sign(A/Q) = −1, i.e. that the hypothesis of Theorem D are satisfied. On the analytic side: since L p (f ∞ , k, 1) = 1 − a p (k) −1 · L * p (f ∞ , k) by (30), and a p (2) = ψ f (a p ) = a p (A) = +1 we have
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