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I. IN~oDUCTI~N 
Let n be a positive integer and let X denote the real or complex field. 
It is the purpose of this paper to study sufficient conditions to ensure that the 
zero solution to the differential equation 
is conditionally stable and conditionally asymptotically stable. Here f  is a 
a continuous function from (- 00, CO) x D into 3”” where D is an open 
neighborhood of zero in ZP and f(t, S) = 0 for all t in (-03, co). The 
techniques used in this paper are modifications of Lyapunov’s direct method. 
In essence, it is assumed that D can be “projected” into two parts in such a 
manner that a positive definite function from (-co, 0~) x D into [O, 03) 
is nonincreasing along solutions on one part and nondecreasing along 
solutions on the other. For other Lyapunov-like methods in studying condi- 
tional stability, see Krasovkii [2], Lakshmikantham [3], Lakshmikantham and 
Leela [4, Chapter 41, and Massera and Sch%Ier [7; 8, Chapter 91. However, 
the original motivation for the approach used here is a recent paper of 
Lazer [5]. 
In Section II the basic notations and definitions are introduced. The 
fundamental results concerning conditional stability are proved in Section XII. 
These results are then specialized to the linear case in Section IV. In Sections 
III and IV, several simpIe examples are given to illustrate cases where these 
results apply, and some discussion of these results is given in Section V. 
* This work was-supported in part by the U. S. Army Research Office, Durham, NC. 
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II. PRELIMINARIES 
In this section we introduce our fundamental notations and definitions. 
X denotes either the field of real or complex numbers, n is a positive integer, 
and LX? denotes the vector space over X of finite L%? valued sequences (&); 
with addition and scalar multiplication defined in the natural manner. Also, 
0 denotes the zero element of XB and 1 * j denotes a norm on the vector 
space Xn. If  Y is a positive number or fco, S(Y) = {x E 3% 1 x 1 < r}, 
and if Y # +CO, X?(r) = (X E X”: 1 x [ = r>. 
Throughout this paper it is assumed that R and R’ are either positive 
numbers or + co, and f  is a continuous function from (-co, co) x S(R) into 
LP with the properties thatf(t, 0) = 0 for t in (-co, co) and the solutions to 
the differential equation u’(t) =f (t, u(t)) are unique. Furthermore, for each 
(T, x) in (-co, co) x S(R), u(*; r, LV) denotes the unique, noncontinuable 
solution to the initial value problem 
UVP) u’(t) =f(t, u(t)), U(T) = x. 
Also, Jz(7) denotes the (open) interval on which zc(.; 7, x) is defined. 
DEFINITION 1. Suppose that for each t in (-co, co) P(t) and Q(t) are 
functions from S(R) into S(P). Then the pair (P, Q) is said to be in 9(R, R’) 
if each of the following is fulfilled: 
(i) the functions (t, x) ---f P(t)x and (t, X) -+Q(t)x are continuous 
from (-co, co) x S(R) into S(R); 
(ii) for each t in (-co, co) there is a continuous, strictly increasing 
function r, mapping [O, oo) onto [O, CO) such that r,(O) = 0, 1 P(t)x 1 < P,( [xl), 
and 1 Q(t)x ) < r,(l x I) for all x in S(R); 
(iii) there is a continuous, strictly increasing function y  mapping 
[O, co) onto [0, co) such that y(O) = 0 and ~(1 x I) < 1 P(t)x + Q(t)x 1 for all 
(t, X) in (-co, co) x S(R); and 
(iv) for each t in (--CO, co) the sets Np(t) = {x E S(R): P(t)x = O} 
and No(t) = (X E S(R): Q(t)x = 8} h ave the property that there are continu- 
ous functions ut from [0, R) into Np(t) and pt from [0, R) into No(t) such that 
4) = p+(O) = 0, I 4rl)l, I pt(rl)l > 0 for r in (0, R), and 
Remark 1. Note that conditions (ii) and (iii) in Definition 1 imply that if 
(P, Q) is in B(R, R’), then Np(t) n N,(t) = (0). Condition (iv) is used to 
insure that the null spaces of P(t) and Q(t) are “sufficiently large.” For a 
typical example of a member (P, Q) of Sa(R, R’), take R = R’ = +a~, and 
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let P be a continuous n x n matrix valued function on (-~13, co) such that 
P(tfz = P(t) # 0, I( w h ere 0 is the zero matrix and I the identity matrix), 
and let Q(t) = I - P(t). In the case where ~??a is the space R of real numbers, 
one may take P(t)x = [I x j - xl/2 and Q(t)% = [I x 1 + x1/2 for another 
example of a member (P, Q) of g(R, R’) with R < R’. 
DEFINITION 2. Denote by %‘(.R’) the class of all functions r from 
(-00, a) x S(R’) into [0, co) which have the following properties: 
(i) the function (t, X) --f V[r, X] is continuous from (- Co, co) X S(F) 
into [0, 00); 
(ii) for each t in (-co, 00) there is a continuous, strictly increasing func- 
tion .A, mapping [0, co) onto [O, co) such that A,(O) = 0 and V[t, X] < &(I x I) 
for all x in S(R’); and 
(iii) there is a continuous, strictly increasing function X mapping [0, CO) 
onto [0, co) such that X(0) = 0 and h(j x 1) < F’jt, X] for all (t, x) in 
(--co, 00) x S(E). 
DEFINITION 3. Suppose that 7 is in (--c/3, co), V is in Y(Z), and (P, Q) 
is in P(R, ril). The solutions to (IVP) are said to be separated by the triple 
(V, P, Q) if each of the following is fulfilled: 
(i) if x E S(R), t E J$(T), and v[t, P(t) u(t; T, 41 3 W, Q(t) ~(t; T, x)], 
then there is a 8 > 0 such that (t - 6, t + 6) C J,(T) and the function 
s -+ qs, P(s) 24(s; 7, x)] is nonincreasing in (t - S, t + 6); and 
(ii) if x E S(R), t E J%(T), and V[t, Q(t) u(t; T, cc)] > V[t, P(t) ti(t; T, x)], 
then there is a 6 > 0 such that (t - 6, t + 6) C J%(T) and the function 
s -+ V[s, Q(s) u(s; G-, x)] is nondecreasing in (t - 8, t + 6). 
Remark 2. Suppose that the solutions to IVP are separated by the triple 
(V, P, Q), and let p(s) = Y[s, P(s) u(s; T, x)] and g(s) = V[s, Q(s) u(s; 7, x)] 
for s in IS(~). Then p and q are continuous on JJT), p(s) is nonincreasing 
so long as P(s) > 4t s ) , and q(s) is nondecreasing so long as q(s) 3 p(s). Also, 
note that if p(t) > q(t) f or some t E J@(T), then p(s) >, q(s) for all s f J%(r) 
with s < t (for whenever p(to) = q(to), p(s) is nonincreasing and p(s) is 
nondecreasing in an interval of the form (to - S, to])+ Analogously, if t&t) 2 p(f) 
for some t f J$(T), then q(s) for all s E Jz(~) With s 2 t. 
We now give some simple, but convenient, criteria in terms of derivatives 
to determine when the solutions of IVP are separated. If J is an open interval 
and p is a continuous, real valued function on J, then 
o+p(t) = li%yp J+[P(t + h) - P(t)], 
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and 
D-p(t) = liy+p-f h-l[p(t + A) -p(t)]. 
In each of the following three propositions, we assume that T is in (- ok, co), 
Y is in V”(R), and (P, Q) is in B(R, R’). 
PROPOSITION 1. Suppose that ;f  x is in S(R) and t is in J%(r), 
D+v[t, P(t) u(t; 7, Cc)] < 0 and D-V[t, Q(t) u(t; 7, x)] > 0. 
Then the solutions to IVP are separated by the triple (V, P, Q). 
Indication of Proof. In this case the function s--t V[s, P(s) u(s; 7, x)] is 
nonincreasing on JE(~) and the function s --+ V[s, Q(s) u(s; T, x)] is non- 
decreasing on J*(T) and the assertion is trivial. 
PROPOSITION 2. For each x in S(R) and t in J%(T) dejine 
g%(t) = VP, P(t) u(t; 7,x)1 and qdt) = v[t, Q(t) 4t; 7, 41. 
Suppose that p, and q. are continuously dzjkwntiable on J%(r) and, if x # 0, 
pi(t) < 0 whenever p&t) > qz(t) and q$‘(t) > 0 whenever q@(t) > p%(t). Then 
the solutions to IVP are separated by the triple (V, P, Q). 
Indication of Proof. Since p, is continuously differentiable, if x # 0 and 
pz(t) > q%(t), then p,‘(s) < 0 for all s in some neighborhood of t, so p, is 
nonincreasing in this neighborhood. An analogous assertion holds for q3: 
and the proposition is immediate. 
PROPOSITION 3. Suppose that there are continuous functions /$ , ,B2 , v, , vz 
mapping (- co, co) into [O, a) such that 
(i) W(t) > vr(t) and /$32(t) > va(t) for t in (-00, 00); 
(ii) D+V[t, P(t) u(t; 7, x)] 
< -B(t) VP, P(t) UP; 7, 41 + 4) V, IQ@> 46 7,x)1 
for all x in S(R) and t in L(T); and 
(iii) D-V[t, Q(t) zc(t; r, x)] 
> P&) V[t, Q(t) up; 72 41 - V&) Jqt, p(t) “(G 72 41 
for all x in S(R) and t in JE(r). 
Then the solutions. to IVP are separated by the triple (V, P, Q). 
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Indicution of Proof. Let x E S(R), x # 8, and let p,(t) = V[t, P(t) u(t; 7, x)] 
and q&) = vi?, Q(t) 4~ 7, x)1 for t in J%(T). If p&t) > Q&), then p&) > 0 
and, since PI(t) > vi(t), there is a 6 > 0 such that Q(S) q&) < ,$(S)&(S) 
for all f in (t - 6, t + 8). Thus D+p,(s) < 0 and we have that &(s) is non- 
increasing in (t - 6, t + 8). The fact that if q&t) >,&(t) then q,(s) is non- 
decreasing in a neighborhood of t is shown analogously, and the proposition 
is seen to be true. 
III. FUNDAMENTAL THIWREM~ 
In this section we prove our basic results concerning conditional stability 
criteria for the zero solution of IVP. These results are illustrated with a few 
simple examples. The zero solution is said to be conditionally stable to the 
right if there is a sequence (AQ),” in S(R) such that xK # 0, lim,, xk = 0, 
JGk(7) 3 [T, co), and lim,,, u(t; 7, xk) = 8, uniformly for t > 7. (Note that 
if the zero solution is stable to the right, it is also conditionally stable to the 
right). If, in addition, lim +++a u(t; T, xk) = 0 for each k = 1, 2 ,..., then the 
zero solution to IVP is said to be conditionally asymptotically stable to the right. 
Analogous definitions are used to describe conditionally stable to the left and 
conditionally asymptotically stable to the left. 
THEOREM 1. Suppose that T is in (--ix), OO), V is in $“(R’), (P, Q) is in 
@(R, R’), and the solutions to IVP are separated by the triple (V, P, Q). Define 
C&) = (2 E S(R): V[t;P(t) u(t; T, x)] >, V[t, Q(t) u(t; T, x)] 
for aZZ t E JJT)} 
and 
C,(T) = {x E S(R): V[t, Q(t) u(t; 7, x)] >, V[t, P(t) u(t; T, x)] 
for al! t f  j%(T)>& 
Let R”(T) = .T;‘(A;‘(X(~(R)/2))) if R is a positive mmber and F(T) = -j-w, 
if 22 = + CO. Then C,(T) and c,(T) are closed subsets of S(R) and if 
0 < r < R”(T), as(r) n c,(T) and as(r) n Co(T) ure no@L?mpty. 
Proof. Let t > T and let No(t) and ,+ be as in (iv) of Definition 1. Since the 
solutions to the differential equation u’(s) =S(s, s(s)) are assumed to be 
unique, on each compact interval the solutions “vary continuously with an 
initial value at t” (see, e.g. [1, Theorem 3, p. 171). Thus for n > 0 sufficiently 
small, there is a unique X, E S(R) such that uft; T, 3,) = pt(q). Since xQ f # 
and N,(t) n N&) = (O>, V[t, P(t) u(t; f, x,)] > v[t, Q(t) u(t; T, x,)] = 0; SO 
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the function s + Y[s, P(S) 2c(s; T, x,)] is nonincreasing on [T, t] (see Remark 2). 
Since ~(7, T, x,) = xv and zl(t; 7, x,) = p*(7), we have that 
But I P(t) Pth)l = I P(t) Pt(d + Q(t) Ptbdl > Y(I pt(rl)l); so 
41 PC+% I) 2 UT7 W%l 2 WI Pt(rl)l)). (1) 
Now let Y be in (0, R”(T)). The claim is that there is an rl in (0, R) such that 
1 x, 1 = Y (i.e., x, E &S(Y)). Since the function n--+x, is continuous and 
x0 = 8, we need only show that I x, 1 > Y for some 7. If I x, I < r for all 7, 
the proof of part (i) in Theorem 2 can be used to show that x3 is defined for all 
17 in [0, Ii). Since I x, I > .F;‘(j Pi, I), it follows from (1) that 
Using the fact that lim,,,- I p$(q)j = R, we have that 
lim sup,-+. j x, 1 3 R”(T) > r, 
which contradicts the assumption that I x, 1 < r for all 7 in [0, R). Now let 
r be in [0, R”(T)). A s we have shown above, for each t > 7 there is an x(t) in 
X?(r) such that j&)(T) 1 [T, t] and Y[s, P(s)u(s; 7, x(t))] > V[s, Q(s)zc(s; T, x(t))] 
for each s in [T, t]. Since &S’(Y) is compact, there is a sequence (trc)y in (7, ~0) 
such that Em,,, t, = 00 and lim,,, x(&) = x0 E Z?(r). If s E ]z(7k)(T) then 
vk, p(s) ~6; 7~ x(&c))] 3 vh Q( > s u s; 7, x(&J)] for all K such that t, > s; ( 
and since lim,,, u(s; T, x(&)) = zl(s; 7, x0), we conclude that 
v[s, p(s) u(s; 7, x,)] > v[s, Q(s) u(s; 7, x0)1- 
Consequently, W(r) n C,( 7 is nonempty. The proof that &S(r) n co(T) is ) 
nonempty is directly analogous to the above proof and is omitted. It is easy 
to see that C,(T) and co(T) are closed, since the solutions vary continuously 
with the initial value at 7. 
THEOREM 2. Suppose that T is in (--GO, co), V is in Y(R’), (P, Q) is in 
B(R, R’), and the solutions to IVP are separated by the triple (V, P, Q). Let 
Cp(7) and C,(T) be as in Theorem 1. 
(i) If x E C,(T) With y-1(2h-1(fl,(l P(T)X I))) < R, then jz(7) 2 [T, CO) 
and ) u(t; 7, x)1 < 7~-~(2kl(4(1 P(T)x I))) for all t 3 T. 
(ii) I f  x E C,(T) with y-1(2h-1(A,(l Q(T)x I))) < R, then Jz(~) 3 (-CO, T] 
and I u(t; 7, x)1 < y1(2k1(lt,(l Q(T)x I))) for all t < T. 
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In particular, the zero solution is conditionally stable to the right and conditianally 
stable to the left. If, in addition, r, = I’,, and A, = A, for aZl t in (--CD, CO), 
then the zero solution is not asymptotically stable to the right or to the left. 
Proof. If x is as in (i), we have from the definition of C,(T) that 
s--f V[s, P(s) u(s; 7, x)] is nonincreasing on fz(7) (see Remark 2); so 
1 p(t) u(t; 7, %>I < A-‘(&(] p(+ iI> 
for all t in J%(T) with t > T .  Furthermore, if t > 7, 
W, P(+l 2 v[t, f’(t) u(t; 7, 41 2 J+, Q(t) 4~ 7,x)1 > VI QW Nt; 7, dIX 
and we have that 
Hence 
and we have that 1 u(t; T ,  x)] < ~4(2h4(4(l P(T)x I))) for all t in J&T> 
with t 3 7. Also, 1 u(t; T ,  x)1 < R and it follows that JG(r) > [T, CD). Thus 
(i) is true. The proof of (ii) is analogous. The assertions regarding the 
conditional stability are immediate from Theorem 1 and the fact that 
liml,h r-1(2A-1(4(l P(+ I))) = 1’ ~m~sl+,o y-1(2A-1(4.( j Q(+ I))) = 0. Now 
suppose that r, = r,, and fl, = /la for all t in (-CD, cG). If x E co(~), the 
function s --+ V[s, Q( ) s u ( s; T ,  x)] is nondecreasing on Jz(~), and it follows that 
if t E J,(r) with t > T ,  then 
Thus j u(t; 7, x)1 3 &‘(@(h(J Q(T)x I))) an 1 easily follows that the zero d ‘t
solution to IVP is not asymptotically stable to the right. The final assertion 
of this theorem is proved analogously. 
We now develop some criteria to insure that the zero solution to IW is 
conditionally asymptotically stable. Let 7 be in (-GO, co) and suppose that 
q and 01s are continuous functions from (- 00, VJ) x [0, co) into [0, 00) 
with the property that if &(*; v), v > 0, is the maximal solution to the 
differential equation y’(t) = -aJt, y(t)) which satisties $1(q V) = V, then 
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lim $++@ &(t; V) = 0, and if +a( *; Y), Y > 0, is the maximal solution to the 
differential equation y’(t) = a,(t, y(t)) which satisfies $a(~; V) = Y, then 
Em,,-, &(t; V) = 0. 
THEOREM 3. Suppose that r is in (-co, co), oil , 01~ , $I and +z are as in 
the above paragraph, V is in Y(R’), (P, Q) is in B(R, I?‘), and the solutions to 
IVP are separated by the triple (V, P, Q). In addition, suppose that 
D*v[t; P(t) u(t; 7, x)] < -a1(t, V[t; P(t) u(t; 7, x)]), 
whenever x is in C,(T) and t is in J$(T), and that 
D-VP, Q(t) 4c 7,x)1 2 4, Q(t) 4t; 7>41), 
whenever x is in C,(T) and t is in jE(7). 
(i) If x E C,(T) with r-1(2X-1(A,(l P(T)% I))) < R, then J*(T) 3 [T, 03) 
and limt-t+co u(t; 7, x) = 8. 
(ii) If x E C@(T) with y-1(2h-1(A,(l Q(T)x I))) < R, then Jz(~) 3 (-03, T) 
and lim,+, u(t; 7, x) = 0. 
In particular, the zuo solution to IW is conditionally asymptotically stable to 
the right and to the left. 
Remark 3. Note, in particular, that if the suppositions of Proposition 3 are 
fulfulled with limt.++m s: [or - B(s)] ds = Km,-, J: @a(s) - Y&S)] ds = --co, 
then the suppositions of Theorem 3 are fulfilled with ml(t, 7) = &(t)v - v,(t)?7 
and a2(t, q) = &(t)q - ~a(t)q for all t in (-00, 03) and r] > 0. 
Proof of Theorem 3. If x is as in (i), then Jz(7) 1 [T, a) by part (i) of 
Theorem 2, and we also have that V[t, P(t) u(t; 7, x)] < &(t; V[T, P(~)x]) 
for all t > 7 [4, Theorem 1.4.1, p. 151. Hence 
Since V[t, Q(t) u(t; 7, x)] < V[t, P(t) u(t; 7, z)] for all t > 7, we can similarly 
show that lim,,,, ) Q(t) u(t; r, x)1 = 0. Thus, 
lim I a(t; 7) 41 < ,ljprn +(I P(t) u(t; 7) 3) + Q(t) “0; 7) 41) = 0, t-t+m 
and (i) is shown to be true. Part (ii) is proved analogously. The assertions 
concerning the conditional asymptotic stability are now immediate. 
As a slightly different criteria for conditional asymptotic stability, we have 
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THEOREM 4. Suppose that 7 is in (-co, oo), V is 1?2 Y(R), (P, Q) is ti 
Y(R, Ii’), and the solutions to IVP are separated hy the triple (V, P, Q)- In 
addition, suppose that I’, = r, and fl, = A, for all t in (- m, 00)~ and there are 
continuozcs functions W, and W, from S(R) into LO, a) szach that 
(a) WI(B) = 0, and W,(x) > 0 ;f x # 5 and there is a t in (- 03, co) 
such that V[E, P(t)x] s, V[t, Q(t)x]; 
(b) W,(5) = 0, and W,(x) > 0 if x # 5 and there is a t in (--a, a) 
such that V[t, Q(t)x] > V[t, P(t)x]; 
(c) ;f  x E S(R), t E J=(T), and V[t, P(t)u(t; 7, x)1 2 VL4 Qft)u(t; 7, xl], 
then D+V[t, P(t) u(t; 7, x)] < - WI(u(t; T, x)); 
(d) if x E S(R), t E Jz(7), and V[t, Q(t)u(t; 7, 41 2 V[t, P(t>u(t; T, x)], 
then h>-V[t, Q(t) u(t; 7, x)] > Wz(u(t; 7, x)); 
(e) ;f  ((t7<, cc*)}: is Q sequence in C-00, co) X S(R) suck that 
Em,,, xTC = x0 E S(R) and V[tk , P(t,)x,] > V[t, ? Q(t&]for aUk = 1,2,..., 
then W,(x,) > 0 $x0 # 5; atid 
(f) if ((fk , +)>;P is a sequence in (-co, 00) X S(R) such t&at 
lbc,m x7C = x0 E 5’(R) and V[t, , Q(t&+J > V[t,, P(tlc)xlc]for all k = 1,2,..., 
then W&J > 0 $x0 # 5. 
Then the conclusions (i) and (ii) of TheoTern 3 are valid. Furthermore, the zero 
solution to IVP is not stable either to the right or to the left, 
Remark 4. Note that if V, P, and Q are independent of t, then assumptions 
(a) and (b) in Theorem 4 imply assumptions (e) and (f). Note also that if 
Y, P, and Q are continuously differentiable, then assumptions (a)-(d) and 
Proposition 2 imply that the solutions to IVP are separated by (V, P, Q). 
Proof of Theorem 4. If x is as in part (i) of Theorem 2, then Jc(T) 3 [r, a) 
and t -+ V[t, P(t) ~(t; 7, x)] is nonincreasing on ET, co). Thus 
lim v[t, P(t) U(t; 7, X)] = 6 >, 0. 
t-t+02 
Suppose, for contradiction, that 6 > 0. Then V[t, P(t)u(t; 7, CC)] > 6 > 0. 
for all t 2 7 and 
for all t > 7. Thus 
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for all t > T; and so there is a number E > 0 such that Wl(u(t; 7, x)) > E for all 
t 3 T (this is a consequence of assumption e)). By (c), 
D+Y[t, P(t) u(t; 7, x)] ,< --E 
for all t > 7, which implies that limt++co v[t, P(t) u(t; r, x)] = -co. Since 
this is impossible, we conclude that 6 = 0. Thus lim,+m j P(t) zc(t; 7, x)1 = 0 
and, since 
$2 V[t, Q(t) u(t; 7, x)] < L&I V[t, P(t) u(t; T, x)] = 0, 
we also have that Em,,,, 1 Q(t) u(t; T, x)1 = 0. Hence 
lim I u(t; 7, x)] < zim ~“(1 p(t) u(t; T, x) + Q(t) u(t; 7, x)1) = 0. t++m 
This shows that (i) of Theorem 3 holds. The fact that (ii) of Theorem 3 
holds is proved analogously. Now suppose, for contradiction, that the 
zero solution to IVP is stable to the right. Then there is an x, E C,(r) such that 
x,, # 6 and 1 u(t; T, x0)1 < R/2 for all t > 7. Since DeV[t, Q(t)u(t; T, x,,)] > 
W2(u(t; 7, x0)) > 0 for all t > 7, we have 
flo(l Q(t) 4c 7, xo)l) 2 Ut, Q(t) 4t; ~9 x,)1 3 W, Q(r) xol 3 VI Q(T) xo I>. 
Thus, 
I u(t; 7, %,)I 2 r,-‘(l Q(t) 4~ 7, xo)I) 2 GIK1‘l(N Q(4 xo I>>> > 0 
for all t > 7. However, by (f), this implies that there is a number E > 0 such 
that Wz(u(t; 7, x0)) > E for all T > 7. Hence lim,,, V[t; Q(t)u(t; 7, x)] = + co, 
which is impossible since 
I 4t; Q-> %,)I > G’(I Q(t) 4t; T> x,)1) 2 G1(&lV’P, Q(t) 4t; 7, xo)lN 
for all t > 7. Thus the zero solution is not stable to the right. The fact that 
the zero solution is not stable to the left is proved analogously, and the proof 
of Theorem 4 is complete. 
EXAMPLE 1. Let X be the field 9 of real numbers and let 
1 x 1 = max(] & I: i = l,..., fz} 
for each x = (&)T E W”. For each (t, x) E (--co, co) x S(R) suppose that 
f(t, x) = (fi(t, x)):, where fi : (-co, oo) x S(R) -+ W satisfies fi(t, x) 2 0 
for i = l,..., n. For each x = (&)F ~97’” define x- = ([I & 1 - &j/2): and 
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x, = ([I Ei 1 + [4/2)5 Define V[t, X] = j x j2, P(t)% = --x- , andQ(t)x = X+ 
for all (t, X) E (-c~ co) x S(R). Then VE -Y(R) and (P, Q) EB[R, R). 
Now suppose that u(t) = (ui(t))t satisfies u;(t) =fi(t, u(t)) for i = l,..., n 
and that u is not the zero solution. If / -u(t)- I2 > ! u(t)+. j2 for some t, then 
there is a subset Q of (l,..., TZ> such that 1 --U(S)- [z = max(l zlz(s)j2: i E Q2>, 
and u&,s) < 0 for i E Sz and s in a neighborhood (t - 6, t + 6) of t. Thus, 
for each x in (t - 6, t + S), 
D+V[s, P(s) u(s)] < max{Ld(s)fi(s, U(S)): i E Qj < 0. 
Analogously, if / u(t)+ j2 >, 1 --u(t)- 12, then D-V[s, Q(s) U(S)] > 0 for s in a 
neighborhood of t. Consequently, the solutions to IVP are separated by the 
triple (V, P, Q) and the suppositions of Theorem 2 are fulfilled. A similar 
situation prevails if we assume that there are subsets Sz, and 9- of (l,..., $ 
such that .Q, n Qn_ is empty, .R,. u & = (l,..., n>, &(t, x) 2 0 if i E Q, , 
and fi(t, X) < 0 if i E Q2_ . In this case we define P(t)(f,): = (qt)T where 
17i=-[)~ij-5i]/2ifi~a+and77i=[I~aI+~i]/2ifi~SZ_,anddefine 
Q(t)x = x - P(t)x. 
EXAMPLE 2. Suppose that g is a continuous, locally Lipschitz function 
from .93 into W such that g(0) = 0 and fg(f) > 0 if c E@!, 6 # 0. Consider 
the second order equation u”(t) - g(u(t)) = 0. Setting U, = u and u2 = u’, 
this second order equation is equivalent to the first order system 
For each t E (-00, 00) and (& , &) E W2, define V[t, & , Es] = f12 -j- tzz, 
P@)(~l > 52) = to, E2 - tih Qt%51> t2) = t& + t2 , O), @',(& , 52) = 
2ES&d - &&%I - &;5, + f2‘% and w2(6i , f2) = 3&t2 + &g(&,) f 
S&5;) + &?I. If @I , &J f (f&O) and J% J’P)(& , &Jl 2 v[t, Q(O(& , &A 
then (Es - &1)2 3 (tl + t,)“, so &;‘s2 < 0 (and henceg(fl) 6s < 0) and it is easy 
to see that ~A.&, f2) > 0. Similarly, if U.6 Q(t)&, t2)] 2 VCt, P(t)& , E,)], 
then &ES 3 0 (and henceg(&) t2 b 0) and W&Z, , E2) > 0. Also, if (ul[t), u2(t)> 
is a solution to (2), then 
and 
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The suppositions of Theorem 4 are now easily seen to be true (see 
Remark 4). 
EXAMPLE 3. Consider the system 
u;‘(t) = -2u,(t) + cos(t) sit&(t)), 
u2’(t) = t sin(tzll(t)) + (1 + t2) Us(t), 
(3) 
in W2. For each t in (-co, co) and (& , 6,) in 92 define V[t, 5, , ~$1 = 
m=4l & I, I f2 II, W>(& , f2’2> = & , O), and Q(O(& , t2) = (0, f2’2>. Then 
V E V( co) and (Ip Q) E .9( co, 00). Also if (%(t), us(t)) is a solution to (3), 
then W,W)W>, ~,W)l = I G)l is right differentiable (see [l, p. 31) and 
(d’k4 I %@)I = jg WI ul@> + h%v) I - I %Wll 
< iiF+ h-Y1 %(O - 2fel@)i - I %(t)ll + I cos(t)l I S+&>>l 
< -2 I %(f> + I CWI 1 %(a* 
Sirnil+, VP, Q(t)@dt), @))I = I u&)l ad 
Wl4 I u2@)l = jg WI %(Q + J%‘(Ql - I WI1 
2 (1 + t2> I u2(t>l - I t I I sin(%Wl 
3 (1 + 6 I %(a - t2 I %Wl* 
Thus the solutions to (3) are separated by Proposition 3 and the suppositions 
of Theorem 3 are fulfilled (see Remark 3). 
IV. LINEAR EQUATIONS 
In this section we apply the previous results to linear differential equations. 
Let 2(.X”) denote the algebra over X of all linear functions from 9”” into 
2”” and define the norm 11 .I) on 9(X%) by )I B /I = sup{/ Bx I: 1 x 1 < T} 
for each B in Z(S^“).In this section we suppose that A is a continuous func- 
tion from (-co, co) into Z?(,Xfi) and consider the linear differential equation 
(LPE) u’(t) = A(t) u(t), U(T) = x. 
Denote by U the unique continuously differentiable function from (- 00, 00) 
into .9(X”) which satisfies (d/dt) U(t) = A(t) . U(t) and U(0) = I (where I is 
the identity function on Xn). Then the solution u(*; 7, x) of (LDE) is given 
by z@; 7, x) = U(t) U(T)-lx. 
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Recall that a member PI of S(39) is said to be a projection if PI * PI = PI . 
If P2 = I - PI , then PI * Pz = Pz . PI = 0, P2 is also a projection, and the 
pair (PI , P2> is said to be supplementary. 
DEFINITION 4. Suppose that (PI, Pz) is a pair of supplementary projec- 
tions in 8(Xn), .K1 and K, are numbers in [ 1, co), and 011 and 01~ are continuous 
functions from (-co, co) into [0, co). The solutions to (LDE) are said to 
admit a generalized exponential dichotomy for the pair (PI ) Pz) if each of the 
following is valid: 
6) II U(t) PIU(~)-l II < Kl II U(T) PIU(~)-l II exp(-Jf &) ds) when- 
everTE(--co,co)andt>T; 
(ii) jj U(t) P2U(7)-l I] < KJ U(T) P2U(~)-1 j] exl& 01&s) d.s) whenever 
TE(--co, co) and t ,(T; and 
(iii) lim,,,, - J; al(s) ds = lim,+,, J; aa ds = --co. 
The solutions to (LDE) are said to admit an exponential dichotomy for the 
pair (Pa , P,) if (i)-( iii a ) b ove hold and there are numbers K,’ and K,’ in 
Cl, co) and aI’ and c~a’ in (0, co) such that Ki IJ U(T) P,U(T)-~ 1) < Ki and 
C+(T) 2 at’ for all 7 in (--co, co) and i = 1, 2. 
DEFINITION 5. Suppose that n > 1 and let n, and n2 be positive integers 
such that n, + n2 = n. Denote by 8,1,,2 the class of all members (P, Q) of 
gI(co, co) such that, for each t in (---co, co), the pair (P(t), Q(i)) are supple- 
mentary projections in ~?(.cB?~), the rank of P(t) is n, (i.e., the dimension of the 
range of P(t) is q), and the rank of Q(t) is n, . 
We are now able to characterize, in terms of separation of solutions, those 
linear differential equations which admit a generalized exponential dichotomy. 
THEOREM 5. Suppose that n > 1 and n, and n2 are positive integers such 
that n, + n2 = n. Then these are equivalent: 
(i) There is a pair (PI , Pz) of supplementary projections in 2’(~%?) 
such that the rank of PI is n, , the rank of Pz is nz, and the solutions of (LDE) 
admit a gmeralixed exponential dichotomy for the pair (PI , Pz>. 
(ii) There is a member V in Y(w), a pair (P, Q) in $Fn,,n, , numbers 
Kl and Kz in [l, co), and continuous functions 011 and CL% from (- 00, 00) 
into [0, w) suck that 
(a) D+V[t, P(t) U(t)x] < --al(t) V[t, P(t) U(t)x] and / P(t)x 1 < 
Vft, P(t)x] < KJ P(t)x 1 for all (t, x) in (-00, CD) x A?; 
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(b) D-W, Q(t) W>xl b 40 VD, Q(t) W>xl and I Q(t>x I d 
V[t, Q(t)%] < K,[ Q(t)x [ fob all (t, x) in (-00, CO) x .I%?*; and 
(4 limt++m - $, al(s) ds = lim,,-+& as(s) ds = -co. 
Furthermore, if(i) holds, then the member V of “Y(w) in (ii) can be chosen so that 
V[t, * ] is a norm on ~6’“” and 
for all (f, x) in (--co, ~0) X ST”. 
Proof, Suppose first that (ii) holds. It follows from Proposition 1 that the 
solutions to (LDE) are separated by the triple (V, P, Q). For each x = (&)T 
and y = (qi)? let (x, y) = & * +jl + e.0 + &ll;lilz and for each s in (---co, co) 
let PO(s) = U(S)-~P(S) U(s) and Q,,(s) = U(s)-lQ(s) U(s). For each s > 0 
let {x$(s): i = l,..., 3} be an orthonormal set (i.e., (xi(s), xj(s)) is 0 if i #j 
and is 1 if i =j) in the range of P,(s) (note that the rank of P,,(s) is also %). 
We can assume that there is a sequence (sJT in (0, co) such that 
lim,,, Sk = +co and lim,,, xi(sk) = xi for i = l,..., n, . It is easy to see 
that the set {xa : i = l,..., BJ is also orthonormal (and hence linearly indepen- 
dent). Let X denote the linear span of the orthonormal set (xd : i = l,..., n.J. 
Analogously, for each s > 0 let {y*(s): i = l,..., n,) be an orthonormal set 
in the range of Q&s). Then there is a sequence (s-$’ in (-co, 0) such that 
lim,,, s-k = - co and lim,,, yi(sJ = yi for i = l,..., n2 . Let Y be the 
linear span of the orthonormal set {yz : i = l,..., ns>. The claim is that if 
x is in X, then V[t, Q(t) U(t)x] = 0 for all t in (--co, a). For if 
V[t,, Q(t,,) U(t,,)x] > 0 for some to in (-00, co), then V[t,Q(t) U(t)x] > 
V[t,, , Q(t,,) U(t,Jx] > 0 for all t > ts (by b) of part (ii)). However, if 
(a,)? is the sequence in 3Y such that x = qx, + *** + a,lx, and z, = 
arxl(sfi) + **. + a,lx,l(s,) for k = 1, 2,..., then sk is in the ranie of P&Sk) 
and lim,,, xk = x. Thus PO(sk) xic = zTC and 
Q&c) u(%) % = Q(+J u&c) pO(sk)xk = f&k,) f+k) %k> xk = 0. 
Thus V[S~ , Q(sJ U(s,) XJ < v[s,$ , P(sk) U(s,) ,zJ and, since the solutions 
to LDE are separated by (V, P, Q), th is implies that V[t, Q(t) U(t) .zk] < 
V[t, P(t) U(t) zJ for all t < s, (see Remark 2). Letting K -+ co shows that 
V[t, P(t) U(t)xJ 3 V[t, Q(t) U(t)x] for all t E (- 03, co). However, by assump- 
tions (a) and (c), 
Ji& V[t, P(t) U(t)x] < zpw V[O, P(O)%] exp (-J” %(s) ds> = 0. 
0 
Consequently, lim,++m V[t, Q(t) U(t)x] = 0, which contradicts the fact 
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that z‘p,Q!(I) up] ‘3 qto, Q(to) U(fo)ij > 0 for all t ., to * Ths 
V[f, Q(f) U@)x] = 0 (and h enceQ(t) U(S)X = 0) for all 2, x) E (--CO, CO> x X. 
Anafngously, one can show that 
.505/13h-7 
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&[t, X] < Ki/ U(t) PiU(t)% / for i = 1, 2, and hence 1 x / ,< Y[t, X] < 
L(t)] x J where L(t) = KJ U(t) PIU(t)-l 11 + Ksj] U(t) PZU(t)-1 11. Further- 
more, using linearity, it is easy to see that P’[t, . ] is a norm on zP. In partic- 
ular, ] I’[t, X] - P’[t, y]/ < J’[t, x - y] <L(t)] x - y  /. Thus, to show that 
I’ is continuous, we need only show that lim,,, v[t + 6, X] = I’[t, X] for all 
(t, x) in (-co, oo) x X”. The proof that this is valid is omitted (the proof of 
this fact is somewhat cumbersome; however, it follows in a manner similar 
to an analogous part of the proof of Theorem 3.6.1 in [4, p. 1581). Thus 
V E Y(a). From the definitions, it follows easily that V[f, P(t)%] = 
VJt, P(t)x] and V[t, Q(t)%] = V2[t, Q(t)xJ. (Note also that VJt, P(t)%] = 
&[t, X] and V,[t, Q(~)x] = Vz[t, xl). Thus the second assertions of (a) and (b) 
are immediate. Furthermore, if (t, X) E (- 03, CO) x X” and h > 0, 
V[t + 4 P(t + h) U(t + hhl 
= vl[t + h, P(t + h) U(t + 4x1 
= sup{e”(t+hgt+n+U) ) U(t + p1 + 0) Pp I} 
O>O 
= e-B(t*t+h) sup(ed(t*t+h+O) j U(t + h + G) PIX I> 
,320 
< e-4(t*t+n) sup{e”(tg”+U) 1 U(t + u) PIU(t)-lP(t) U(t)% I} 
020 
= e-4(t,t+h)Vl[t, P(t) U(t)x] = e-@(t*t+h)V[t, P(t) U(t)x]. 
Thus, 
D+V[t, P(t) U(t)x] < ily+ h--l[e--Q(t,t+h) - l] V[t, P(t) U(t)x] 
= -@l(t) VP, P(t) Wbl; 
so (a) is valid. The fact that (b) is valid is shown analogously, and the proof 
of Theorem 5 is complete. 
One needs to assume further conditions on A in order to characterize in 
terms of Lyapunov functions those linear differential equations which admit an 
exponential dichotomy (see [8, Theorem 92.A, p. 3211). However, if LDE 
admits a generalized exponential dichotomy with ai > oli’ > 0 for all 
t E (-co, co), and there is a number M such that Ij A(t)/1 < M for all 
t E (- 03, co), then LDE admits an exponential dichotomy (see the arguments 
of Coppel [l, Theorem 3, p. 134]-in particular, the last paragraph of the 
proof of Theorem 3). 
In Section V we indicate how one may use the results of Theorem 5 to 
obtain conditional stability criteria for perturbations of linear differential 
equations. However, even though a triple (V, P, Q) as in (ii) of Theorem 5 is 
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guaranteed to exist if the solutions to LDE admit a generalized exponential 
dichotomy, it is usually quite difficult to construct such a triple. Our next 
result gives us a more accessible criteria to ensure that LDE admits a general- 
ized exponential dichotomy. 
THEOREM 6. Suppose that n > 1, n, and n2 me positive integers such that 
n, + 112 = 7% v  E ,q~), tp, Q) E e11,n2 and the solutions to IV? are separated 
by the triple (V, P, Q). In addition, suppose that there are positive numbers 
r1*, r,* and A* and continuous .functions oil and 01~ from (-a, a> into 
[0, CD) such that 
(a) 1 x ! < V[t, ~1 < A*1 x I and II P(t)\\ G G* and ii Q(t)11 < r2* for 
all (t, x) in (--co, 03) X 2”“; 
(b) $ V[t, P(t) U(t)x] > V[t,Q(t) U(t)%], then D+V[t, P(t) U(t)x] ,( 
-%(“) vp, P(t) W)xl; 
(c) if V[t, Q(t) U(t)x] > V[t, P(t) U(E)x], then D-V[t, Q(t) U(t)x] > 
az(t) V[t, Q(t) U(t)x]; and 
(d) limt++os - J; al(s) ds = lim,+, J: a&) ds = -co. 
Then there is a pair (Pl , Pz) of supplementary projections on .5?(3’~) such that 
the rank of Pl is n, , the rank of P2 is n, , and LDE admits a generalized 
exponential dichotomy for the pair (PI , PJ. Also, the number KL ilz Dejinitio;a 4 
can be taken to be 2~l*.l’~* and I$ can be taken to be 2A*I’,*. 
Proof. With the suppositions of this theorem, we can construct the 
subspace X of dimension n, and the subspace Y of dimension R% exactly 
as in the proof of (ii) implies (i) in Theorem 5. Also, as in the proof of 
Theorem 5, we have that V[t, P(t) U(t)%] > V[t,Q(t) U(t)%] for all 
(t, X) E (-CO, co) x X and V[t, Q(t) U(t)y] >, V[t, P(t) U(t)y] for all 
(t, y) E (-00, a) x Y. If z E X n Y, then V[t, Q(t) U(t)x] = V[t, P(t) U(t)&] 
for all t E (-co, 00) and, since t -+ V[t, Q(t) U(t)x] is nondecreasing by (c) 
and limb++m I’[& P(t) U(t)x] = 0 by (b) and (d), we must have that 
V[t, Q(t) U(t)z] = V[t, P(t) U(t)z] = 0 for all t E f-ca, CD). Hence ,a = B 
and X n Y = (0). Consequently, there is a pair (Pl ) P,) of supplementary 
projections with the range of Pl equal X and the range of Pz equal. Y. If  
(T, ZC) E (- co, co) X 39, then PIU(~)-% E X; so by (a) and (b), 
1 P(f) U(t) Plu(T)-lx I < V[t, P(t) U(t) P,u(T)-lx] 
< V[T, P(T) U(T) P%U(?-)-%I exp (-Jl aI(s) d.r) 
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for all t 3 7. Furthermore, 
I Q(t) u(t) J’lU(+lx I < W, Q(t) U(t) J’lu(+14 
< rqt, P(t) u(t) PIU(r)-lx] 
< A*r,* 1 U(T)P,U(T)-~X I exp (-~~0(1(s) ds>. 
for all t > r. Hence 
1 up> Pl U(r)-lx 1 = ) P(t) U(t) Pl u(T)-lx + Q(t) u(t) Pl +)-lx 1 
< 2A *Tl* 1 U(T) PI U(T)-~~ 1 exp (- 1: %(s) dF) 
for all t > 7. Analogously, one can show that 
1 U(t) PzU(~)-% I < 2A*T,* 1 U(T) PzU(~)-% I exp (!I %(s) dF) 
for all t < 7. This completes the proof of Theorem 6. 
We now indicate how one can use Theorem 6 and the logarithmic norm 
of a linear function to establish sufficient conditions for LDE to admit a 
generalized exponential dichotomy. Let (Qr , Qa) be a pair of supplementary 
projections on 9(,X”) and let XI be the range of Qr and X, the range of Qa . 
Fori=1,2letI.jidenotethenormonX,inducedbyI.I,andfori,j=1,2 
let ]I . [li,i denote the induced norm on the space 9(X$ , Xi) of all linear 
functions from X5 to Xj (i.e., I/ B Ili,j = max(l Bx Ij : x E Xi, / x Ii < l} 
for B E 9(X, , X,)). Since Qix = x for all x in Xa , let Qi denote the identity 
map on Xi . For each i = 1,2 and B E 3(X, , Xi) define 
~i[Bl = j;~+ VlIQi + hB /Ii,i - 11. 
For some of the basic properties of the logarithmic norm pLi, as well as 
formulas for its computation, see [l, p. 411. 
PROPOSITION 4. With the notations of the above paragraph, for each 
i, j = 1, 2 and t E (-CO, CD), let Q,A(t) Qj denote the mapping Bi,j from 
Xi to X, de$ned by Bi,jx = QiA(t) Qj x or each x in Xj . For each t E (--a, CO) f 
de$ne 
and 
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s t t lim - t+b al,(s) ds = lim i a$) ds = ---a, 0 t~--co @ 
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(- co, co), D a continuous n, x na matrix-valued function on (- 03, cc), and 
E a continuous n2 x n, matrix-valued function on (-co, co). Assume that 
A(t) is associated with the n x n matrix 
[ 
B(t) D(t) 
E(t) I C(t) * 
In this case it is relatively easy to check if the suppositions of Proposition 4 
are fulfulled, since Q1/J(t) Qr = B(t), QaA(t) Qa = C(t), Q@(t) Qz = D(t), 
and Q&l(t) Qr = E(t). As a particular illustration, let n = 3, n, = 2 and 
na = 1, ~7 = 9, and /(f$ j = [&;” + ES2 + &2]1!2 for each (&): eW3. 
Consider the system 
ul’(t> = --zl#) + tu2(t> + sin(t) W, 
242’(t) = -tu&) - (3 + t2) u,(t) + cos(t) u&), 
213’(t) = 3@) + 4%,(t) + (6 + 4 us(t). 
In this case 
C(t) = [6 + et]; D(t) = [zz;]; 
and E(t) = [3,4]. 
Also, /I E(t)l/l,z = (32 + 42)1/2 = 5; 11 D(t)llz,l = [sin2(t) + ~os?(t)J~/~ = 1; 
-p2[-WI = 6 + et; and pJB(t)] = -2 - t2/2 (i.e., the largest eigenvalue 
of [B(t) + B(t)*],‘2). Thus th e suppositions of Proposition 4 are fulfilled 
with al(t) = 1 + t2/2 and o12(t) = 1 + et. 
Our next proposition connects our results with those of Lazer [5, Theo- 
rem 21. For each a E X, we let Re(a) denote the real part of a if z%?- is the 
complex field, and a if ~67 is the real field. 
PROPOSITION 5. Suppose that n > 1 and for each i, j = l,..., n, aij is a 
continuous function from (-co, XI) into S. Let A(t) be associated with the 
n x n matrix (aij(t)lGi,jGn and suppose that thue are continuous functions CQ 
and a2 from (-co, CCI) into (0, a~) and nonempty, nonintersecting subsets Q, 
and i-22 of (I,..., n} such that 9, u s2, = {l,..., n} and such that 
(a) if (4 i) E (-- co, CD) x Q, then Re(a,,(t)) + 5 I adt)i G -%(t); 
j=l 
j#i 
(b) ;f (t, i) E (-co, a) x G2 then Re(aii(t)) - k ] aij(t)l > olz(t); and 
i-l 
j%i 
(c) E% - s” al(s) ds = 2% j: OIL ds = --co. 
0 
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Then LDE admits a generalized exponential dichotomy fey some pair (P1 , Pz> 
of supplementary projections on L?(Xa) where the rank of Pi is the number of 
elements ie L&for each i = 1, 2. Furthermore, if I(&): ! = max{/ & /: i = 1, n) 
f& each (&)2 E A?, then the numbers K1 and K, in. De$nition 4 can be take 
equal to 1. In addition, for each (T, dc) in (-CO, co) x Zn, 
(i) The function t -+ j U(t) PIU(~)-lx / e~p($ al(s) ds) is nonincreasing 
on (-co, CO); and 
(ii) the function t -+ / U(t) P,U(T)-lx 1 exp( -1: 012(s) ds) is.nondecreasing 
on (-00, co). 
Remark 5. In the case that there is a number 8 > 0 such that g(t) > 6 
for i = I, 2 and t E (-co, co), then Proposition 5 is Theorem 2 of [5]. 
Proof of Proposition 5. For each t in (-co, CO) let V[t, x] = j g ] = 
max(i & I: i = I,..., n> for all x = (&);” E S”, let P(E) = Q1 = diag(q&=l,, 
where&= lifi~&andq,~=Oifi~52,,andletQ(t)=I-P(t)=Q,= 
diag(qiz)i=l,ll , where qi2 = 0 if i E 4 and qi2 = 1 if i E & . Now suppose 
that u(t) = (am): ’ is a nontrivia solution to LDE and for each t in (-- 00, oo), 
let.Ql(t) = (i E Ql : / Q+(t)1 = I ui(t)l> and C&(t) = (; E 52, : ] Q2u(t)] = lui(t)]). 
For simplicity, let 2 denote C&i+z for each i== l,...,n. Then t--+1 Q&‘t)i = 
V[t, P(t) u(t)] is right differentiable on (-co, co) and 
P/4 I QPW 
102 MARTIN 
Now suppose that t E (-co, co) and j Q&t)/ > 1 Qa~(t)j. Then 
max{l u,(t)/: i E Gr} > max{/ z+(t)i: i E &?s> 
and, for s sufficiently near t, sZ,(s) C Q1(t). Also, for s sufficiently near t, 
ads) N acj(t) and U<(S) N zli(t), and we have that 
Since aI(t) . / Qr~(t)l > 0, we see that t -+ ) Qr~(t)l is decreasing in a neigh- 
borhood of t. Analogously, if 1 Qau(t)l 3 / Q&t)/, then t -+ /Q&t)/ is 
increasing in a neighborhood of t. Thus the solutions to LDE are separated 
by the triple (V, P, Q). An application of Theorem 6 establishes the first 
assertion of this proposition. To see that (i) and (ii) hold, note that if 
I Qr,u(t)I 3 j Qalc(t)l, then 1 u(t)/ = /Q+(t)/. Thus if u(t) = U(t) PIU(~)-lx 
where PI is as constructed in Theorem 6, then 1 Q1u(t)] > j Qzu(t)l; so 
(d+P) I 40 = P+lW I Q&I < -4t> I Q&l = -44 I W> 
and (i) is immediate. Part (ii) is established analogously. The fact that Kl and 
K, equal 1 in Definition 4 is an immediate consequence of (i) and (ii). This 
completes the proof of Proposition 5. 
Remark 6. By using the logarithmic norm of nonlinear functions (see [6]), 
we can obtain conditional stability criteria for nonlinear equations in a manner 
similar to Proposition 4, except that we must use the sets Cp(~) and Co(,) 
defined in Theorem 1 as opposed to projections. 
V. COMMENTS 
Let us remark first that we chose to develop our results for solutions to 
IVP defined on (-co, cc). The case when the interval is [0, co) can be 
treated similarly with only a few modifications. 
The crucial point in our analysis of the behavior of solutions to IVP is 
the existence of the sets C,(T) and co(~) in Theorem 1 and the fact that they 
contain “many” elements. Note that the compactness of closed, bounded 
sets, as well as the uniqueness of solutions, was essential in the proof of 
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Theorem 1. Also, the construction of C,(T) and co(~) used not only the triple 
(V, P, Q) but also the solutions of IVP. Hence we cannot predict the location 
of C,(T) and co(~) from the triple (V, P, Q) (except in very special cases). 
Also, except in the linear results of Section IV, we have not established much 
information on the “structure” of C,(T) and C,(T). We do have that C,(T) 
and co(~) are closed. Also, if x E C,(T) n C,(T), then v[t, p(t) u(t; T, x)] = 
?J[t, Q(C) ~(t; 7, xl); so unless I’[t, P(t) u(t; T, x)] and v[t, Q(t) u(t; T, x)] are 
constant for some nontrivial solution, Cp(7) n C,(T) = (01. An interesting 
question is under what conditions can we be ensured that there is a pair 
(P*, Q*) E S(R, R’) such that C,(T) = N,*(T) and C&T) = Np*(7) for all 
7 E (-co, co) ? This is the situation in the linear case of Theorem 5, since 
C,(T) is the range of pIu(~)-l and C,(T) is the range of p2u(T)-1. 
Let us also note that the techniques used here can be applied to give 
results on the perturbation of linear equations. As an illustration, we have the 
following proposition, which is analogous to Theorem 13, p. 80 of [l]. 
PROPOSITION 6. Suppose that the linear diJYerentia1 equation LDE admits 
a generalized exponentia2 dichotomy for a pair (PI ) Pz) of supplementary 
projections on 9(X”) and, in addition, ;f  Ki and a+, i = 1,2 are as in Defini- 
tion 4, suppose that ai > 0 and there is a number Ki’ in [l, co) such that 
Kill U(t) PiU(t)-I j[ < Kl for t E (---CO, 00) and i = 1,2. Now suppose that 
g is a continuous function from (- 00, 00) x S(R) into Z? such that 
(a) g(t, 0) = 0 and th ere is a continuous function v  from (- 00, 03) into 
[0, a) such that 1 g(t, x)[ < v(t) j x / for all t E (-co, a) and x E S(R); and 
(b) 2K,‘v(t) < ai for t E (-co, co) and i = 1,2. If F’, P, and Q are 
as constructed in part (ii) of Theorem 5 and f  (t, x) = A(t)x + g(t, x), then the 
solutions of IVP aye separated by the triple (V, P, Q). Also, if Cp(7) and C,(r) 
are as in Theorem 1, then 
(i) 1 u(t; T, x)] < K,’ j x / exp(-jf [o~r(s) - 2.K’r’v(s)] ds) for all t > 7 
and x E Cp(7); and 
(ii) / ‘a(t; T ,  x)1 < Kz’ j x / exp(fz [a&t) - 2K,‘v(s)] ds) for all t < 7 and 
X E c&T). 
Proof. Let V, and V, also be as constructed in the proof of Theorem 5 
and note that, with the suppositions of this proposition, &[t, x] < Kl’ 1 x /, 
Vz[t, X] < .F&’ j x 1, and ] x 1 < V[t, X] < (K,’ + K,‘) / x /. Also, recall that 
Vdt, P(t)4 = V&, I x and vs[t, Q(t)%] = V,[t, x]. Now let w be a differ- 
entiable function from an open interval J into S(R) such that zu’(t) = 
A(t) w(t) + g(t, w(t)) for all t in J. Since V[t, . ] is a norm on &“a and is 
104 MARTIN 
Lipschitz continuous, and P(t) is linear, if t, t + h E J with h > 0, we have 
the estimates 
= v[t + h> P(t + h&(t) + AA(t) 4”) + &t, +)))I + O,(h) 
< J’[t + k P(l: + h)@(t) + hA(t) w(t))] 
+ hVt + h, P(t + h)g(t, w(t))] + 4(h) 
= t’[t + h, P(t -+ h) U(t + h) U(t)-1 w(t)] 
+ hri-t + h, W + h)g(t, 49>1 + Mh> + O,(h) 
where limk+,,+ h-lOa = 0 for i = 1, 2. If U(S) = U(t + s) U(t)-l w(t), then 
Al is a solution to LDE and D*V[s, P(s) u(s)] < -cxJs) V[s, P(s) U(S)] by 
Theorem 5. It now follows that 
D+I;/‘[t, P(t) w(t)] G -l(t) v, P(t) 4t)l + w W& w(N* 
Furthermore, m W) g(4 w(t))1 = vI[t, w & w(t))1 = VIP? At7 WI9 
so 
fq, p(t)&, w(t))1 < K,’ I g(k w(t)>1 G G’@> I w 
= KYt) I w w(t> + Q(t) 40 
f G’4t) I p(t) w(t)1 + &W I Q(t) w(t)l 
< &‘v(t) Jf[t, p(t) w(t)1 + &‘v(t) W, Q(t) 4% 
Consequently, 
Similarly, we can show that 
J’-V, Q(d +)I 2 Mt> - &WI v[t, Q(t) w(t)] - G’@) W, p(t) w(t)]. 
The fact that the solutions to LDE are separated now follows from 
Proposition 3. Assertions (i) and (ii) are also evident, since V[T, P(T)x] = 
V,[T, P(T)x] = If&, cc] < K,’ j x [ and vii, Q(T, *I= vi&, SW1 = 
v2[T, x] < K,’ j x 1. Tlu ‘s completes the proof of Proposition 6. 
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