Abstract: Two random iteration algorithms or \chaos games" for Iterated Function Systems on function spaces, namely IFS with grey level maps (IFSM), are described. The rst algorithm can be interpreted as a \chaos game in code space" and is guaranteed to work only in the case of nonoverlapping IFS maps. In the second algorithm, applicable to IFSM with overlapping IFS maps but a ne grey level maps, the (normalized) IFSM attractor function u serves as the density for an invariant measure of an IFS with probabilities with condensation measure. As such, approximations to the attractor function of the IFSM are yielded by visitation histograms, as in the case of IFS with probabilities on measure spaces. Some computer results illustrating the convergence of this chaos game for a simple overlapping IFSM on 0,1] are also presented.
Introduction
In this paper we formulate two random iteration algorithms or \chaos games" for Iterated Function Systems with Grey Level Maps (IFSM). As in the case of Iterated Function Systems with probabilities (IFSP) on probability measure spaces, the chaos game is a kind of \bin counting" algorithm which can be used to generate approximations to IFSM attractor functions. For both the IFSM and IFSP, such a random iteration algorithm represents an alternative to a deterministic algorithm for constructing such approximations. In the remainder of this section, the basic de nitions for IFSM are presented. In Section II, we outline a rst kind of chaos game for IFSM, motivated by the chaos game for IFSP. (The important features of the latter are given in the Appendix.) Its applicability in analyzing the IFSM attractor function u(x) is restricted to the case where the IFS contraction maps are \nonoverlapping". In this case, as expected, a sampling of function values by a random \chaos game" walk produces converging estimates of the average value of the attractor over a subset/pixel. The breakdown of the algorithm in the overlapping case can be understood by reformulating it as a chaos game over code space. A convergence result for this chaos game is provided by Elton's ergodic theorem. However, it can provide information about u(x) on X only in the nonoverlapping case. In Section III, we introduce another chaos game for a ne IFSM in L 1 in the general overlapping case. The (normalized) IFSM attractor function u is considered as the density of the invariant measure for an IFSP with condensation. The o set terms i in the a ne grey level maps i (t) = i t+ i will play the role of the condensation measure while the scaling terms i will contribute to mixing probabilities for these condensation measures. We conclude the discussion with some computer results that illustrate the convergence of the chaos game for a simple overlapping IFSM on 0,1].
Basics of IFSM
Let (X; d) denote a complete metric space, the \base space" which is typically 0; 1] or 0; 1] 2 with Euclidean metric. Let w = fw 1 ; w 2 ; : : : ; w N g be a set of one-to-one contraction maps on (X; d) with contraction factors c i 2 0; 1). For simplicity, we assume that the IFS maps are a ne. Associated with the IFS maps w i is a set of grey level maps = f 1 ; 2 ; : : :; N g, i : R ! R, assumed to be Lipschitz on R with Lipschitz constants K i . The set of IFS maps w and associated grey level maps comprises an IFSM on (X; d). Associated with the N-map IFSM (w; ) is a fractal transform operator T :
where the fractal components f k (x) are given by
In other words, the kth fractal component f k (x) is a modi cation of the grey level value of u at the preimage w ?1 k (x) (provided this preimage exists (3) where jJ k j is the Jacobian associated with the transformation x = w k (y). These bounds may be improved in the case of -nonoverlapping, i.e. where the sets X i = w i (X) overlap only on sets of zero Lebesgue measure on X (a common assumption in the literature): is a \cumulative sum" S k which will initially be set to 0. Let (w; ) be an N-map IFSM on X satisfying the following properties:
1. The sets X i = w i (X) cover X, i.e. S N k=1 X i = X. 
where t 0 2 R. Let p = fp 1 ; p 2 ; : : : p n g, p k > 0, P N k=1 p k = 1, be a set of probabilities to be associated with each IFS-grey level map pair (w k ; k ). The choice of the p k -a crucial point -will be speci ed below. We now outline the rst algorithm:
1. Initialize x 0 as the xed point of w 1 (merely for convenience). 7. Continue in this way by returning to 4 above, i.e.
x n+1 = w n (x n ); u n+1 = n (u n ); n 2 f1; 2; : : : ; Ng; (8) where the k are chosen according to the probabilities p i , and then updating the appropriate S j n+1 .
4
Proposition 1 For each k 2 f1; 2; : : : ; Kg,
as n ! 1; (9) where is the invariant measure of the IFSP (w; p) (see Appendix for the de nition of the latter).
Proof: From the assumptions that (1) the i maps are contractive and (2) the sets w i (X) nonoverlapping, it follows that u n u(x n ). Let I k denote the characteristic function of B k .
Then at the nth stage of this chaos game,
From Elton's Theorem 5], in the limit n ! 1 the right hand side of the above expression
Corollary 1 De ne the probabilities to be p i = m(
(11) the average value of u over B k .
Proof: An easy calculation shows that the invariant measure for the IFSP (w; p) is = m.
From Eq. (10) the desired result follows.
Proposition 2 Let P n be a nested sequence of Borel partitions whose \sizes" go to zero as n ! 1. Let u n be the average value function of u associated with P n . Suppose that T is contractive in L p (X; m) (1 p < 1) so that its xed point u 2 L p . Then u n converges to u in L p . Proof: Notice that u n is the conditional expectation of u given P n . Thus, u n forms a martingale sequence which is L p bounded. The desired convergence then follows by the Martingale Convergence Theorem 10].
Remarks:
1. The above implies that we may obtain an approximation to any accuracy (in the L p sense) by using a su ciently ne partition of X. In the particular case that u 2 L 1 a stronger result follows from the Martingale Convergence Theorem, namely, that u n ! u pointwise a:e:. 2. In the general case of probabilities p i , P N i p i = 1, the limit in Corollary 1 becomes u av (B k ; ), the -average value of u over B k . Then Proposition 2 is generalized to convergence of u n to u in L p ( ). The speci c results of Corollary 1 and Proposition 2, i.e.
convergence with respect to Lebesgue measure, are more relevant to computer approximations using the chaos game. 5 2.2 Overlapping w i (X ) and a \Chaos Game in Code Space"
In the case that the sets X i = w i (X) overlap, i.e. m(X i \ X j ) 6 = 0 for some pair (i; j), i 6 = j, the chaos game of the previous section fails. One immediate consequence of overlapping is that in Step 2 of the algorithm, it is not guaranteed that u 0 may be made \close" to u(x 0 ), since x 0 may have several preimages w ?1 i (x 0 ). In order to further understand this problem, we formulate a chaos game algorithm on the code space rather than on the base space X. This is possible from the equivalence of actions in both spaces as shown in the diagram at the end of Section 1.1. Associated with the partition P K of X into Borel subsets B k is a partition of into subsets de ned by T k = a ?1 (B k ) for all k where a : ! X is the address map de ned in Section 1. To each T k we now associate a cumulative sum S k , initialized to zero. 
where t 0 2 R. The limit exists and is independent of t 0 by the assumption that the i are contractive on R. This is the \code space analogy" of the base space attractor function u as de ned in Eq. (7). We now modify the algorithm of the previous section to produce a chaos game on instead of X. This is simply done by replacing B j k by T j k -the \bins" are now in the code space instead of the base space X. Let 1 ; 2 ; : : :; n ; : : : be the indices of the (w i ; i ) pairs chosen. Elton's ergodic theorem guarantees the following result.
Proposition 3 For each k 2 f1; 2; : : : ; Kg,
The prime indicates summation over codes n = ( n?l ; n?l+1 ; : : : ; n ), where l is su ciently large so that f( n ) f( ). As well, P denotes the invariant measure of the IFS with probabilities (w; p) on .
In order to obtain an approximation to the IFSM attractor u(x) on X, it is necessary to interpret the above algorithm as acting on X. One may try to accomplish this by using the address map a to \push" the process onto X. From Eq. (13),
This integral may involve a summation over di erent regions B k i which are mapped to T k . In order to obtain a true approximation to u on X, however, we require the following quantity: Z
The quantities in Eqs. (14) and (15) are not necessarily identical. Equality is guaranteed only in the case that a is injective, i.e. the sets X i = w i (X) are nonoverlapping. We illustrate the problem with the overlapping case by means of a simple example.
Example: X = 0; 1] with w 1 (x) = w 2 (x) = 1 2 x; w 3 (x) = 1 2 x + 1 2 ;
1 (t) = 2 (t) = 1 2 ; 3 (t) = 1: 
The corresponding integral in Eq. (15) is
(18) The two integrals are clearly not equal. The problem is due to the existence of \cross terms" in the integral of Eq. (15) which are not present in Eq. (14). In the case that the address map a is injective, the integrals in Eqs. (14) and (15) In summary, the simple \chaos game" algorithms outlined above -one in the base space X and the other in the code space -are guaranteed to work only in in the special case of nonoverlapping w i (X). We are unable to construct comparable algorithms for the more general case of overlapping w i (X). This is not to say that the algorithms never work in the overlapping case. They may work in \nongeneric" situations, for example, when grey level maps i corresponding to overlapping IFS maps are identically zero. These are special cases, however. Our simple example clearly illustrates that the algorithms are not universally applicable. This serves as a motivation for the work outlined in the next section, in which a chaos game based on IFS with probabilities and condensation measures is devised.
3 Chaos Game Using IFSP with Condensation
In what follows we assume, for simplicity of notation, that X = 0; 1]. Let (w; ) denote an N-map a ne IFSM, i.e. both IFS and grey level maps are a ne: w i (x) = s i x + a i ; i (t) = i t + i ; 1 i N:
(20) Note that the sets w i (X) are not assumed to be nonoverlapping. The associated fractal transform operator T has the form
where X k = w k (X). We shall write the above operation symbolically as
where b(x) is de ned by the second sum in Eq. (21). We also assume that i ; i 0 and that
where c i = js i j, i.e. T is contractive in L
1
. Then the xed point u = T u may be written as follows:
The iterated application of A on the function b mimics the operation of \condensation" in IFSP with condensation measures (reviewed in the Appendix). The nature of this condensation is clari ed if we consider the (normalized) attractor u as the density function of a probability measure on X. From the relation T u = u, one may easily compute the following integral:
(Note that the denominator does not vanish.) As well,
Also from the relation T u = u, we have, for any Borel set S X, Z
De ne the normalized functions u 1 (x) = u(x)=h ui and b 1 (x) = b(x)=hbi so that h u 1 i = hb 1 i = 1.
Rewrite Eq. (27) in terms of these normalized functions to obtain:
where (S) = R S u 1 (x)dx and (S) = R S b 1 (x)dx. Thus, the measure 2 M(X), with density u 1 , is the invariant measure of an IFSP with condensation measure 2 M(X) with density b 1 , cf. Eq. (44) in the Appendix. Let p i = i c i , 1 i N be the probabilities associated with the IFS maps w i and p 0 = 1 ? P N i i c i to be the probability associated with the condensation measure . Our chaos game for a ne IFSM will now be based on a chaos game for IFSP with condensation. As in the previous section, we assume that X is partitioned into Borel subsets B k . The cumulative sums S k associated with the sets B k are again initialized to zero. Here, however, they will supply information only on the visitation of the sets B k . The algorithm is as follows:
1. Initialize x 0 as the xed point of w 1 (merely for convenience). The IFSM operator T is contractive in L 1 (X). A histogram approximation of the attractor u of this IFSM is shown in Figure 1 . This approximation was obtained by using the deterministic algorithm on an equipartition of 0,1] using 2000 subintervals. A discrete version of the IFSM operator was then iterated until satisfactory convergence was obtained. (25 iterations required about 0.03 CPU sec. All calculations were performed on an IBM RISC 6000 Model 43P-100.) Figures 2, 3 and 4 show histogram approximations to u yielded by the chaos game after 250,000, 2,000,000 and 10,000,000 iterations, respectively. (Again, 2000 \bins" B k were employed.) In all three cases, less than 0.01 CPU sec. was required. It is evident that the approximations yielded by the chaos game are converging. 
