Theorem 0.2 Let X be a smooth projective variety over a field k, and let π 
iii) X is finite-dimensional (i.e., h(X), the motive of X, is finite-dimensional).
The implication from (iii) to (ii) is Kimura's nilpotence theorem. The other implications give a certain converse. The following again sharpens results of Kimura.
Theorem 0.3 Let M be a motive modulo rational equivalence over a field k, and assume that M is either oddly or evenly finite-dimensional. For an endomorphism f ∈ End(M ) let P (t) = det( t − f | H The results in this paper were mainly obtained during a stay at the University of Tokyo during the academic year 2003/2004 , and it is my pleasure to thank the department and my host Takeshi Saito for the invitation and the hospitality. I thank the referee for suggesting a more elegant version and proof of Theorem 3.3 (a). §1 Weil cohomology theories, motives, tensor categories
In this section, we recall some notions and properties needed later. We fix a base field k and consider the category SP k of smooth projective varieties over k. For X in SP k , we denote by Z j (X) the group of algebraic cycles of codimension j on X, with Q-rational coefficients. The following definition is equivalent to the one in [Kl] . (X × Y ) in place of c (α). Via this interpretation, the element π i , as cohomological correspondence from X to X, is the identity on H
Y b gives an isomorphism H(X) ⊗ E H(Y ) → H(X × Y ). (v) (Poincaré duality) H(Spec k) = H

(Spec k) ∼ = E, and the bilinear pairing H(X) ×
H(X)
·
−→ H(X)
(1.4) Let ∼ be an adequate equivalence relation on algebraic cycles, i.e., an equivalence relation on all cycle groups Z j (X) for all X in SP k such that product, push-forward and pull-back of cycles is well-defined on the cycle groups Ja3] . We recall that we have the adequate equivalence relations rational, algebraic, homological and numerical equivalence with the relationship
The category M ∼ (k) of (Q-rational) motives modulo ∼ over k can be defined as follows. For X, Y ∈ SP k the group of correspondences (modulo ∼) of degree n from X to Y is defined as Corr
respectively. Then the objects of M ∼ (k) can be described as triples (X, p, m) , with X ∈ SP k , p ∈ Corr 0 ∼ (X, X) an idempotent and m ∈ Z, and one has Hom ((X, p, m) , (Y, q, n) 
with composition given by the above composition of correspondences. The Tate objects are defined by 1(n) = (Speck, id, n) for n ∈ Z.
(1.5) The precise definition of a tensor category can be found in [DM] . Let us just recall that it is a category with a bifunctor (A, B) → A ⊗ B together with asssociativity constraints
A ⊗ B ∼ = B ⊗ A and an unity constraint l : 1 ⊗ A ∼ = A, satisfying certain compatibilities modelled after the situation of the tensor product of vector spaces. A tensor category is called rigid, if it has internal Homs Hom(A, B) (characterized by Hom(A ⊗ B, C) = Hom(A, Hom(B, C))) satisfying some reasonable properties [DM] 1.7. In this case, the dual of an object is defined as A ∨ = Hom(A, 1). Examples 1.6 (a) In particular, let E be a field. Then the category Vec E of finitedimensional E-vector spaces is a rigid E-linear tensor category, with the usual tensor product and the obvious constraints.
(
, taking the associativity constraints from Vec E , defining 1 = E placed in degree 0, and defining
The relationship between the objects introduced in 1.1, 1.3 and 1.4 is as follows.
(1.7) For any adequate equivalence relation ∼, the category M ∼ (k) of motives modulo ∼ becomes a rigid Q-rational tensor category by defining (X, p, m) 
, and taking the obvious associativity constraint, the unit object 1 = (Spec(k), id, 0), and the commutativity constraints induced by the transpositions τ X,Y :
Recall that a tensor functor Φ : A → B between tensor categories is a functor together with functorial isomorphisms α A,B : Φ(A) ⊗ Φ(B) ∼ = Φ(A ⊗ B), satisfying some obvious compatibilities with respect to the constraints [DM] 
. One can check that one obtains a well defined action of S N by decomposing each element σ as a product σ = τ ν of such elementary transpositions, and defining σ * = (τ ν ) * . Now let C be a Q-linear pseudo-abelian tensor category. Then, by linearity, the group ring Q[S N ] acts on M
⊗N
, and we can define the symmetric product as Sym The following definition goes back to Kimura [Ki] and, independently, to O'Sullivan [OSu] (with a different terminology). This is well-defined, because M + and M − are unique up to (non unique) isomorphism (loc.cit.). Examples 2.3 (a) If E is a field of characteristic zero, then any object V in Vec E is evenly finite-dimensional. In fact, ∧ n V is the usual alternating power ∧ n E V , and this is zero for n > dim E V . One has dim V = dim E V .
(b) With E as above, every object in the tensor category GrVec E (cf. 1.6 (b) for our conventions) is finite-dimensional:
by the sign rule for our commutation constraints. Thus dim V = dim E V is the usual dimension of V as an E-vector space (This should not be confused with the rank of V (cf. [DM] p.113) with respect to the structure of GrVec E as a rigid tensor category, which would be rankV = dim 
In particular, conjecture S(X) implies that also the motive h num (X) modulo numerical equivalence is finite-dimensional. However, the following conjecture is much deeper:
• e sym , so this is again an idempotent. In fact, for every endomorphism f of h(X) and every σ ∈ S n obviously
Now let C be a smooth projective curve over k, and let x ∈ C be a closed point of degree m. Then we have a decomposition h rat (C) = 1⊕h 
Conjecture N(X): J(X) is a nilpotent ideal.
A remarkable consequence of this conjecture would be that there is no phantom motive, i.e., no non-trivial motive which becomes zero after passing to numerical equivalence, and that every idempotent modulo numerical or homological equivalence can be lifted to an idempotent modulo rational equivalence. In fact, for any motive M modulo rational equivalence let J(M ) ⊆ End(M ) be the ideal of numerically trivial endomorphisms (so that In fact, as is observed in loc. cit., a smash nilpotent correspondence from X to X is nilpotent; more precisely, z ×n = 0 implies z n = 0 in Corr(X, X). The following result gives (in part (b)) another criterion for nilpotence. Here we may consider motives modulo any (fixed) adequate equivalence relation ∼. Recall that, for a motive M = (X, p, m) and an endomorphism f of M , the trace of f is defined as tr(f ) =< f.p t >, where < α.β > is the intersection number of two cycles α and β. This coincides with the trace coming from the rigid tensor category structure of M ∼ (k).
if M is either evenly finite-dimensional or oddly finite-dimensional, and
This was originally proved by Kimura [Ki] in a slightly weaker form -giving (b) with d + 1 instead of d, and not giving the description (a) of G(t). The following corollaries already follow from this original form, except for 3.7.
Corollary 3.4 If M is a finite-dimensional motive, then the ideal J M ⊆ End(M ) of numerically trivial endomorphisms is nilpotent.
In fact, by decomposing M = M + ⊕M − , it is shown in [Ki] that J(M ) is a nil ideal, with degree of nilpotence bounded by
By a result of Nagata-Higman (cf. [AK] 7.2.8) it follows that J(M ) is in fact a nilpotent ideal, of nilpotence degree ≤ 2 n − 1 (since we assume Q-coefficients).
Corollary 3.5 If M is a finite-dimensional motive, and H is any F -rational Weil cohomology theory, then
In particular, the right hand side is independent of H.
Proof. (cf. [Ki] 3.9 and 7.4) We may assume that M is either evenly or oddly finitedimensional. Obviously, the dimension decreases under any tensor functor, so dim M ≥ dim F H(M ). On the other hand, by the nilpotence result (together with 2.7 and 3.1), We can deduce a certain converse of Theorem 3.3. Consider the following, a priori weaker variant of conjecture N (X) (for a smooth projective variety X). 
Proof. If
± modulo homological equivalence. Therefore (a) implies S(X), and by 3.4, it also implies N (X). Since (a) also implies finite-dimensionality of h(X
If S(X) holds, the π ± are algebraic projectors modulo homological equivalence, and if N (X) holds, these lift to orthogonal projectorsπ + andπ − modulo rational equivalence withπ + +π − = id by 3.1 (lift π + to a projectorπ + and letπ − = id −π + ). Let M ± = (X,π ± , 0) modulo rational equivalence. Then M = M + ⊕ M − , and for
M − modulo homological equivalence. By 3.1 and N (X n ), for n = b + + 1 and n = b − + 1, one concludes that this vanishing also holds modulo rational equivalence, i.e., we obtain (a).
Corollary 3. 10 Voevodsky's nilpotence conjecture (cf. 3.2) implies the conjecture of Kimura and O'Sullivan (cf. 2.4 
is independent of the chosen Weil cohomology theory, and one has P (g) = 0.
Proof. If M is an evenly finite-dimensional motive, its cohomology is even, and by the trace formula [Kl] 1.3.6 c one has tr(f ) = tr(f, H * (M )). Therefore one has
On the other hand, it is known that the right hand side is the charcteristic polynomial P (t). For an oddly finite-dimensional motive its cohomology is odd and one has tr(
is again equal to P (t). Therefore the claim follows with 3.3 (a).
We now come to the proof of Theorem 3.3. It is straightforward to prove the following two lemmas. (Note that for n = 3, Lemma 3.13 is just the definition of composition of correspondences.) Lemma 3.13 Let p ij : X n → X × X be the projection onto the i-th and j-th factor ((x 1 , . . . , x n ) → (x i , x j )). Consider algebraic cycles f 1 , . . . , f n−1 on X × X, regarded as correspondence from X to X. Then one has 
(composition of correspondences on the right hand side).
Lemma 3.14 Consider morphisms f : V → M , g : W → N of smooth, projective varieties, and the diagram
, where p ij : X 2n → X × X is the projection onto the i-th and j-th factor as in 3.13. In particular, we have
(1)} (with σ s (1) = 1) be the orbit of 1 ∈ {1, . . . , n} under σ ∈ S n . Then σ is the product
(1) → 1 and a product σ of cycles which are disjoint from σ 1 . Thus, in the above sum, the summand corresponding to σ is
where β is the product of the 2(n − s) factors p * i,n+σ(i) p and p * i,n+i f t with i ∈ o 1 (σ) = {1, . . . , n} o 1 (σ). Writing X 2n = V × W , with V being the product of the 2s factors at the places i or n + i for i ∈ o 1 (σ), and W the product over the 2(n − s) factors at the other places, it follows from 3.11 (applied to p 1,n+1 : V → X × X and the structural morphism W → Spec(k)) and 3.10 that the summand is
where β is a zero cycle on W and (f ) . If σ is not an n-cycle, then s < n. This shows that we get a polynomial equation for f with leading term (−1)
. If f is numerically equivalent to zero, then so is β for s < n, so that deg(β ) = 0 unless σ is an n-cycle. This proves 3.3 (b). 
Summing over all σ ∈ S n with fixed σ 1 , and keeping the bijection ρ, we thus get
After summing over all σ ∈ S n we then see that the coefficient of f 
Conjecture 4.1 (Murre, [Mu1]) (A) X has a Chow-Künneth decomposition, i.e., the π X i lift to an orthogonal set of idempotents {π i } with
It is known [Ja2] that this conjecture, taken for all smooth projective varieties, is equivalent to the conjecture of Bloch-Beilinson on a certain functorial filtration on Chow groups, and that this Bloch-Beilinson filtration would be equal to the filtration F · defined above. The advantage of Murre's conjecture is that it can be formulated and proved for specific varieties, and that will be used below. X), i.e., from conjecture N (X) (cf. 3.1), and hence from finite-dimensionality of h rat (X). On the other hand it is known that the Bloch-Beilinson-Murre conjecture would imply the conjecture (2.4) of Kimura-O'Sullivan ([AK] , [An1] ). Let us note here that, more precisely, Murre's conjecture for X, X × X and X × X × X implies N (X) ([Ja2] pp. 294, 295), so that Murre's conjecture for all sufficient high powers X N implies finite-dimensionality of X (3.9; note that we have assumed C(X), hence S(X)). Now let k be a finite field. Then the standard conjecture C(X) holds for every smooth projective variety X over k [KM] . It is furthermore known (cf. [Ja3] 4.17) that the conjecture of Bloch-Beilinson-Murre over k is equivalent to the equality ∼ rat = ∼ hom where homological equivalence is taken with respect to any Weil cohomology theory H satisfying weak Lefschetz (cf. [Kl] p. 368 or [KM] p. 74) (e.g., the -adic cohomology (1.3 (b)) for any fixed = char(k)). Again we want to make this more precise. 
On the other hand, for i = 2d − µ and µ + ν < 2d we havẽ
by 4.1 (B) and (C). In other words, the correspondences in CH
(X) modulo homological equivalence, and then this quotient just depends on the motive modulo homological equivalence h
be the characteristic polynomial of the k-linear Frobenius F : X → X acting on the cohomology. It is known from [KM] that
for any = char(k) and hence, by Deligne's proof of the Weil conjectures, that P i (t) is in Z [t] , and has zeros with complex absolute values q i/2 . By the Cayley-Hamilton theorem, P i (F ) acts as zero on H i (X), hence P 2j−ν (F ) acts as zero on Gr
One can prove part of Murre's conjecture from finite-dimensionality, by applying ideas of Soulé [So1] , Geisser [Gei] , and Kahn [Ka] . 
Theorem 4.5 Let k be a finite field, and let X/k be a smooth projective variety such that J(X) is a nil ideal (e.g., assume that h rat (X) is finite-dimensional). Then there is a unique Chow-Künneth decomposition h rat (X) = ⊕
In particular, parts (A), (B) and (C) of Murre's conjecture hold for X and, moreover,π i acts as zero on CH
Proof. The existence of the Chow-Künneth decomposition was noted in 4.2. Let P i (t) = det(t−F | H i (X)) be as above. By Cayley-Hamilton we have
, by Deligne's proof of the Weil conjecture. The claimed consequences for Murre's conjecture are now immediate. Finally, the uniqueness of the Chow-Künneth decomposition is seen as follows. Let P (t) = P i (t). Then P (F ) is homologically trivial, so that P (F ) r = 0 for some r ≥ 0 in End(h rat (X)). Again by Deligne, the polynomials P ν (t) are also pairwise coprime, so that, for each i ∈ {0, . . . , 2d} there are polynomials a i (t) and b i (t) in Q(t) with 
Proof. This follows from results of Geisser [Gei] and Kahn [Ka] . Let us give a brief argument, for avoiding a little problem with the arguments given in [Ka] , and for getting a statement used below.
By Poincaré duality, (iii) also holds for d − j, so it suffices to consider ν = j. Then, by theorems 4.5 and 4.7, it suffices to considerh 2j (X) instead of X in the statements. Now it is well-known (cf. [Ta] (2.9)) that the assumptions on the Tate conjecture and the semi-simplicity of F imply that ∼ num = ∼ hom on CH ν (X) for ν = j and d − j, and that
where H is the Weil cohomology theory given by -adic cohomology, = p = char(k). Write P 2j (t) = Q(t)(t − q 
as a Galois module, by semi-simplicity (iii). By Tate's conjecture (ii), this cohomology has a basis given by algebraic cycles. Using the equality A j hom (X) = Hom(1, h hom (X)(j)) = Hom(1, (M 2 ) hom (j)), and the identification of the composition map becomes a direct factor of (M 2 ) hom , and we conclude that ϕ : 1 ρ ∼ = (M 2 ) hom is an isomorphism with inverse ψ, because H(M 2 (j)) ∼ = Q ρ as was shown above. But this implies that one also has an isomorphism 1 ρ ∼ = M 2 (j) in the category of Chow motives, because J(M 2 ) is a nil ideal, and J( 1 ) = 0.
Proof. In fact, it is clear that the Tate conjecture holds in degrees 0 and 2d, and that the corresponding cohomology groups are semi-simple Galois representations. We remark that the bijectivity of c
is known without the assumption on X, by higher class field theory (note that we have Q-coefficients).
Corollary 4.10 Assume that J(X) is a nil ideal, the Tate conjecture holds for X (i.e., for all cohomology groups of X), and the eigenvalue 1 is semi-simple on all groups
Remarks 4.11 (a) The problems with the arguments in [Ka] concern the meaning of the statement that rational and numerical equivalence agree on X. In this paper, the meaning is that ∼ rat = ∼ num on CH j (X) for all j, and this would also fit with the assumptions in [Ka] . It does not imply that one can identify h rat (X) and h num (X) as written in the parenthesis following loc.cit. Cor. 2.2, because that would rather mean that rational and numerical equivalence agree on X × X. Similarly, the reference in [Ka] 2.2 to [Gei] th. 3.3 has to be completed, because in the latter reference the argument is by assuming ∼ rat = ∼ num for all varieties, and deducing an action of End(h num (X)) on K a (X) (j) , which again requires ∼ rat = ∼ num on X × X. Finally, in the proof of [Ka] Théorem 1.10, the reference to [Mi] th. 2.6 has to be taken with similar care, because again, in that reference the (strong) Tate conjecture is assumed for all varieties, and in principle used for a product of two varieties when deducing semi-simplicity of the category M hom (k) and considering the question of isomorphy of two motives. The final conclusion is that the stated results in [Ka] remain correct, while the proofs have to be modified -basically by noting that in the considered cases it suffices to consider morphisms between Tate objects 1(j) and h(X) instead of endomorphisms of h(X). (b) In principle, the proof given in [An1] 4.2 is correct, but the short formulation might disguise the fact that, to my knowledge, it does not suffice to assume the Tate conjecture and 1-semi-simplicity just for H 2j (X, Q (j)) if one wants to get the results for CH j (X). (c) In view of 4.6 (b), the assumptions of Corollary 4.10 hold, e.g., for arbitrary products of elliptic curves [Sp] , for abelian varieties of dimension ≤ 3 [So1] Th. 4, Fermat surfaces of degree m invertible in k and dimension ≤ 3 (loc. cit.), for rational, Enriques or Kummer surfaces, and for many abelian varieties. In particular, for the sub tensor category of M rat (k) generated by elliptic curves one gets ∼ rat = ∼ hom , and hence the validity of Murre's conjecture. Proof. First we note that the properties (i) -(iii) for all X ∈ SP F are equivalent to conjecture 4.14 for all X ∈ SP F . This follows from theorems 4.12 and 3.9, and the fact that S(X) holds for all X ∈ SP F . Secondly, conjecture 4.14 holds for all varieties if it holds for smooth projective varieties. The proof goes like in [Ja1] 12.7, but instead of assuming resolution of singularities, one may use de Jong's version: Let Z be any reduced separated algebraic F -scheme. By [dJ] there is a smooth projective variety X and a morphism f : X → Z which is genericallyétale. Choose a dense smooth open U ⊆ Z such that the restriction g : V = f
