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0. Introduction: Scope and Outline 
Change-point models are used to describe discontinuous behavior in 
stochastic phenomena. During the last twenty years there has developed a 
large body of statistical theory and methods specifically devoted to such 
models, divided between the topics of testing for presence of such dis-
continuities, and estimation of the discontinuity point -- the change-point. 
The subject matter overlaps with that of quality control and of piecewise 
curve fitting. 
The present paper was prepared in conjunction with a presentation at the 
13th European Meeting of Statisticians, which had invited a talk on the 
topic of change-point models. It seemed to be useful and timely to attempt 
a review of this topic, rather than to add to the vast body of theory. 
This review was undertaken with a critical eye for applicability of the 
theory, and focussed to some extent on the real applications of change-
point methodology. The end result is rather unsatisfactory as a review of 
the literature, since the paper is rather selective in the topics discussed. 
However, a very extensive bibliography has been compiled, containing over 
120 entries, coded by topic. 
The paper looks mainly at two models: mean-shift models (Section 1) 
and intersecting two-phase regression models (Section 2). We review tests 
for the 11 no-shift 11 hypothesis in each context, both with and without 
specific change-point models as alternative hypotheses. Then we discuss 
estimation of the parameters in change-point models. In Section 3 we 
introduce the bootstrap techniques, and show by example how they might 
be used to aid statistical analysis of some change-point problems. 
1. DISCONTINUOUS SHIFT PROBLEMS 
1.1 Models and Examples 
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We shall restrict attention to models with at most one parameter 
shift. One wide class of change~point models assumes that xj = x{tj}, 
j = 1,2, ... {t1 ~·t2 ~ .•. )are observations of independent random variables 
X{tj) such that 
IF{xje0) pr(X{t) ~ x) = F{xje1) 
t~y 
(1.1) 
t > y 
The form of Fis usually assumed known, but e0 and/or e1 would usually 
be unknown. The parameter y, called the change-point, is often of primary 
interest. In many applications {1.1) is a specific alternative to the 
"no-shift" or homogeneity hypothesis~ 
The most collDJlon special cases of {1.1) are: 
(a) F normal, e0 = mean e0, variance cr6 
e1 = mean e1, variance cr~; 
(a') same as {a) but with cr6 and cr~ eq~al; 
{b) F binomial, with e0 and e1 the Bernoulli probabilities; 
{c) F gamma, with e0 and e1 the scale parameters. 
Particular useful variants of {a) or (a') include {i) serial correlation 
between the Xj and {ii) more general mean functions e0{t), e1{t) such as 
ei{t) =a;+ Bi{t) {i = 0,1) [with a break, e0(y); e1{y)J. Although 
these variants will not be discussed further, they are included in the 
bibliography at the end of the paper. 
• 
,. 
3 
We focus our attention now on (1.la'), the nonnal mean-shift model, 
which seems to be by far the most important in application. Two examples 
that we shall refer to are illustrated in Figures 1.1 and 1.2. The first 
example is annual river discharge data, where estimation of the change-
pointy is of interest. The second example is menstrual cycle basal body 
temperature (BBT) data, where rapid sequential detection of the mean shift 
is of major interest. In each case the normal mean-shift model seems to 
be a good assumption. 
1.2 Tests for Deviation in Mean 
A standard quality-control problem is to detect deviation in mean 
from an initial control level µ0. In this context the problem is sequen-
tial, necessitating a decision procedure which involves some action with 
each new observation. For the normal case, consideration of the mean-
shift model led to the now-standard cumulative sum, or CUSUM, procedure. 
The procedure for detection of a positive shift operates as follows: 
detennine a positive mean shift µ1 - µ0 = oo which it is desired to detect 
quickly. Then compute truncated sequential sums 
s0 = 0, Sj = max(O, Sj-l + xj - µO - ½oo), (1.2) 
j=l,2, ..• 
and decide that an upward mean shift has occurred as soon as Sj exceeds 
the critical value h. Choice of the critical value his based on tables 
of ARL = average run length = E{inf(J: SJ~ h)} for various values of (o,h). 
Note that a large value of ARL is desirable when no shift occurs, whereas 
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Figure 1.1 Annual Discharge Volume of the Nile River as Aswan (Source: 
Cobb, 1978) 
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Figure 1.2 A Basal Body Temperature (BBT) Chart. (Source: Royston & 
Abrams, 1980) 
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a small value is desirable when a shift does occur -- the quantity of 
interest is then ARL - y. The upper part of Figure 1.2 illustrates the CUSUM 
procedure in action with the BBT data shown in the lower part of the figure. 
A similar, but more complicated procedure operates when µ0 is 
unknown. Theoretical properties of CUSUM procedures involve application of 
random walk theory, and approximate Brownian motion theory. Among the 
standard references are books by van Dobben de Bruyn and Woodward & Gold-
smith; see also the references in Section 2.2. Corresponding Bayesian 
procedures have been studied, notably by Bather (1967) and Shiryaev (1963, 
1965). 
A somewhat different testing problem obtains when a complete fixed 
sample is available and a retrospective test is required. Here one might 
propose model (l.la 1 ) as the specific alternative against which to test 
the 11no-shift 11 hypothesis. Proposed tests include backward (reverse time) 
CUSUM charts, normal-theory likelihood ratio tests, non-parametric rank 
significance tests, and tests based on Bayesian formulations. Particular 
mention should be made of the papers by Bhattacharya (1980) and Sen & 
Srivastava {1975b), which give partial reviews, comparisons of various 
tests and distributions of test statistics; see also Section 2.2. 
One of the so-called Bayesian approaches averages out the possible 
change-point, giving a simple regression model as the alternative hypothesis, 
and thence arrives at the test statistic Ej(xj - x1,n), where xa,b = 
ave(xa, ... ,xb). Likelihood ratio tests are more complicated. For example, 
if o2 and µ0 are known, then the likelihood ratio test statistic for the 
positive-shift alternative {µ1 > µ0) is 
6 
(1. 3) 
whose approximate null distribution for large n can be related to Browian 
motion with shifting drift. Since the distributional problems for statis-
tics like (1.3) are so complicated, the bootstrap technique discussed in 
Section 3.4 may be useful. Statistics such as (1.3) tend to be preferable 
to "smooth" statistics such as Ej(xj - x1,n) when model (1.la') holds with 
y or n - y quite small. 
1.3 Particular Sequential Detection Scheme 
For the application illustrated in Figure 1.2, a CUSUM technique has 
been advocated for detection of the upward mean shift in BBT. The CUSUM 
method is said to give good results, and is obviously very easy to use. 
Potential disadvantages are that the decision procedure requires careful 
choice of h, and that the actual significance of the end result is hard 
to measure. It is, then, of some interest to conside·r alternative methods 
which are more closely tied to the model and to the available data. There 
are several background points to note: 
(i) t = 1 corresponds to the last day of a menstrual period; 
(ii) the normal mean-shift model (l.la') is a reasonable assumption, 
although the xj are discretized; 
(iii) sample size n is approximately 25; 
(iv) the change-pointy is bounded below by 5; 
(v) for a given subject there is cycle-to-cycle variation of 
µ0, µ1 and possibly y. 
• 
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One direct approach to the detection problem involves sequential com-
putations of pr ( y < t I x1 , •.• , xt), using Bayes• s Theorem together with 
existing empirical priors for µ0 , µ1 and y. To see how this might work, 
we suppose that cr2 is known, that a priori distributions for µ0 and µ1 
are respectively N(~0,t6) and N(~,,ti), and that a priori pr(y = j) = 1rj 
(j = 1, ... ). Then a rather routine calculation shows that 
t-1 
r 1rjq0(j, xl,j' ss1,j)q1(t-j, xj+l,t' ssj+l,t> pr(y < t) = ...,j=_l _______________ _ 
00 
(1. 4) 
where 
and 
2 2 l,: [ k ( x - ~i ) 
2 
ss ~ SS) = ( 1 + k 1r ;I a ) - 2 exp -½ 2 2 + 2 k-r. + cr cr 
1 
b 
x a , b = ( b - a + 1) - 1 . I: xJ. , 
J=a 
- b - 2 SSa b - I: (xJ. - xa b) 
, a , 
(i = 0,1) 
The special case T6 = -r~ = O gives the posterior odds ratio formula 
00 
I: 1r., (1.5) j=t J 
which should be a reasonable approximation for small values of T6/cr2 and 
2 2 
t 1/cr • 
By way of illustration, consider the data in Figure 1.2. For this 
subject we assume a2 = .04, tii = T~ = ~cr2, ~O = 36.2, ~, = 36.5 The non-
zero prior probabilities for the change-point are 
8 
( 1. 6) 
These assumptions are loosely based on information in the article by Royston 
& Abrams (1980). With t = 1 corresponding to Day 5 of the cycle, formulae 
(1.4) and (1.5) then give the values for pr(y < tlx1, ... ,xy) in Table 1.1. 
Evidently at t = 12 it is nearly certain that t = y has been passed. 
The CUSUM procedure detects the shift at t = 12. In this particular data 
set the .data and the prior agree quite closely. When a fairly flat prior 
is taken for y, the posterior probabilities do not change appreciably. 
Table 1. 1 Bayes Sequential Detection Probabilities for BBT Data 
t • 6 7 8 9 10 11 12 13 14 15 16 17 
exact pr(y < tlx1 ••••• "1;). using (1.4) 0.02 0.03 0.()IJ 0.25 0.55 0.73 0.95 o.98 0.99 Q.99 1.00 1.00 
approximation (1.5} . 0.01 0.03 0.10 0.26 0.61 0.80 0.97 0.99 1.00 1.00 1.00 1.00 
prior probability • 0.03 o.os 0.10 0.30 0.50 0.70 0.90 0.96 0.99 1.00 1.00 1.00 
The Bayesian procedure is certainly complicated, but is easily imple-
mented in a calculator-assisted application. What would be of interest 
is an empirical comparison with the CUSUM procedure (see Section 3.3). 
In this particular application one is not interested in testing the 
no-shift hypothesis given the whole cycle data Xf,···,xn. If one were, 
n 
the statistic _E j(xJ. - x1 n)/cr could safely be used since y; ½n, J=l , 
in which case the complicated likelihood ratio test is not noticeably 
superior. 
., 
:.. 
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1.4 Estimation of the Change-Point 
The simplest case to consider is model (1.1) with e0 and e1 both 
known: for large values of y, n - y the approximate distribution theory 
discussed below applies also when e0 and e1 are efficiently estimated. 
Much of the literature arbitrarily proposes maximum likelihood estimation 
for y, which turns out to be sensible for a reason mentioned below. The 
log likelihood function i(y) of y may be represented as 
d 
t(y} + j:l log{f(xy+jla0}/f(xy+jla1}l d > 1 
i(y + d) = 
-1 
t(y) + _r log{f(x +J·le1)/f(xy+J·le0)} d < -1. J=d y 
" This clearly defines two random walks, so that the distribution of y - y 
is determined by the results related to times of suprema of random walks 
with negative drift; for dense sampling and small !le0 - e1 II one can 
use Wiener process results. See Hinkley (1970, 1972) and Bhattacharya 
(1980) for some of the relevant theory. 
Unfortunately the distribution theory just described is unconditional 
and hence often inappropriate, in the sense that there exists an ancillary 
statistic which determines a conditional inference solution. This resolu-
tion was pointed out by Cobb (1978), who showed that the shape of the like-
lihood function is ancillary, and that the conditional distribution of 
" y - y is 
n 
pr(y-y= dlshape) - exp{i(yobs - d)}/ E exp{i(c)}, 
c=l 
(1. 7) 
" for large values of y and n - y. The likelihood shape and y are jointly 
sufficient. Equation (1.7) corresponds to the posterior distribution for 
10 
A 
y -y when y has invariant prior. 
Although the conditional solution (1.7) is preferable for analysis of 
a single data set, the unconditional result would be of use in a situation 
such as the BBT application of Section 1.2, where the unconditional varia-
" tion of y - y can be used together with empirical data from several cycles 
to approximate a frequency prior for y. 
Cobb (1978) illustrates the unconditional and conditional distributions 
of y - y using the data in Figure 1.1. These distributions are given in 
Table 3:1; Section 3.2 discusses the application of the bootstrap to this 
problem. 
1.5 Other Topics 
Very little work has been done on sensitivity of change-point inference 
to model misspecification (correlation, aberrant data values, etc.). The 
bibliography does include some references to non-parametric estimation 
and testing. 
When there is clear evidence for a mean shift, as in the BBT data of 
Figure 1.2, it may not be entirely clear that the shift to a new constant 
level is abrupt rather than gradual. In many cases sampling may not be 
frequent enough to allow distinction between abrupt_and gradual changes, 
although the distinction may be resolved on scientific grounds. If the 
distinction were of interest it might be difficult to obtain a good 
statistical test because the relevant models are not identified and nested. 
For example, if we wished to test a simple linear trend model against the 
mean-shift model (l.la 1 ), then the likelihood ratio statistic would have 
non-standard sampling properties. In such a situation one can make use of 
bootstrap techniques, as outlined in Section 3. 
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2. CONTINUOUS SHIFT MODELS: TWO-PHASE REGRESSION 
2. 1 Models and Examples 
The major class of continuous shift models is that of piecewise con-
tinuous regression models. We consider only two-phase regression models 
of the form 
t. < y J -
a+ s1(tj - y) + ej' tj > y 
(2.1) 
where for convenience we assume the ej to be N(O,a2) random errors. Much 
of the theoretical literature considers more general linear models and 
non-linear models, but (2.1) is convenient for discussing the main points 
and is the most applicable case. 
In many applications (2.1) will be the specific alternative to a simple 
linear regression, i.e., "no-shift", hypothesis, although many tests of 
the latter hypothesis are more general. 
Figures 2.1, 2.2, 2.3, and 2.4 illustrate a few published applications 
of model (2.1}. In at least one case the model is of dubious relevance. 
One of the main reasons for using two-phase regression is that the change-
pointy may be easy to interpret, or may be a useful focus for comparison 
of data sets, even though a smoother model might be slightly more appro-
priate. This would probably be the case in Figure 2.2. The two-phase 
model is particularly prevalent in biological applications, where uncontrolled 
variation often precludes careful model definition. 
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Figure 2.1 Relation Between Phosphate and Oxygen Concentration in a Nutrient 
Redistribution Study (Source: Webb and D'Elia, 1980). 
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Figure 2.2 Relationship Between ~gg Production and Methionine Intake 
(Source: Curnow, 1973) 
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Figure 2.3 Relationship Between Alfalfa Plant Yield and Soil pH 
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Figure 2.4 Response in Decibels vs. Logarithms of Duration for Target 
Signal (Source: Faith, 1980) [Displayed Numbers Indicate 
Multiplicities of Points]. 
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2.2 Tests for Regression Shift 
The procedures described briefly in Section 1.2 have their counter-
parts here. A particularly good survey, with examples, is given by Brown, 
Durbin & Evans (1975). Various analogs of the CUSUM techniques are based 
on standardized recursive residuals, defined as follows. Assume a simple 
linear regression model 
x(t.) =a+ at.+ e., J J J j = 1, ... ,n, (2.2) 
and denote the least squares estimates of a and a given (t1,x1), ... ,(tr,xr) 
- ..., by ar and Br· Then the standardized recursive residuals are 
(r = 3,4, •.. ), 
which have zero mean, constant variance and zero correlation under the no-
shift normal error hypothesis. CUSUM tests based on the forward sums 
r r 2 L w. (r = 3,4, •.• ) and L wJ. (r = 3,4, ... ) are then used for one- and two-
3 J 3 
sided tests respectively. Distribution theory for LWj is based on a 
Browian motion approximation, while the distribution of LW~ is related to 
that for the Kolmogorov-Smirnov statistic. In the non-sequential case, 
CUSUM schemes can be run backwards from the end of the data, and Schweder 
(1976) argues that this is preferable. A useful recent reference to the 
theory is Deshayes & Picard (1980). 
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For non-squential tests with model (2.1) as the speaific alternative, 
the likelihood ratio statistic compares the maximum log likelihood 
A A A A A A 
R.(y, a, aO, a1) under (2.1) to the maximum log likelihood 1O(a, 8) 
under (2.2). The standard type of x~ approximation does not hold for 
the statistic 
A A A A A A 
+ 2{R.(.y, a, aO, 81) - R.O(a, a}}, 
since (2~2) does not define a linear subspace of the model (2.1). An 
elegant discussion of the problem may be found in Feder (1975b), where 
(2.3) 
we read that 11 the asymptotic distribution is the distribution of the 
maximum of a large number of correlated x1
2 and x2
2 random variables •.. 
presumably different limiting distributions would result from different 
spacings of the i'ndependent variable. 11 See Section 3.4. 
One relatively simple test is obtained by averaging the model with 
respect to a uniform prior for y and then deriving a locally most 
powerful test -- giving essentially a test for presence of an additional 
quadratic term in (2.1). This test is likely not to be very good if y 
is near to either end of the sample range of t. 
Various tests have been proposed which have a discontinuous shift 
alternative to (2.2). None of these tests seem to have tractable null 
distribution properties; see Beckman & Cook {1979) for related discussion. 
2.3 Estimation of Change-Point Models 
The unusual feature of estimation for the model (2.1) is that the 
likelihood (or residual sum of squares) is not a smooth function of y: 
. 16 
its derivative is discontinuous at y = tj (j = 1, ... ,n). Some algorithms 
for computation of the m.1.e. y start by fitting unconstrained two-phase 
models, while other algorithms are efficient non-linear optimization pro-
cedures. See Lerman (1980) for a recent account. 
The slight irregularity of the likelihood function causes a technical 
problem in verifying that standard asymptotic theory applies, but Feder 
(1975a} provides an ingenious proof. It is probable that standard normal 
approximations based on the Fisher information are not very accurate for 
small samples, and on general grounds one should probably use the likeli-
hood surface to obtain confidence intervals. It therefore seems generally 
advisable to plot the marginal log likelihood sup t(y,a,a0,a1) in 
a,So, a, 
applications. Since the change-point model is non-linear, it might be 
worth studying the relevance of recent work by Bates & Watts (1980). 
2.4 Tests of Fit for Two-Phase Regression 
In any one of the situations illustrated in Figures 2.1-2.4 one might 
question whether the shift from one regression to the other is abrupt. 
Watts and Bacon (1974) consider more general models with a smooth transi-
tion, model (2. 1) being a special {boundary) case. This seems particularly 
appropriate in low-error industrial experiments where detailed study of 
the regression relation is possible. With an additional parameter o, 
representing curvature of the regression function at t = y, one can examine 
the plausibility of abrupt shift (o = 0) via a likelihood contour plot in 
the (y,o) plane. 
• 
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A formal test of the abrupt-shift hypothesis (o = 0) requires special 
study, since the hypothesis is a boundary point of the parameter space. 
An alternative ad hoc method is to split the data into three sections 
A A A A 
corresponding to t < y - d1 , y - d1 ~ t ~ y + d2 and y + d2 t, say; 
then fit linear regressions to the first and third sections; then test 
whether or not the middle section of data fits the predictions from the 
first and third sections. 
3. BOOTSTRAP TECHNIQUES 
3.1 General Remarks 
Many of the distributional problems associated with change-point methods 
are difficult to solve theoretically, even when special assumptions are 
made (such as normality of errors). In more regular statistical estima-
tion problems there are two useful alternatives: (i) use the jackknife 
technique to obtain standard errors and bias corrections, (ii) generate 
computer simulated properties of estimates using assumed probability models. 
A general set of techniques including these two has been discussed by 
Efron (1979, 1980) under the name "Bootstrap". The basic idea here is 
to simulate statistical procedures and their properties using the sample 
data to help generate similar samples. In the next three short subsections 
we show how bootstrap techniques can be used in connection with some 
change-point problems. 
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3.2 Estimation of Mean-Shift Change-Point 
For the simple mean-shift model (1.la'), we express the fitted model as 
A A 
X- = µo + ej j = 1, ... , y J 
A A 
x. 
J = µ1 + ej j = y + 1, . .. , n . (3.1) 
If we are content to assume homogeneity of errors, but make no further 
assumption about them, then the obvious estimate of the error distribution 
function· is the sample c.d.f. 
A 1 n A 
Fn(e) = n- r I(e - e.) , j=l J 
Next we simulate artificial samples 
A A 
X * -j -
µo + ej* 
A 
µ1 + ej* 
j = 1, ... , y 
A 
j = y + 1, ... , n (3.2) 
by randomly sampling ej* from Fn{e), that is by sampling with replacement 
from {;j}. Each such sample gives estimates µ0*,µ1*, y*, and cr*. The 
A A 
empirical distributions of y* - y, etc. then estimate the sampling distri-
butions of y - y, etc. Typically several hundred samples would be used, 
with fairly minimal computing cost. 
To illustrate the procedure, we have applied it to the Nile data in Figure 
1.1. Actually several types of bootstrap were applied, two of which will be 
discussed here. The first bootstrap simulation (Bl) used m.1. estimation 
for y from {xj*} defined by (3.2}, assuming µ0 = µ0 and µ1 = µ1 
known. The second bootstrap (82) used separate pre- and post-shift error 
• 
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distributions, and assumed different means and variances all unknown in 
the m.1. estimation from generated data. Table 3.1 shows resulting 
empirical distributions of y* - y from 1000 samples, together with asymptotic 
normal-theory distributions of y - y (unconditional and conditional (1.7)). 
Table 3.1 Bootstrap* and Theoretical Distributions for y - y for Nile Data 
Theoretical Probabilities Bootstrap Empirical 
Probabilities 
,.. 
y:.. y Conditional Unconditional Bl B2 
~ 6+ 0 0.003 0.005 0.012 
5 0.000 0.003 0.005 0.006 
4 0.000 0.007 0.011 0.015 
3 0.001 0.015 0.010 0.021 
2 0.045 0.038 0.049 0.042 
1 0.109 0.113 0.122 0.108 
0 0.808 0.641 0.618 0.598 
-1 0.032 0.113 0.102 0.112 
-2 0.004 0.038 0.039 0.039 
-3· 0.001 0.015 0.022 0.014 
-4 0.000 0.007 0.008 0.010 
-5 0.000 0 .. 003 0.003 0.008 
< 
- -6 0 0.003 0.006 0.015 
* 1000 samples. 
20 
The table clearly illustrates the pronounced effect of conditioning, 
the similarity of bootstrap to unconditional distributions, and the effect 
of having to estimate mean and variance parameters. Of course the condi-
tional distribution is only trustworthy if our original model assumption 
of N(O,o2) errors is correct -- which it seems to be here. The bootstrap 
analysis clearly approximates an unconditional analysis, as is generally 
true. 
3.3 Sequential Detection of Mean-Shift 
In Section 1.2 we discussed sequential detection of shift in the con-
text of the BBT data illustrated by Figure 1.2. One could boostrap both 
the CUSUM procedure and the Bayes procedure in a fairly obvious manner, 
for example using (3.2) to generate data. Further, one could incorporate 
in the bootstrap various peculiarities of the applications, such as discreti-
zation of measurements. Given a series of cycles for one particular sub-
ject, one could also simulate pre- and post-shift mean levels of BBT from 
A 
the empirical distributions of µi. Presumably the major characteristics 
of interest would include 
p = chance of false (early) detection of shift (3.3) 
m = average value of (decision time - y). (3.4) 
As a preliminary indication of what can be done, we bootstrapped the 
Bayes decision procedure, or rather its main ingredient Pt= {pr(y<tlx1, ... ,xt), 
t = 6,7, ... }, using only the data plotted in Figure 1.2. Model (3.1) was 
fitted to the data and 1000 bootstrap samples were generated according to 
(3.2). In addition to simulating the sequence of posterior probabilities, 
21 
Pt, we simulated the CUSUM procedure outlined in Section 1.2, here with 
h = 0.35 andoa= 0.2, 0.3 (h = 0.35 and oa = 0.2 were recommended by 
Royston & Abrams). 
Figure 3.1 shows histograms of Pi= pr(y < tlx;, ... ,xt) fort= 8(1)12 
for two prior distributions on y, first the one in (1.6) and second the 
more diffuse prior 
n, = ••• = ns = 0, n6 = ••• = w10 = .05, 
nl6 = ••• = W20 = 0.05, nll = ••• = Wl5 = 0.1. (3.5) 
From Figure 3.1 we can estimate the performance of any decision procedure 
determined by a cut-off value of Pt. To take a specific example, suppose 
Pt= 0.8 is the cut-off: if Pt~ 0.8, then we decide that y < t. The 
bootstrap frequencies of 
T = decision time t - y 
are given in Table 3.2, which includes for comparison the corresponding 
frequencies for the two CUSUM procedures. (Note that T = O corresponds 
to premature detection.) Evidently the Bayesian procedure can give 
slightly lower values of p and m, defined in (3.3) and (3.4), than the 
CUSUM procedures. A more thorough practical analysis of this problem 
would require also bootstrapping the within-subject cycle-to-cycle varia-
tion and the between-subject variation. 
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Figure 3.l(a) Bootstrap Distribution o~ Pt= pr{y < tlx;, .•. ,xt) Using 
Prior of Example in Section 1.2. 1000 Samples. 
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Figure 3.l(b) As in (a) But With Flatter Prior (3.5) Instead of (1.6) 
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Table 3.2 Bootstrap Frequencies for T = Decision Time - y, Based on Data 
in Figure 1.2. 
T = -2 -1 0 1 2 3 4 5+ 
CUSUM 
Procedure 
t: 0. 35, Ila: O. 2 
h - 0. 35 , 00' - 0. 3 
0.013 0.028 0.025 0.662 0.198 0.055 0.014 0.005 
0.001 0.002 0.004 0.533 0.257 0.105 0.054 0.044 
Bayes lprior {1.6) 
Procedure 
Cut-off Pt= 0. 8 prior { 3. 5) 
0 
0 
0 0.020 0.669 0.268 0.041 0.001 0.001 
0 0 0.554 0.298 0.116 0.025 0.007 
3.4 Test of Simple Versus Two-Phase Linear Regression 
Suppose that model (2.1) is viewed as a probable model, except that 
there may actually be no shift. Then we are interested in testing the 
adequacy of the simple model 
x. =a+ et.+ e., 
J J J 
{j = 1, ... ,n) (3.6) 
with {2.1) as alternative. For a particular test statistic T, perhaps 
one of those mentioned in Section 2.2, the following simple bootstrap 
method would give an approximate level of significance. 
First, fit the model {2.1) by least squares and obtain the residuals 
A A A A 
e1, ... ,en. Next fit {3.6) by least squares to obtain a and e. Then 
generate bootstrap samples 
A A 
xt =a+ et.+ e~, 
J J J 
(j = 1, ... ,n) 
where the eJ are sampled without replacement from {ej}. For each bootstrap 
sample compute the value T* of the test statistic, and thence obtain the 
empirical null hypothesis distribution of T*. The approximate significance 
of the observed value Tobs is then the proportion of T* 1 s exceeding Tobs' 
assuming large values of Tare indicative of {2.1). 
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Note that the sample c.d.f. of e is not obtained using residuals from 
(2.1), since these would be inflated by systematic effects if (2.1) were 
true. Of course the estimation method need not be simple least squares 
if a more appropriate method is available. 
To illustrate the procedure we have taken part of the data set graphed 
in Figure 2.4. There were six observations at each of nine values oft 
(the latter being natural logarithms of 10, 20, 30, 50, 100, 150, 200, 
300, 500), but because the six were not genuine replicates we simply took 
the response x to be the average of the six observations in each group. 
The nine averages were 
87.83, 86.50, 84.83, 83.50, 80.16, 79.50, 79.16, 78.66, 78.66. 
We then generated 1000 bootstrap samples, following the procedure described 
above, and took T to be the log likelihood ratio statistic (2.3), which is 
where subscripts O and A refer to null and alternative models, (3.6} and 
A (2.1), respectively. The data statistics are Yobs= 5.088, Tobs = 14.74. 
Figure 3.2 shows the bootstrap null hypothesis frequencies of T*, from 
which we conclude that Tobs is significant at about the 2% level. 
Notice that the bootstrap distribution of T* is not close to the x~ 
distribution which a naive application of standard theory would suggest. 
A corresponding bootstrap simulation of the two-phase model (2.1) 
A 
yields an estimate of the distribution of y - y which is in close agree-
ment with the normal approximation described by Hinkley (1971). 
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Table 3.2 Bootstrap Frequencies and Cumulative Frequencies for Log Likeli-
hood Ratio Test of No-Shift Hypothesis in Regression, i.e., 
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4. CONCLUDING REMARKS 
This all-too-brief review of change-point model analysis suggests, 
among other things, that much of the related distribution theory is non-
standard and complicated. One practical option that seems to have some 
merit is the use of Bootstrap techniques, although these seem to be incapable 
of providing conditional distributions in general (since models are required 
to define relevant subsets of the sample space). 
Change-point models are open to scientific criticism, and more attention 
might be paid to comparisons with smoother models. Nevertheless, from a 
practical viewpoint the notions of change-point and threshold are undoubtedly 
often useful. 
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APPENDIX: BIBLIOGRAPHY OF ARTICLES ON CHANGE-POINTS 
The following bibliography contains more than 100 entries, yet cannot 
be treated as complete. For example, there are substantial literatures 
on: spline regression fitting, CUSUM quality control procedures, and 
economic switching regression models. Only a few papers from these areas 
are included in the bibliography, although hopefully the few are among 
the major references. 
Nearly all articles have been coded using four classifications: model 
specification; statistical objectives; type of theory developed or used; 
presence of examples. The categories within each classification, with 
codes, are as follows. 
MODEL SPECIFICATION 
RL 
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RLD 
RNC 
RND 
RLSp 
RNSp 
TMI 
RVI 
TGI 
TMD 
TVD 
TGD 
.B_egression, _hinear 
B_egression, _hinear fontinuous 
B_egression, _hinear Qiscontinuous 
B_egression, J:!onlinear Continuous 
B_egression, !!_onlinear Qiscontinuous 
.B_egression, linear £line fitting 
.B_egression, !!_onlinear ~line fitting 
Time series, Mean shift, .!_ndependent variables 
Time series, Y,ariance shift, Independent variables 
lime series, §.eneral shift, Independent variables 
Iime series, ~ean shift, Qependent variables 
!ime series, Iariance shift, Dependent variables 
Time series, .§_eneral shift, _Q_ependent variables 
A2 
Notes: (a) time series is used to describe processes that are stationary 
in mean (and other characteristics) on either side of the 
change-point -- as opposed to regression models where the mean 
function is nonstationary, depending upon explanatory variables. 
(b) TGI includes both general distributions and specific distribu-
tions such as Binomial and Ganuna. 
(c) TGD includes models with shifting autoregressive parameters. 
STATISTICAL OBJECTIVES 
TS 
TN 
E 
G 
rest of no.-shift hypothesis, iequential 
Test of no-shift hypothesis, Non-sequential 
Estimation of change-point and/or other model parameters, 
assuming a shift 
Test for Goodness-of-fit of the change-point model 
THEORY DEVELOPED OR USED 
p 
NP 
B 
D 
0 
NU 
EXAMPLES 
A 
D 
G 
Parametric 
NonParametric 
_!!ayesian 
Distributions of statistics 
Qptimality of procedures 
NUmerical analysis 
~plication to real data set 
Qata set given in the paper 
Graph given in the paper 
. . 
A3 
Notes: (a) artificial data do not count, 
(b) relatively few sources for examples are given in the biblio-
graphy, but many may be found by checking references in articles 
coded A. 
For a particular classification, especially the last one, a blank(---) 
indicates ''not in the article'', whereas a question mark(?) indicates un-
certainty about the category. 
Corrections and additions to the bibliography are welcome. 
A4 
BI Bl ... I OGRAPHY 
Abraham, B+ <1980) 
Intervention analysis and multiPle time 
Biometrika, v.67, P+73-78+ 
CTMD/E/P/A,GJ 
seri.x-~s+ 
Anderson, R+ L. and Nelson, L+ A. (1975) 
A familY of models involvin~ straisht lines and concomit~nt exPeri-· 
men ta 1 des :i. sns 1..1 ~;ef u 1 j_ n E~v.ii l 1 •.1cit :i. n~~ r[-~s)·-~1:) I": 1::-,;:.~ t<:> fr:. r-t i l i. :J"!.<·:~ ,, 
n1Jt r :i. ents. 
Biometrics, v.31, P+303-318. 
AndeT'SOn '· T. W. C 197B) 
RePeated measurements on autoresressive Processes. 
J. Amer+ Statist+ Ass., v.73, P+371-378. 
Aroian, L. A+ and Robison, D. E+ (1966) 
SeGuential life tests for the exponential distrjbution with 
chan~ins parameter. 
Technometrics, v.8, P+217-27. 
Bacon, n. W. a11d Wad, ti; v II.- G. ( :I. <.1:n. :a 
Estimatins the transition between two intersectin~ ~trai~ht lines. 
Biometrika, v+58, P+525-534+ 
CRLC/E,G/P,B/A,GJ 
Basshaw, M. and Johnson, R. A+ (1974) 
The effect of serial correlation on the P~rformance of cusum tests~ 
Technometrics, v.16, P+103-112. 
[TMD/TS/P,D/---J 
Basshaw, M. arid Johnson, R. A. ( l. 975) 
The effect of serial corr8lation on the Performance of cusum 
tests II+ 
Technometrics, v.17, P~73-80+ 
[ TMD/TS/P p [1/-•-HHH J 
Basshaw, M+ and Johnson, R.- A+ (1975) 
SeGuential detection of a drift chanse in a Wiener Process. 
Comm. Stat., v.4, P+787-796. 
[TMI/TS/P, D/--··- .... J 
,.: 
... 
SI 
AS 
Basshaw, M. and JohnsonY R. A+ (1977) 
Set~uential procedurf::as for de't<.~ctin£f Pc~ramc::•t~\i}'· chcin.~~f<:~s in ,s t:i.mc~ 
series model. 
J. Amer+ Statist+ Ass., v.72, p.593-597+ 
CTMD,TVD/TS/PvD/A,GJ 
Balmer, D. w. (1976) 
On a Cf u i ck est detection P rob 1 em with var i a 1.-:i 1 (-:~ m tJ n :i. to r i r. =i • 
J. APPlied Prob., v.13, P+760-767. 
t T GD ITS/ P , 0/ ~ · M ...... J 
Barnard, G. A. (1959) 
Control charts and stochastic Processes. 
J. Ro~. Stcd,ist. Soc., B11 v+2:I., p.2:~? .. ·27:1. + 
Bather, J+ A. (1967) 
On a Guickest detection Problem+ 
Ann+ Math+ Statist., v.38, P.711-724. 
CTMI/TS/B, P/·· ......... J 
Bc=J1Jer,, P + and Hackl Y P. ( l 980) 
An extension of the MOSUM techniaue for aualits contl'ol. 
Technometrics, v+22, P+l-7+ 
CTMI,TVI/TS/P,D/A] 
Bauer, P+ and Hackl, P. (1978) 
The use of MOSUM's for aualit8 control+ 
Technometrics, v.20, P+431-436. 
CTMI/TS/P,D/AJ 
Beckman, R+ J+ and Cook, R+ D+ (1979) 
Test i n s f c:) r t w c, .. · F- has e r · (~ ::zf r €~ ·::i- ·::i :i. ,:j n s • 
Technometrics, v+21v P+G5-69+ 
CRLD,RLC/TN/P,D/AvDJ 
Bellman, R. and Roth v F:. ( 19[)<_;>) 
Curve fittin~ b~ sesmented straisht lines+ 
.. J. Amer. Statist. Ass., v.!.>4, F-+:1.079···1.0B-4. 
[ RLC/E/NU/ ·····--·· .. J 
Bhattachar~~a, G+ K+ and Johnson, R. A+ (1968) 
Non-Parametric tests for shifts at an unknown time Point. 
Ann. Math+ Statist., v.39, P+1731-1743. 
lTMI/TN/NP,D,0/---J 
Bhat tac: ha r~a, P. I<+ (:l.9B1) 
Estimation of chanse-Point in the distrib•Jtion of random variables. 
Ann. Stat+v v.9, -. 
CTGI/E/PvD/---J 
A6 
Bhattachar~a, P+ K+ and Brockwell, P. J. (1976) 
The minimum of an additive Process with aPPlications to sisnal 
estimation and storase theory. 
Z+ Wahr+ und verw+ Gebiete, v.37v P+51-75. 
CTMI/E/P,D/---J 
Bhattacharhla, P. K+ and Frierson, D+ (1981) 
A non-parametric control chart for detectin~ small di$orders. 
Ann. Stat., v.9, -. 
[TGI/TS/NP,D/---J 
Bookstein, F. L. (1975) 
On a form of Piecewise linear resression. 
American Statistician, v+29, P+116-117+ 
CRLC/E/NU/---J 
Box, G. E+ P. and Tiao, G+ C+ (1965) 
A chan~e in level of a nonstationar~ tim~ series. 
Biometrika, v.52, P+181-i9?+ 
Broemelins, L+ D. (1972) 
Bawesian Procedure for detectins a chanse in a seotrence of random 
variables. 
Metron, XXX-N-1-4, 31-XII,, P<i-14+ 
CTG/1/B/?J 
Broemelin~, L. D. (1974) 
BaYesian inference about a chansin• seauence of random variable~. 
Comm+ Stat., v.3, P+243-2~5. 
CTGI,RL?/E/PvB/---J 
Broemelin~, L+ D. (1977) 
Forecastin~ future v~lues of chan~ins seGuences. 
Comm+ Stat.P v.A6v p.87-102. 
[TGI/E/P,B/---J 
Brownv R. L. and Durbin, J. (1968) 
Methods of investi~atins whether a re~re~sjon ~~latin~shiP is 
constant over time. 
Se 1 c~ ct e d S -ta t i st i ca 1 P i~ ,;., f:\ r- s " T ., Am ~; t E\ rd ~=t m ! M ;;1th<·? 1r1 at .i. ~; c ~-1 C ·:~ n t rum ~· 
European Meetin~, P• 37-45+ 
[RL/TS/PvD/?J 
Brown, f{. L.. v Dur-bin v ...J .. ar,d Evi:ms,.. ,.J. M. ( :I. 97~5} 
Technimues for testin~ the constanc~ of resression relationshlPs 
over time <with discussion). 
J. Row. Statist. Soc.v Bv v.37, P+149-192. 
LRL/TS/P,D/AJ 
.. 
• 
A7 
Carter, R+ L+ and BliShtv B+ J. N. (1981) 
A Ba~esian chanse point problem with an aPPlication to the 
Prediction and detection of ovulation in women. 
IHom<~tricsv -·. 
CTMI/TSvE/P,B/A,GJ 
Chernoff, H+ and Zaksv S+ (1964) 
Estimatin~ the current mean of a normal distribution whi~h is 
subJected to chan~es i~ tim•• 
Ann+ Math+ Statist+v v.35v p.999-1018+ 
CTMI/E,, TN/B; ............ :, 
Chin Cho~v J. and Broemelin~r L·. D. (1980) 
Some Ba~esicm inferences -ro·, ... a char,~.:HnJ.~t 1 :i.nf:'.'c:?i' m<:>dt·~l .. 
Technornetricsv v.22v P+71-78. 
t F<LD/E/B v !:•; A 11 [I J 
Cobbv G+ W+ (1978) 
The problem of the Nile: conditional solution to a chan~~ pojnt 
Problem. 
Biometrikav v.65, P+243-251+ 
[TGI/E/F' V [I/A p II] 
Coxv M+ G+ (1971) 
Curve fittins with Piecewise polynomials~ 
J. Inst+ Math+ APPl+v v+8Y P+36-52, 
Curnowv R. N+ 
A smoc>th ·PC>PIJ 1 at i. <)n resF,on~;e c1..1 rvf~ b,at;c,;~d c,n ,Bn -i:: b r u>~-t th r·£.li5,ho J. d 
and Plateau model for individuals~ 
(:1.973) 
Biometricsv v.29r p.1-10+ 
[RLC/EvG/P/AvDvGJ 
Darkhovshkv B+ S. (1976) 
A non-parametric method for the a posteriori detecti~n of the 
n d :i. ~=> ···· o rd e r II t i m E~ of ,:i ~; E· c1 u £~ n c ~~ of :i. l"I d <~~ t·:. ~·:·) r I d <:~ n t r i:i n d c:> Iii v a r :i ;;: i:·· 1 i::·:· ~;) * 
Theors Prob+ APPl+v v.21 no~1. 
r.:TGI/E/NP/ ............ ] 
Desha~esP J+ and PicardY D. 
TE~~=> ts de r u :~· tu r c-? d <:·~ T' t~ !1 T' '":-) S> s i C) n ! c D m ,. .... ~=~ 1 · <=~ :l. ===· <J n a ~;; ~i m P t \:: t :i. c~ 1..1 c~~ !· 
T <·::ch • r <~?Po rt ~· lJ n :i. v <·:·? T' ~;; .i. t ~:·~ ' d ,~~ P <::; r i ~;; .... S 1 •.1 d ~· D ,.:.~ r:, ~:; r t <~-\ m (~! 1 ·1 t d (·~:- M ;:; -1:,. h <0 m <=? t :i. •.::: ; , ,.-· ,. 
<t?OO) 
[RL/TS,.. TN/P V [!/···· .. ·····] 
Drar:--e~r, N .. F:. }' Guttman.,. I. .and l...:i.>~-c:ihi l-' P ,. ( :I. 977) 
,~1 11 .... b :i. a s d €-) ~> i ~.~ r, s f c:> r s r-~ 1 :i. n t:~ fur, c t i on~=; ~ ,J <:> :i. n f.~ d a t -1.:. h t-:·: a~·~ f?. !:: .· 
J+ Am<=~r. Stat:i.~i)t+ As~:i-v~' v .. ·?2~· r-:-~42-1····42?f 
AS 
El-Sa~~ad, G. M+ (1975) 
A Ba~esian anal~sis of the chan~e-Point Problem. 
ES~Pt+ Statist. J., v+19, P.1-13+ 
CTGI/E/B/1J 
Ertel, J.E. and Fowlkes, E. B. (1975) 
Methods for fittins linear SPline and Piecewise multiple linear 
resression. 
Proceedin~s of Computer Science and Statistics: 8th Annual s~~~o-· 
sium on the Interface, Health Sciences ComPutin~ Facilit~, UCLA. 
Ertel, J. E+ and Fowlkes, E. B+ (1976) 
Some alsorithms for linear spline and Piece~ise multiple 
resression. 
J. Amer. Statist. Ass., v.71, P+640-648. 
CRLSP,RLD(E,TN/NU,P/A,DJ 
Faith, R+ (1980) 
Perception of short duration sounds. 
Biostatistics Casebook, v.3, P.19-43. Stanford Universit~ Division 
of Biostatistics. 
CRLC/E,TN/P,NP,D/A,D,GJ 
Farle~, J. U+ and Hinich, M. J. (1969) 
Analwsis of a discrete shift in the mean of a time series. 
RePrint no. 6, School of Urban and Public Affairs, Carne~ie-Mellon 
Univ. 
[TMD/E/P,B/---J 
Farle~, J. u. and Hinich, M. J. (1970) 
A test for a shiftin~ slope coefficient in a linear model. 
J. Amer. Statist. Ass., v.65, P+1320-1329. 
[RLC/TN/P,O,D/---J 
Farle~, J. u. and Hinich, M. (1970) 
Detectins "smallu mean shifts in time series. 
Mana~ement Sciencev v.17, P+189-200+ 
CTMI/TN,E/P,B/---J 
Farle~, J+ Ut11 Hinichv M. and McGuiresi T+ W. (l.975) 
Some comparisons of tests for a shift in the sloPes of a rn•Jltivariate 
linear time series model. 
\ 1 
~ 
• 
J. of Econometrics, v.3, P+297-·318. ~ 
C F~L/TN/P, 0/ ~ .. ·--· J 
Feder, P. I. (1975a) 
On aswmPtotic distribution theor~ in se~mented re•ression Problems--
identified case. 
Ann. Stat., v.3, P.49-83. 
[RNC,RLC/E/PsiD/---J 
A9 
Feder, P. I. (1975b) 
The los likelihood ratio in sesmented resression+ 
Ann. Stat., v.3, P+84-97. 
CRLC,RNC/TN/P,D/---J 
Feder, p. I+ and Swlwester, D. L. (1968) 
On the as~mPtotic theorw of least sauares estimation in sesmented 
resression: identified case (abstract). 
Ann. Math. Statist., v.39, P+1362. 
CRL/TN,E/P,D/---J 
Ferreira, P+ E. (1975) 
A Ba~esian anal~sis of a s~itchin~ resression model: known numb~r 
of resimes. 
J. Amer. Statist. Ass., v.70, P+370-374+ 
Gallant, A+ R+ (1977) 
Testins a nonlinear resression specification: a nonresulmr case+ 
J. Amer. Statist+ Ass., v.72, P+523-530~ 
CRNC,RND/TN/P,D/A,DvGJ 
Gallant, A+ R. and Fuller, w. (1973) 
Fittins sesmented Pol~nomial resression models whose Joint Points 
have to be estimated 
J. Amer+ Statist+ Ass., v.68, P+144-147+ 
CRLC/E/P,NU,D/G,AJ 
Garbade, K. (1977) 
Two methods for examininS the stability of resression coefficients. 
J. Amer+ Statist. Ass., v.72, P+54-63~ 
CRLC,RLD/TN,TS/P,D/AJ 
Gardner, L+ A+ Jr. (1969) 
On detectins chanses in the mean of normal variates+ 
Ann •. Math. Statist., v.40, P+116-126+ 
CTMI/TN/B,DJ 
Goldfeld, S+ M+ and Quandt, R+ E+ (1973) 
A Markov model for switchins resressions. 
J. Econometrics, v.1, p.3-16. 
Goldfeld, s. M. and Quandt, R+ E~ (1973) 
The estimation of structural shifts bw switchin~ re~ressio~s. 
Ann+ Econ+ Soc. Measurement, v.2, p.475-85. 
Goldfeld, S+ M. and Quandt, R. E. (1976) 
TechniGues for estimatinS switchin~ re~ressions. 
Studies in Nonlinear Estimation, P+3-36+ Ballinser Publishins 
CompanY, Camb., Mass. 
AlO 
Feder, P. I. (1975b) 
The los likelihood ratio in sesmented resressin~. 
Ann. Stat., v.3, P+84-97. 
CRLC,RNC/TN/P,D/---J 
Feder, P. I. and Swlwester, D+ L+ (1968) 
On the as~mptotic theor~ of least sauares estimation 
resression: identified case (abstract). 
Ann. Math+ Statist., v.39, P+1362. 
CRL/TN,E/P,D/---J 
Ferreira, P. E+ (1975) 
A Ba~esian analwsis of a switchins resression model: 
of resimes. 
J. Amer. Statist. Ass., v.70, P+370-374. 
Gallant, A. R. (1977) 
in sesment.ed 
kr1<:)ttJn numbf:-~r 
Testin~ a nonlinear resression sPecificatinn: a nonre•ular case. 
J. Amer+ Statist. Ass., v.72, P+523-5JO. 
CRNC,RND/TN/P,D/A,D,GJ 
Gallant, A+ R+ and Fuller, w. (1973) 
Fittins sesmented Pol~nomial resression models whose Joint Points 
have to be estimated 
J+ Amer. Statist. Ass., v.68, P+144-147+ 
CRLC/E/P,NU,D/G,AJ 
Garbade, K. (1977) 
Two methods for examinins the stability of re~ression coefficient~. 
J. Amer. Statist. Ass., v.72, P+54-63. 
CRLC,RLD/TN,TS/P,D/AJ 
Gardner, L.A. Jr. (1969) 
On detectins chanses in the mean of normal variate5~ 
Ann. Math. Statist., v.40, P.116-126. 
CTMI/TN/B,DJ 
Goldfeld, s. M. and Quandt, R. E. (1973) 
A Markov model for switchin~ resressions. 
J. Econometricsv v+1Y p.3-16. 
Goldfeld, S+ M+ dnd Quandtv R+ F+ <l973) 
The estimation of structural shifts by ~witrhin~ rp~r~~~ions. 
Ann. Econ. Soc. Measurement, v+2v P.475-85. 
Goldfeldv s. M+ and Quandt, R. E+ (1976) 
Techniaues for estimatinS switchins reSrPssions. 
Studies in Nonlinear Estimationv P.3-36+ Ballinser Pt1hlishin~ 
ComPan~, Camb+v Mass. 
-
... 
• 
All 
Griffiths, D. A. and Miller, A+ J. (1973) 
H~Perbolic resression--a mod~l ba~ed on two-PhRse pje~ewise linear 
resression with a smooth transition between rp~im~s. 
Comm. Stat., v.2, P+561-569. 
CF<LC/E:/P/A,D,GJ 
Griffiths, D+ A+ and Miller,, A+ ..I+ (:f.97~j) 
Letter to the Editor. 
Technometrics, v.17, P+281. 
CRLC/E,TG/F'/---J 
Gutherw, S+ B+ (1974) 
Partition reSression. 
J. Amer+ Statist. Ass., v.69, P+945-947. 
CRND/E/NU/AJ 
Gutstein, H. s. and Cohen, s. R. (1978) 
SPinal fluid differences in exPerim~ntal allersi~ encPPhal"m~elitjs 
and multiPle sclerosis+ 
Science, v.199, P+301-3 
CRLC,TMI/--/--/D,GJ 
Hackl, P. (1980) 
Testin~ the Constanc~ of Re~ression Relationships ovPr Time~ 
Gott, :i. risen: Vandenhc>e:~ck and R• 1F-- r(-?cht. 
Hawkins, D+ M. (1976) 
Point estimation of the Parameters of Piecewise re~ression models. 
APPiied Statistics, v.25, P+51-57. 
CR/E/P,NU/AJ 
Hawkins, It. M+ (:1.977) 
Testin~ a seauence of observations for a shift in location. 
J. Amer. Statist. Ass., v.72, P.180-186+ 
CTMI/TN/P,D/AJ 
Hines, w. G+ s. (1976) 
A simPle monitor of a sYstem with sudrlen Parameter chanses. 
IEEE Trans. Inf. Theor~, ITP P+210-216~ 
r.rMI/TB/D,.. o v P/'r::i 
Hinichv M. and Farley, J. U. ( :I. 91.>b) 
Theorhl and application of an estimation model for time series with 
nonstationaru mean~. 
Manasement Science, v.12, p.648-658+ 
[TMI/E/P,O,B/---J 
A12 
Hinkle~, D+ v. (1969) 
Inference about the intersection in two-Phase re~ression. 
Biometrika, v.56, P+495-504. 
CRLC/E,TN/P,D/---J 
Hinkle~, D. v. (1970) 
r 
Inference about the chan~e Point in a seauence of random variRbles. 
Biometrika, v.57, P+1-17+ 
tTGI/E/P,D/---J 
Hinkle~, D. v. C197U 
Inference in two-Phase re~ression. 
J. Amer+ Statist. Ass., v.66, P+736-743. 
[RLC/E,TN/P,D/A,DJ 
Hinkle~, .D+ v. (1971) 
Inference about the chan~e-Point from cumulative sum te•ts. 
Biometrika, v.58, P+509-23. 
tTMI/E/P,D/---J 
Hinkle~, D+ v. (1972) 
Time ordered classification. 
Biometrika, v.59, P+509-523. 
C TG I /E/F', DI""...:, __ J 
Hinklew, D+ V+ and Hinkle~, E. A. (1970) 
Inference about the chan~~-Point in~ ~e~uence of binomial variables. 
Biometrika, v.57, P+477-488. 
CTBI/E/P, Il/----·J 
Holbert, D. and Broemelin~ L. (1977) 
Ba~esian inference related to shiftins seGuences and two-Phase 
re~ression. 
Comm. Stat., v.A6, P+265-275+ 
[TMI,RL/E/P,B/A,DJ 
Hsu, D+ A+ (1977) 
Tests for variance shift at an unknown time Point+ 
APPl+ Stat., v.26, P+279-284+ 
CTVI/TD/P,D/AvGJ 
Hsu, D+ A+ (1979) 
Detectin~ shifts of Parameter in Gamma seGuen~~s with aPPlications 
to stock Prices and air flow anal~sis. 
J. Amer. Statist. Ass.~ v.74, P+31-40+ 
[TVI,TMI/TN/P,D/A,D,GJ 
Hudson, D+ J. (1966) 
Fittins sesmented curves whose Join Points h~ve to h~ estim'At~rl. 
J+ Amer. Statist. Ass~r v,61, P.1097-1129~ 
CRLC/E/P,NU/---J 
:... 
... 
r 
¢' 
Al3 
Inselmann, E+ H+ (1968) 
Tests for several resression eouation~ (Rhstr~ct). 
Ann+ Math+ Statist.11 v.399 PA1362+ 
C RL/ . ._ ........ JR/--- .... J 
Kaminskas, V+ A+ and SiPeniteY D+ A+ (1975) 
D<-?.t£-,c·t,ion of a ParfJm<-zatc~T' chi~ni:Jc;;.~ nf' ;:~r· i:l1.1t.1:>T'e~iT'(~s~;inr-i i=,,,n,:'e$<=,,. 
TAN Citov11 v.411 P+143-148+ 
CTG/T/?/?J 
Kander, Z+ and Zacksv s. 
Test Procedures for PossiblA chanMPs in Parameters of st~tistic~1 
distribution~ occurrins at unknown time Pnints. 
Ann. Math. Statist., v.37, P,1196-12106 
tTMI/TN/P,BPDI---J 
KastenbaumP M. A+ C :r. 9~59) 
A confidence interval on the ahscissa o~ th8 Point of intersectiQn 
of two fitted linear re~re~~ions, 
IHon,etT'ics l1 v + 1511 P + 323··-<324. 
Kieferv N. M+ (1978) 
Discrete parameter variation: efficient e~timation of a switchjn~ 
re~ression model+ 
Econometricay v.4611 P+427=434+ 
Kli~iene, N+ (1973) 
On the estimation of the chanse-Point in the suto-re~ressive 
seGuence+ . 
Proceedinss of the 2nd seminar on ExPeriment~l Simulatin~ ~nrl 
SolvinS of Probability Problems+ Liblice-Prssue, P.8?-93~ 
CTG/E/1)/'?:I 
Kumar, K. D+v Nicklin, E+ H+ and ~aulsonv A+ SA (1979) 
Comment on 'Estimatins mixtures of normal distributions Rnd 
switchins resressions'. 
J. Amer. Statist. Ass.~ v.74v P+52-55A 
L c~ c.~ ? ~1 • F • !:~ .. and , .. , e f h j_ n :i. cH'1 11 f:> • M • C :I. 9 7 7 ) 
A shift of the mean level in a semuence of indPPendent norm~l random 
variables--a Bahlesian approach. 
Tt~chn<.1met T' i C:~5 !,' V. 1 <;-=- S' F'. so:; .... ~=;01..1 t 
t:TMI/E.lF'YB/AJ 
Lc-?r111an11 P. M. ( :t. 900) 
Fitt:ins i;;<-?Sm<~:·ntt~~d r·c-:-~£fres~~:i.nn mod,~:t.s b':I ~:fr:iri s,~;~rr•h. 
APP+ Stat+Y V+29r P.77-84. 
A14 
McCabe, B. F'+ M. and Hairr:i.sor,, M. J. <1980) 
Testin~ the constanc~ of re~ression r~lation~hiPs over time 
usin~ least sGuares residuRls+ 
APP+ Stat+v V+29v P+142-148. 
tF'~L/TS/P v [I/Av GJ 
McGee, V+ E+ and Carletonv w. T+ (1970) 
Piecewise re~ression+ 
J. Amer. Statist. Ass., v.65, P.1109-1124. 
tRLC/E,G/P,NU/A,DJ 
McGilchrist, c. A. and WoodYer, K+ D+ (1975) 
Note or, a di st r i. b 1..rt, :i. on·"· ·r re e c~ 1.1 s 1 , m ·t, e ch n i cw e • 
Technometrics, v.17, P.321-325+ 
tTMI/TS/NP,D/AvGJ 
MacNeill, I. B+ <:J. 978) 
ProPerties of seGuences of Partial sums of Polynomial r~~ressinn 
residuals with aPPlications to tests for chan~e of re~r~ss1nn at 
unknc>wr, times. 
Ann+ Stat., v.611· P+422·-433. 
CRLC,RLD/TN/P,D/---J 
MacNeill, I. B. (1974) 
Tests for chan~e of Parameter at unknown timp ?nrl rli~trihutinn~ of 
some related functionals on Brownian mnti~n. 
Ann. Stat., v.2v P.950-9A?. 
[TMI/TN/P, D/·--.. , .. J 
Maddala, G. s. and Nelson, F. D. (1975) 
Switchin~ re~ression models with exo~~nous and enclogenous switchin~. 
ASA Proceedin~s of the Business and Economic~ Section~ 
Maronna, R+ and Yohai, v. J+ (1978) 
A bivariate test for the detectio~ of a s~stematic chan~e in mean+ 
J. Amer. Statist. Ass., v.73, P+640-645+ 
[R,TMI/TN/P,D/---J 
Mustafiv c. K+ (1968} 
Inference Problems about Parameters which are subJect~d to chanses 
over time. 
Ann. Math+ Statist., v.39, P+840-854~ 
CTMI/TN,E/B,D,0/---J 
Nadler, J. and Robbins, N. B. (1971) 
Some characteristics of Pase's two-sided Prnrerlure for rlet~rtintj 
a chan~e in location Par~rne~erA 
Ann+ Math+ Statist., v+42, P+538-551. 
CTMI/TS/P,D/---J 
-
~ 
.. 
~ 
~ 
II 
~ 
'! 
6 
• 
ti 
Al5 
Nashi, J+ c. and Pricei, K+ (1980) 
Fittins two straisht lines. 
P l' <:> c e e dins s n f th(·? r, C) rr, r,, u t c~~ r Sc i P n cc~ and f:, t r.1 t ·i c:, -~. i r.· c.-; :I ~!th Ar, n 1 , ;;~ 1 
s~mPosium on th~ Interface, Waterloo+ 
CRLC/E/F'? NU/Av GJ 
Pasev E+ S+ (1954) 
Continuous inspection schemes. 
Biometrikai, V+41v P+l00-116+ 
CTMI/TS/Pi,DJ 
Pase, E+ s. (1955) 
A test for a chanse in A parameter o~currinS ~t An unkno~n Pnint. 
Biom~trika, v.42, P+523-527+ 
[TMii,B/TS/Pi,DJ 
Pase Y E + S. < :I. 957) 
On F1 roblems :i.n which a d1an~e t)f f-"'c~rcrn1€:-ti:~r~:; nccur·s i3t. an unkr,m..1n 
P<Jint+ 
Biometrikav v.44i, P+248-252+ 
[TGI/TN/P v D/·'"""'-·J 
Parki, S+ H+ (:l.97B) 
Experimental desiSns for fittinS sesmented PolYnomial r~~ressinn 
models • 
Technometricsi, v.20, ~.:151-154+ 
[RLSP/E/P,NU/---1 
Pettitt? A+ N+ (1979> 
A non-Parametric aPProach to the chanse-po~nt Problem+ 
APP+? Stat+Y v.28i, P+126-135. 
tTGI/TN/NPi,D/A,DJ 
PettittY A+N+ (1980) 
A simPle cumulative sum type ~~~tistic for the 
chan~e-Point probl~m with zero-nn~ obs~rvations+ 
Biometrikav v.67v P+79-84+ 
CTGI/E,TN/P,D/---J 
Poirieri, D+ J. (1973) 
Piecewise re•ression usin~ cuhic sPlines. 
J. Amer+ Statist. Ass., v.689 P+515-5?4+ 
[RSP/EtTN/Pi,NU/A,DvGJ 
Poir·ier, D+ .J. < 1. 976) 
The Econometrics of Structural ChRn~e. 
Amsterdam: North-Holland Publishins Co+ 
Al6 
Q1Jandt, R+ E+ (1958) 
The estimation of the Parameters of a linear resreqsion s~~tem 
obeyins two separate resimes+ 
J. Amer. Statist+ Ass., v+53, P+873-880. 
CRLD/E,TN/P,D/---J 
Quandt, R+ E+ (1960) 
Tests of the hYPothesis that a linear system obeys twn ~~P~rRte 
resimes. 
J. Amer. Statist. Ass., v.55, P,324-330+ 
C RLII/TN/f', II/-·--J 
Quandt si R. E. ( 1972) 
A new approach to estimatins switchins resressions. 
J. Amer. Statist. Ass., v.67, P.306-310. 
Quandt , R • E • and Rams aw ., .J • B • ( 1 9 7 8 ) 
• a • I 
EstimatinS mixtures of normal rli~tribution~ Bnrl switrhin~ r~~re~~ion~. 
J. Amer. Statist. Ass., v.739 P+7~0-75?. 
Rao, P. S+ E+ s. (1972) 
On two Phase resression estimators. 
SankhYa, v.34, P+473-476+ 
CRLC/E/P/'PJ 
Robison, D. E. (1964) 
Estimates for the points of intersection of two Pol~nnmial resres-
s:i.ons+ 
J. Amer. Statist. Ass., vA599 P.214-224+ 
[RLC/E/P, [I/MM•--] 
RoYston, J.P. and Abrams, R. M. C19R0l 
An obJective method for detectins shift in basal body tPmP~r~~l,r~ 
in womer, + 
Biometrics, v.36, P+217-224. 
CTMI/TS/F', II/Av GJ 
Schweder, T. ( 1976) 
Some "oPtimala methods to dRtect structural shift or outli~rs in 
T'e£h'eS!:i-i CH'1. 
J. Amer. Statist+ Ass., v+71, P+491-501+ 
CRL/TN,TS,E/P,D/A,GJ 
Seber, G. A+ F~ (1977) 
Linear Resression Analysis, Wiley 
• 
, 
,. • 0 
A17 
Sen II f'. 1-(. <:I. 977) 
Tied-down Wiener Process approximations for alignpd rank orrl~r 
Processes and some applications. 
Ann. Stat., v.511 P+1107-1123. 
CTMI/TN/NPvD/---J 
Sen11 A+ K. and Srivastava11 M+ s. (1973) 
On multivariate tests for det~ctins chan~e in mean. 
Sankhwa A, v.3511 P+173-186+ 
CTMI/TN/P,D/?J 
Sen, A+ and Srivastava, M+ S+ (1975a) 
On tests for detectin~ chanses in mean. 
Ann. Stat., v.3, P+98-108. 
CTMI/TN/P,B11D,O/---J 
Sen11 A+ and Srivastava, M.S. (1975b) 
Some one-sided tests for chanse in level+ 
Technometrics, v.17, P+61-64. 
CTMI/TN/P,B,D/A,DJ 
Shabans,, s. A. (1980) 
Chan~e Point Problem and two-Pha~e re~ression: an annotated 
bibliosraPhw. 
Rev. I. S+ I+P v.48s,, P+83-94+ 
Shi rYaev, A+ N + (j_963) 
On optimum methods in ~uickest detectinn Problems+ 
Theor+ Prob. APPl., v.8, P+22-46a 
CTG/E/B, 0/·--··-·---J 
<:I. 965) 
Some exact formulas in a "disordern problem. 
Theor. Prob+ APPl+, v.10, P+348~354+ 
CTG:J 
SinsPurwallav N+ D+ (1974) 
Estimation of the Join Point in a heterosced~qtic re~re~~inn 
model arisin~ in accelerated life tests. 
Comm+ Stat.v v.3(9), P+853-863~ 
tRI .. C/E/P v NU/?J 
Smith, A+ F. M + ( :I. 975) 
A Ba~esian approach to inference ahout B chan~e-Point in A 
seGuence of random variables. 
Biometrikav v.62, P+407-416+ 
tTGJ:/E/P, B/·--·-·--··] 
Al8 
Smith, A+ F+ M+ and Cook, D. G+ (1980) 
StraiSht lines with a chan~e-point: a R~Yesian ~nalYsis ·of 
some renal transplant data. 
APP+ Stat., v.29, P+lS0-189. 
CRLC/E/P,B/A,GJ 
SPrent, P. (1961> 
Some hYPotheses concernins two-Phase re~ression linPs+ 
Biometrics, v.17, P.634-645. 
Srivastava, T. N. (1967) 
A Problem in life testin~ with chan~ins failure rAteA 
Defense Science Journal (India), v.17, P+163-8. 
Srivastava, T+ N+ (1975) 
Life tests with Periodi~ chan~e in failure rate-srouPed 
observations. 
J+ Amer. Statist. Ass., v.70, P+394. 
Swamy, P. A+ v. B+ and Mehta, J. S+ C1975) 
Bayesian and non-BaYesian analysis of switchin~ resres~ions and nf 
random coefficient re~r~ssion model~A 
J. Amer. Statist. Ass., v.70, P+593-60?. 
Tishler, A. and Zan~, I. (1979) 
A switchins resression methnd usin~ ine~u~litY conditions. 
J. Econometrics, v.11, P.?59-274 
Tsurumi, H. (1977) 
A Ba~esian test of a Parameter shift and an application. 
J. of Econometrics, v.6, P.371-80. 
[RL/TN/P,B/AJ 
Van Dobben de Bruyn, c. s. <1968) 
Cumulative Sum Tests: Theory and Practice. 
London: Griffin+ 
Wainer, H. (1971> 
Piecewise resression: a simPlified procedure. 
Br. J+ Matht Stat. PsYchol., v.24~ P+83-92+ 
• 
• 
' .. 
Al9 
Watts, D. G. and Bacon, D. W+ (1974) 
Usins an hYPerbola as a transition model to ~it two-rP~imP 
straisht line data. 
Technometrics, v+16, P+369-373. 
CRLC/E,TG/P,D/A,D,GJ 
Webb, K+L+ and D'Elia, C.F. (1980) 
Nutrient and oxYSen redistribution dt1rins a sPring nPRP 
tidal c~cle in a temperature estuar~ 
Science, v.207, P+983-98S 
tRLC/E/P/A,GJ 
Wichern, D+ W+v Miller, w. B+ and Hsu, D+ A. (1976) 
Chanses of variance in first-order aut"re~ressive time seri~s models 
with an aPPlication. 
APPlied ~tat., v.25, P+248-256+ 
CTVD/TN/P,D/A,GJ 
Woodward, R.H. and Goldsmith, P. L+ (1964) 
Cumulative Sum Techniaues. 
MonosraPh no.3, ICI series on M~~hem8tirRJ anrl Rt~tistiral Tech-
niGues for IndustrYA Fdinh1Jrsh: Oliver and BoYd~ 
Worsley, K+ J. (1979) 
On the likelihood ratio test for a shift in loration of normal 
Parameters+ 
J. Amer. Statist. Ass., v.74, PA~65-367. 
CTMI/TN/P,D/---J 
