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COMPLETNESS IN AFFINE AND STATISTICAL GEOMETRY
BARBARA OPOZDA
Abstract. We begin the study of completeness of affine connections, espe-
cially those on statistical manifolds or on affine hypersurfaces. We collect basic
facts, prove new theorems and provide examples with remarkable properties.
1. Introduction
Although affine hypersurfaces have been studied for more than 100 years, the
completeness of affine connections naturally appearing on such hypersurfaces has
not been considered at all. Up till now the affine completness of an affine hyper-
surface has always been meant as the completeness of the affine metric. There are
a few very famous theorems in this respect in the case of Blaschke hypersurfaces,
like theorems of Blaschke, Calabi, Cheng-Yau, see e.g. [2], [3], [6]. As concerns the
completeness of the induced affine connection (which is usually non-metrizable) it
was only noticed by Nomizu, see e.g. [7], that the two notions of completeness, that
is, the completeness of the affine metric and the one of the induced connection, are
independent in general. In this paper we prove some positive and negative results
on completeness of the induced connections on hypersurfaces. In particular, we
prove that on a centroaffine ovaloid the induced connection is complete. Of course,
connections on compact manifolds do not have to be complete. We also observe
that on an affine hypersurface with parallel cubic form the induced connections is
not complete unless the induced structure is trivial. In fact, we prove this result
in a more general setting, namely for statistical structures on abstract manifolds
and with the assumption weaker than that about parallel cubic form. The class of
hypersurfaces with parallel cubic form is rich of examples and important in affine
differential geometry. Blaschke hyperurfaces satisfying this condition were classified
in [4].
Very little is also known about complete statistical connections. The study of
complete statistical connections on abstract manifolds was initiated by Noguchi in
[8]. He gave a procedure of producing complete statistical connections on complete
Riemannian manifolds, see Theorem 4.5. In this paper we prove new results on
completeness of statistical connections. For instance, we prove that on a topological
sphere a Ricci-non-degenerate projectively flat statistical connection is complete.
We also provide some facts dealing with completeness of affine connections in
general. It turns out that using a cubic form defined by a given affine connection
and some additionally chosen metric (not necessarily related to the connection) is
helpful just as in the theory of affine hypersurfaces or in the geometry of statistical
structures.
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2. Preliminaries
In this section we introduce notions appearing in this paper and provide basic
information on them. All details can be found in [7], [6] and [9].
By a statistical structure on a manifold M we mean a pair (g,∇), where g is
a positive definite metric tensor field and ∇ is a torsion-free connection (called
a statistical connection) on M such that the cubic form ∇g is symmetric for all
arguments. Such a pair used to be also called a Codazzi pair. Denote by ∇ˆ the
Levi-Civita connection for g and by K the difference tensor between ∇ and ∇ˆ, that
is,
(1) KXY = ∇XY − ∇ˆXY,
where X,Y are vector fields on M . K(X,Y ) will stand for KXY . The (1, 2)-
tensor field K is symmetric and symmetric relative to g. Alternatively, we can use
the symmetric cubic form A defined as A(X,Y, Z) = g(K(X,Y ), Z)). One easily
sees that ∇g = −2A. It is clear that a statistical structure can be defined as a
pair (g,A), where g is a Riemannian metric and A is a symmetric cubic form. A
statistical structure is called trivial if ∇ = ∇ˆ, (equiv. K ≡ 0 or A ≡ 0).
Of course, one can consider the difference tensor K = ∇ − ∇ˆ and the cubic
forms ∇g and A(X,Y, Z) = g(K(X,Y ), Z) for any connection ∇. If the connec-
tion ∇ is torsion-free then K is symmetric and not necessarily symmetric relative
to g. We always have ∇g(X,Y, Z) = −A(X,Y, Z) − A(X,Z, Y ). In particular,
∇g(X,X,X) = −2A(X,X,X) for any X .
Let (g,∇) be a statistical structure. The dual connection ∇ for the statistical
connection ∇ is defined by the formula
(2) Xg(Y, Z) = g(∇XY, Z) + g(X,∇XZ).
The dual connection ∇ is torsion-free and the pair (g,∇) is a statistical connection.
The difference tensor for the dual connection ∇ is equal to −K, that is, ∇ = ∇ˆ−K.
Let R, R, Rˆ stand for the curvature tensor for ∇, ∇ and ∇ˆ respectively. The
corresponding Ricci tensors for ∇ and ∇ will be denoted by Ric and Ric . These
Ricci tensors do not have to be symmetric. But they are simultaneously symmetric.
Note that Ric is symmetric if and only if dτ = 0, where τ(X) = trKX .
The (0, 4)-tensor field g(R(X,Y )Z,W ) is not, in general, skew-symmetric for
Z,W . The class of statistical structures whose curvature tensor fulfills this sym-
metry condition is very rich, although the condition is very strong. Such structures
appear in many situations. In particular, they exist on affine spheres, which con-
stitute the most distinguished class of affine hypersurfaces. We have
Lemma 2.1. Let (g,∇) be a statistical structure. The following conditions are
equivalent:
1) R = R,
2) ∇ˆK is symmetric (equiv. ∇ˆA is symmetric),
3) g(R(X,Y )Z,W ) is skew-symmetric relative to Z,W .
A statistical structure satisfying one of the above conditions is called conjugate
symmetric. Note that the conjugate symmetry implies the symmetry of Ric . We
shall need
Proposition 2.2. Let (g,∇) be a conjugate symmetric statistical structure. The
connection ∇ is projectively flat if and only if ∇ is projectively flat.
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Proof. Since the statistical structure is conjugate symmetric, the Ricci tensors
for ∇ and ∇ are identical and symmetric. Consider first the case where dimM >
2. A Ricci-symmetric torsion-free connection is projectively flat if and only if its
curvature tensor is of the form
R(X,Y )Z = Φ(Y, Z)X − Φ(X,Z)Y
for some symmetric (0, 2)-tensor field Φ. Since R = R, the connections ∇ and ∇
are simultaneously projectively flat. Assume now that dimM = 2. In this case the
projective flatness of a connection ∇ is equivalent to the symmetry of the cubic
form ∇Ric . Assume ∇Ric is symmetric. Since R satisfies 3) from Lemma 2.1, on
a 2-dimensional manifold we have
R(X,Y )Z = k{g(Y, Z)X − g(X,Z)Y },
where k is the sectional ∇-curvature of the statistical structure, see [9]. On the
other hand, we always have
R(X,Y )Z = Ric (Y, Z)X − Ric (X,Z)Y.
It follows that Ric = kg. We now have ∇Ric = ∇Ric = ∇Ric − 2KRic =
∇Ric − 2k(Kg). Since Kg is a symmetric cubic form, we get the desired condition.
✷
We shall now briefly recall the way in which statistical structures appear on
locally strongly convex affine hypersurfaces.
Let f : M → Rn+1 be an immersed hypersurface. For simplicity assume that M
is connected and orientable. Let ξ be a transversal vector field for the immersion
f . We define the induced volume form νξ on M as follows
νξ(X1, ..., Xn) = det (f∗X1, ..., f∗Xn, ξ).
We also have the induced connection ∇ (torsion-free) and the second fundamental
form g (symmetric) defined by the Gauss formula
(3) DXf∗Y = f∗∇XY + g(X,Y )ξ,
where D is the standard flat connection on Rn+1. A hypersurface is called non-
degenerate if g is non-degenerate. If the hypersurface is locally strongly convex, g
is definite. By multiplying ξ by −1, if necessary, we can assume that g is positive
definite. A transversal vector field is called equiaffine if ∇νξ = 0. This condition is
equivalent to the symmetry of the cubic form ∇g. In particular, if the hypersurface
is locally strongly convex, (g,∇) is a statistical structure. It follows that for a
statistical structure obtained on a hypersurface by a choice of a transversal vector
field, the Ricci tensor of ∇ is automatically symmetric. A hypersurface equipped
with an equiaffine transversal vector field is called an equiaffine hypersurface. If ξ
is an equiaffine transversal vector field, the Weingarten formula looks as follows
(4) DXξ = −f∗SX.
The (1, 1)-tensor field S is called the shape operator for ξ. It is symmetric relative
to g. We have the Gauss equation
(5) R(X,Y )Z = g(Y, Z)SX − g(X,Z)SY.
For an equiaffine hypersurface f we define the conormal map
f :M → (Rn+1)∗ \ {0}
4 BARBARA OPOZDA
as follows
f(x)(ξx) = 1, (f(x))|f∗(TxM) ≡ 0.
If f is non-degenerate then f is an immersion. In this case, for each x ∈ M the
conormal vector fx =
−→
0fx is transversal to f . We equip the immersion f with the
equiaffine transversal vector field −f . Again, we receive the induced objects on M .
In particular, the induced connection turns out to be the dual connection for ∇
relative to g. The second fundamental form for the conormal immersion is equal to
g(S·, ·). The Gauss equation for the conormal immersion is the following
(6) R(X,Y )Z = g(Y,SZ)X − g(X,SZ)Y.
It means that the dual connection ∇ is projectively flat if n > 2. The dual connec-
tion is also projectively flat for n = 2.
We shall use the following version of the fundamental theorem in affine differen-
tial geometry, see e.g. [1].
Theorem 2.3. Let (g,∇) be a statistical structure on a simply connected manifold
M . If ∇ is Ricci-symmetric and the dual connection ∇ is projectively flat then there
is an equiaffine immersion f : M → Rn+1 such that g is the second fundamental
form and ∇ is the induced connection for f .
Among equiaffine hypersurfaces we distinguish equiaffine spheres. A proper
equiaffine sphere is an equiaffine hypersurface for which the affine lines detrmined by
the chosen equiaffine transversal vector field intersect at one point, called the center
of the sphere. The center does not belong to the hypersurface and the equiaffine
transversal vector field is a non-zero constant multiple of the position vector field
relative to the center. The shape operator for a proper equiaffine sphere is a non-
zero constant multiple of the identity. A proper equiaffine sphere is also said to be
a centroaffine hypersurface or a hypersurface with a centroaffine normalization. As
it was noticed above, if a hypersurface is locally strongly convex, the conormal map
is naturally equipped with a centroaffine normalization. By an improper equiaffine
sphere we mean a hypersurface equipped with a constant transversal vector field.
In this case the shape operator vanishes. An equiaffine locally strongly convex hy-
persurface is an equiaffine sphere (proper or improper) if an only if the induced
statistical structure is conjugate symmetric.
On a locally strongly convex hypersurface we also have the volume form νg de-
termined by g. In general, this volume form is not covariant constant relative to
∇. A basic theorem of the classical affine differential geometry says that there is a
unique equiaffine transversal vector field ξ such that νξ = νg. This unique transver-
sal vector field is called the affine normal vector field or the Blaschke affine normal.
The second fundamental form for the affine normal is called the Blaschke metric
or the affine metric. A hypersurface endowed with the affine Blaschke normal is
called a Blaschke hypersurface. An affine Blaschke sphere (or just an affine sphere)
is a Blaschke hypersurface which is an equiaffine sphere. The easiest examples of
Blaschke affine spheres are ellipsoids, hyperboloids and paraboloids. More precisely,
when we endow an ellipsoid with the centroaffine normalization with the center at
the center of the ellipsoid and a transversal vector field being the opposite to the
position vector relative to the center, we get a proper Blaschke affine sphere whose
induced statistical structure is trivial. Hyperboloids can be treated in a similar
way. For an elliptic paraboloid the Blaschke affine normal is parallel to the axis
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of the paraboloid (so it is an improper affine sphere) and the induced statistical
structure is also trivial. A classical theorem says that the only compact Blaschke
affine spheres are ellipsoids with its trivial structure.
3. Geodesics of affine connections
Before we study geodesics of statistical connections we shall collect some facts
about geodesics of affine connections in general. Some of the facts are likely known,
but we prove all of them. Riemannian metrics which we consider in this section are
not related to the connections in any way.
By a ∇-geodesic we mean a geodesic relative to a connection ∇ parametrized
by its affine parameter, if not otherwise stated. A geodesic is called complete if its
affine parameter runs from −∞ to ∞. A pre-geodesic is a curve, parametrized or
unparametrized, which can be parametrized or reparametrized in such a way that
it becomes a geodesic. Since geodesics are regular curves, we will consider only
regular parametrizations of pre-geodesics.
Recall first the following theorem proved, for instance, in [5] in Chapter III, see
Theorem 8.7. For a given connection on M let (x1, ..., xn) be a normal coordinate
system with origin at x0 ∈ M . Let U(x0; ρ) denote the geodesic ball of radius ρ,
that is, U(x0; ρ) = {(x1, ..., xn) ∈M : (x1)2 + ...+ (xn)2 < ρ2}.
Theorem 3.1. Let M be equipped with a linear connection. For each point x0 of
M and its normal coordinate system (x1, ..., xn) with origin at x0 there is a positive
number a such that if 0 < ρ < a then U(x0; ρ) is geodesically convex and each point
from U(x0; ρ) has a normal coordinate neighborhood containing U(x0; ρ).
Using this theorem one can prove
Proposition 3.2. Let M be equipped with a connection. If γ : (a, b) → M is a
geodesic and there is the limit of γ(t) in M for t → b then γ can be extended as a
geodesic beyond b.
Proof. Let x0 = limt→b γ(t) and U be a normal neighborhood of x0 as in Theorem
3.1. In this neighborhood there is γ(t0) for some t0 ∈ (a, b). We can assume that
t0 = 0. There is a normal neighborhood U ′ of p := γ(0) containing U . Take the
neighborhood exp−1p (U ′) of 0 in TpM . We have β(t) := exp−1p (γ(t)) = γ˙(0)t for
t ∈ [0, b). Since x0 ∈ U ⊂ U ′, the segment β(t) of a straight line can be extended
beyond b. Hence the geodesic γ can be extended beyond b. ✷
By the same arguments as in the last proof we get
Proposition 3.3. Let M be equipped with a connection. If γ : (a,∞) → M is a
geodesic then there is no limit of γ(t) in M for t→∞.
We can now reformulate Proposition 3.2 as follows
Proposition 3.4. Let M be equipped with a connection. If γ(t) for t ∈ (a, b),
where b ∈ R or b = ∞ is a pre-geodesic and there is x0 = limt→b γ(t) in M then
the pre-geodesic can be extended as a pre-geodesic beyond x0.
Proof. Since we can reparametrize the curve to an affine parameterization, we
can assume that γ(t) is a geodesic. By Proposition 3.3 we have that b ∈ R. It is
now sufficient to Proposition 3.2. ✷
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Let now (M, g) be a Riemannian manifold. The distance between points x, y ∈M
will be denoted by d(x, y) and the length of a curve γ by dγ.
Proposition 3.5. Let γ : [a, b) → M , where b ∈ R, be a C1- curve. If the curve
is extendable (as a C1-curve) to [a, b] then ‖γ˙‖ is bounded in [a, b). If (M, g) is
complete and ‖γ˙‖ is bounded on [a, b), then there is the limit limt→b γ(t) ∈M .
Proof. The first assertion is trivial. Assume now that (M, g) is complete and
‖γ˙‖ ≤ N in [a, b). Let tn ∈ [a, b) be a sequence converging to b. We have
d(γ(tn), γ(tm)) ≤ the length of γ between γ(tn) and γ(tm)
=
∫ tm
tn
‖γ˙(t)‖dt ≤ N |tm − tn|.
Hence the sequence γ(tn) is a Cauchy one. ✷
Proposition 3.6. Let γ(t) for t ∈ [a, b), where b ∈ R or b = ∞, be a curve in a
complete Riemannian manifold (M, g). If dγ <∞ then lim γ(t) for t→ b exists in
M .
Proof. Let dγ < N < ∞. The closed ball B = {x ∈ M : d(x, γ(a)) ≤ N} is
compact and im γ ⊂ B. Take any sequence tn → b. There is a subsequence tnm
such that the sequence of points γ(tnm) has a limit in B. We now claim that γ(t)
has a limit for t → b. Suppose that there are two sequences tn → b and sn → b
such that γ(tn) → p and γ(sn) → q where p 6= q. We can assume that tn and sn
are increasing and
t1 < s1 < t2 < s2 < t3....
Take two balls B1, B2 with centers at p and q respectively, such that d(B1,B2) >
δ > 0. We can assume that γ(tn) ∈ B1 and γ(sn) ∈ B2 for all n. Then dγ|s1t1 >
δ, dγ|s2t2 > δ, .... It follows that dγ =∞, which gives a contradiction. ✷
Proposition 3.7. Let (M, g) be a complete Riemannian manifold and ∇ a connec-
tion on M . If r(s) is an arc-length parametrization of a maximal ∇-geodesic then
the parameter s runs from −∞ to ∞. In particular, every maximal ∇-geodesic has
infinite length.
Proof. Assume that the whole domain of r is (a, b), where b ∈ R. By Proposition
3.5 we know that there exists the limit of r(s) for s → b. By Proposition 3.4 the
pre-geodesic can be extended, which is a contradiction with the maximality. Hence
b =∞. For the same reasons a = −∞. ✷
Proposition 3.8. Let ∇ be a connection on a Riemannian manifold (M, g). If
r(s) is an arc-length parametrization of a ∇-geodesic γ(t), then
(7) ∇r˙ r˙ = A(r˙, r˙, r˙)r˙.
Moreover, if t = ϕ(s) is the change of the parameters, where ϕ′ > 0, then
(8) A(r˙, r˙, r˙) = − d
ds
ln ‖γ˙ ◦ ϕ‖.
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Proof. We have
0 =
d
ds
g(r˙, r˙) = ∇g(r˙, r˙, r˙) + 2g(∇r˙r˙, r˙).
Since ∇r˙ r˙ is parallel to r˙, we now have ∇r˙ r˙ = − 12∇g(r˙, r˙, r˙)r˙ = A(r˙, r˙, r˙)r˙.
For proving the second assertion observe that since r(s) = γ(ϕ(s)) and r˙(s) =
ϕ′(s)(γ˙ ◦ ϕ)(s), we have
(9) ‖(γ˙ ◦ ϕ)(s)‖ = 1
ϕ′(s)
= g((γ˙ ◦ ϕ)(s), r˙(s)).
Consequently
‖γ˙ ◦ ϕ‖′ = d
ds
g(γ˙ ◦ ϕ, r˙)
= ∇g(r˙, γ˙ ◦ ϕ, r˙)) + g(∇r˙(γ˙ ◦ ϕ), r˙) + g(γ˙ ◦ ϕ,∇r˙ r˙)
=
1
ϕ′
∇g(r˙, r˙, r˙) + g(ϕ′∇γ˙◦ϕ(γ˙ ◦ ϕ), r˙) + 1
ϕ′
A(r˙, r˙, r˙)
= −2 1
ϕ′
A(r˙, r˙, r˙) +
1
ϕ′
A(r˙, r˙, r˙) = − 1
ϕ′
A(r˙, r˙, r˙).
Take Λ = − ln ‖γ˙ ◦ ϕ‖. Then
d
ds
Λ = −‖γ˙ ◦ ϕ‖
′
‖γ˙ ◦ ϕ‖ =
1
ϕ′
A(r˙, r˙, r˙)
1
ϕ′
.
✷
Proposition 3.9. Let r(s), s ∈ R, be any regular parametrization of a maximal
geodesic of some affine connection ∇ on a manifold M . Let ∇r˙ r˙ = Λ′r˙, where Λ
is a function bounded from below or above on the whole of R. Then the geodesic is
complete.
Proof. Let t = ϕ(s) be an affine parameter of our geodesic, say γ(t). We can
assume that ϕ′ > 0 on R. Then γ(ϕ(s)) = r(s), ϕ′(γ˙ ◦ ϕ) = r˙ and consequently
(10) ∇r˙ r˙ = ∇r˙(ϕ′(γ˙ ◦ ϕ)) = ϕ′′(γ˙ ◦ ϕ).
Hence Λ′ = (lnϕ′)′ and we can assume that ϕ′ = eΛ. If Λ is bounded from below
then ϕ′ is greater than some positive number. Therefore ϕ(s)s→∞ → ∞ and
ϕ(s)s→−∞ → −∞. If Λ is bounded from above then we can change the orientation
of the parametrization r(s) and in the equation ∇r˙ r˙ = Λ′r˙ we replace Λ by −Λ,
which is now bounded from below. ✷
Proposition 3.10. Let ∇ be a connection on a complete Riemannian manifold. If
a maximal ∇-geodesic has scalar speed bounded (from above), then the geodesic is
complete.
Proof. By Proposition 3.7 we know that the arc-length parameter of the geodesic
runs from −∞ to +∞. Use the same notations and agreements as in Proposition
3.8. By (9) ϕ′ is greater than some positive number for every s. It means that
ϕ(s)s→∞ →∞ and ϕ(s)s→−∞ → −∞. ✷.
8 BARBARA OPOZDA
For a ∇-geodesic γ(t) on a Riemannian manifold we introduce two functions
l(t) = ‖γ˙(t)‖ and u(t) = γ˙(t)‖γ˙(t)‖ . We have
(11)
d
dt
g(γ˙(t), γ˙(t)) = 2g(∇ˆγ˙(t)γ˙, γ˙(t)) = −2g(Kγ˙(t)γ˙(t), γ˙(t))
= −2A(γ˙(t), γ˙(t), γ˙(t)) = −2A
(
γ˙(t)
‖γ˙(t)‖ ,
γ˙(t)
‖γ˙(t)‖ ,
γ˙(t)
‖γ˙(t)‖
)
‖γ˙(t)‖3.
Hence
(12)
d
dt
(l2(t)) = −2A(u(t), u(t), u(t))l3(t)
and therefore
(13)
(
1
l
)′
= A(u, u, u).
Assume that the geodesic γ is defined on the interval [a, b). We can assume that
a = 0 and l(0) = ‖γ˙(0)‖ = 1. Assume that
(14) −N ≤ A(U,U, U) ≤ N
for some non-negative number N and all U ∈ UM , where UM is the unit sphere
bundle over M . It happens, for instance, if M is compact. We have
(15)
1
l(t)
= 1 +A(u(θ), u(θ), u(θ))t
for every t ∈ (0, b) and some θ ∈ (0, t). Since A(u(θ), u(θ), u(θ)) ≥ −N , we get
(16) l(t) ≤ 1
1−Nt,
if t < 1
N
. The function [0, b) ∋ t → 11−Nt is positive valued and increasing. Using
now Proposition 3.5 we get
Proposition 3.11. Let ∇ be a connection on a Riemannian manifold M whose
metric is complete and (14) holds. Let γ : [0, b) → M be a ∇-geodesic such that
‖γ˙(0)‖ = 1. Then the geodesic can be extended at least up to any parameter c < 1
N
.
Proof. Indeed, if c < 1
N
, then the function l is bounded on the interval [0, c). ✷
In contrast with Proposition 3.7 in the following proposition the Riemannian
manifold does not have to be complete.
Proposition 3.12. Let ∇ be a connection on a Riemannian manifold and (14)
holds. Every complete ∇-geodesic has infinite length.
Proof. By (13) we have
(
1
l
)′ ≤ N . By integrating this inequality on an interval
[0, t] we get 1
l(t) ≤ Nt + 1. Consequently, for every t ∈ R+ we have l(t) ≥ 1Nt+1 .
Integrating this inequality on an interval [0, t] we obtain
(17) dγ[0,t] ≥
ln(Nt+ 1)
N
.
✷
It is easy to find an incomplete metric and its statistical connection whose com-
plete geodesic has finite length.
COMPLETNESS IN AFFINE AND STATISTICAL GEOMETRY 9
Example 3.13. Let M be the open strip R × (−L,L) ⊂ R2 endowed with the
standard metric g, where L =
√
pi
2 . Let G(t) be the antiderivative of the Gaussian
function e−t
2
with G(0) = 0. Denote by (U, V ) the canonical frame on M . Each
point of M has the coordinates (x,G(t)) for some t ∈ R. Take any symmetric and
symmetric relative to g (1, 1)-tensor field K such that
(18) K(x,G(t))(V, V ) = 2te
t2V.
Let ∇ = ∇ˆ + K. The piece of a straight line γ(t) = (0, G(t)) for t ∈ (−∞,∞) is
a complete ∇-geodesic. Of course, it has finite length √pi. Note that (14) is not
satisfied.
We shall now give an example of a statistical structure on a compact manifold
whose statistical connection is not complete. The example is important for the last
section of this paper.
Example 3.14. Take R2 with its standard flat Riemannian structure. Let U, V
be the canonical frame field on R2. Define the statistical connection ∇ as follows
(19) ∇UU = U, ∇UV = −V, ∇V V = −U.
The statistical structure can be projected on the standard torus T 2 = R2/Z2.
Observe that ∇ˆK = 0 (equivalently ∇ˆA = 0), hence the structure is conjugate
symmetric. For later use, observe also that ∇ is projectively flat and its Ricci
tensor is non-degenerate negative definite.
A curve γ(t) = (x(t), y(t)) is a ∇-geodesic if and only if
(20) x′′ + (x′)2 − (y′)2 = 0, y′′ − 2x′y′ = 0.
Let y0 be a fixed real number. Consider the curve
(21) γ(t) = (ln(1− t), y0)
for t ∈ [0, 1). It is a ∇-geodesic. We have γ(t) → (−∞, y0), ‖γ˙(t)‖ = 11−t → +∞
for t → 1. This geodesic cannot be extended beyond 1 and its image is closed in
T 2. It means, in particular, that closed geodesics of affine connections do not have
to be complete.
4. Completeness of statistical connections
The following theorem generalizes Example 3.14.
Theorem 4.1. Let (g,∇) be a statistical structure for which ∇ is complete and
(∇ˆA)(U,U, U, U) ≤ 0 for each U ∈ UM . Then the statistical structure must be
trivial.
Proof. We shall first prove
Lemma 4.2. Let γ(t) be a ∇-geodesic. Then
(22)
(A(u, u, u))′(t)
= l(t)[(∇ˆA)(u(t), u(t), u(t), u(t)) − 3∑ni=2(A(u(t), u(t), ei(t)))2],
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where e1(t) = u(t), e2(t), ..., en(t) is an orthonormal basis of Tγ(t)M . In particular,
(23) (A(u, u, u))′(t) ≤ l(t)(∇ˆA)(u(t), u(t), u(t), u(t)).
Proof. Using (13) we get
(24)
∇ˆγ˙(t)u = ∇ˆγ˙(t) γ˙l
=
(
1
l
)′
(t)γ˙(t)− 1
l(t)K(γ˙(t), γ˙(t))
= l(t)[A(u(t), u(t), u(t))u(t)−K(u(t), u(t))].
Since
K(u(t), u(t)) =
n∑
i=1
g(K(u(t), u(t)), ei(t))ei(t) =
n∑
i=1
A(u(t), u(t), ei(t))ei(t)
for any orthonormal frame e1(t), ..., en(t), we now obtain (using also the symmetry
of A)
(A(u, u, u))′(t) = γ˙(t)(A(u, u, u))
= (∇ˆA)(γ˙(t), u(t), u(t), u(t)) + 3A(∇ˆγ˙(t)u, u(t), u(t))
= l(t)[(∇ˆA)(u(t), u(t), u(t), u(t)) + 3(A(u(t), u(t), u(t)))2
−3(A(u(t), u(t), e1(t)))2 − 3
n∑
i=2
(A(u(t), u(t), ei(t)))
2].
By setting e1(t) = u(t) we complete the proof of the lemma. ✷
Suppose now that the structure (g,∇) is not trivial. Let γ : [0,∞) be a ∇-
geodesic such that A(u(0), u(0), u(0)) = −N , where N is a positive number. The
function 1
l
is smooth and positive on [0,∞). By Taylor’s formula and (13) we have
(25)
1
l(t)
=
1
l(0)
−Nt+ α(θ)t2
for any t ∈ [0,∞), where θ ∈ (0, t) and 2α = (A(u, u, u))′. Take t0 > 1l(0)N . For
t = t0 the expression on the right hand side of (25) is negative by Lemma 4.2. This
gives a contradiction. ✷
Observe that on a compact M if (∇ˆA)(U,U, U, U) ≤ 0 for every U ∈ UM ,
then ∇ˆA = 0 on M . It follows from Ros’ integral formula. Namely, the formula
says that for any covariant tensor field s on a compact Riemannian manifold we
have
∫
UM (∇ˆs)(U, ..., U)dU = 0. However, the fact that ∇ˆA = 0 does not trivialize
the situation. First of all, even in the theory of affine hypersurfaces one knows
examples of non-trivial statistical structures, for which ∇ˆA = 0. The most famous
is that on the hypersurface of Rn+1 given by the equation x1 · ... · xn+1 = 1 for
x1 > 0, ..., xn+1 > 0. This hypersurface is locally strongly convex affine sphere
with ∇ˆA = 0, see [6]. By Theorem 4.1 neither the induced connection ∇ nor its
dual are complete. On the other hand, the Blaschke metric on this hypersurface
is complete, see [6]. The class of Blaschke hypersurfaces satisfying the condition
∇ˆA = 0 turns out to be especially interesting. In the paper [4] all such hypersurfaces
were classified. By Theorem 4.1 we know that in all non-trivial cases the induced
connection is not complete.
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Note that the compact case of hypersurfaces satisfying the condition ∇ˆA = 0 is
not interesting. Namely, for an ovaloid this condition implies that the ovaloid must
be an ellipsoid with its trivial affine structure. More precisely, we have
Proposition 4.3. Let : M → Rn+1 be an equiaffine ovaloid with the induced
statistical structure (g,∇). If ∇ˆA = 0 then the structure is trivial and the ovaloid
is an ellipsoid.
Proof. Since ∇ˆA is symmetric, the structure is conjugate symmetric, and con-
sequently, the hypersurface is an equiaffine sphere and the Ricci tensor Ric is
symmetric. It follows that dτ = 0, where τ(X) = trKX . Hence there is a function
ρ on M such that τ = dρ. There is a point p ∈M at which ρ attains an extremum.
Then τp = 0. Since ∇ˆK = 0, we have ∇ˆτ = 0 and consequently τ = 0 on M . It
means that the hypersurface is a compact Blaschke affine sphere. It is well-known
from the classical affine differential geometry that such a sphere must be an ellipsoid
with its trivial structure. ✷
We shall now prove a positive result, that is, a theorem showing how to produce
complete affine connections.
Theorem 4.4. Let (M, g) be a complete Riemannian manifold and A a cubic form
given by
(26) A(X,Y, Z) = α1g(X,Y )dσ(Z) + α2g(Y, Z)dσ(X) + α3g(X,Z)dσ(Y )
for some function σ on M and real numbers α1, α2, α3 such that α = α1+α2+α3 ≥
0. Assume that the function σ is bounded from below on M . Let K be a (1, 1)-tensor
field defined by the formula g(K(X,Y ), Z) = A(X,Y, Z). Then the connection
∇ = ∇ˆ+K is complete.
Proof. Let γ : [0, b) → M be a ∇-geodesic such that l(0) = 1. We have
A(γ˙, γ˙, γ˙) = αdσ(γ˙)g(γ˙, γ˙) = α(σ ◦ γ)′l2. Set L = l2. We proved in (11) that
L′ = −2A(γ˙, γ˙, γ˙). Hence (lnL)′ = −2α(σ◦γ)′, that is, L(t) = e−2ασ(γ(t))+2ασ(γ(0)).
If σ ≥ N on M then L(t) ≤ e2σ(γ(0))e−2αN . We can now apply Propositions 3.5
and 3.2. ✷
In particular, we have Noguchi’s theorem from [8].
Corollary 4.5. Let (M, g) be a complete Riemannian manifold and A a cubic form
given by A = sym(dσ ⊗ g) for some function σ on M . Assume that the function
σ is bounded from below on M . Then the statistical connection of the statistical
structure (g,A) is complete.
Note that if the function σ is bounded from above then −σ is bounded from
below and, consequently, the dual connection ∇ is complete. In particular, we have
Corollary 4.6. Let (M, g) be a compact Riemannian manifold. Each function σ
on M gives rise to a statistical structure whose statistical connection and its dual
are complete. The cubic form of the structure is given by A = sym(dσ ⊗ g).
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5. Completeness of the induced connections on equiaffine
hypersurfaces
It is known that pre-geodesics of induced connections on Blaschke affine spheres
are obtained by intersecting the spheres with affine planes incident with the center
of the sphere, see [7]. A more general statement holds. Namely, we have
Proposition 5.1. Let f : M → Rn+1 be a hypersurface equipped with a cen-
troaffine normalization or with a constant transversal vector field. The image by
f of each geodesic of the induced connection is contained in a certain affine plane
containing the center of the centroaffine normalization or, respectively, is parallel
to the constant transversal vector field. Conversely, if the image by f of a curve in
M lies in some affine plane containing the center of the centroaffine normalization
or, respectively, is parallel to the constant transversal vector field, then the curve is
a pre-geodesic of the induced connection.
Proof. Denote by ξ the transversal vector field. Let γ(t) be a geodesic relative to
the induced connection ∇. By the Gauss formula (3) we have Dγ˙f∗γ˙ = g(γ˙, γ˙)ξγ .
The Weingarten formula says that Dγ˙ξ = λf∗γ˙ for some real number λ. Denote by
pit the affine plane passing through f(γ(t)) and whose direction is spanned by the
vectors f∗γ˙(t) and ξγ(t). The plane field pit is parallel relative to the connection D
and locally contains f ◦ γ, hence it is constant along γ. The entire curve f ◦ γ lies
in the plane.
Conversely, assume that for a curve γ(t) its image by f lies in a ceratin affine
plane containing the center of the centroaffine normalization or, respectively, being
parallel to the constant transversal vector field. Of course, (f ◦γ)′(t) and (f ◦γ)′′(t)
must lie in the direction of the plane for every t. Such a plane also contains all
transversal vectors ξγ(t). The direction of the plane is spanned by (f ◦ γ)′(t) and
ξγ(t) for every t. Therefore, by the Gauss formula, we have ∇γ˙ γ˙ = ϕγ˙ for some
function ϕ along γ. Thus γ(t) is a ∇-pre-geodesic. ✷
Note that a hypersurface from the above theorem does not have to be non-
degenerate. The following lemma will needed.
Lemma 5.2. Let r(t) for t ∈ R be a curve in the vector space R2 such that the
function det (r(t), r˙(t)) 6= 0 is bounded from 0 by a non-zero number on the whole
of R. There is a reparametrization of the curve being a diffeomorphism of R and
such that after the reparametrization r¨ is parallel to r everywhere on R.
Proof. By replacing the parameter t by −t, if necessary, we can assume that
det (r(t), r˙(t)) > 0 and this function is bounded from 0 by some positive number
for all t ∈ R. We can write
(27) r¨(t) = α(t)r˙(t) + β(t)r(t).
Set ρ(t) := ln det (r(t), r˙(t)). One sees that
(28) ρ′ =
det (r, r¨)
det (r, r˙)
= α.
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We are looking for a reparametrization s(t) such that (r(t(s)))′′ is parallel to r(t(s))
for every s. We have
(29)
(r(t(s)))′ = dt
ds
r˙(t(s))
(r(t(s)))′′ = ( dt
ds
)2r¨(t(s)) + d
2t
ds2
r˙(t(s))
= ( dt
ds
)2[α(t(s))r˙(t(s)) + β(t(s))r(t(s))] + d
2t
ds2
r˙(t(s)).
We want that
(30) α(t(s))
(
dt
ds
)2
+
d2t
ds2
= 0.
The last equality can be written as
(31) (ρ(t(s))′
dt
ds
+
d2t
ds2
= 0.
Denote the function t(s) by ϕ for a moment. Assume that ϕ′ > 0 everywhere. We
have (ρ ◦ϕ)′ = −ϕ′′
ϕ′
and hence ρ ◦ϕ = −(lnϕ′) +C, where C is a constant. Hence
ϕ′ = e−ρ◦ϕeC and consequently
(32)
ds
dt
= eρe−C = det (r, r˙)e−C .
In order to get a desired reparametrization it is now sufficient to integrate the
function det (r, r˙)e−C . The antiderivative is strictly increasing. Since det (r, r˙) is
bounded from zero by some positive number, using (32) we get ds
dt
> N for some
positive number N . It follows that s(t)→∞ for t→∞ and s(t)→ −∞ if t→ −∞,
that is, the reparametrization is a global diffeomorphism of R. ✷
When we have a hypersurface of Rn+1 with a centroaffine normalization then
we can assume that the center of the normalization is 0 ∈ Rn+1. An affine plane
passing through 0 is a vector plane and we can assume that it is endowed with some
arbitrary chosen determinant det . We can also assume that the transversal vector
field is equal to the minus position vector field relative to the center. We have
Theorem 5.3. If for a given hypersurface f : M → Rn+1 endowed with a cen-
troaffine normalization with center at 0 ∈ Rn+1 each curve f ◦ γ lying in a plane
pi containing 0 can be parametrized globally on R as γ(t) in such a way that the
function det ((f ◦ γ)(t), (f ◦ γ)′(t)) is bounded from zero by a non-zero number for
all t ∈ R, then the induced connection ∇ on M is complete.
Proof. By Proposition 5.1 we know that for every ∇-pre-geodesic its image by
f lies in a certain plane pi ∋ 0. We can parametrize this curve in pi as in Lemma
5.2. Assume that f ◦ γ is such a global parametrization. We can write Dγ˙f∗γ˙ =
(f ◦ γ)′′ = ρ(f ◦ γ) for some function ρ along γ. On the other hand Dγ˙f∗γ˙ =
f∗∇γ˙ γ˙ − g(γ˙, γ˙)(f ◦ γ). It follows that ∇γ˙ γ˙ = 0. ✷
We can now prove
Theorem 5.4. On a centroaffine ovaloid in Rn+1 the induced connection and its
dual are complete.
Proof. An ovaloid is a non-degenerate hypersurface modeled on a Euclidean
sphere. But it is automatically a strongly convex imbedding of a Euclidean sphere.
Hence we can assume that it is, in particular, a subset of Rn+1. A pre-geodesic of
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the induced connection is a curve diffeomorphic to the ordinary circle lying in some
plane pi. Take a periodic regular parametrization γ(t) of a pre-geodesic defined on
the whole of R. Then the function det (γ, γ˙) is nowhere zero. Since it is periodic,
it is bounded from 0 by a non-zero number. We can now use Theorem 5.3. Since
the affine shape operator for a centroaffine ovaloid is a non-zero multiple of the
identity, the conormal hypersurface is also locally strongly convex. Hence it is an
ovaloid with the standard centroaffine normalization. The dual connection is the
induced connection for the centroaffine conormal ovaloid. ✷
Instead of an ovaloid one can consider a convex (not necessarily strongly) imbed-
ding of a Euclidean sphere. When we have its centroaffine normalization then we
see, as in the above theorem, that the induced connection is complete.
When we have an ovaloid inRn+1 equipped with any equiaffine transversal vector
field then the conormal map is an immersion but not necessarily non-degenerate,
that is, the conormal, in general, is not an ovaloid in the dual space. But if the shape
operator S for the given ovaloid is non-singular everywhere, then the conormal is
a non-degenerate immersion and therefore it is a centroaffine ovaloid. Hence, by
Theorem 5.4, we obtain
Theorem 5.5. For an ovaloid in Rn+1 equipped with any equiaffine transversal
vector field, whose affine Gauss curvature detS is nowhere zero, the dual connection
is complete.
Lemma 5.3 can be also applied to non-compact manifolds as well.
Example 5.6. Consider an elliptic paraboloid in R3. After choosing a suitable
coordinate system (x, y, z) the paraboloid can be viewed as the graph of the function
z = x2+y2−1. Consider the centroaffine normalization with center at 0 ∈ Rn+1. If
we intersect the paraboloid by a plane passing through the center, we obtain either
an ellipse or a parabola. The ellipses can be treated as in the proof of Theorem
5.4. Considering the parabolas, it is sufficient to look at the parabola z = x2 − 1
on the plane y = 0. Its easiest parametrization is γ(t) = (t, 0, t2 − 1) for t ∈ R. We
have det (γ(t), γ˙(t)) = t2 + 1. We can now apply Theorem 5.3.
Using Theorems 5.4 and 2.3 one gets
Theorem 5.7. Let (g,∇) be a statistical structure on a manifold M diffeomorphic
to a Euclidean sphere.
1) If the Ricci tensor of ∇ is symmetric non-degenerate and ∇ is projectively flat
then ∇ is complete on M .
2) If the structure is conjugate symmetric and the connection ∇ is projectively flat
then ∇ and its dual connection ∇ are complete on M .
Proof. 1) Since Ric is symmetric, so is Ric . The dual connection for ∇ is equal
to ∇ and this connection is projectively flat. We can now apply Theorem 2.3
for (g,∇). We get an ovaloid f : M → Rn+1 with some equiaffine transversal
vector field, the induced connection ∇ and the second fundamental form g. Take
the conormal map f equipped with the standard centroaffine normalization. Then
∇ is the induced connection for this centroaffine conormal immersion. Let h be
the second fundamental form for the centroaffine conormal immersion. The shape
operator for the centroaffine conormal immersion is id . The Gauss equation (for
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the centroaffine conormal) is the following
(33) R(X,Y )Z = h(Y, Z)X − h(X,Z)Y.
The projective flatness of ∇ implies
(34) R(X,Y )Z =
1
n− 1(Ric (Y, Z)X − Ric (X,Z)Y )
for n > 2. For n = 2 the above equality always holds. Hance h = 1
n−1Ric is
non-degenerate and therefore the centroaffine conormal immersion is a centroaffine
ovaloid with the induced connection ∇. We can now apply Theorem 5.4.
2) For a conjugate symmetric statistical structures both statistical connections
∇, ∇ are Ricci-symmetric. By Proposition 2.2 both connections are projectively
flat. By Theorem 2.3 the statistical structure (g,∇) can be realized on an ovaloid.
Since the statistical structure is conjugate symmetric, the ovaloid is an equiaffine
sphere. It means that it is a centroaffine ovaloid and, by Theorem 5.4, ∇ and ∇
are complete. ✷
As concerns 1) in the above theorem note that, by Theorem 5.4, the connection
dual to ∇ relative to h = 1
n−1Ric is also complete, but it is not the connection ∇ in
general. In the context of Theorem 5.7 let us recall the structure on the torus from
Example 3.14. That structure is conjugate symmetric, the statistical connection
is projectively flat, its Ricci tensor is non-degenerate and the connection is not
complete. The dual connection is not complete either.
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