ABSTRACT. Performance measures (PMs) and corresponding performance evaluation criteria (PEC) ydrologic and water quality (H/WQ) models are increasingly being used to determine the impacts of land management, land use, climate, and conservation practices on water resources, ecology, and water-related ecosystem services. Hydrologic cycle components and fate and transport of sediments and chemicals are examples of complex systems comprised of many processes that can be simulated using H/WQ models.
A majority of H/WQ models require some degree of calibration to reduce the uncertainty of predictions (Engel et al., 2007; USEPA, 2009) . Calibration is the process of adjusting input parameter values and initial or boundary conditions within reasonable ranges until the simulated results closely match the observed variables . Calibration requires the examination of accuracy of outputs and process simulation (Sorooshian, 1983) to ensure adequate watershed and scenario representation. This requires use of model performance measures (PMs) and the corresponding performance evaluation criteria (PEC). Throughout this article, the term "PMs" refers to the statistical and graphical methods used during model calibration and validation, "performance data" refers to the reported values of each of the statistical PMs (e.g., 0.5 for NSE), and "PEC" refers to model performance qualitative ratings (e.g., very good, good, satisfactory, or unsatisfactory) with the corresponding quantitative thresholds for the statistical PMs of interest (e.g., NSE, PBIAS, or R 2 ). Validation is the process by which a calibrated model is shown to be capable of reproducing a set of field observations or predicting future conditions without further adjustment to the calibrated parameters (Zheng et al., 2012) .
Modelers have used different PMs, including statistical, graphical, or a combination of both. For example, Herr and Chen (2012) preferred the use of absolute and relative error, while Huth et al. (2012) recommended and used a variety of measures, including Nash-Sutcliffe efficiency (NSE; Nash and Sutcliffe, 1970) and the ratio of root mean square error (RMSE) and standard deviation of measured data (RSR; Moriasi et al., 2007) . Commonly used graphical PMs include time series plots (e.g., van der Keur et al., 2001; Mutiti and Levy, 2010; Palosuo et al., 2011; Arnold et al., 2012; Herr and Chen, 2012; Huth et al., 2012) , scatter plots (e.g., Palosuo et al., 2011; Herr and Chen, 2012) , cumulative charts (e.g., Herr and Chen, 2012) , and contour maps (e.g., Zheng et al., 2012) .
Nevertheless, the use of both graphical and statistical PMs is essential for robust model performance evaluation (Biondi et al., 2012; Bennett et al., 2013; Harmel et al., 2014; Daggupati et al., 2015a) . For instance, measures such as the NSE are insensitive to systematic errors and yield good model performance even if low values are poorly fitted (Krause et al., 2005; Ritter and Muñoz-Carpena, 2013; Pfannerstill et al., 2014) . In such cases, graphical PMs provide supplementary evidence as to where (e.g., in the time series, magnitude of event, depth, etc.) the model is not performing adequately. In addition, pre-inspection of graphical output likely minimizes equifinality (or parameter non-uniqueness), a situation in which a variety of parameter sets can yield acceptable model performance (Beven and Freer, 2001; Doherty and Johnston, 2003) . This is achieved by allowing identification of parameter sets that provide better process simulation, thereby reducing the number of possible parameter sets that yield acceptable model performance. Recent works indicate that the intended use of the model could serve as an important factor in the selection of PMs and PEC (Finsterle et al., 2012; Harmel et al., 2014) . Past literature on model PMs includes Willmott (1984) , Loague and Green (1991) , ASCE (1993) , Refsgaard (1997) , Gupta et al. (1998) , Legates and McCabe (1999) , Santhi et al. (2001) , Krause (2005) , McCuen et al. (2006) , Engel et al. (2007) , and Moriasi et al. (2007) . With respect to PEC, several studies have provided a summary of ranges of values for use in assessing model performance (Popov, 1979; Ramanarayanan et al., 1997; Gassman et al., 2007; Moriasi et al., 2007; Douglas-Mankin et al., 2010; Tuppad et al., 2011; Ritter and Muñoz-Carpena, 2013) . The use of PEC provides objective indications of the adequacy of model performance, hence affording greater credibility to the modeling work (Duda et al., 2012) . General PEC help model users and decision makers estimate model calibration and validation accuracy, usability for their specific application, and uncertainty or reliability of model predictions (Duda et al., 2012) . It is also important to set PEC before beginning model evaluation (ASCE, 1993; USEPA, 2002; Engel, 2007; Moriasi et al., 2007) .
Selection and use of PEC also varies by study and by model (Santhi et al., 2001; Van Liew et al., 2007; Parajuli et al., 2009; Benett et al., 2013 , Daggupati et al., 2014 Harmel et al., 2014) . This could result in inconsistent model evaluation, making it difficult to provide a benchmark for further model improvements. Moriasi et al. (2007) provided guidance to facilitate a more consistent and structured approach for model performance evaluation. However, the scope of the guidelines provided by Moriasi et al. (2007) was limited to NSE, percent bias (PBIAS; Gupta et al., 1999) , and RSR for stream flow, sediment, and nutrient (N and P) simulations at a monthly temporal scale and watershed spatial scale. Different PMs can have differing ranges of conditions for which they are best suited (Krause et al., 2005; Gupta et al., 2009; Westerberg et al., 2011; Pushpalatha et al., 2012) . Just as there are differences in PMs, there are also differences in the PEC for each measure. In addition, models perform differently for different simulated response outputs and, perhaps, at different temporal and spatial scales (Westerberg et al., 2011; Biondi et al., 2012) , which may require different PEC. For example, regions with a shallow water table (e.g., south Florida) experience rapid water table rise within 12 hours of rainfall or irrigation input (Jaber et al., 2006; Hendricks et al., 2013) . Hendricks et al. (2013) evaluated a daily temporal scale model for simulating water table responses in a shallow water table region of Florida and concluded that a daily temporal scale was a fundamental limitation because the hydrologic response time was less than 12 hours. Therefore, there is need to explore how different models perform under different conditions using different PMs to help determine appropriate PEC. Further, Moriasi et al. (2007) stated that "as new and improved methods and information are developed, the recommended guidelines should be updated to reflect these developments."
Recently, Biondi et al. (2012) , Ritter and Muñoz-Carpena (2013) , Moriasi et al. (2012) , Pushpalatha et al. (2012) , Bennett et al. (2013) , Black et al. (2014) , and Harmel et al. (2014) focused on various aspects of performance of H/WQ models. Biondi et al. (2012) performed a literature review and provided general model validation guidelines that cover several topics discussed in this special collection. Black et al. (2014) provided general guidance on the implementation and application of water resource management models focused on scenario analysis. Bennett et al. (2013) reviewed and provided methods available across different fields for describing the performance of environmental models focusing on model PMs. Pushpalatha et al. (2012) analyzed several forms of NSE to determine the form that was suitable for flows. Ritter and Muñoz-Carpena (2013) presented a unified framework for determining model PEC in a statistically rigorous way and for the evaluation of bias, outliers, and repeated data focused on RMSE and NSE. Harmel et al. (2014) reviewed literature and recommended a broad methodology that takes into account intended use to establish model performance expectations. The methodology provides a brief summary of several topics, including model valuation, interpretation, and communication of model results. Moriasi et al. (2012) summarized the results of 25 H/WQ models in a special collection of 22 articles, each focusing on individual model calibration and validation strategies. The special collection provided a good source of model-specific calibration and validation examples, performance evaluation examples, and references. However, there is need for consistent model calibration and validation guidelines , including PMs and PEC.
Recognizing the good work done by others, in this article we: (1) synthesize the special collection articles with respect to PMs and PEC; (2) perform a meta-analysis of performance data as reported in peerreviewed literature by considering the effects of calibration and validation periods, simulated components, and spatial and temporal scales; and (3) establish guidelines for model performance evaluation based on information from the synthesis (objective 1) and meta-analysis (objective 2). Further, we present an example case study illustrating the application of our recommendations in model calibration and validation.
In summary, this article is one of nine topic-specific articles in a special collection whose main goal is to provide recommendations, which together with information from other literature will be used to develop model calibration and validation engineering practices for H/WQ models. These articles extensively cover critical issues related to the calibration and validation of H/WQ models. This article focuses on model PMs and the corresponding PEC related to models in the Moriasi et al. (2012) special collection and provides a more rigorous framework than Moriasi et al. (2007 Moriasi et al. ( , 2012 for determining PEC, involving a metaanalysis of the performance data collected in this study and using the results to guide PEC development.
METHODS SYNTHESIS OF PERFORMANCE MEASURES AND EVALUATION CRITERIA
As a starting point, the articles in the Moriasi et al. (2012) special collection were reviewed to determine the statistical and graphical PMs used for each of the models. The models in the special collection were grouped into three spatial categories (point to plot, field, and watershed; table 1). PMs and PEC reported outside of the special collection were helpful in broadening the outlook on PEC and providing additional materials useful for establishing guidelines. Commonly used PMs and PEC within and outside the special collection for each model were recorded for in-depth analyses.
Although there are several ways in which statistical PMs can be categorized (Moriasi et al., 2007; Bennett et al., 2013) , in this article statistical PMs are discussed and divided into three broad categories: (1) standard regression, (2) dimensionless, and (3) error index based on Moriasi et al. (2007) . Standard regression measures determine the strength of the linear relationship between simulated and measured data. Dimensionless measures provide a relative model evaluation assessment, and error index measures quantify the deviation in the units of the data of interest (Legates and McCabe, 1999) . Graphical PMs are divided into two categories (direct and derived comparison), and information about the strengths and weaknesses of each of the measures was obtained from the literature. In this article, we define direct comparison graphical PMs as graphical PMs in which original measured and simulated data are compared with each other, for instance, with time series graphs. Derived graphical PMs are those in which meas- Flanagan et al. (2012) ured or simulated data are first transformed into another form before they are displayed in a comparative graph, for example, frequency duration curves. A comparative analysis of the reported PMs was performed to evaluate (1) how they compare across the models, (2) their advantages and disadvantages, and (3) their usability (ease of and suitability for use) from a user or non-developer perspective. Additional considerations for PMs included their suitability for event-based vs. continuous models and their use with missing and/or discrete observed data. Based on this analysis, recommendations are made for suitable PMs.
META-ANALYSIS OF PERFORMANCE DATA
A statistical meta-analysis was performed on the model performance data to guide the development of the PEC. Simply stated, a meta-analysis (Glass, 1976; Hunter et al., 1982; Hunt, 1997; Lyons, 1998 ; among others) is the accumulation and analysis of data from separate but similar studies for the purpose of obtaining insights from the pooled data that are not discernible from the individual studies. The methodology provides an avenue for bringing together information from various related studies in search of common patterns and conclusions. It can also be used to reconcile data from disparate studies. Since its inception in the 1970s, meta-analysis has been applied successfully in various fields, including medical research and social studies (Egger and Smith, 1997; Lyons, 1998; Bland, 2000) . The methodology has also been used successfully in natural resources and environmental systems for the development of a Best Management Practice (BMP) tool (Gitau et al., 2005) .
The accumulation of data from existing studies is the most involved part of a meta-analysis, as it requires considerable attention to some key considerations, as described in ensuing subsections.
Kinds of Articles to Include
It is necessary that articles be relevant to the study at hand (Light and Smith, 1971; Hunt, 1997) and that the articles contain the information needed to achieve study goals. As materials may be subject to re-interpretation, it is preferable that the articles contain original material and include a detailed account of the study. Further, given a common tendency toward selecting articles that favor an author's viewpoint and/or that align with prevailing opinion (Egger and Smith, 1997) , it is important that article selection follows an objective procedure. For example, in this article, the articles included are primary sources that provided performance data for the various PMs. Additional criteria included the presence of details such as models used, evaluation time step, components evaluated, and whether data reported were for calibration or validation.
Whether or Not to Use Only Published Material
Generally, published material is deemed to have more reliable data and is afforded more credibility than unpublished material. However, published material is often preferential in nature, favoring research works based on reported significance (Lipsey and Wilson, 2001 ). For example, in regard to model performance, articles reporting higher values of NSE may be preferentially published, whereas those with lower values (albeit with better parameter representations) may take a while longer or may not be published at all. Including only published material may result in a publication bias (Light and Smith, 1971; Hunter et al., 1982; Light and Pillemer, 1984; Bland, 2000) ; thus, we recommend that both published and unpublished material be included. The challenge lies in being able to find unpublished information, as this is not generally available. Thus, the dataset developed for this article only contains data from published material (peer-reviewed journal articles after 1990).
Rejection of Articles on the Basis of Perceived Inadequacies in the Methodology
Another important consideration is the determination of article suitability for inclusion based on methodologies used. This is especially so for unpublished information, as a work may be unpublished due to unsuitable methodologies. However, it is important to note that flaws can be identified in almost any article (Hunter et al., 1982; Lipsey and Wilson, 2001) given that opinions tend to differ among researchers. The use of methodology as a basis for article inclusion would thus introduce elements of subjectivity into the analysis (Light and Smith, 1971) and would result in a reduced dataset (Glass, 1976; Hunter et al., 1982) , which would then impact the analysis. In this study, no judgements were made as to the adequacy or inadequacy of the methodologies used once an article was deemed suitable for inclusion based on study goals.
Amount of Data Necessary for Analyses
The ideal case would be to have all existing data; in this case, the details and results of all studies in which model calibration and validation have been conducted and performance values have been reported. However, this is generally not practical, due to limited access to unpublished material, if nothing else, and thus the need for a representative sample arises. In addition, it is necessary to consider the study goals. For example, in this article, the goal was to capture recent advances in modeling (in the 1990s and later) for commonly used H/WQ models published in a recent special collection when establishing performance criteria. For this work, the target was to review a minimum of 20 articles (outside the Moriasi et al. (2012) special collection) per model for the most commonly simulated output responses (flow, sediment, and nutrients) to be reviewed. To enable meta-analysis, each reported entry of performance data was extracted and tabulated along with size of the study area (supplemental material tables S1-1 through S1-22, available at http://bit.ly/ NRES_SW10715). Exceptions were permitted for models for which the available peer-reviewed articles numbered less than 20, in which case all available articles were reviewed. Data on stream flow, surface runoff, base flow, and tile flow model performance values were combined as appropriate and referred to as flow for the watershed-scale and ADAPT models to ensure that there were sufficient data for analyses. Where stream flow was the only component used in the analysis and/or discussion, the term "stream flow" was used to distinguish it from the combined flow component. Data were commonly reported in the literature at annual, monthly, and daily temporal scales for watershed-scale models and at a monthly temporal scale for field-scale models. In addition, there was a substantial amount of seasonal data associated with PBIAS.
Handling of Extreme Values
Values showing up as extreme values, once all data are assembled, may reflect extreme site or study characteristics; thus, their exclusion would mask the existence of extremes. Therefore, extreme values such as values of other PMs for studies in which there were negative NSE values were not excluded from the primary analysis. However, negative NSE values were not included in criteria development, as such values represent unacceptable model performance. Further description is provided under the "MetaAnalysis of Performance Data" subheading within the "Results and Discussion" section.
Data Analyses
Once all data are assembled, the most basic analysis involves determining an average for each data component (Hunter et al., 1982; Light and Pillimer, 1984; Hunt, 1997) , for example, an average of all NSE values. More detailed approaches involve the computation of standardized metrics to account for differences in the amounts of data among studies (Light and Pillimer, 1984; Lipsey and Wilson, 2001 ). In either case, this would mask the variability in the data, so more in-depth analysis allowing the examination of factors that could affect results (Hunter et al., 1982; Light and Pillimer, 1984; Hunt, 1997) and extraction of other pertinent information are necessary.
In this study, descriptive statistics such as mean, median, minimum, and maximum were computed for the performance data, and the associated distributions were plotted in order to make a determination on subsequent analysis. Following these preliminary diagnostics, significant differences in reported values were determined based on (1) calibration or validation; (2) scale (specifically watershed-scale studies based on Hydrologic Unit Code (HUC; https://pubs.er.usgs.gov/publication/ofr84708; direct comparisons were not made between watershed and field scales due to the large difference in available data); and (3) model components (e.g., flow, sediment, and nutrients). The analysis was conducted using the median test, a non-parametric (typically distribution-free) test based on median rank scores (SAS, 2007; Sheskin, 2003; Brown and Mood, 1951) . The test considers all observations and ranks them as 0 or 1 based on their location around (above or below) the median. Resulting rank scores are then used for the comparisons based on the chi-square statistic and associated probabilities. In addition, the performance data were plotted on a common axis to provide a visual comparison. All analyses were carried out using JMP statistical software (SAS, 2008) .
DEVELOPMENT OF GUIDELINES FOR MODEL PERFORMANCE EVALUATION
The median test on reported performance data was used to determine whether separate PEC were needed for calibration and validation periods, spatial and temporal scales, and for different simulated response outputs. Following the median test, thresholds for model PEC ratings were established by computing percentiles or quartiles of model PM data collected from peer-reviewed articles outside the Moriasi et al. (2012) special collection. The thresholds obtained for the defined ratings formed the initial PEC, which along with the results of the synthesis of the PEC and the modeling experience of the authors were used to develop final PEC guidelines for identified separate categories. A similar approach was used by USEPA (2010) as part of an evaluation of the potential benefits of numeric nutrient criteria for Florida's flowing waters. The guidelines are in the form of recommended PMs and PEC. Brief descriptions are provided for (1) the importance of following proper calibration and validation procedures Arnold et al., 2015; Baffaut et al., 2015; Malone et al., 2015; Daggupati et al., 2015b; Guzman et al., 2015; and Yuan et al., 2015) prior to using these general guidelines; (2) additional considerations for adjusting the general recommendations because of the variety of modeling applications; and (3) a framework for determining recommended model PMs and their corresponding PEC.
RESULTS AND DISCUSSION

SYNTHESIS OF PERFORMANCE MEASURES AND EVALUATION CRITERIA
The most commonly used graphical PMs in the special collection articles were time series charts (table 2; e.g., WARMF, DAISY, VS2DI, SWIM3, and SWAT). Other graphical PMs included scatter plots (e.g., APEX/EPIC, CREAMS/GLEAMS, DAISY, WARMF, and SWAT), cumulative frequency curves (e.g., WARMF, SWAT), contour maps (e.g., MT3DMS), depth profile plots (e.g., SWIM3), thermographs in which heat is used as a surrogate for water movement (e.g., VS2DI), and bar charts (e.g., EPIC/APEX). Thermographs are quite common in soil/ water-solute transport applications.
The most commonly used statistical PMs were NSE, RMSE (also called root mean square deviation, RMSD), and R 2 (table 2). Other reported statistical PMs included d (Willmott, 1981) , PBIAS (Gupta et al., 1999) , mean absolute error, R, absolute error, relative error, standard error of estimate, non-parametric tests, RSR (Moriasi et al., 2007) , 95% confidence intervals (to account for uncertainty, mean, and standard deviation), autocorrelation, and crosscorrelation (table 2) . Brief descriptions as well as discussions of the strengths, weaknesses, and usage of the commonly used measures are presented in ensuing subsections. The abbreviations of the models in the Moriasi et al. (2012) special collection are provided in the Appendix, while the statistical PMs and associated equations are provided in table 5. Detailed accounts of these and other measures can be obtained from model-specific articles and in the literature (e.g., Wilmott, 1984; Legates and McCabe, 1999; Krause et al., 2005; Moriasi et al., 2007; Ritter and Muñoz-Carpena, 2013; Bennett et al., 2013; Harmel et al., 2014) .
Of the models within the Moriasi et al. (2012) special collection, only a few provided PEC (table 3) , including BASINS/HSPF (Duda et al., 2012) , DRAINMOD (Skaggs et al., 2012) , EPIC/APEX (Wang et al., 2012) , KINE-ROS/AGWA (Goodrich et al., 2012) , RZWQM2 , and WARMF (Herr and Chen, 2012) . PEC from Moriasi et al. (2007) were cited for SWAT , SWIM3 (Huth et al., 2012) , and WEPP (Flanagan et al., 2012) . With the exception of SWIM3 (Huth et al., 2012) , all point and plot scale models (table 3) employed user-defined objective function thresholds with autocalibration algorithms . The MIKE-SHE (Jaber and Shukla, 2012) and WAM (Bottcher et al., 2012) articles do not provide any PEC.
GRAPHICAL PERFORMANCE MEASURES
Graphical PMs provide an important complementary tool for modelers to support the calibration and validation of H/WQ models (Daggupati et al., 2015a) . Graphical PMs allow visual comparison of simulated and measured output response data, help identify model bias, identify differences in timing and magnitude of peaks (e.g., peak flows) and shape of recession curves, incorporate measurement (Harmel and Smith, 2007) and model (Shirmohammadi et al., 2006) uncertainty, and illustrate how well the model reproduces the frequency of measured daily values (Pfannerstill et al., 2014) . The disadvantage of graphical PMs is that model performance can be obtained only qualitatively through them. In addition, graphical PMs can easily be manipulated to look good by scaling. Table 4 lists a variety of graphical PMs used commonly to support and present results of H/WQ model calibration and validation. The graphical PMs are grouped into two broad categories (direct and derived) to enable users to determine appropriate graphical PMs for their study. The spatial and temporal scale of simulation could be used to determine graphical performance measures that will be effective in communicating model performance to end users. The most effective graphical measures are ones that highlight specific predictive capabilities of the model. For shorter-term modeling (<1 year), a time series plot can be an effective tool. The performance of models for longerduration datasets (≥10 years of daily data) is better understood by using either a scatter plot or a duration curve. For instance, when Duda et al. (2012) presented the daily-scale five-year calibration results for an HSPF model application, they provided both a time series graph and a duration curve. The time series graph, which contained approximately 1825 data points, gave the impression that the model sometimes overestimated or underestimated peak flows, depending on the peak. This presented a confusing picture of model performance. The authors then presented the same data in the form of a flow duration curve. The flow duration curve not only indicated that, in general, the modelsimulated values were close to the observed values (similar to what was understood from the time series plot), but it also showed that the model overestimated higher flows and underestimated medium and lower flows during the validation period. Thus, the duration curve was a more effective tool for understanding and communicating daily model [a] Performance Evaluation Criteria [b] Graphical Performance Measures Table 3 Time series EPIC/APEX X X X -X X Table 3 Time series, scatter plots, bar charts RZWQM2 --X --- Table 3 Time series WEPP Hillslope Table 3 Time series, scatter plots, CFC KINEROS2/AGWA X ----X Table 3 Time series Table 3 Time series, scatter plots,
= index of agreement, PBIAS = percent bias/deviation. "Other" includes root mean square error to standard deviation ratio, linear or weighted correlation coefficient, mean error, mean absolute error, standard error of estimate, 95% confidence interval, comparison between observed and predicted means and standard deviations, mean and variance of weighted residuals, autocorrelation, cross-correlation, nonparametric tests, t-tests, and objective functions. [b] n.p. = not provided and user-defined.
[c] CFC = cumulative frequency curves.
performance for their case study. The effectiveness of using a duration curve is also demonstrated in a case study presented later in this article.
As discussed in table 4, certain derived graphical PMs, such as cumulative plots and maps, can provide a misleading picture of model performance. For instance, a combination of cumulative and daily time series plot was used by Bottcher et al. (2012) to present results of the WAM model ( fig. 1 ). The presentation of these two plots was essential because the cumulative plot gives the impression that the model overpredicts initially and underpredicts in the latter part of simulation but has reasonable overall performance. On the other hand, the time series plot shows that certain important flow peaks were completed missed. The time series plot allows the modeler to find temporal mismatches that could go unnoticed by using only a cumulative plot.
Maps are also effective tools for presenting key results and meeting the objectives of watershed models. For example, to build confidence in an uncalibrated SWAT model, Srinivasan et al. (2010) used maps to show that SWATsimulated annual corn and soybean yields for each subbasin were consistent with USDA-NASS estimates. and Daggupati et al. (2011) used maps of sediment, total P, and nitrate-N outputs to prioritize subwatersheds and fields in SWAT model applications in Arkansas and Kansas. Such maps could be used to assess spatial model performance.
STATISTICAL PERFORMANCE MEASURES
Statistical PMs are widely used to quantify the performance of H/WQ models in describing the "closeness" of the simulated behavior to observations. Table 5 summarizes commonly used statistical PMs based on the Moriasi et al. (2012) special collection, along with their demonstrated advantages/disadvantages, ranges, optimal values, and the equations used to compute them. Harmel et al. (2014) , Bennett et al. (2013) , Krause et al. (2005) , and Coffey (2004) also provide a comprehensive list of statistical PMs. Although there are different ways to categorize PMs (Moriasi et al., 2007; Bennett et al., 2013) , the PMs in this article (Herr and Chen, 2012) Good Model Performance Hydrology/flow <20% absolute error Nutrients <30% absolute error Phytoplankton and suspended sediment <50% absolute error [a] Values estimated from figure 4 (Duda et al., 2012). are grouped as standard regression, dimensionless, and error index, as discussed below.
Standard Regression
Pearson's correlation coefficient (r) and coefficient of determination (R 2 ) describe the degree of collinearity between simulated and measured data. The correlation coefficient is an index that is used to investigate the degree of linear relationship between observed and simulated data. R 2 is the squared value of r, although it can also be expressed as the squared ratio between the covariance and the multiplied standard deviations of the observed and predicted values (Krause et al., 2005) .
Dimensionless
The Nash-Sutcliffe efficiency (NSE) is a normalized statistic that determines the relative magnitude of the residual variance ("noise") compared to the measured data variance ("information"; Nash and Sutcliffe, 1970) . NSE indicates how well the plot of observed versus simulated data fits the 1:1 line. Many studies (e.g., Santhi et al., 2001; VazquezAmabile and Engel, 2005; Reungsang et al., 2010; Douglas-Mankin et al., 2013) have used NSE to evaluate model performances for various output responses (e.g., flow, sediment, N, P, crop yields, etc.) using different models (MIKE-SHE, ADAPT, SWAT, WARMF, HSPF, etc.).
The index of agreement (d) was developed by Willmott (1981) as a standardized measure of the degree of model prediction error. The index of agreement represents the ratio between the mean square error and the "potential error" (Willmott, 1984) . The potential error (denominator in index of agreement equation in table 5) represents the largest value that the squared difference of each pair can attain. The index of agreement can detect additive and proportional differences in the observed and simulated means and variances.
Error Index
The root mean square error (RMSE) is the square root of mean square error (MSE). The MSE is also known as standard error of the estimate in regression analysis. The RMSE is measured in the same units as the model output response of interest and is representative of the size of a typical error. (Krause et al., 2005) and insensitive to additive and proportional differences between model predictions and measured data (Legates and McCabe, 1999) . Notes: We recommend that the regression line gradient and intercept be reported when R 2 is used as a performance measure. For a good agreement, the intercept should be close to zero and the gradient should be close to one (Krause et al., 2005) .
Advantages: NSE is: (1) a quantitative measure conducive to development of PEC; (2) good for use with continuous long-term simulations and can be used to determine how well the model simulates trends for the output response of concern; (3) robust and can be used to evaluate model performance for several output responses (e.g., stream flow, sediments, nutrients, pesticides) and temporal scales; and (4) commonly used, which means that there is extensive information on reported values, which can be used for comparison purposes. Further, it can incorporate measurement uncertainty (Harmel and Smith, 2007; Harmel et al., 2010) . Disadvantages: NSE cannot help identify model bias and cannot be used to identify differences in timing and magnitude of peak flows and shape of recession curves; in other words, it cannot be used for single-event simulations. Notes: NSE is sensitive to extreme values due to the squared differences (Krause et al., 2005) . To overcome extreme-value cases and increase sensitivity to lower measured and simulated values, Krause et al. (2005) recommended the use of logarithmic and relative derivatives forms of NSE and d. In cases where the measured data are bi-modal with high and low distributions in the same study area, such as the measured flows in Cho and Olivera (2009) , it is recommended that the two data categories be separated to avoid the bias toward simulation of lower values. (1) detects additive and proportional differences in the observed and simulated means and variances and (2) is widely used, and thus there is comprehensive information on reported values in the literature. Disadvantages: Overly sensitive to extreme values due to the squared differences (Legates and McCabe, 1999) . High values of d were reported even for poor model fits (Krause et al., 2005) . Notes: d should be evaluated based on the phenomenon studied, measurement accuracy, and the model employed. It can also be used as a substitute for R 2 to identify the degree to which model predictions are error-free (Legates and McCabe, 1999) . Further, it can incorporate measurement uncertainty (Harmel and Smith, 2007; Harmel et al., 2010) .
Advantages: RMSE and MAE are: (1) computed and reported in the same units as the model output of concern and are hence easy for readers to interpret; (2) work well for continuous long-term simulations; and (3) commonly used in model performance evaluation. Disadvantages: Error indices are measured in the same unit as the model output being investigated, so they cannot be used by themselves to gauge model performance for values other than zero. Notes: RMSE and MAE can be used to determine confidence intervals in model predictions, and it is possible to incorporate measurement uncertainty (Harmel and Smith, 2007; Harmel et al., 2010) . The mean absolute error (MAE) is also measured in the same units as the model output response of interest. It is usually similar in magnitude but slightly smaller than the RMSE. The RMSE also tends to give more weight to high values than low values because errors in high values are usually greater in absolute value than errors in low values (Gan et al., 1997; Gan and Biftu, 1996; Eckhardt and Arnold, 2001; van Griensven and Bauwens, 2003; Huisman et al., 2003; Cho and Olivera, 2009 ). To get around this limitation, Moriasi et al. (2007) recommended that RMSE be normalized using the observations standard deviation, giving a measure referred to as the RMSE-observations standard deviation ratio (RSR).
Although it is commonly accepted that the lower the RMSE, the better the model performance, only Singh et al. (2004) published a guideline to qualify what is considered a low RMSE based on the observations standard deviation (SD). Singh et al. (2004) stated that RMSE values of less than half of the SD of the observations may be considered low. Based on the recommendation by Singh et al. (2004) , Moriasi et al. (2007) developed the RSR.
Relative error (RE), absolute relative error, or absolute relative deviation is the ratio of absolute error of the simulated data to the observed data. It indicates the mismatch that occurs between the observed and modeled values, expressed in terms of ratios and percentages. Krause et al. (2005) recommended relative efficiency criteria for NSE and d in which relative deviations are derived for NSE and d. These can be used to quantify low flow simulations. Relative bias (RB), relative volume error (RVE), and many other biasbased statistics are derived based on RE to report statistical PMs in evaluating hydrological model performances.
Percent bias (PBIAS) measures the average tendency of the simulated data to be larger or smaller than observed counterparts (Gupta et al., 1999) . It also measures over-and underestimation of bias and expresses it as a percentage. Percent stream flow volume error (PVE; Singh et al., 2004) , prediction error (PE; Fernandez et al., 2005) , and percent deviation of stream flow volume ASCE, 1993; Moriasi et al., 2007) are calculated in a similar manner as PBIAS.
META-ANALYSIS OF PERFORMANCE DATA
Reported Value Ranges for Performance Measures
For each model included in the Moriasi et al. (2012) special collection, approximately 20 available peerreviewed articles were collected. Performance data for case studies in the Moriasi et al. (2012) special collection and for articles reviewed by Moriasi et al. (2007) were not considered in this study. While this effort was by no means exhaustive, it yielded a sizeable dataset including 312 data points for R 2 and 435 data points for NSE that were used in the meta-analysis. Due to the volume of material involved, reported performance data for each simulated component during calibration and validation were recorded (supplemental material tables S1-1 through S1-22, available at http://bit.ly/NRES_SW10715). These data were collected from articles published from 1992 to 2013; 93% were published in 2000 or later, and 53% were published after 2007. Most of the reported parameters are for field-scale (tables S1-2 to S1-10) and watershed-scale (tables S1-11 to S1-22) models that utilize both manual and autocalibration methods. Of the reviewed articles, most reported model calibration and validation on flow-related components (tables S1-2 to S1-5 and S1-11 to S1-15), and most are based on the (Harmel et al., 2010) . Disadvantages: PBIAS cannot be used (1) for single-event simulations to identify differences in timing and magnitude of peak flows and the shape of recession curves nor (2) to determine how well the model simulates residual variations and/or trends for the output response of interest. Notes: PBIAS can give a deceiving rating of model performance if the model overpredicts as much as it underpredicts, in which case PBIAS will be close to zero even though the model simulation is poor. It is therefore recommended that PBIAS be used with other statistical and graphical PMs to determine model performance.
SWAT model. The least reported model calibration and validation PM values were those associated with point to plot scale models (table S1-1). Most of the models in this category utilize autocalibration algorithms that select all possible combinations of solutions that meet the set threshold for the selected objective function. Of the models examined (table 1) , only SWAT, HSPF, WARMF (watershed-scale), and ADAPT (field-scale) had sufficient model performance data for meaningful analyses. The total numbers of reviewed articles from which data were obtained for analyses of SWAT, HSPF, WARMF, and ADAPT models were 33, 17, 2, and 16, respectively. For each of the aforementioned models, values for R 2 , NSE, and PBIAS were reported most frequently, but there was also an appreciable amount of data on the index of agreement (d) at field scale. Based on reviewed literature, point to plot (and to some extent field-scale) models used different simulated response outputs to evaluate model performance. For instance, Essaid et al. (2008) and Healy and Essaid (2012) used streambed water flux and temperature to evaluate VS2DI performance, while Huth et al. (2012) used soil water content to evaluate SWIM3. Krobel et al. (2010) and Diekkruger et al. (1995) also used soil water content to evaluate the performance of the DAISY model. The use of different simulated response outputs and the limited amount of reported peer-reviewed model performance data made it difficult to conduct statistical comparisons for these smaller spatial scale models, so they were excluded from the analysis and PEC development. Further analysis of the distributions of the combined datasets (regardless of whether they pertained to calibration or validation, watershed size, and/or the components) showed that most tended to be skewed toward the higher values of the specific PMs (table 6 and fig. 2 ). This was expected because calibration and validation efforts are usually geared toward finding the best suitable values, which are the highest values for measures such as R 2 , NSE, and d. Exceptions to this trend were values of PBIAS, which were more centrally located. Again, this is not surprising, as PBIAS can vary between small and large values, both negative and positive, and by definition PBIAS values close to zero indicate better model performance and are thus more desirable. The other exception was R 2 values, for which the data were approximately normally distributed. At this point, it is unclear why this was the case. Based on the approximate distributions of the performance data, the nonparametric median test was used to test whether there were significant differences among reported performance values data (table 7) among the various categories to warrant development of separate PEC.
Preliminary Diagnostics of Data Used for Meta-Analysis
For most of the watershed-scale analyses performance data, values for calibration were significantly different (table 7) from those reported for validation, with those for calibration being better ( fig. 2) . This was not the case for the field-scale data, for which the performance data values were not significantly different between the calibration and validation periods. Ideally, performance values obtained for validation need to be close to those obtained during calibration; a discrepancy between these values is evidence of model divergence (Sorooshian and Gupta, 1995; Duda et al., 2012; Zheng et al., 2012) , suggesting calibrated model inaccuracies in process representation (Sorooshian, 1983) . Since calibration efforts rely on comparisons between observed and measured data, it is possible to make parameter adjustments simply to suit this kind of comparison while ignoring the accuracy of the process simulation. Thus, in recommending guidelines, we do not make a distinction between calibration and validation periods.
Significant differences were also observed in reported performance data values at the watershed scale, with the exception of monthly NSE values (table 7 and fig. 2 ). Although no clear patterns were discernible, the models seemed to perform better for HUC-10 watersheds than for HUC-08+ and HUC-12 watersheds. Similarly, at each temporal scale, there were significant differences among PMs based on the response output being simulated and the available data for reported model PM values (table 7) . For example, data analysis indicated better simulation of flow than all other response outputs. This was expected, given that hydrologic processes are the primary drivers within a watershed; thus, associated simulated response outputs are calibrated first and more extensively. In addition, more observed data are available to calibrate models for flow than for sediments or nutrients.
Further analyses based on both simulated response output and temporal scale (e.g., annual flow, monthly flow, etc.) also showed significant differences for R 2 and NSE (p = 0.0002 and 0.0001, respectively), although no significant differences were observed among the temporal scales when all data were grouped together and analyzed solely by temporal scale (p = 0.0661, 0.1957, and 0.0811 for R 2 , NSE, and PBIAS, respectively). Due to the difficulties in duplicating the timing of flow, and given the uncertainties in the timing of model inputs (mainly precipitation; Duda et al., 2012) , model calibration is considered to be simpler at the annual temporal scale and is progressively more difficult as the temporal scale resolutions becomes finer (Engel et al., 2007; Moriasi et al., 2007; Duda et al., 2012) . Thus, this latter finding was somewhat surprising. However, the art of model calibration has greatly improved in recent years due to model autocalibration tools and techniques. These are designed to find optimal parameters based on PMs, hence increasing the likelihood that resulting model PM values will be comparable regardless of the temporal scale.
Based on the meta-analysis results, we determined that there was a need for separate PEC for each of the commonly simulated response outputs, watershed-and field-scale models, temporal scales, and for the recommended PMs. [a] Probability that observed differences in reported performance data values are attributable to error or chance given an α level of significance (α = 0.05 in this case). Values <α indicate that the reported performance data values (e.g., for calibration vs. validation) are significantly different at that level of significance, with smaller values indicating higher significance (i.e., probability that observed differences were due to error or chance is very small). Asterisks (*) indicate significant differences in performance data values for calibration vs. validation, HUC, and modeled component. [b] Combines data for stream flow, surface runoff, and base flow as reported.
However, there was also the need for general PEC that could be used across temporal scales. The final recommended PEC for the identified separate categories are based primarily on the results of computed percentiles of reported performance data to determine thresholds for the different qualitative ratings used in this article, existing PEC (Al-Qurashi et al., 2008; Moriasi et al., 2007; Duda et al., 2012; Herr and Chen, 2012; Ma et al., 2012; Skaggs et al., 2012; Wang et al., 2012) , and our modeling experience.
Development of Criteria for Selected Statistical Performance Measures
The final step of the meta-analysis was to compute percentiles of available performance data to develop separate PEC for R 2 , NSE, PBIAS, and d for the spatial and temporal scales and simulated response outputs identified by the median test in the previous subsection. There were 57 negative NSE values reported for watershed-scale models (supplemental material tables S1-11 to S1-20). However, by definition, NSE < 0.0 indicates that the mean observed value is a better predictor than the simulated value, which indicates unacceptable performance. Therefore, all negative values for NSE were excluded. While we agree that NSE is more stringent than R 2 or d, we did not exclude any reported performance data for R 2 and d corresponding to the studies that reported negative NSE. This is because different PMs have varied strengths that aid in determining the performance of a given model during the calibration and validation periods. Therefore, the reported performance data for each PM were analyzed independently.
To be consistent with model PEC previously recommended by Moriasi et al. (2007) , "very good," "good," "satisfactory," and "not satisfactory" ratings were defined. Initial PEC were then developed for each of the ratings based on different data distributions at spatial and temporal scales and simulated response outputs for the recommended criteria. Even though percentile is used to measure spread, we also found it appropriate to use as an initial step in determining the thresholds for the defined ratings due to the fact that the calibration process seeks to optimize PMs for response outputs of interest. Considering the ranges of model PM data obtained (table 6) and expected reasonable PM data values, model performance values at and below the 25th percentile were considered "not satisfactory," model performance values between the 25th to 50th percentiles were considered "satisfactory," model performance values within and including the 50th to 75th percentiles were considered "good," and those above the 75th percentile were considered "very good." Values obtained based on percentiles were adjusted accordingly (e.g., rounded off) to produce meaningful intervals for these initial PEC. Figure 3 shows an example of the PEC development process. To facilitate PEC development for PBIAS, all related entries were converted into absolute values ( fig. 3b) . Because of the nature of this statistic, the rating and corresponding percentile ranges were reversed.
Analysis of the initial PEC based on data distributions resulted in several noteworthy differences (table 8) . For example, with NSE, the resulting PEC for flow were different from those for N and P, with the former PEC being stricter. This was expected due to the large amount of observed flow calibration data, which is not the case for sediment and nutrient data. It is also critical that flow simulation be accurate, as flow is the primary driver of watershed processes. Sediment seemed to exhibit a similar response to flow, possibly for the same reasons. This explains why PEC were stricter for flow than for N and P. With regard to temporal scale, however, the distinctions were not as clear. While data were not always sufficient to allow comparisons for each component, in some instances the resulting PEC were contradictory, e.g., initial PEC were stricter for monthly flow than for annual flow. This was in contrast to Moriasi et al. (2007) , who suggested more relaxed PEC for a daily temporal scale and progressively higher thresholds for subsequent coarser temporal scales. As previously discussed, our data did not show significant differences on the basis of temporal scale alone, which could possibly explain these discrepancies. For each of the PMs, general initial PEC (table 8) were also derived independent of either component or temporal scale and seemed to offer more unifying values that could be used as alternates where contradictions were encountered.
As a final step, the initial PEC were reviewed and revised based on previous PEC as reported in the literature (Al-Qurashi et al., 2008; Moriasi et al., 2007; Duda et al., 2012; Herr and Chen, 2012; Ma et al., 2012; Skaggs et al., 2012; Wang et al., 2012 ) and on our modeling experience.
The final PEC developed are reported under the "Guidelines for Model Performance Evaluation: Recommended Measures and Criteria" subheading.
GUIDELINES FOR MODEL PERFORMANCE EVALUATION: RECOMMENDED MEASURES AND CRITERIA
Prior to providing any general recommendations for model PMs and their corresponding PEC, we note that it is critical that model users follow proper calibration and validation procedures to obtain the correct model performance for the right reasons (Kirchner, 2006; Arnold et al., 2015) . In this regard, we recommend that model users should consider recommendations for all other key calibration and validation topics covered in this special collection. These include (1) ensuring that terminology is clearly defined , (2) selecting an appropriate model based on the study goals and ensuring that the model and fluxes are well represented , (3) considering appropriate spatial and temporal scales , (4) parameterizing the model appropriately [a] Flow Annual 26 (Malone et al., 2015) , and (5) employing appropriate calibration and validation strategies (Daggupati et al., 2015b) , including sensitivity (Yuan et al., 2015) and uncertainty analyses. Having taken all these important modeling aspects into consideration, model users should then use appropriate PMs along with the corresponding general PEC recommended in this article. Finally, we recommend that all these aspects of modeling be properly documented and reported with sufficient detail to ensure repeatability.
The first step in evaluating model performance is to use recommended graphical PMs because they provide a visual indication of model performance. The next step is to compute values for the recommended statistical PMs. The computed values are then compared with recommended PEC to assess model performance with respect to statistical PMs.
Recommended Performance Measures
Due to varied strengths of the different PMs described in this article, we recommend the use of multiple graphical and statistical PMs. Both direct and derived graphical PMs are recommended in determining model calibration and validation performance. For shorter periods and coarse temporal resolutions (e.g., monthly calibration for one to three years), time series and scatter plots are most effective for data visualization and demonstration of model performance. With increasing data points, an inconsistent understanding of model performance may result from direct graphical PMs. Under such circumstances, derived measures such as cumulative distributions or duration curves should be employed. For field-and watershed-scale models, where calibration and validation are done at the outlet, we recommend using maps to ensure that noncalibrated locations provide reasonable values for outputs of interest such as soil erosion or nutrient loss. This will ensure a more comprehensive evaluation of model performance and confidence in model outputs.
The most commonly used statistical PMs with varied complementary strengths are recommended. These include R 2 (in conjunction with the gradient b and the intercept a of the corresponding regression line), NSE, d, RMSE alongside RSR, and PBIAS. These statistics can be used for daily, monthly, and yearly temporal scales and for all major output responses. During low flow simulations, logarithmic or relative derivatives of NSE or d need to be used, as recommended by Krause et al. (2005) . We also recommend that RSR be reported alongside RMSE, with RMSE providing model performance in the units of the output response of interest and RSR providing a normalized value for comparison of model performance for various studies.
Recommended Performance Criteria
The recommended PEC for the statistical PMs NSE, R 2 , d, and PBIAS for different output responses at different spatial and temporal scales are presented in table 9. The PEC in table 9 result from a combination of previous PEC as reported in the literature (Al-Qurashi et al., 2008; Moriasi et al., 2007; Duda et al., 2012; Herr and Chen, 2012; Ma et al., 2012; Skaggs et al., 2012; Wang et al., 2012) , metaanalysis conducted in this study, and our modeling experience. For a given study, the same PBIAS PEC are recommended for the three temporal scales because PBIAS is computed based on observed daily, monthly, and annual values derived from data collected or measured at a finer temporal scale, such as hourly or sub-hourly. These PEC apply to both model calibration and validation periods. For example, based on table 9, model performance can be judged as "satisfactory" for flow simulations if monthly R 2 > 0.70 and d > 0.75 for field-scale models and daily, monthly, or annual R 2 > 0.60, NSE > 0.50, and PBIAS ≤ ±15% for watershed-scale models. Although we recommend RMSE (with RSR) and the logarithmic or relative derivative of d or NSE statistical PMs, no PEC were developed for them because the available data were not sufficient for meta-analysis and thus for PEC development. However, for RSR, we recommend that the PEC proposed by Moriasi et al. (2007) be used until new PEC can be developed. The intent of this study was to develop generalizable PEC for all models. However, sufficient data for meta-analysis were available only for SWAT, HSPF, WARMF, and ADAPT, as mentioned earlier. Therefore, we also recommend that the PEC developed in this study be used primarily for these models and used only with caution for other models. For example, in the absence of spatialspecific model criteria, the stated watershed PMs and corresponding criteria can be adopted and/or modified for oth- [a] D, M, and A denote daily, monthly, and annual temporal scales, respectively. [b] Includes stream flow, surface runoff, base flow, and tile flow, as appropriate, for watershed-and field-scale models. [c] Where there were no differences, PEC were grouped for the output responses.
er spatial scale models.
The PEC recommended in this study are general and can be adjusted as appropriate. However, we consider some values of the recommended PMs to be unacceptable beyond certain reasonable ranges. For example, as explained earlier, we consider negative values of NSE to indicate unacceptable model performance. Unacceptable values of PBI-AS can be derived from Harmel et al. (2006) , with maximum measurement uncertainties under typical measurement scenarios considered to be ±19% for stream flow, ±69% for nitrate-N (NO 3 -N), ±100% for ammonium-N (NH 4 -N), ±70% for total N, ±104% for dissolved P, ±110% for total P, and ±53% for total suspended sediments (TSS). Al-Qurashi et al. (2008) defined acceptable performance for flow simulations as being within 30% of observed values for KINEROS/AGWA (Goodrich et al., 2012) . For performance measure d, Krause et al. (2005) stated that high values of d (over 0.65) were reported even for poor model fits. In this article, the minimum d value obtained as reported in literature was 0.60, and the overall minimum R 2 value reported in literature and used in the meta-analysis in this article was 0.18. Such low values do not provide much information about model performance and, similar to NSE < 0.0, can indicate that the mean observed value is a better predictor than the simulated value.
Thus, in this article, R 2 < 0.18, NSE < 0.0, PBIAS ≥ ±30% for flow, PBIAS ≥ ±55% for sediments, PBIAS ≥ ±70% for nutrients, and d < 0.60 represent unacceptable model performance.
ADDITIONAL CONSIDERATIONS
The recommendations for model PMs and their corresponding PEC presented in the previous section apply to the typical case of continuous, long-term simulation for the given output responses at specified spatial and temporal scales (table 9) . However, because of the diversity of modeling applications, these recommendations may be adjusted based on the quality and quantity of available measured data, spatial and temporal scales, and project scope and magnitude. It is also important to note that the recommended PMs are based only on the measures reported primarily in the Moriasi et al. (2012) special collection. Therefore, we have provided some additional considerations in this subsection to assist users in their calibration and validation efforts.
The PEC results presented herein are based on a metaanalysis of a selection of published data. As mentioned earlier, this body of data is not all-inclusive; this work can be extended by including data from a more extensive body of literature. However, in order to maintain the integrity of the database, article selection and data collection must be subject to the same considerations and follow the same procedures as outlined in this work. It is also important to note that substantial advances have been made in model calibration and validation such that it is now possible to obtain far better model performance and parameter representation than was possible at its nascence. Thus, we do not recommend the inclusion of historical and early development and application works, as resulting criteria may not be representative of the current state-of-the-art. We suggest using works only from the last 20 years.
A major limitation of the meta-analysis is the exclusion of unpublished data. In further extending the analysis, we recommend, inasmuch as is possible, identification and inclusion of unpublished material that fit all other criteria as outlined under key considerations in the "Meta-analysis of Performance Data" subsection. The use of only published material in this work has its strengths and weaknesses; while the results are based on data that has undergone a thorough quality assurance and quality review via the peerreview process, a weakness is that typically only good results (with the best performance data values) are published, likely contributing to the lack of distinction among temporal scales. This effect might not be discernible at other levels of analysis since the datasets at those levels are much smaller.
Finally, we recommend presenting summary statistics such as the mean, median, percentiles, and standard deviation of the observed and simulated response outputs. This information is useful and can provide benchmarks for follow up studies.
Residual Analysis
The residual (or error) is the difference between individual observed and simulated values; these values represent the uncertainty of the simulation. Ideally, the residuals should be close to zero and normally distributed. Any skew indicates a systematic bias, which could be potentially resolved by further calibration. Bennett et al. (2013) observed that residual analysis was an important part of model evaluation. They recommended using residual or QQ plots to examine any systematic divergence from zero. Residual plots are graphs of the residuals against time or space, which are useful in identifying any systematic bias. In a QQ plot, quantiles of the residuals are plotted against Gaussian quantiles. This is helpful in determining if the distribution of residuals is normal. Jain and Sudheer (2008) demonstrated that residual analysis, such as checking for homoscedasticity (unsystematic variance), could result in additional insight and improved model evaluations. In addition to graphical analysis, Bennett et al. (2013) recommended calculating the MSE or RMSE of the residuals for a quantitative evaluation.
Despite its documented advantages, residual analysis continues to be a rarely used and/or sparsely reported practice in the modeling literature. Guidelines are needed for simplifying and integrating residual analysis into H/WQ model performance evaluation.
Quality and Quantity of Measured Data
The quality of measured data should be considered in evaluating model calibration and validation performance whenever such information is available . According to Harmel et al. (2006) , measured data are obtained under best-case, typical, and worst-case data quality scenarios. The best-case scenario represents procedures used with a concentrated effort in quality assurance/quality control (QA/QC), unconstrained by financial and personnel resource limitations, and in ideal hydrologic conditions. The typical scenario represents procedures con-ducted with a moderate effort at QA/QC and under typical hydrologic conditions. The worst-case scenario represents data measurements conducted with minimal attention to QA/QC, with limited financial and personnel resources, and in difficult hydrologic conditions. Harmel and Smith (2007) provide modified NSE, d, RMSE, and MAE statistics that account for measurement uncertainty. The recommended model PEC presented herein are for data of typical scenario quality. PEC should be stricter when data of bestcase scenario quality are available and more relaxed where uncertainty is high (Moriasi et al., 2007) . In such cases, however, users should not over-calibrate their models to obtain values of statistical performance measures better than the uncertainty of the available measured data. Harmel et al. (2010) provide adjustments that can be made to statistical PMs based on uncertainty in measured and simulated data. Alternative measures, such as comparison of means and other graphical PMs such as percentiles and frequency distributions, may be more appropriate for measured datasets derived from either incomplete or low-frequency sampling (Moriasi et al., 2007) .
Spatial and Temporal Scale of Study
The recommended PEC are intended for field-to watershed-scale modeling studies and mainly for one or more temporal scales (daily, monthly, and annual) depending on the statistical PMs used and the model output response. More strict PEC are recommended for point to plot scale studies in which there is less complexity of the processes involved and less uncertainty in model inputs due to the small spatial scale . For example, Ma et al. (2012 defined NSE > 0.70 and R 2 > 0.80 as acceptable model performance values for RZWQM2. It is also necessary to adjust the PEC as the temporal scale changes, utilizing stricter PEC as the evaluation temporal scale decreases from hourly to daily to annual (Moriasi et al., 2007) .
Project Scope, Magnitude, and Intended Purpose Moriasi et al. (2007) discussed the effects of scope and magnitude of the modeling project on model PEC, which should be taken into account when assessing model performance. More stringent PEC are recommended for projects that involve potentially large consequences, while the PEC may be relaxed for proof-of-concept studies. Similarly, Harmel et al. (2014) provided criteria for interpreting model results considering general intended use categories, which include exploratory, planning, and regulatory/legal.
Calibration vs. Validation Performance Criteria
Although prior studies have recommended different PEC for calibration and validation periods (e.g., Moriasi et al., 2007) , and our analyses showed significant differences in reported values, this should not be the case. Based on discussions in Sorooshian and Gupta (1995) and Sorooshian (1983) , this occurrence in some cases points to inaccuracies in process representation. In other cases, differences in performance during the calibration and validation periods may indicate substantially different climate (Van Liew and Garbrecht, 2003) and land use data and/or the need for further calibration.
Thus, the recommended model PEC in this article apply for both the calibration and validation periods. It is also essential to use observed calibration and validation data at spatial and temporal scales that are consistent with the model computations; otherwise, a justification should be provided Daggupati et al., 2015b) .
FRAMEWORK FOR UPDATING RECOMMENDED MODEL PERFORMANCE MEASURES AND EVALUATION CRITERIA
This initial meta-analysis sets the stage for a more comprehensive meta-analysis including a broader range of articles (including unpublished material) and covering a larger suite of models. To assist with this future endeavor, we present a framework for determining recommended model PMs and their corresponding PEC. The framework consists of (1) reviewing current modeling literature to determine the PMs used and collect study-specific calibration and validation data as reported and (2) developing PEC for the recommended PMs based on a meta-analysis of a comprehensive dataset collected from published and unpublished sources while taking into account all key considerations described herein. The scope and limitations of the recommended PEC in this article have been clearly defined in prior sections but can be updated as more information becomes available. For future work, we recommend using performance data values reported for other models, for different output responses, and at various spatial and temporal scales both from published and unpublished literature. In addition, reported study-specific graphical PMs need to be recorded and discussed in depth.
We have established a database with an inventory of reported model performance values and respective study details (e.g., spatial scales, outputs, objective functions) to enable modelers to query and develop custom model PEC better suited to their study goals. This database can be extended frequently as H/WQ model PMs and related PEC continue to evolve and when new understandings of modeling science arise. We intend to make this database available in an open and user-friendly format to provide opportunities for updates through crowd-sourcing. The analysis framework and the developed database will enable modifications of the recommended PMs and PEC as more information is obtained.
DEMONSTRATION OF RECOMMENDED MODEL PERFORMANCE MEASURES AND CRITERIA
An example case study was conducted with a hypothetical watershed-scale H/WQ model. The model was calibrated at the outlet for stream flow on a daily temporal scale for ten years (2001 to 2010). The model name and the study location are not mentioned here to emphasize the generic nature of the guidelines. Figure 4 and table 10 show the graphical and statistical performance of the model based on the recommended PMs.
Since this is a daily temporal scale, ten-year evaluation, the recommended graphical PMs are the scatter plot and flow duration curves (fig. 4 ). Note that a time series graph was not recommended in this case because of the large dataset. The slope and intercept values are provided on the scatter plot based on the least square regression line. The slope of the line is close to a value of one, while the intercept is close to a value of zero, indicating good model performance. The flow duration curve shows that model predictions were close to the observed data for all flow regimes, although the model tended to underestimate the observed data during low flows (>80% probability), slightly overestimate during medium flows (>20% and <50% probability), and had a good agreement during high flows (>10%). By using this figure, a modeler and end user can easily visualize model performance and further identify parameters that can be tweaked to improve performance. For instance, in this case, parameters related to base flow can be adjusted, allowing the model to simulate slightly higher low flows.
Based on the statistical PMs, we can say that the model adequately captured the mean and standard deviation of the daily flow rates. Using the performance values in table 9, we can say that model performance was "satisfactory" based on R 2 and NSE, "not satisfactory" based on the PBI-AS of -16%, and satisfactory based on the RSR of 0.63 (Moriasi et al., 2007) . Adjustments can be made to model parameters to obtain better agreement among the PMs.
Although H/WQ models provide outputs in various file formats, performance evaluation is typically performed using a spreadsheet. However, setting up a spreadsheet to calculate the numerous graphical and statistical PMs can be a tedious task and prone to errors. Therefore, to support the task of model performance evaluation, a Microsoft Excel spreadsheet was developed (available at http://bit.ly/ NRES_SW10715). The objectives of the spreadsheet are to (1) demonstrate the various statistical and graphical PMs discussed in the case study and (2) provide a starting point for H/WQ model users to conduct model performance evaluation.
In situations with conflicting performance ratings, we recommend that those differences be clearly described. For example, if simulation for one output variable in one watershed produces unbalanced performance ratings of "satisfactory" for R 2 and "unsatisfactory" for d for field-scale flow simulation, then the overall performance should be described conservatively as "unsatisfactory" for that one study area and that one model response output. However, we recommend that users describe model performance with respect to the degree of collinearity between simulated and measured data (R 2 ) as "satisfactory" and with respect to prediction error (d) as "unsatisfactory." Similarly, if performance ratings differ for various field-and watershedscale studies and/or response outputs, then those differences need to be clearly described.
SUMMARY AND CONCLUSIONS
This is one of nine topic-specific articles in a special collection whose main goal is to provide recommendations that, together with recommendations by Harmel et al. (2014) , will contribute toward the development of ASABE engineering practices for calibration and validation of H/WQ models. In this research, articles in the Moriasi et al. (2012) special collection were synthesized with respect to performance measures (PMs) and performance evaluation criteria (PEC). In addition, a detailed literature review centered on graphical and statistical PMs used by models described in the special collection was carried out to determine PMs to recommend for use. Further, an initial metaanalysis of performance data reported in literature (outside of the special collection) was performed to establish PEC for various PMs. Data were collected from articles published from 1992 to 2013; 93% were published in and after 2000, and 53% were published after 2007. Finally, specific Moriasi et al., 2007) 13.26 guidelines for model performance evaluation were established based on the synthesis and results of the metaanalysis. Additional considerations were also presented to allow users to adjust recommended PMs and/or associated PEC to their specific needs. A framework for determining recommended model PMs and their corresponding PEC, based on a more comprehensive meta-analysis, was presented.
Based on the synthesis, we recommend that a combination of multiple graphical and statistical PMs be used for evaluating model performance. Recommended graphical PMs include time series, scatter plots, cumulative distribution, flow and load duration, and maps, while the recommended statistical PMs include R 2 (in conjunction with slope and intercept of the pertinent regression line), NSE, d, RMSE (together with RSR), and PBIAS.
In this study, we do not go further into specifying PEC based on watershed size, although further work would be needed in this regard. However, the results strongly suggest the need to provide PEC at different scales; therefore, we provide separate PEC for the watershed scale and the field scale. We do not provide (or even recommend) separate PEC for calibration and validation periods. Based on the meta-analysis results, previous PEC reported in the literature, and our modeling experience, recommended PEC are presented in table 9. In general, model performance can be judged "satisfactory" for flow simulations if monthly R Moriasi et al. (2007) be used until new PEC are developed. These PEC, which apply to calibration and validation periods, may be adjusted to be more or less strict based on considerations of the quality and quantity of available measured data, spatial and temporal scales, and project scope, magnitude, and intended purpose. As more data become available and as new PMs are developed and used more frequently, the recommended PMs and their corresponding general PEC can be adjusted based on the framework developed in this study.
However, we consider some values of the recommended statistical PMs to be unacceptable beyond certain reasonable ranges. Thus, in this article, R 2 < 0.18, NSE < 0.0, PBIAS ≥ ±30% for flow, PBIAS ≥ ±55% for sediment, PBIAS ≥ ±70% for nutrients, and d < 0.60 represent unacceptable model performance. An example case study and an Excel spreadsheet are provided to illustrate the application of the recommended PMs and the corresponding developed PEC guidelines.
The guidelines developed in this study go beyond the scope of those provided by Moriasi et al. (2007) , which were limited to NSE, PBIAS (Gupta et al., 1999) , and RSR for stream flow, sediment, and nutrient (N and P) simulations at a monthly temporal scale and watershed spatial scale. In this study, PEC for R 2 were added and PEC for NSE were disaggregated by output parameter (flow, sediment, N/P), and limits were adjusted based on current data. Limits were also adjusted for PBIAS for each output parameter, and some PEC were explicitly extended to daily and annual scales. In addition, PEC for R 2 and d were added for ADAPT. These current results provide updated guidance on performance measures and corresponding performance evaluation criteria for calibrating and validating hydrologic and water quality models.
