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An automatic tropical wood species recognition system was developed at the 
Centre for Artificial Intelligence & Robotics (CAIRO), Universiti Teknologi 
Malaysia. The system classifies wood species by using texture analysis whereby 
wood surfaces images are captured and the features are extracted from these images 
which are then used for classifications. The system uses Grey Level Co-occurrence 
Matrix (GLCM) feature extractor and Back Propagation Neural Network (BPNN) 
classifier and it can classify 20 wood species. The system performs well with over 
90% accuracy. However, when more wood species are added for classification, the 
accuracy was reduced significantly due to enormous variations among wood. In this 
thesis, feature selection algorithm by wrapper Genetic Algorithm (GA) was added 
into the system to overcome features redundancy, making the within class features 
less discriminatory while increasing the discriminatory features of inter class 
variations. Basic Grey Level Aura Matrices (BGLAM) and Structural Properties of 
Pores Distribution (SPPD) feature extractors are used instead of GLCM and the 
classifiers used are k-Nearest Neighbour and Linear classifiers in Linear 
Discriminant Analysis (LDA).  Results of experiments before and after feature 
selection for all databases are compared and analysed. The feature selection 
algorithm shows a considerable improvement in the classification accuracy from 
86% to 95%. A new mutation operation in the GA for feature selection is also 















Sebuah sistem mengenal spesies kayu tropika automatik telah dibangunkan di 
Pusat Kecerdikan Buatan dan Robotik (CAIRO), Universiti Teknologi Malaysia. 
Sistem ini membuat pengelasan  spesies kayu menggunakan analisis tekstur dimana 
gambar pelbagai imej permukaan kayu dirakam dan ciri-ciri diekstrak dari imej-imej 
ini sebelum digunakan untuk pengelasan. Sistem ini menggunakan pengekstrak ciri 
Matrik Kejadian Bersama Aras Kelabu (GLCM) dan pengelas Rangkaian Neural 
Perambatan Ke Belakang (BPNN) dan ia mampu mengklasifikasi 20 spesies kayu. 
Sistem ini mempunyai prestasi yang baik iaitu melebihi 90% ketepatan. Walau 
bagaimanapun, peratusan ketepatan didapati jatuh dengan banyak apabila lebih 
banyak spesies kayu ditambah kerana terdapat banyak variasi diantara spesies kayu. 
Di dalam tesis ini, algoritma pemilih ciri menggunakan Pembungkus Algoritma 
Genetik (GA) telah ditambah ke dalam sistem bagi mengatasi pertindihan ciri dan 
mengurangkan perbezaan ciri di dalam kelas dalam masa yang sama meningkatkan 
ciri unik di antara kelas. Pengesktrak ciri Matrik Aura Aras Kelabu Asas (BGLAM) 
dan Sifat Struktur Taburan Leliang (SPPD) digunakan bagi menggantikan GLCM 
dan pengklasifikasi yang digunakan adalah Kejiranan Terdekat-k and pengelas linear 
dalam Analisis Diskriminan Lelurus (LDA).  Keputusan eksperimen sebelum dan 
selepas proses pemilihan ciri untuk keseluruhan data dibanding dan dianalisa. 
Algoritma pemilihan ciri menunjukkan peningkatan yang besar dalam ketepatan 
pengelasan dari 86% ke 95%. Operasi mutasi baru dalam GA bagi pemilihan ciri 
juga dibangunkan bagi meningkatkan kadar penumpuan GA tanpa mengurangkan 
tahap prestasinya. 
 
