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Abstract
For given matrices A, B, C, and D of appropriate sizes, a criterion for the range of the
product AB−C to be a subspace of the range of D irrespective of the choice of a generalized
inverse B− of B is established. This result is crucial in a new approach to the concept of the
strong unified-least-squares matrix, which plays an essential role in the theory of estimation
in the general Gauss–Markov model.
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1. Introduction and preliminaries
Let Cm,n and Rm,n denote the sets of m × n complex and m × n real matrices,
and let Rm denote the subset of Rm,m consisting of symmetric nonnegative definite
matrices. The symbols K′, K∗, R(K),N(K), and r(K) will stand for the transpose,
conjugate transpose, range, null space, and rank, respectively, of K ∈ Cm,n. Further,
let K{1} be the set of all generalized inverses of K ∈ Cm,n, i.e.,
K{1} = {K− ∈ Cn,m: KK−K = K}, (1.1)
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and let K+ be the Moore–Penrose inverse of K, i.e., the unique solution to the equa-
tions
KK+K = K, K+KK+ = K+, (1.2)
KK+ = (KK+)∗, K+K = (K+K)∗.
It is known (cf. Theorem 2.4.1 in [15]) that the set K{1} defined in (1.1) admits a
representation of the form
K{1} = {K− = K+ + QK∗S + TQK: S, T ∈ Cn,m}, (1.3)
where, according to (1.2), QK∗ and QK specified as
QK∗ = In − K+K and QK = Im − KK+ (1.4)
are the orthogonal (in the sense of the standard inner product) projectors onto the
subspacesN(K) andN(K∗).
On the other hand, let
M = {y, X, σ 2V} (1.5)
denote the general Gauss–Markov model, in which y ∈ Rn,1 is an observable random
vector with expectation vector  = X and dispersion matrix σ 2V, where X ∈ Rn,p
and V ∈ Rn are known, while  ∈ Rp,1 and σ 2 > 0 are unknown parameters. The
term “general” attributed to model (1.5) means that there are no restrictions on the
matrices X and V other than X = 0 and V = 0. It is assumed throughout that this
model is consistent (cf. [11, p. 378], [12, p. 297]), or, in other words, that the infer-
ence base is not self-contradictory (cf. [8, p. 44]), i.e.,
y ∈ R((X : V)) = R(X) ⊕R(VX⊥), (1.6)
where (X : V) stands for the n × (p + n) columnwise partitioned matrix and X⊥
denotes any matrix such that R(X⊥) =N(X∗). Identity of the subspaces occurring
on the two sides of the equality in (1.6) has been pointed out e.g. in [13, p. 278] and
[14, Lemma 2.1].
It is known (cf. [16]) that if R(X) ⊆ R(V), then the minimum dispersion linear
unbiased estimator (MDLUE) of  under the model M can be expressed in the form
˜ = X(X′V−X)−X′V−y. (1.7)
The inclusion R(X) ⊆ R(V) and consistency condition (1.6) ensure that this for-
mula is invariant with respect to the choices of generalized inverses V− ∈ V{1} and
(X′V−X)− ∈ (X′V−X){1}. However, if the inclusion R(X) ⊆ R(V) is not fulfilled,
then (1.7) does not in general represent the MDLUE of . One of the approaches to
find a complete solution to the problem of minimum dispersion linear unbiased esti-
mation is the unified theory of least-squares invented by Rao [11, Section 4]. Within
the framework of this theory, Drygas [6,7] introduced the concept of a unified-least-
squares (ULS) matrix, which has subsequently been modified by Baksalary [1] to the
concept of a strong ULS-matrix, recalled in the following.
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Definition 1. A matrix W ∈ Rn is said to be a strong ULS-matrix for the general
Gauss–Markov model M = {y, X, σ 2V} whenever
R(X) ⊆ R(W) (1.8)
and
R(VW−X) ⊆ R(X) for every W− ∈ W{1}. (1.9)
In the present paper, the concept of a strong ULS-matrix is approached in a very
natural way, by referring directly to a statistic of the form
ˆ = X(X′W−X)−X′W−y. (1.10)
Comparing the patterns of formulae (1.7) and (1.10) shows that, under the assump-
tions W ∈ Rn and R(X) ⊆ R(W), the latter represents the MDLUE of  under the
model {y, X, σ 2W}, irrespective of the choices of W− ∈ W{1} and (X′W−X)− ∈
(X′W−X){1}; cf. Theorem 2.4 in [6]. In the definition below, the same requirement
is formulated with respect to the original model M .
Definition 2. A matrix W ∈ Rn is said to be a strong ULS-matrix for the general
Gauss–Markov model M = {y, X, σ 2V} if for every W− ∈ W{1} and (X′W−X)−
∈ (X′W−X){1} a statistic ˆ of the form (1.10) represents the MDLUE of  = X
under M .
From the view-point of mathematical statistics, our purpose is to show that Defi-
nitions 1 and 2 are mutually equivalent and to characterize all W ∈ Rn which are
strong ULS-matrices in the sense of these definitions. In the development of a desired
characterization, given in Theorem 2, a substantial use is made of an algebraic result
established in Section 2. Since the latter is of independent interest, it is presented in
a general form referring to complex matrices.
2. Invariance criterion
The theorem below contains the main algebraic result of this paper. It is preceded
by a lemma and followed by comments and corollaries.
Lemma 1. For K ∈ Cm,n and L ∈ Cp,q, the equality KZL = 0 holds for every Z ∈
Cn,p if and only if K = 0 or L = 0.
Proof. Suppose that K = 0 and L = 0, i.e., that these matrices have among their
entries krs = 0 (1  r  m, 1  s  n) and ltu = 0 (1  t  p, 1  u  q). Then
the matrix Z with zst = 1 and all the remaining entries equal to zero yields the prod-
uct KZL with (KZL)ru = krs ltu = 0. This is in a contradiction with KZL = 0, thus
concluding the proof. 
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Theorem 1. Let A ∈ Cm,n, B ∈ Cp,n, C ∈ Cp,q, and D ∈ Cm,r . Then
R(AB−C) ⊆ R(D) for every B− ∈ B{1} (2.1)
if and only if any of the following conditions holds:
C = 0, (2.2)
R(A) ⊆ R(D), (2.3)
R(A∗D⊥) ⊆ R(B∗C⊥) and R(C) ⊆ R(B), (2.4)
where C⊥ and D⊥ in (2.4) denote any matrices such that R(C⊥) =N(C∗) and
R(D⊥) =N(D∗).
Proof. It is known that the inclusionR(AB−C) ⊆ R(D) is equivalent to the equal-
ity QDAB−C = 0, where QD is the orthogonal projector understood according to
the second part of (1.4). Consequently, with B− represented analogously as K− in
(1.3), the requirement (2.1) may be reexpressed in the form
QDA(B+ + QB∗S + TQB)C = 0 for every S, T ∈ Cn,p. (2.5)
Since S and T in (2.5) vary independently, it further follows that (2.1) holds if and
only if the following three conditions are fulfilled simultaneously:
QDAB+C = 0, (2.6)
QDAQB∗SC = 0 for every S ∈ Cn,p, (2.7)
QDATQBC = 0 for every T ∈ Cn,p. (2.8)
On account of Lemma 1, conditions (2.7) and (2.8) are equivalent to
QDAQB∗ = 0 or C = 0 (2.9)
and
QDA = 0 or QBC = 0, (2.10)
respectively. It is easily verified that (2.9) and (2.10) hold simultaneously if and only
if C = 0 or QDA = 0 or
QDAQB∗ = 0 and QBC = 0. (2.11)
Consequently, since each of the equalities C = 0 and QDA = 0 implies (2.6) and
since QDA = 0 can be reformulated as R(A) ⊆ R(D), parts (2.2) and (2.3) are
established and, therefore, it remains to prove that the inclusions in (2.4) are equiv-
alent to the conjunction of the equalities in (2.6) and (2.11). The first equality in
(2.11) means that R(A∗QD) ⊆ R(B∗), i.e., QDA = FB for some F ∈ Cm,p, while
the second part can be reexpressed as BB+C = C. Consequently, (2.6) takes the form
FC = 0, and the general solution to this equation can be represented as F = GQC,
with G varying over Cm,p. Hence QDA = GQCB, or, equivalently, R(A∗D⊥) ⊆
R(B∗C⊥), which is the first part of (2.4). The second part of this condition is just a
reformulation of QBC = 0. 
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In an earlier version of the problem of characterizing matrices which satisfy (2.1)
it was additionally assumed that
R(AB∼C) ⊆ R(D) for some given B∼ ∈ B{1}. (2.12)
From Theorem in [1] it follows that in such a case (2.1) holds in exactly three fol-
lowing situations: when C = 0 (which coincides with (2.2)), when R(A) ⊆ R(D)
(which coincides with (2.3)), and when
R[A(In − B∼B)] ⊆ R(D) and R(C) ⊆ R(B).
It is clear that the first of the two conditions above can be reexpressed as the equality
(In − B∼B)∗A∗D⊥ = 0
or, in still another version, as the inclusion R(A∗D⊥) ⊆ R(B∗). Comparing (2.4)
with
R(A∗D⊥) ⊆ R(B∗) and R(C) ⊆ R(B) (2.13)
reveals the extent to which the additional information (2.12) changes the solution
of the problem considered in this section: if the assumption (2.12) is deleted, then
the inclusion R(A∗D⊥) ⊆ R(B∗) must be strengthened to R(A∗D⊥) ⊆ R(B∗C⊥),
in both cases (2.4) and (2.13) the additional condition being R(C) ⊆ R(B).
The example, in which
A =
(
0 0
1 1
)
, B =
(
0 0
1 0
)
, C = D =
(
0
1
)
,
and thus
AB−C =
(
0 0
1 1
)(
s 1
u v
)(
0
1
)
=
(
0
1 + v
)
, v ∈ C,
shows that the invariance of the type (2.1) does not entail the invariance of the range
of AB−C itself. The latter, which can be formulated as the requirement that
R(AB−C) = R(AB+C) for every B− ∈ B{1}, (2.14)
has been discussed by Baksalary and Kala [3] and Groß [9]. The criterion established
in [9, Theorem] asserts that (2.14) is fulfilled if and only if C = 0 orR(A∗) ⊆ R(B∗)
holds along with R(C) ⊆ R(B) or along with R(A∗) ∩R(B∗C⊥) = {0}.
This section is concluded with two corollaries to Theorem 1. The first of them
is concerned with invariance of inclusionsR(AB−) ⊆ R(D) andR(B−C) ⊆ R(D).
Criteria for the invariance of the subspaces R(AB−) and R(B−C) themselves can
be found in [3]; see also a comment by Groß [9, p. 158].
Corollary 1. Matrices A ∈ Cm,n, B ∈ Cp,n, and D ∈ Cm,r satisfy
R(AB−) ⊆ R(D) for every B− ∈ B{1}
if and only if R(A) ⊆ R(D), while matrices B ∈ Cp,n, C ∈ Cp,q, and D ∈ Cn,r
satisfy
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R(B−C) ⊆ R(D) for every B− ∈ B{1}
if and only if C = 0 or r(D) = n orN[(B∗C⊥)∗] ⊆ R(D) holds along withR(C) ⊆
R(B).
Proof. If q = p and C = Ip (the identity matrix of order p), then the first condition
in (2.4) reduces to A∗D⊥ = 0, which is equivalent to R(A) ⊆ R(D). It follows,
therefore, that in this particular case the statement “(2.2) or (2.3) or (2.4)” coincides
with (2.3). In the second case, if m = n and A = In, then (2.3) means that D is of
full row rank n, while the first condition in (2.4) takes the formR(D⊥) ⊆ R(B∗C⊥),
which is equivalent toN[(B∗C⊥)∗] ⊆ R(D). 
Examining the invariance of the subspace R[A(B∗A)−B∗] with respect to the
choice of (B∗A)− ∈ (B∗A){1}, Groß [9, Corollary 3] showed that this is the case
if and only if R(A∗) = R(A∗B), or, equivalently, r(B∗A) = r(A). In this context, it
seems noteworthy to point out that the invariance of the inclusionR[A(B∗A)−B∗] ⊆
R(D) is possible in two trivial cases only.
Corollary 2. Let A ∈ Cm,n, B ∈ Cm,p, and D ∈ Cm,r . Then
R[A(B∗A)−B∗] ⊆ R(D) for every (B∗A)− ∈ (B∗A){1}
if and only if B = 0 or R(A) ⊆ R(D).
Proof. Appropriate substitutions show that conditions (2.2) and (2.3) take the forms
B = 0 and R(A) ⊆ R(D), respectively, while those in (2.4) simplify to A∗D⊥ = 0
and R(B∗) ⊆ R(B∗A). But A∗D⊥ = 0 is equivalent to R(A) ⊆ R(D), and thus the
characterization corresponding to (2.4) may be neglected. 
3. Strong unified-least-squares matrices
The main result of this paper from the statistical point of view shows that the two
approaches to defining the concept of a strong ULS-matrix are actually equivalent
and provides a direct characterization of all matrices which satisfy conditions consti-
tuting Definitions 1 and 2. It is preceded by a lemma characterizing statistic (1.10) as
a representation of the MDLUE of  = X in the way alternative to that commonly
known in the literature (and referred to in the proof).
Lemma 2. A statistic ˆ = X(X′W−X)−X′W−y, with given W ∈ Rn and W− ∈
W{1}, represents the MDLUE of  = X under the general Gauss–Markov model
M = {y, X, σ 2V}(irrespective of the choice of (X′W−X)− ∈ (X′W−X)−{1}) if and
only if
r(X′W−X) = r(X) (3.1)
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and
R[V(W−)′X] ⊆ R(X). (3.2)
Proof. It is known (cf. [5, p. 55], [13, p. 282]) that ˆ of the form (1.10) repre-
sents the MDLUE of  = X under the general Gauss–Markov model (1.5) if and
only if
X(X′W−X)−X′W−X = X (3.3)
and
X(X′W−X)−X′W−VX⊥ = 0; (3.4)
see also recent matrix-based proofs of this result in [2,10]. The first of these condi-
tions clearly implies the rank equality (3.1). On the other hand, in view of the obvious
inclusionR[X′(W−)′X] ⊆ R(X′), (3.1) leads to the range equalityR[(X′W−X)′] =
R(X′). Consequently,
X = KX′W−X for some K ∈ Rn,p,
and thus (3.3) is an immediate consequence of the definition of a generalized inverse
given in (1.1). It is seen, therefore, that (3.1) is equivalent to (3.3). Further, since each
of these conditions entails r(X′W−X) = r(X′W−), it follows that R(X′W−X) =
R(X′W−). Hence
X′W− = X′W−XL for some L ∈ Rp,n, (3.5)
and therefore, under the presence of (3.3), condition (3.4) takes the form XLVX⊥ =
0 or, equivalently, X′W−XLVX⊥ = 0. In view of (3.5), it is clear that this equality
corresponds to X′W−VX⊥ = 0, which can alternatively be expressed as the inclu-
sion (3.2). 
Theorem 2. Definitions 1 and 2 of the concept of a strong ULS-matrix are mutually
equivalent. Moreover, W ∈ Rn is a strong ULS-matrix for the Gauss–Markov model
M = {y, X, σ 2V} if and only if
R(X) ⊆ R(W) and R(VX⊥) ⊆ R(WX⊥), (3.6)
where X⊥ denotes any matrix such that R(X⊥) =N(X∗).
Proof. From Lemma 2 it follows that W ∈ Rn is a strong ULS-matrix for the model
M in the sense of Definition 2 if and only if
r(X′W−X) = r(X) for every W− ∈ W{1} (3.7)
and
R[V(W−)′X] ⊆ R(X) for every W− ∈ W{1}. (3.8)
14 J.K. Baksalary / Linear Algebra and its Applications 388 (2004) 7–15
It is clear that condition (3.7) forces r(X′W−X) to be invariant with respect to the
choice of W− ∈ W{1}. From Theorem 1 of Baksalary and Mathew [4] it follows
that, in view of the symmetry of W, the invariance of r(X′W−X) is equivalent to the
invariance ofR(X′W−X). Then Theorem of Groß [9], already mentioned in Section
2, leads to the conclusion that r(X′W−X) = r(X′W+X) for every W− ∈ W{1} if and
only if R(X) ⊆ R(W), which is (1.8). Since W ∈ Rn , it further follows that when
this inclusion holds, then
r(X′W+X) = r(WW+X) = r(X),
thus establishing the equivalence between (3.7) and (1.8). On the other hand, since
{(W−)′ : W− ∈ W{1}} = W′{1}
and since W′ = W, it is seen that (3.8) coincides with (1.9). This concludes the proof
of the equivalence of Definitions 1 and 2.
For the proof of the second part of this theorem first notice that, in view of X = 0,
Theorem 1 shows the equivalence of (1.9) to the alternative of
R(V) ⊆ R(X) (3.9)
and (3.6). Hence it follows immediately that, except for the particular case where
X and V satisfy (3.9), the pair of conditions (1.8) and (1.9) in Definition 1 corre-
sponds to (3.6). On the other hand, if (3.9) is satisfied, then V = XL = L′X′ for
some L ∈ Rp,n, and therefore VX⊥ = L′X′X⊥ = 0. Consequently, the conjunction
of (1.8) and (1.9) reduces to (1.8), thus showing that characterization (3.6) is valid
also in the situation where R(V) ⊆ R(X), which is, however, pathological from the
view-point of estimating σ 2. 
Notice that the equality in (1.6) and the inclusions in (3.6) entail
R(X : V) = R(X) ⊕R(VX⊥) ⊆ R(W) +R(WX⊥) = R(W).
Consequently,
R(X : V) ⊆ R(W) (3.10)
is a necessary condition for W ∈ Rn to be a strong ULS-matrix for the model M =
{y, X, σ 2V}. Corollary 2 in [1] asserts that (3.10) becomes also sufficient when it
is known in advance that
R(X′W−X) ⊆ R(X) for some W− ∈ W{1}. (3.11)
According to Definition 2.2 in [6] and Definition 2.1 in [7], the pair of conditions
(1.8) and (3.11) defines the concept of a ULS-matrix, which was strengthened to
the concept of a strong ULS-matrix in Definition 2 in [1] and in Definition 2 in the
present paper.
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