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STINESPRING’S CONSTRUCTION AS AN ADJUNCTION
ARTHUR J. PARZYGNAT
Abstract. Given a representation of a C∗-algebra together with an isometry, one ob-
tains an operator state on the algebra via restriction using the adjoint action given by
the isometry. We show that Stinespring’s construction furnishes a left adjoint of this re-
striction. This is an extension of previous work that showed the Gelfand-Naimark-Segal
construction can be viewed as a 2-categorical adjunction. We apply this perspective to
analyze Kraus decompositions and properties of the Radon-Nikodym derivative.
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1. Introduction and outline
The Gelfand-Naimark-Segal (GNS) construction produces a cyclic representation of
a C∗-algebra from a state, a positive and unital linear functional, on that algebra in a
natural way compatible with the operation that produces a state from a representation
together with a unit vector. This naturality has been expressed as an adjunction
(1.1) C∗-Algop Cata
States
((
Rep•
66rest
KS
GNS•

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2 A. PARZYGNAT
in a certain 2-category of prestacks, category-valued functors, on the category of C∗-
algebras [1].
Stinespring’s construction can be viewed as a generalization of the GNS construction
by replacing states with operator states, completely positive unital maps into algebras of
bounded operators on Hilbert spaces. In the present work, we extend the GNS adjunction
in Theorem 5.8 to include operator states showing that Stinespring’s construction can
also be viewed as an adjunction in the same 2-category of prestacks
(1.2) C∗-Algop Cata
OpSt
((
AnRep
66rest
KS
Stine

.
There are several subtle differences between the two adjunctions (1.1) and (1.2). The
most notable difference is that the category of operator states for a given C∗-algebra is
no longer discrete as it was for the GNS construction. Nevertheless, the conceptual ideas
of that construction can be used analogously to show that Stinespring’s adjunction is
an extension of the GNS adjunction. Since operator states can be viewed as quantum
operations, our result provides a universal description of a large class of quantum oper-
ations. It also provides a precise and categorical sense of the minimality of Stinespring’s
construction illustrating many of its functorial properties.
The present work differs from the universal property of minimal Stinespring represen-
tations discussed by Westerbaan and Westerbaan in [2]. Neither of our results subsume
the other but are complementary. In [2], the authors describe a universal property for
minimal Paschke dilations for normal completely positive maps between von Neumann
algebras but do not discuss the functoriality of Paschke dilations under changes of the
C∗-algebras. In the present work, we do not consider this more general class of completely
positive maps. Instead, we focus on the functorial properties of the GNS construction
worked out in [1] and extend these results from states to operator states.
In Section 2, relevant background for completely positive maps is provided. An appro-
priate category of operator states for a C∗-algebra is defined and briefly contrasted with
the category of states introduced in [1]. In Section 3, the notion of an anchored repre-
sentation for a C∗-algebra is introduced. Anchored representations are generalizations
of pointed representations described in [1] and a category of anchored representations is
introduced. Restricting from anchored representations to operator states is defined in
Section 4 and shown to form a natural transformation. Section 5 contains the statement
and proof of the fact that the restriction natural transformation has a left adjoint whose
ingredients are described by Stinespring’s construction. Section 6 compares this theorem
to the GNS adjunction from [1]. Section 7 includes simple examples and applications to
Kraus decompositions and Radon-Nikodym derivatives.
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In this article, all C∗-algebras and ∗-homomorphisms will be taken to be unital unless
otherwise specified. A ∗-homomorphism of C∗-algebras will be denoted diagrammati-
cally using a straight arrow // while a linear map (often a completely positive map) of
C∗-algebras will be denoted using a curvy arrow // . This is largely motivated due to
the equivalence between the (opposite of the) category of compact Hausdorff spaces with
stochastic maps and the category of commutative C∗-algebras and positive maps that
restricts to the usual commutative Gelfand-Naimark theorem that describes the equiva-
lence between the (opposite of the) category of compact Hausdorff spaces with continuous
functions and the category of commutative C∗-algebras and ∗-homomorphisms [3], [4].
To the best of the author’s knowledge, the usage of the // notation originated in the
work of Baez and Fritz on relative entropy [5].
In the present article, “iff” stands for “if and only if” and is used solely in defi-
nitions, Ci denotes the i-morphisms of the category (or 2-category) C (when i = 0,
these refer to the objects of the category), C∗-Alg denotes the category of C∗-algebras
and unital ∗-homomorphisms, Cat denotes the 2-category of categories, functors, and
natural transformations, and Fun(C∗-Algop,Cat) denotes the 2-category of functors
C∗-Algop //Cat, oplax-natural transformations of such functors, and modifications of
oplax-natural transformations. Our previous article on the GNS construction contains
further descriptions of these categories including concepts that are not be explicitly de-
fined here [1]. Any claims made without proof are immediate from the definitions. This
is particularly the case in Sections 2, 3, and 4.
2. Operator states on C∗-algebras
The notion of a completely positive map will be used throughout. For completeness,
the appropriate version of the definition that will be used is provided. Most of the
concepts used here are introduced in the first few chapters of Paulsen’s book [6].
Notation 2.1. If K is a Hilbert space, let B(K) denote the C∗-algebra of bounded
operators on K. If a ∈ B(K), then a∗ denotes the adjoint of a. Let A be a C∗-algebra.
The norm on C∗-algebras will always be written using ‖ · ‖ without any subscripts while
norms and inner products on Hilbert spaces will frequently have subscripts. For n ∈ N,
letMn(A) denote the C∗-algebra of n×n matrices with entries inA with addition defined
pointwise and multiplication defined analogously to how square matrices are multiplied
in linear algebra. The ij-th entry of the involution on an n × n matrix A in Mn(A)
has ij-th entry defined by a∗ji. The norm on Mn(A) is only used once in this article (cf.
(5.18)) and the reader is referred to Chapter 1 of [6] for a more detailed description.
Definition 2.2. Let A be a C∗-algebra, let K be a Hilbert space, let n ∈ N, and
let ϕ : A // B(K) be a linear map. The n-ampliation of ϕ is the linear map ϕn :
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Mn(A) //Mn(B(K)) defined by the assignment
(2.3) Mn(A) 3
a11 · · · a1n... ...
an1 · · · ann
 ϕn7−→
ϕ(a11) · · · ϕ(a1n)... ...
ϕ(an1) · · · ϕ(ann)
 .
The latter matrix acts on an n-tuple of vectors in K, i.e. elements of K⊕· · ·⊕K (n times)
to provide another n-tuple of vectors in K (one implicitly chooses an ordering here). An
element of a C∗-algebra A is positive iff it equals a∗a for some a ∈ A and a linear map
between C∗-algebras is positive iff it is linear and it sends positive elements to positive
elements. A linear map ϕ : A // B(K) is said to be n-positive iff its n-ampliation, ϕn, is
positive. A linear map ϕ : A // B(K) is said to be completely positive iff it is n-positive
for all n ∈ N. A positive map into C is referred to as a positive linear functional.
Example 2.4. All ∗-homomorphisms are completely positive. Let T : K // L be a
bounded linear map between Hilbert spaces. Then, the map
B(K) AdT−−→ B(L)
A 7→ TAT ∗
(2.5)
is completely positive. This map is sometimes referred to as the adjoint action map.
Nonnegative linear combinations of such maps are also completely positive.
Lemma 2.6. The composition of completely positive maps is completely positive. All
positive maps ϕ : A // B between C∗-algebras are self-adjoint in the sense that ϕ(a∗) =
ϕ(a)∗ for all a ∈ A.
Proof. See Exercise 2.1 in [6] for the last claim. 
Definition 2.7. Let A be a C∗-algebra. An operator state on A consists of a Hilbert
space K and a completely positive unital map ϕ : A // B(K). An operator state on A
will be written as a pair (K, ϕ). Let (L, ψ) be another operator state on A. A morphism
of operator states T : (K, ϕ) // (L, ψ) is an isometry T : K // L such that
(2.8)
K K
L L
ϕ(a)
//
ψ(a)
//
T

T

commutes for all a ∈ A.
Remark 2.9. For the purposes of this article, in the definition of an operator state
morphism, it is too strong of a requirement to demand that
(2.10)
A
B(K) B(L)
ϕ

ψ

AdT
//
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commutes. Commutativity of (2.10) implies commutativity of (2.8). Furthermore, com-
mutativity of (2.8) implies commutativity of
(2.11)
A
B(K) B(L)
ϕ

ψ

AdT∗
oo
,
which is too weak of a requirement for the purposes sought out in this work (these
points will be explained in footnotes). To see the first implication, diagram (2.10) says
Tϕ(a)T ∗ = ψ(a) for all a ∈ A. Applying T on the right gives Tϕ(a) = ψ(a)T because
T ∗T = idK. The second implication follows by applying T ∗ on the left of this result. In
summary (2.10) =⇒ (2.8) =⇒ (2.11).
Lemma 2.12. Let A be a C∗-algebra. Let (K, ϕ) T−→ (L, ψ) S−→ (M, χ) be a pair of
composable morphisms of operator states. The composition of said morphisms S ◦ T is
defined to be the composition of linear transformations and is a morphism of operator
states. The identity (K, ϕ) idK−−→ (K, ϕ) is the identity linear transformation. The col-
lection of all operator states on A and their morphisms forms a category, denoted by
OpSt(A).
Example 2.13. As a special case, let K = C. An operator state ϕ : A // B(C) ∼= C is
a state. If ψ : A // C is another such state, then a morphism T : (C, ϕ) // (C, ψ) is
an isometry T : C // C but such an isometry must be of the form T (λ) = eiθλ for all
λ ∈ C for some θ ∈ [0, 2pi). Since ϕ and ψ are linear, the diagram
(2.14)
C C
C C
ϕ(a)
//
ψ(a)
//
T

T

commutes for all a ∈ A if and only if ϕ = ψ. Notice that (2.11) and (2.10) (and hence
(2.8) as well) are equivalent in this case because T is unitary.
Lemma 2.15. Let f : A′ //A be a ∗-homomorphism of C∗-algebras. The assignment
OpSt(A) OpSt(f)−−−−−→ OpSt(A′)
(K, ϕ) 7→ (K, ϕ ◦ f)(
(K, ϕ) T−→ (L, ψ)
)
7→
(
(K, ϕ ◦ f) T−→ (L, ψ ◦ f)
)(2.16)
defines a functor.
Proof. The composition of a ∗-homomorphism with a completely positive map is still a
completely positive map so that ϕ ◦ f : A′ // B(K) is an operator state. The rest of
the proof follows immediately from the definitions. 
6 A. PARZYGNAT
Lemma 2.17. The assignment
C∗-Algop
OpSt−−−→ Cat
A 7→ OpSt(A)(
A′ f−→ A
)
7→
(
OpSt(A) OpSt(f)−−−−−→ OpSt(A′)
)(2.18)
defines a functor.
3. Anchored representations of C∗-algebras
Definition 3.1. Let A be a C∗-algebra. An anchored representation of A consists of
two Hilbert spaces H and K, a ∗-homomorphism pi : A // B(H), and an isometry
V : K // H. Such data will be written as a quadruple (K,H, pi, V ). Let (L, I, ρ,W )
be another such anchored representation of A. A morphism of anchored representations
(T, L) : (K,H, pi, V ) // (L, I, ρ,W ) consists of isometries T : K // L and L : H // I
such that
(3.2)
H H
I I
pi(a)
//
ρ(a)
//
L

L

commutes for all a ∈ A and such that
(3.3)
K H
L I
V //
W
//
T

L

&
KH
LI
V ∗ //
W ∗
//
T

L

both commute.
Lemma 3.4. Let A be a C∗-algebra. Let (K,H, pi, V ) (T,L)−−−→ (L, I, ρ,W ) (S,M)−−−→ (M,J , σ,X)
be a pair of composable morphisms of anchored representations. The composition of said
morphisms is defined as (S,M) ◦ (T, L) := (S ◦T,M ◦L) and is a morphism of anchored
representations. The identity (K,H, pi, V ) (idK,idH)−−−−−→ (K,H, pi, V ) is the identity linear
transformation on each Hilbert space. The collection of all anchored representations on
A and their morphisms forms a category, denoted by AnRep(A).
Example 3.5. As a special case, let K = C. An anchored representation of A in this
case consists of a representation pi : A // B(H) and an isometry V : C // H. Such
an isometry is uniquely characterized by the unit vector Ω := V (1) in H. Hence, an
anchored representation of the form (C,H, pi, V ) is equivalent to a pointed representation
(see Definition 5.1 in [1]). If (C, I, ρ,W ) is another such anchored representation, then
a morphism (T, L) : (C,H, pi, V ) // (C, I, ρ,W ) consists of isometries T : C // C and
L : H //I. T must be of the form T (λ) = λeiθ for all λ ∈ C for some θ ∈ [0, 2pi). L is an
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intertwiner of representations by (3.2). Let Ξ := W (1). The left diagram in (3.3) states
that L(Ω) = eiθΞ. Note that V ∗ = 〈Ω, · 〉 and W ∗ = 〈Ξ, · 〉. Hence, the right diagram
in (3.3) states that eiθ〈Ω, · 〉 = 〈Ξ, L( · )〉 as linear functionals on H. However, this
condition is implied by the first one in (3.3). More generally, commutativity of the right
diagram in (3.3) holds whenever T is unitary and the first diagram in (3.3) commutes.
To see this, the left diagram states W ◦ T = L ◦ V. Taking the adjoint of this condition
gives T ∗◦W ∗ = V ∗◦L∗. Applying T on the left and L on the right gives W ∗◦L = T ◦V ∗,
which is the diagram on the right in (3.3). Since T is unitary in this example, this general
fact applies.
Lemma 3.6. Let f : A′ //A be a ∗-homomorphism of C∗-algebras. The assignment
AnRep(A) AnRep(f)−−−−−−→ AnRep(A′)
(K,H, pi, V ) 7−−−−−−→ (K,H, pi ◦ f, V )(
(K,H, pi, V ) (T,L)−−−→ (L, I, ρ,W )
)
7−−−→
(
(K,H, pi ◦ f, V ) (T,L)−−−→ (L, I, ρ ◦ f,W )
)(3.7)
defines a functor.
Lemma 3.8. The assignment
C∗-Algop
AnRep−−−−→ Cat
A 7→ AnRep(A)(
A′ f−→ A
)
7→
(
AnRep(A) AnRep(f)−−−−−−→ AnRep(A′)
)(3.9)
defines a functor.
4. The restriction natural transformation
Proposition 4.1. Let A be a C∗-algebra. The assignment
AnRep(A) restA−−−→ OpSt(A)
(K,H, pi, V ) 7→ (K,AdV ∗ ◦ pi)(
(K,H, pi, V ) (T,L)−−−→ (L, I, ρ,W )
)
7→
(
(K,AdV ∗ ◦ pi) T−→ (L,AdW ∗ ◦ ρ)
)(4.2)
defines a functor.
Here, AdV ∗ : B(H) // B(K) is the completely positive unital map defined by sending
b ∈ B(H) to V ∗bV. It is unital because AdV ∗(idH) = V ∗idHV = V ∗V = idK.
Proof. AdV ∗ ◦ pi is an operator state because AdV ∗ is a completely positive map and pi is
a ∗-homomorphism. Let (T, L) : (K,H, pi, V ) // (L, I, ρ,W ) be a morphism of anchored
representations. In order for T : (K,AdV ∗ ◦ pi) // (L,AdW ∗ ◦ ρ) to be a morphism of
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operator states, the diagram
(4.3)
K K
L L
AdV ∗ (pi(a)) //
AdW∗ (ρ(a))
//
T

T

must commute for all a ∈ A. Expanding out the definition of the adjoint action map
provides the diagram
(4.4)
K H H K
L I I L
V //
pi(a)
// V
∗
//
W
//
ρ(a)
//
W ∗
//
T

T

This diagram commutes because each of the subdiagrams in
(4.5)
K H H K
L I I L
V //
pi(a)
// V
∗
//
W
//
ρ(a)
//
W ∗
//
T

L

L

T

commute due to Definition 3.1.1 
Lemma 4.6. Let f : A′ //A be a ∗-homomorphism of C∗-algebras. Then the diagram
(4.7)
AnRep(A) AnRep(A′)
OpSt(A) OpSt(A′)
AnRep(f)
//
OpSt(f)
//
restA

restA′

of functors commutes (on the nose).
Lemma 4.6 states that rest is a natural transformation
(4.8) C∗-Algop Cat
OpSt
((
AnRep
66rest
KS
,
a special kind of oplax-natural transformation.
1This is where commutativity of (2.8) from Definition 2.7 is needed (cf. Remark 2.9). (2.10) would
be too strong and its commutativity would not follow from Definition 3.1.
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5. Stinespring’s oplax-natural transformation
In the construction of a left-adjoint to rest, a few preliminary facts about completely
positive maps will be needed.
Lemma 5.1. Let ϕ : A // B(K) be a completely positive map. Let ~v := (v1, . . . , vn) ∈
K⊕· · ·⊕K denote a vector in the direct sum of K with itself n times. Then the assignment
sϕ,~v :Mn(A) // C
A 7→
n∑
i,j=1
〈vi, [ϕn(A)]ijvj〉K(5.2)
is a positive linear functional. Here, ϕn denotes the n-ampliation of ϕ, [ϕn(A)]ij denotes
the ij-th entry of ϕn(A) (see (5.4) for more details), and 〈 · , · 〉K denotes the inner
product on K with linearity in the right variable and conjugate linearity in the left variable.
In more detail with regard to the above notation, if
(5.3) A =
a11 · · · a1n... ...
an1 · · · ann
 ∈Mn(A),
then the n-ampliation of ϕ applied to A is
(5.4) ϕn(A) :=
ϕ(a11) · · · ϕ(a1n)... ...
ϕ(an1) · · · ϕ(ann)
 ∈Mn(B(K))
so that [ϕn(A)]ij = ϕ(aij).
Proof. Suppose A ∈Mn(A) is positive. Then, because ϕ is completely positive, ϕn(A) ≥
0. Hence,
(5.5) sϕ,~v(A) =
n∑
i,j=1
〈vi, [ϕn(A)]ijvj〉K = 〈~v, ϕn(A)~v〉K⊕···⊕K ≥ 0.
Linearity of sϕ,~v follows from linearity of ϕn and linearity of the inner product in the
right variable. 
The next result is a powerful inequality for 2-positive maps.
Lemma 5.6. Let A and B be C∗-algebras and let ϕ : A // B be a 2-positive map. Then
(5.7) ϕ(a)∗ϕ(a) ≤ ϕ(a∗a) ∀ a ∈ A.
Proof. See Proposition 3.3 in [6]. 
The following is the main result of this work.
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Theorem 5.8. There exists a left adjoint Stine : OpSt ⇒ AnRep to the natural
transformation rest : AnRep⇒ OpSt
(5.9) C∗-Algop Cata
OpSt
((
AnRep
66rest
KS
Stine

in the 2-category Fun(C∗-Algop,Cat).
Proof. The proof for the existence of such an oplax-natural transformation will be Stine-
spring’s construction. The proof will be split up into several steps.
i. For a fixed C∗-algebra A, define the functor StineA : OpSt(A) //AnRep(A) on
objects.
ii. For a fixed C∗-algebra A, define the functor StineA : OpSt(A) //AnRep(A) on
morphisms and prove functoriality.
iii. For a fixed ∗-homomorphism f : A′ //A, define the natural transformation Stinef :
StineA′ ◦OpSt(f)⇒ AnRep(f) ◦ StineA.
iv. Prove that Stine is an oplax-natural transformation (cf. Definition A.1. of [1]).
v. For a fixed C∗-algebra A, construct the appropriate natural transformation mA :
StineA ◦ restA ⇒ idAnRep(A).
vi. Show that2 m :
rest
Stine
V idAnRep is a modification (cf. Definition A.10. of [1])
between oplax-natural transformations in the 2-category Fun(C∗-Algop,Cat).
vii. Show that
Stine
rest
= idOpSt.
viii. Prove the zig-zag identities for adjunctions in 2-categories, i.e. complete the proof
that (Stine, rest, id,m) is an adjunction in Fun(C∗-Algop,Cat).
In what follows, if a justification for any claim is not supplied, it is because the jus-
tification is completely analogous to the standard GNS construction arguments or it
immediately follows from the definitions. The reader is referred to [1] for more details.
i. The construction of an anchored representation from an operator state will be Stine-
spring’s construction [7]. Let A be a C∗-algebra and let (K, ϕ) be an operator state
on A. Recall, this means ϕ : A // B(K) is a completely positive unital map. Let
A⊗K denote the vector space tensor product of A with K. In particular, elements
of A⊗K are finite sums of tensor products of vectors in A and vectors in K (in fact,
all sums that follow are finite). To avoid any abusive notation, the inner product on
2The vertical concatenation is the vertical composition of natural transformations. This notation was
used in [1]. Applying m to a C∗-algebra A gives a natural transformation mA : StineA ◦ restA ⇒
idAnRep(A).
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K will be denoted by 〈 · , · 〉K. Define the function
A⊗K ×A⊗K 〈〈 · , · 〉〉ϕ−−−−−→ C(∑
i
ai ⊗ vi,
∑
j
bj ⊗ wj
)
7→
∑
i,j
〈vi, ϕ(a∗i bj)wj〉K.
(5.10)
This function is conjugate linear in the first variable, linear in the second variable,
and satisfies3
(5.11) 〈〈ζ, ξ〉〉ϕ = 〈〈ξ, ζ〉〉ϕ ∀ ζ, ξ ∈ A⊗K.
Let ξ =
∑n
i=1 ai ⊗ vi ∈ A⊗K. Then the matrix
(5.12)
a
∗
1a1 · · · a∗1an
...
...
a∗na1 · · · a∗nan
 =

a1 · · · an
0 · · · 0
...
...
0 · · · 0

∗ 
a1 · · · an
0 · · · 0
...
...
0 · · · 0

in Mn(A) is positive and the n-ampliation of ϕ applied to it is
(5.13) ϕn

a
∗
1a1 · · · a∗1an
...
...
a∗na1 · · · a∗nan

 =
ϕ(a
∗
1a1) · · · ϕ(a∗1an)
...
...
ϕ(a∗na1) · · · ϕ(a∗nan)
 ,
which is also positive since ϕ is completely positive. Hence,
(5.14) 〈〈ξ, ξ〉〉ϕ =
∑
i,j
〈vi, ϕ(a∗i aj)vj〉K ≥ 0
by Lemma 5.1. By the properties of 〈〈 · , · 〉〉ϕ, it follows that4
(5.15) |〈〈ξ, ζ〉〉ϕ|2 ≤ 〈〈ξ, ξ〉〉ϕ〈〈ζ, ζ〉〉ϕ ∀ ξ, ζ ∈ A⊗K.
Let pi′ϕ : A //End(A⊗K) be the map that sends a ∈ A to the linear transformation
pi′ϕ(a) on A⊗K defined by
A⊗K pi
′
ϕ(a)−−−→ A⊗K∑
i
ai ⊗ vi 7→
∑
i
aai ⊗ vi.
(5.16)
It follows from this definition that pi′ϕ is a representation of the algebra A on the
vector space A⊗K. Furthermore, for each a ∈ A, pi′ϕ(a) satisfies the inequality
(5.17) 〈〈ξ, pi′ϕ(a∗a)ξ〉〉ϕ ≤ ‖a‖2〈〈ξ, ξ〉〉ϕ ∀ ξ ∈ A⊗K,
3An overline here indicates complex conjugation. This is not to be confused with the closure such as
in (5.24).
4The proof is completely analogous to that of the proof of (3.4) in [1], which is itself a special case of
a proof of the Cauchy-Schwarz inequality for such sesquilinear forms.
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where the norm ‖a‖ of a is the one from the C∗-algebra A. To see this inequality,
write ξ =
∑n
i=1 ai⊗ vi as a finite sum and set ~v := (v1, . . . , vn) ∈ K⊕ · · · ⊕K. Then,
by Lemma 5.15
〈〈ξ, pi′ϕ(a∗a)ξ〉〉ϕ =
n∑
i,j=1
〈vi, ϕ(a∗i a∗aaj)vj〉K
= sϕ,~v


a1 · · · an
0 · · · 0
...
...
0 · · · 0

∗ a
∗a 0
. . .
0 a∗a


a1 · · · an
0 · · · 0
...
...
0 · · · 0


≤
∥∥∥∥∥∥∥
a
∗a 0
. . .
0 a∗a

∥∥∥∥∥∥∥ sϕ,~v


a1 · · · an
0 · · · 0
...
...
0 · · · 0

∗ 
a1 · · · an
0 · · · 0
...
...
0 · · · 0


= ‖a∗a‖sϕ,~v

a
∗
1a1 · · · a∗1an
...
...
a∗na1 · · · a∗nan


= ‖a‖2〈〈ξ, ξ〉〉ϕ
(5.18)
The fourth line follows from the fact that the norm of diag(a∗a) inMn(A) is equal to
‖a∗a‖. The last line follows from the C∗-identity for C∗-algebras and the definitions
of 〈〈ξ, ξ〉〉ϕ and sϕ,~v.
Now, set
(5.19) Nϕ :=
{
ζ ∈ A⊗K : 〈〈ζ, ζ〉〉ϕ = 0
}
.
From the Cauchy-Schwarz inequality (5.15), it follows that
(5.20) 〈〈ξ, ζ〉〉ϕ = 0 ∀ ξ ∈ A⊗K, ζ ∈ Nϕ.
5The third line follows from the inequality |ω(y∗xy)| ≤ ‖x‖ω(y∗y) for all x, y in a C∗-algebra and ω
a positive linear functional on that C∗-algebra (see Proposition 2.1.5. part (ii) of [8] for a proof of this
inequality). In this case, this inequality is applied to the positive linear functional sϕ,~v :Mn(A) // C
with x positive so that |ω(y∗xy)| = ω(y∗xy).
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Using this, one can show that Nϕ is a vector subspace of A ⊗ K. Also, if ζ =∑n
i=1 ai ⊗ vi ∈ Nϕ, then
〈〈pi′ϕ(a)ζ, pi′ϕ(a)ζ〉〉ϕ =
n∑
i,j=1
〈vi, ϕ((aai)∗(aaj))vj〉K
=
n∑
i,j=1
〈vi, ϕ(a∗i (a∗aaj))vj〉K
= 〈〈ζ, pi′ϕ(a∗a)ζ〉〉ϕ
≤ ‖a‖2〈〈ζ, ζ〉〉ϕ by (5.17)
= 0
(5.21)
shows that Nϕ is an invariant subspace under the pi′ϕ action. Therefore, the quotient
vector space A⊗K/Nϕ has a well-defined action piϕ : A //End(A⊗K/Nϕ). Denote
elements of A⊗K/Nϕ by [ξ].6 The induced action of a ∈ A on [ξ] is defined by
(5.22) piϕ(a)[ξ] := [pi
′
ϕ(a)ξ].
By (5.20) and (5.11), the sesquilinear form 〈〈 · , · 〉〉ϕ descends to a well-defined inner
product
A⊗K/Nϕ ×A⊗K/Nϕ 〈 · , · 〉ϕ−−−−→ C
([ξ], [ζ]) 7−−−−→ 〈〈ξ, ζ〉〉ϕ.
(5.23)
The fact that the inner product is non-degenerate follows from (5.14) and the defi-
nition of Nϕ in (5.19). Let Hϕ denote the completion of this inner product space
(5.24) Hϕ := A⊗K/Nϕ
with respect to the inner product 〈 · , · 〉ϕ. The proof of (5.21) also shows that
piϕ(a) is a bounded linear operator on A ⊗ K/Nϕ and hence extends uniquely to a
bounded linear operator, written using the same notation, to Hϕ. Following similar
steps to the calculation in (5.21) shows that piϕ(a
∗) = piϕ(a)∗. Finally, note that
piϕ(1A) = idHϕ . Thus, piϕ : A // B(Hϕ) defines a ∗-homomorphism.
Now, set
K Vϕ−→ Hϕ
w 7→ [1A ⊗ w].
(5.25)
Since ϕ is unital,
(5.26) ‖Vϕ(w)‖2ϕ = ‖[1A ⊗ w]‖2ϕ = 〈w,ϕ(1∗A1A)w〉K = ‖w‖2K
for all w ∈ K so that Vϕ is an isometry.
6Occasionally, [ξ]ϕ will be used to better distinguish equivalence classes when working with more
than one operator state.
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This concludes Stinespring’s construction
OpSt(A)0 StineA−−−−→ AnRep(A)0
(K,ϕ) 7→ (K,Hϕ, piϕ, Vϕ)
(5.27)
of an anchored representation (K,Hϕ, piϕ, Vϕ) from an operator state (K, ϕ), i.e.
Stinespring’s construction on objects of OpSt(A). Note that this construction pro-
vides what is sometimes called a minimal Stinespring representation of an operator
state (see Chapter 4 of [6] or part v. of the proof of this theorem for more details).
ii. Let (K, ϕ) T−→ (L, ψ) be a morphism of operator states. By Definition 2.7, this
means that T : K // L is an isometry and ψ(a) ◦ T = T ◦ ϕ(a) for all a ∈ A.
Let (K,Hϕ, piϕ, Vϕ) and (L,Hψ, piψ, Vψ) be the corresponding Stinespring anchored
representations from the first step. Define
A⊗K L
′
T−→ A⊗L∑
i
ai ⊗ vi 7→
∑
i
ai ⊗ T (vi),
(5.28)
which is a linear transformation. Then, for ξ :=
∑
i ai ⊗ vi ∈ A⊗K,
〈〈L′T (ξ), L′T (ξ)〉〉ψ =
∑
i,j
〈T (vi), ψ(a∗i aj)T (vj)〉L by (5.10) and (5.28)
=
∑
i,j
〈T (vi), Tϕ(a∗i aj)vj〉L by (2.8)
=
∑
i,j
〈vi, T ∗T︸︷︷︸
=idK
ϕ(a∗i aj)vj〉K
= 〈〈ξ, ξ〉〉ϕ
(5.29)
shows that L′T descends to a well-defined bounded linear transformation LT :
A⊗K/Nϕ // A⊗ L/Nψ and extends to an isometry LT : Hϕ // Hψ. Commu-
tativity of
(5.30)
Hϕ Hϕ
Hψ Hψ
piϕ(a) //
piψ(a)
//
LT

LT

∀ a ∈ A &
K Hϕ
L Hψ
Vϕ //
Vψ
//
T

LT

follow immediately from the definitions. However, commutativity of
(5.31)
KHϕ
LHψ
V ∗ϕ //
V ∗ψ
//
T

LT

,
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the last of the conditions in Definition 2.7, requires an argument. First, to find the
formula for V ∗ϕ : Hϕ //K, let [
∑
i ai ⊗ vi] ∈ A⊗K/Nϕ and let w ∈ K. Then
〈
V ∗ϕ
[∑
i
ai ⊗ vi
]
, w
〉
K
=
〈[∑
i
ai ⊗ vi
]
, Vϕw
〉
ϕ
=
〈[∑
i
ai ⊗ vi
]
, [1A ⊗ w]
〉
ϕ
=
∑
i
〈vi, ϕ(a∗i )w〉K
=
〈∑
i
ϕ(ai)vi, w
〉
K
(5.32)
suggesting the formula
(5.33) V ∗ϕ
[∑
i
ai ⊗ vi
]
=
∑
i
ϕ(ai)vi.
To see that this is well-defined, suppose that
∑n
i=1 ai ⊗ vi ∈ Nϕ. Then
∥∥∥∥∥
n∑
i=1
ϕ(ai)vi
∥∥∥∥∥
2
K
=
n∑
i,j=1
〈ϕ(ai)vi, ϕ(aj)vj〉K
=
n∑
i,j=1
〈vi, ϕ(a∗i )ϕ(aj)vj〉K
≤
n∑
i,j=1
〈vi, ϕ(a∗i aj)vj〉K by Lemma 5.6
=
∥∥∥∥∥
[
n∑
i=1
ai ⊗ vi
]∥∥∥∥∥
2
ϕ
= 0.
(5.34)
From the second to the third line, Lemma 5.6 applies for the following reason.
Since ϕ is completely positive, its n-ampliation, ϕn, is 2-positive as well (since its
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2-ampliation is ϕ2n) so that
ϕ(a
∗
1)ϕ(a1) · · · ϕ(a∗1)ϕ(an)
...
...
ϕ(a∗n)ϕ(a1) · · · ϕ(a∗n)ϕ(an)
 =

ϕ(a1) · · · ϕ(an)
0 · · · 0
...
...
0 · · · 0

∗ 
ϕ(a1) · · · ϕ(an)
0 · · · 0
...
...
0 · · · 0

= ϕn


a1 · · · an
0 · · · 0
...
...
0 · · · 0

∗ϕn


a1 · · · an
0 · · · 0
...
...
0 · · · 0


≤ ϕn


a1 · · · an
0 · · · 0
...
...
0 · · · 0

∗ 
a1 · · · an
0 · · · 0
...
...
0 · · · 0


= ϕn

a
∗
1a1 · · · a∗1an
...
...
a∗na1 · · · a∗nan

 .
(5.35)
It is from the second to the third line where Lemma 5.6 is applied. The calculation
in (5.34) shows that (5.33) is well-defined. From this formula, commutativity of the
diagram (5.31) immediately follows.7 This concludes the assignment
OpSt(A)1 StineA−−−−→ AnRep(A)1(
(K, ϕ) T−→ (L, ψ)
)
7→
(
(K,Hϕ, piϕ, Vϕ) (T,LT )−−−−→ (L,Hψ, piψ, Vψ)
)(5.36)
on morphisms of operator states on A.
Functoriality of this assignment StineA : OpSt(A) // AnRep(A) from (5.27)
and (5.36) follows immediately from the definitions. In particular, it says that for
a composable pair of morphisms (K, ϕ) T−→ (L, ψ) S−→ (M, χ) of operator states, the
diagram
(5.37)
Hϕ
Hψ
Hχ
LT
BB
LS

LS◦T
//
commutes.
7This is where commutativity of (2.8) in Definition 2.7 is needed (cf. Remark 2.9). (2.10) would be
too weak and the diagram (5.31) might not commute.
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iii. Let f : A′ //A be a ∗-homomorphism of C∗-algebras. The two diagrams associated
with the constructions preceding this are given by
(5.38)
OpSt(A) AnRep(A)
OpSt(A′) AnRep(A′)
restAoo
restA′
oo
OpSt(f)

AnRep(f)

&
OpSt(A) AnRep(A)
OpSt(A′) AnRep(A′)
StineA//
StineA′
//
OpSt(f)

AnRep(f)

The diagram of functors on the left commutes (on the nose). However, the diagram
on the right does not (this is analogous to what happens in the GNS construction [1]).
Nevertheless, there is a natural transformation
(5.39)
OpSt(A) AnRep(A)
OpSt(A′) AnRep(A′)
StineA//
StineA′
//
OpSt(f)

AnRep(f)

Stinef
6>
defined as follows. Given an operator state (K, ϕ) on A, following along the bottom
left of the diagram provides the Stinespring anchored representation (K,Hϕ◦f , piϕ◦f , Vϕ◦f )
on A′ while following along the top right of the diagram gives (K,Hϕ, piϕ ◦ f, Vϕ).
The morphism from the first to the latter is given by (idK, Lf ) where
A′ ⊗K/Nϕ◦f Lf−→ A⊗K/Nϕ[∑
i
a′i ⊗ vi
]
7→
[∑
i
f(a′i)⊗ vi
]
.
(5.40)
To see that this is well-defined, let
∑
i a
′
i ⊗ vi ∈ Nϕ◦f . Then
0 =
〈〈∑
i
a′i ⊗ vi,
∑
j
a′j ⊗ vj
〉〉
ϕ◦f
since
∑
i
a′i ⊗ vi ∈ Nϕ◦f
=
∑
i,j
〈vi, ϕ(f(a′i∗a′j))vj〉K by (5.10)
=
∑
i,j
〈vi, ϕ(f(a′i)∗f(a′j))vj〉K since f is a ∗-homomorphism
=
〈〈∑
i
f(a′i)⊗ vi,
∑
j
f(a′j)⊗ vj
〉〉
ϕ
by (5.10),
(5.41)
which shows that
∑
i f(a
′
i) ⊗ vi ∈ Nϕ. A part of this calculation shows that Lf is
bounded and extends to an isometry on all of Hϕ◦f The requirements of a morphism
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of anchored representations all hold as well. Furthermore, Stinef is a natural trans-
formation. To see this, let (K, ϕ) T−→ (L, ψ) be a morphism of operator states on A.
Naturality of Stinef would require that the diagram
(5.42)
(K,Hϕ◦f , piϕ◦f , Vϕ◦f ) (K,Hϕ, piϕ ◦ f, Vϕ)
(L,Hψ◦f , piψ◦f , Vψ◦f ) (L,Hψ, piψ ◦ f, Vψ)
(idK,Lf ) //
(T,LT )

(T,LT )

(idL,Lf )
//
commutes, which it does.
iv. Oplax-naturality of Stine means that StineidA is the identity natural transformation
for every C∗-algebra A and associated to each pair of composable ∗-homomorphisms
A′′ f ′−→ A′ f−→ A the two natural transformations (after composition in the diagram
on the right)
(5.43)
OpSt(A) AnRep(A)
OpSt(A′′) AnRep(A′′)
StineA//
StineA′′
//
OpSt(f◦f ′)

AnRep(f◦f ′)

Stinef◦f ′
6>
&
OpSt(A) AnRep(A)
OpSt(A′) AnRep(A′)
OpSt(A′′) AnRep(A′′)
StineA//
StineA′
//
OpSt(f)

AnRep(f)

Stinef
6>
StineA′′
//
OpSt(f ′)

AnRep(f ′)

Stinef ′
6>
are equal as natural transformations. Both of these follow immediately from the
definitions.
v. Fix a C∗-algebra A and let (K,H, pi, V ) be an anchored representation on A. Apply-
ing the functors restA followed by StineA to this representation gives
(5.44) (K,H, pi, V ) restA7−−−→ (K,AdV ∗ ◦ pi) StineA7−−−−→ (K,HAdV ∗◦pi, piAdV ∗◦pi, VAdV ∗◦pi).
Set
A⊗K/NAdV ∗◦pi
mpi,V−−−→ H[∑
i
ai ⊗ vi
]
7→
∑
i
pi(ai)V (vi).
(5.45)
STINESPRING’S CONSTRUCTION AS AN ADJUNCTION 19
This map is well-defined because if
∑
i ai ⊗ vi ∈ NAdV ∗◦pi, then
0 =
〈〈∑
i
ai ⊗ vi,
∑
j
aj ⊗ vj
〉〉
AdV ∗◦pi
=
∑
i,j
〈vi, V ∗pi(a∗i aj)V vj〉K
=
〈∑
i
pi(ai)V vi,
∑
j
pi(aj)V vj
〉
H
.
(5.46)
This same calculation, read backwards, also shows that mpi,V is bounded and extends
to an isometry mpi,V : HAdV ∗◦pi //H. The diagrams
(5.47)
HAdV ∗◦pi HAdV ∗◦pi
H H
piAdV ∗◦pi(a) //
pi(a)
//
mpi,V

mpi,V

∀ a ∈ A
and
(5.48)
K HAdV ∗◦pi
K H
VAdV ∗◦pi //
V
//
idK

mpi,V

&
KHAdV ∗◦pi
KH
V ∗AdV ∗◦pi //
V ∗
//
idK

mpi,V

in the definition of a morphism (K,HAdV ∗◦pi, piAdV ∗◦pi, VAdV ∗◦pi)
(idK,mpi,V )−−−−−−→ (K,H, pi, V )
of anchored representations all commute immediately due to the definitions (for the
last diagram, recall (5.33)). Set mA to be the assignment
AnRep(A)0 mA−−→ AnRep(A)1
(K,H, pi, V ) 7−−→ mpi,V
(5.49)
from objects of AnRep(A) to morphisms of AnRep(A). Naturality of
(5.50)
AnRep(A)
OpSt(A)
AnRep(A)
restA
;;
StineA
##
idAnRep(A)
//
mA

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also follows directly from the definitions because if (T, L) : (K,H, pi, V ) //(L, I, ρ,W )
is a morphism of anchored representations, then the diagram
(5.51)
(K,HAdV ∗◦pi, piAdV ∗◦pi, VAdV ∗◦pi) (K,H, pi, V )
(L,HAdW∗◦ρ, piAdW∗◦ρ, VAdW∗◦ρ) (L, I, ρ,W )
(idK,mpi,V ) //
(idL,mρ,W )
//
(T,LT )

(T,L)

commutes. This follows from conditions (3.2) and (3.3) in the definition of a mor-
phism of anchored representations.
vi. To see that the assignment sending a C∗-algebra A to mA defines a modification8
(5.52)
AnRep
OpSt
AnRep
rest
;C
Stine
#
idAnRep
+3
m


of oplax-natural transformations, for every morphism f : A′ // A of C∗-algebras,
the following equality must hold
AnRep(A)AnRep(A)
AnRep(A′)AnRep(A′)
OpSt(A)
OpSt(A′)
StineA 44
StineA′
44
AnRep(f)

AnRep(f)

restA--
restA′
--
OpSt(f)

idAnRep(A)
**
Stinef
=E
id=restf
mA
KS
=
AnRep(A′)
OpSt(A′)
AnRep(A′)
AnRep(A) AnRep(A)
restA′
--
StineA′
44
AnRep(f)

AnRep(f)

idAnRep(A)
**
idAnRep(A′) **
idAnRep(f)
mA′
KS
(5.53)
i.e. for every object (K,H, pi, V ) of AnRep(A) with ϕ := AdV ∗ ◦ pi, the diagram
(5.54) (K,Hϕ◦f , piϕ◦f , Vϕ◦f)
(K,Hϕ, piϕ ◦ f, Vϕ)
(K,H, pi ◦ f, V )
(idK,Lf )=Stinef (K,ϕ)
55
AnRep(f)
(
mA
(
K,H,pi,V )
))
=(idK,mpi,V )
))
mA′
(
K,H,pi◦f,V
)
=(idK,mpi◦f,V )
//
of morphisms of anchored representations of A′ must commute. This follows imme-
diately from the definitions. Hence, m is a modification.
8This composition of rest and Stine along the top two double arrows is what is meant by
rest
Stine
.
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vii. To see that
(5.55)
OpSt
AnRep
OpSt
Stine
;C
rest
#
idOpSt
+3
commutes, first fix a C∗-algebra A. Then
(5.56)
OpStA
AnRepA
OpStA
StineA
??
restA

idOpStA
//
must commute. Given an operator state (K, ϕ), the goal is to prove that the diagram
(5.57)
A B(Hϕ)
B(K)
piϕ //
ϕ
 AdV ∗ϕ
commutes, i.e. ϕ = AdV ∗ϕ ◦ piϕ. This follows from the calculation
(5.58)
(
(AdV ∗ϕ ◦ piϕ)(a)
)
v = V ∗ϕpiϕ(a)Vϕv = V
∗
ϕpiϕ(a)[1A ⊗ v] = V ∗ϕ [a⊗ v] = ϕ(a)v
valid for all a ∈ A and v ∈ K. A morphism (K, ϕ) T−→ (L, ψ) is unchanged under
restA ◦ StineA.
Commutativity of (5.55) also requires that to every ∗-homomorphism f : A′ //A,
OpSt(A)OpSt(A)
OpSt(A′)OpSt(A′)
AnRep(A)
AnRep(A′)
restA 44
restA′
44
OpSt(f)

OpSt(f)

StineA,,
StineA′
,,
AnRep(f)

idOpSt(A)
**
idStinef
4<
id
=
OpSt(A′)
AnRep(A′)
OpSt(A′)
OpSt(A) OpSt(A)
StineA′
,,
restA′
44
OpSt(f)

OpSt(f)

idOpSt(A)
**
idOpSt(A′) **
idOpSt(f)
id
(5.59)
i.e. to every operator state (K, ϕ), the diagram
(5.60) (K,AdV ∗ϕ◦f ◦ piϕ◦f)
(K,AdV ∗ϕ ◦ piϕ ◦ f)
(K, ϕ ◦ f)
idK=restA′ (Stinef (K,ϕ)
66
OpSt(f)(id(K,ϕ))=idK
((
id(K,ϕ◦f)
//
of morphisms of operator states on A′ must commute, which it clearly does.
22 A. PARZYGNAT
viii. By Remark A.32 of [1], it suffices to prove
(5.61)
AnRep(A)
OpSt(A)
AnRep(A)
OpSt(A)
restA

StineA

restA

idOpSt(A)
&&
idAnRep(A)
xx
id +3
mA +3
=
AnRep(A)
OpSt(A)
restA
""
restA
||
idrestA +3
and
(5.62)
OpSt(A)
AnRep(A)
OpSt(A)
AnRep(A)
StineA

restA

StineA

idAnRep(A)
xx
idOpSt(A)
&&
id +3
mA +3
=
OpSt(A)
AnRep(A)
StineA
""
StineA
||
idStineA +3
for each object A of C∗-Algop. Although it is a bit tedious to write out the associated
diagrams by applying these natural transformations to an object in the source, the re-
sulting equalities are immediate. For instance, for the equality in (5.62), consider an
operator state (K, ϕ). Applying StineA ◦restA ◦StineA to this gives (K,Hϕ, piϕ, Vϕ)
because ϕ = AdV ∗ϕ ◦ piϕ. For equality, it should be the case that mpiϕ,Vϕ = (idK, idHϕ)
as morphisms from (K,Hϕ, piϕ, Vϕ) to (K,Hϕ, piϕ, Vϕ) in AnRep(A). These are in
fact equal because for any element [
∑
i ai ⊗ vi] ∈ A⊗K/Nϕ,
(5.63) mpiϕ,Vϕ
([∑
i
ai ⊗ vi
])
=
∑
i
piϕ(ai)Vϕ(vi) =
∑
i
piϕ(ai)[1A ⊗ vi] =
∑
i
[ai ⊗ vi].
This proves that the quadruple (Stine, rest, id,m) is an adjunction in the 2-category
Fun(C∗-Algop,Cat) so that Stine is left adjoint to rest. 
6. Comparison to GNS
In this section, it is assumed that the reader is somewhat familiar with [1]. There
are natural transformations Σ : Rep• ⇒ AnRep and Υ : States ⇒ OpSt defined as
follows. First, recall that for every C∗-algebra A, the category Rep•(A) has objects
(H, pi,Ω) with H a Hilbert space, pi : A // B(H) a C∗-algebra representation, and
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Ω ∈ H a unit vector. A morphism (H, pi,Ω) L−→ (I, ρ,Ξ) is an isometric intertwiner of
representations such that L(Ω) = Ξ. States(A), on the other hand, is just the discrete
category of states on A, i.e. the objects are positive linear (unital) maps ω : A // C
and there are no non-identity morphisms. To every C∗-algebra A, set
Rep•(A) ΣA−−→ AnRep(A)
(H, pi,Ω) 7→ (C,H, pi, VΩ)(
(H, pi,Ω) L−→ (I, ρ,Ξ)
)
7→
(
(C,H, pi, VΩ) (idC,L)−−−−→ (C, I, ρ, VΞ)
)(6.1)
Here VΩ : C //H is the map that sends λ ∈ C to λΩ. It is not difficult to show that ΣA
is a well-defined functor. Also, set
States(A) ΥA−−→ OpSt(A)
ω 7→ (C, ω˜)
(6.2)
Here ω˜ : A // B(C) is defined by A 3 a 7→ ω˜(a) = ω(a) · , i.e. multiplication by
ω(a) on the Hilbert space C. Since States(A) has only identity morphisms, this specifies
the functor ΥA. Examples 2.13 and 3.5 show that the functors ΣA and ΥA are faithful
but not full. The only reason these functors are not full is due to the fact that the
categories OpSt(A) and AnRep(A) contain more data in their morphisms. However,
the only added information for a morphism of states and pointed representations is a
phase factor, which is a symmetry that can safely be ignored in the discussion of the
GNS construction.
Given a ∗-homomorphism f : A′ //A, the equalities
(6.3) AnRep(f) ◦ ΣA = ΣA′ ◦Rep•(f) & OpSt(f) ◦ΥA = ΥA′ ◦ States(f)
also hold. Furthermore, in the diagram9
(6.4)
C∗-Algop
Cat
C∗-Algop
Cat
OpSt
%%
AnRep
55rest
CK
Stine

States
%%
Rep•
55rest
CK
GNS•

Σ
KS
Υ
KS
,
although the equality
(6.5)
rest
Υ
=
Σ
rest
9The dashed arrows are for illustrative purposes only and do not have any special mathematical
meaning.
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holds, there is an invertible modification
(6.6)
Υ
Stine
V GNS
•
Σ
since the two composites are not exactly equal but are isomorphic. Indeed, for a fixed
C∗-algebra A, the resulting natural isomorphism
(6.7)
AnRep(A) OpSt(A)
Rep•(A) States(A)
ΥA
OO
StineAoo
GNS•A
oo
ΣA
OO
∼=
19
is defined by its evaluation on a state ω : A // C by the morphism
(6.8)
(
C,Hω, piω, VΩω
) (idC,Lω)−−−−−→ (C,Hω˜, piω˜, Vω˜)
with Lω : Hω //Hω˜ defined as the unique extension of
(6.9) A/Nω 3 [a] 7→ [a⊗ 1] ∈ A⊗ C/Nω˜.
Similar calculations to the above show that this map is bounded and extends to a unitary
intertwiner so that (idC, Lω) defines an isomorphism in the category AnRep(A). The
appropriate diagram also commutes when one considers a ∗-homomorphism f : A′ //A.
7. Examples and applications
Some of the following examples and calculations are motivated from those appearing
in [9]. The first few examples illustrate how to obtain an explicit Kraus decomposition
from Stinespring’s construction without any additional external data (such as an un-
natural choice of a basis). Example 7.1 computes an explicit Kraus decomposition for
the tracial map, a specific operator state between matrix algebras. Example 7.29 does
the same thing for an arbitrary completely positive, not necessarily unital, map. The
Radon-Nikodym derivative, which is reviewed in Theorems 7.18 and 7.25, is used to con-
struct this explicit Kraus decomposition. Afterwards, the behavior of Radon-Nikodym
derivatives is examined for morphisms of operator states in Proposition 7.41. This leads
to two Kraus decompositions for the same operator state and the Krause operators are
related to each other in Proposition 7.54, which itself is a corollary of the relationship
for the tracial maps in Lemma 7.47. The change induced on Radon-Nikodym derivatives
under a morphism of C∗-algebras is discussed in Proposition 7.57.
Example 7.1. Fix m, p ∈ N and define the tracial map
Mm(C) τ−→Mp(C)
A 7→ 1
m
tr(A)1p.
(7.2)
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The n-ampliation, τn, of τ is related to the usual trace via
(7.3) Mn
(Mm(C)) 3 A 7→ τn(A) = 1
m
trn(A)
1p 0. . .
0 1p

where the identity matrix on the right is of size np×np and trn is the n-ampliation of the
trace, which is positive. Hence, τ is completely positive. The null-space Nτ associated to
τ is Nτ = {0}. To see this, let
∑
i,j,α cijαEij⊗eα be an arbitrary element ofMm(C)⊗Cp.
In this notation, Eij is the elementary matrix with 1 in the ij-th entry and 0 in every
other entry while eα is the α-th standard unit vector in Cp. Then〈〈∑
i,j,α
cijαEij ⊗ eα,
∑
k,l,β
ck,lβEkl ⊗ eβ
〉〉
τ
=
∑
i,j,α
k,l,β
cijαcklβ〈eα, τ(E∗ijEkl︸ ︷︷ ︸
=δikEjl
)eβ〉
=
1
m
∑
i,j,α
k,l,β
cijαcklβδik〈eα, tr(Ejl)︸ ︷︷ ︸
=δjl
eβ〉
=
1
m
∑
i,j,α
|cijα|2
(7.4)
and the only way this number can be zero is if each of the cijα vanish.
Because the null-space Nτ is trivial, the Stinespring vector space is
(7.5) Hτ =Mm(C)⊗ Cp
but with a modified inner product given by 〈 · , · 〉τ . In particular, there is no need to
write equivalence classes for elements in Hτ . For each l ∈ {1, . . . ,m} and γ ∈ {1, . . . , p},
define
Hτ Pl,γ−−→ Cm
Eij ⊗ eα 7→ 1
m
δljδγαei
(7.6)
and extend linearly to all of Hτ =Mm(C)⊗ Cp. The adjoint of Pl,γ is given by
Cm
P ∗l,γ−−→ Hτ
ei 7→ Eil ⊗ eγ.
(7.7)
The composite of the sequence of maps
(7.8) Hτ
P ∗l,γ←−− Cm A←− Cm Pl,γ←−− Hτ
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for some A ∈Mm(C), whose ij-th entry is written as Aij, is given by
P ∗l,γAPl,γ(Eij ⊗ eα) =
1
m
δljδγαP
∗
l,γAei
=
1
m
δljδγα
∑
k
AkiP
∗
l,γek
=
1
m
δljδγα
∑
k
Aki(Ekl ⊗ eγ)
=
1
m
δljδγα(AEil ⊗ eγ).
(7.9)
Summing over all l, γ gives
(7.10)
∑
l,γ
P ∗l,γAPl,γ(Eij ⊗ eα) =
1
m
(AEij ⊗ eα) = 1
m
piτ (A)(Eij ⊗ eα)
so that
(7.11) m
∑
l,γ
AdP ∗l,γ = piτ .
Hence,
(7.12)
∑
l,γ
V ∗τ P
∗
l,γAPl,γVτeα =
1
m
tr(A)eα = τ(A)eα.
Defining
(7.13) Vl,γ := Pl,γ ◦ Vτ
shows that
(7.14) τ =
∑
l,γ
AdV ∗l,γ ,
which is often called a Kraus decomposition of a completely positive map between matrix
algebras. The operators Cp
Vl,γ−−→ Cm are called Kraus operators.
As discussed in [9], the previous example can actually be used to construct a Kraus
decomposition of any completely positive map. The technique used involves a non-
commutative generalization of the Radon-Nikodym theorem, which is nicely reviewed
in [10]. In what follows, completely positive maps are not necessarily unital. This does
not change Stinespring’s construction, but some of the resulting data do not satisfy the
same properties. For example, in the definition of the category OpSt(A) on a C∗-algebra
A, one uses not necessarily unital but still completely positive maps and leaves the mor-
phisms as they are. In the definition of the category AnRep(A), the condition that V be
an isometry in the quadruple (K,H, pi, V ) is dropped. Hence, following Stinespring’s con-
struction, the map Vϕ : K //Hϕ (defined in the same way as defined earlier) associated
to a (not necessarily unital) completely positive map ϕ : A // B(K) is not necessarily
an isometry. Nevertheless, Vϕ is still bounded and satisfies ‖Vϕ(w)‖2ϕ ≤ ‖ϕ(1A)‖‖w‖2K
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(cf. (5.26)), where ‖ϕ(1A)‖ is the operator norm on B(K) of the operator ϕ(1A), for all
w ∈ K. The rest of the arguments go unchanged and Theorem 5.8 still holds in this more
general setting.
Definition 7.15. Let ϕ, ψ : A // B(K) be two completely positive maps. ϕ is bounded
by ψ, written as ϕ ≤ ψ, iff ψ − ϕ is completely positive. ϕ is uniformly bounded by ψ,
written as ϕ ≤u ψ, iff there exists a λ > 0 such that ϕ ≤ λψ.
Definition 7.16. Let S ⊆ A be a subset of a C∗-algebra A. The commutant of S,
denoted S ′, inside A is the unital algebra
(7.17) S ′ := {a ∈ A : as = sa ∀ s ∈ S}.
Since the commutant depends on the embedding algebra, S ′ will often be written as
S ′ ⊆ A.10
Note that if S ⊆ A is ∗-closed (meaning that a ∈ S implies a∗ ∈ S), then A is
a unital ∗-algebra. If S is a C∗-algebra, then S ′ ⊆ A is a C∗-algebra as well (with
the norm induced from the one on A). The following theorem is due to Belavkin and
Staszewski [11] with earlier results due to Arveson [12].
Theorem 7.18. Let ϕ, ψ : A // B(K) be two (not necessarily unital) completely posi-
tive maps with associated Stinespring representations (K,Hϕ, piϕ, Vϕ) and (K,Hψ, piψ, Vψ).
Then ϕ ≤ ψ if and only if there exists an F ∈ piψ(A)′ ⊆ B(Hψ) such that
(7.19) 0 ≤ F ≤ idHψ
and
(7.20) ϕ = AdV ∗ψF 1/2 ◦ piψ.
Furthermore, F is unique in the sense that for any other F ′ ∈ piψ(A)′ ⊆ B(Hψ) satisfying
conditions (7.19) and (7.20) (with F replaced by F ′), then F = F ′. F is called the
Radon-Nikodym derivative of ϕ with respect to ψ and is denoted by dϕ
dψ
.
Here, only the construction of F will be presented. For a more detailed proof, see [9].
Proof. Define
A⊗K/Nψ Gϕ,ψ−−−→ A⊗K/Nϕ[∑
i
ai ⊗ vi
]
ψ
7→
[∑
i
ai ⊗ vi
]
ϕ
(7.21)
This map is well-defined because ψ − ϕ is completely positive. In some detail, if∑n
i=1 ai ⊗ vi ∈ Nψ, set A ∈ Mn(A) to be the positive matrix whose ij-th entry is
10Writing S′ ⊆ A will also avoid confusion with the notation used for different C∗-algebras A,A′,A′′
earlier.
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Aij = a
∗
i aj and set ~v to be the vector ~v := (v1, . . . , vn) ∈ K ⊕ · · · ⊕ K. Then
(7.22) 0 =
n∑
i,j
〈vi, ψ(a∗i aj)vj〉K = 〈~v, ψn(A)~v〉K⊕···⊕K ≥ 〈~v, ϕn(A)~v〉K⊕···⊕K ≥ 0
shows that
∑n
i=1 ai⊗ vi ∈ Nϕ. The same calculation shows that ‖Gϕ,ψξ‖2ϕ ≤ ‖ξ‖2ψ for all
ξ ∈ A⊗K/Nψ so that Gϕ,ψ is bounded and extends to a contraction Gϕ,ψ : Hψ //Hϕ.
The map F := G∗ϕ,ψ ◦Gϕ,ψ
(7.23)
Hψ Hψ
HϕGϕ,ψ
$$ G∗ϕ,ψ
::
F //
satisfies all the required properties. Note that the functional calculus implies that
Fpiψ(a) = F
1/2piψ(a)F
1/2 = piψ(a)F for all a ∈ A since F ∈ piψ(A)′ ⊆ B(Hψ). Hence,
(7.20) can also be expressed as ϕ(a) = V ∗ψpiψ(a)FVψ, for example. 
The notion of a completely positive map being absolutely continuous with respect to
another completely positive map will not be needed in what follows, though the previous
theorem has a generalization that reproduces the standard Radon-Nikodym theorem
for measure spaces if one defines the notion of absolute continuity properly [11], [13].
However, the notion of a completely positive map being uniformly bounded by another
will help in achieving a Kraus decomposition for any completely positive map of matrix
algebras.
Lemma 7.24. Let τ :Mm(C) //Mp(C) be the tracial map from Example 7.1 and let
ϕ :Mm(C) //Mp(C) be any other completely positive map. Then ϕ ≤u τ.
Proof. See [9]. 
The following is the uniformly bounded version of Theorem 7.18.
Theorem 7.25. Let ϕ, ψ : A // B(K) be two completely positive maps with associated
Stinespring representations (K,Hϕ, piϕ, Vϕ) and (K,Hψ, piψ, Vψ). Then ϕ ≤u ψ if and only
if there exists an F ∈ piψ(A)′ ⊆ B(Hψ) such that
(7.26) 0 ≤ F ≤ λidHψ for some λ > 0
and
(7.27) ϕ = AdV ∗ψF 1/2 ◦ piψ.
Furthermore, F is unique in the sense that for any other F ′ ∈ piψ(A)′ ⊆ B(Hψ) satisfying
conditions (7.26) and (7.27) (with F replaced by F ′), then F = F ′. F is called the
Radon-Nikodym derivative of ϕ with respect to ψ and is denoted by dϕ
dψ
.
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Proof. The construction of F is exactly as it was in the proof of Theorem 7.18. Following
that proof, the assignment Gϕ,ψ from (7.21) is still well-defined because
(7.28) 0 =
n∑
i,j
〈vi, ψ(a∗i aj)vj〉K =
1
λ
n∑
i,j
〈vi, λψ(a∗i aj)vj〉K ≥
1
λ
n∑
i,j
〈vi, ϕ(a∗i aj)vj〉K ≥ 0.
Although Gϕ,ψ does not necessarily extend to a contraction because it only satisfies
‖Gϕ,ψξ‖2ϕ ≤ λ‖ξ‖2ψ for all ξ ∈ Hψ, it is still bounded. Calculations completely analogous
to those appearing in the proof of Theorem 7.18 show that F := G∗ϕ,ψ ◦Gϕ,ψ satisfies all
of the required conditions. 
Example 7.29. Let τ : Mm(C) //Mp(C) be the tracial map from Example 7.1 and
let ϕ :Mm(C) //Mp(C) be any other completely positive map. By Lemma 7.24, the
Radon-Nikodym derivative dϕ
dτ
exists. It can be calculated explicitly as follows. Following
the construction, Gϕ,τ : Hτ //Hϕ has adjoint given by
Hϕ
G∗ϕ,τ−−→ Hτ[∑
k
ak ⊗ vk
]
ϕ
7→ m
∑
i,j,k
akEij ⊗ ϕ(Eji)vk.
(7.30)
where the inner product on Cp has been denoted by 〈 · , · 〉 for short. To check that
G∗ϕ,τ is well-defined, let ξ :=
∑n
k=1 ak ⊗ vk ∈ Nϕ so that
∑
k,l〈vk, ϕ(a∗kal)vl〉 = 0. It will
be shown, through a somewhat lengthy calculation, that 〈G∗ϕ,τ (ξ), G∗ϕ,τ (ξ)〉τ = 0 since
this would prove G∗ϕ,τ (ξ) = 0. This inner product is given by
〈G∗ϕ,τ (ξ), G∗ϕ,τ (ξ)〉τ = m2
∑
i,j,k
l,q,r
〈akEij ⊗ ϕ(Eji)vk, arElq ⊗ ϕ(Eql)vr〉τ
= m
∑
i,j,k
l,q,r
〈vk, ϕ(Eij) tr(Ejia∗karElq)︸ ︷︷ ︸
=δqjtr(arElia
∗
k)
ϕ(Eql)vr〉
= m
∑
i,j,k
l,q,r
s,t,u
δqj〈vk, ϕ(Eij)(ar)st (Eli)tu︸ ︷︷ ︸
δltδiu
(a∗k)usϕ(Eql)vr〉
= m
∑
i,j,k
l,r,s
〈vk, ϕ(Eij(a∗k)is)ϕ((ar)slEjl)vr〉
= m
∑
j,k,r,s
〈
vk, ϕ
(∑
i
Eij(a
∗
k)is
)
ϕ
(∑
l
(ar)slEjl
)
vr
〉
,
(7.31)
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where (a∗k)is denotes the is-entry of the matrix a
∗
k for instance. Now, note that
(7.32)
∑
i
Eij(a
∗
k)is =

0 · · · 0
...
...
(ak)s1 · · · (ak)sm
...
...
0 · · · 0

∗
=: A∗kjs
and
(7.33)
∑
l
(ar)slEjl =

0 · · · 0
...
...
(ar)s1 · · · (ar)sm
...
...
0 · · · 0
 =: Arjs,
where the only row that is not necessarily zero is the j-th row. Then, setting
(7.34) Aˆjs :=

A1js · · · Anjs
0 · · · 0
...
...
0 · · · 0

gives
〈G∗ϕ,τ (ξ), G∗ϕ,τ (ξ)〉τ =
∑
j,k,r,s
m
〈
vk, ϕ
(
A∗kjs
)
ϕ (Arjs) vr
〉
=
∑
j,s
〈~v, ϕn(Aˆjs)∗ϕ(Aˆjs)~v〉Cp⊕···⊕Cp
≤
∑
j,s
〈~v, ϕn(Aˆ∗jsAˆjs)~v〉Cp⊕···⊕Cp by Lemma 5.6 applied to ϕn
=
∑
j,k,r,s
m
〈
vk, ϕ
(
A∗jksAjrs
)
vr
〉
,
(7.35)
The term inside ϕ is given by
(7.36) A∗jksAjrs =
 (a
∗
k)1s(ar)s1 · · · (a∗k)1s(ar)sm
...
...
(a∗k)ms(ar)s1 · · · (a∗k)ms(ar)sm

so that summing over s gives the matrix a∗kar. Because this result is independent of j
now, the sum over j gives an overall factor of m. Hence,
〈G∗ϕ,τ (ξ), G∗ϕ,τ (ξ)〉τ ≤ m2
∑
k,r
〈vk, ϕ (a∗kar) vr〉 = 0(7.37)
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since
∑
k ak⊗vk ∈ Nϕ. This shows that (7.30) is well-defined. It is much more straightfor-
ward to show that (7.30) is indeed the adjoint ofGϕ,τ . In fact, setting ξ := [
∑
k ak ⊗ vk]ϕ ∈
Hϕ and ζ :=
∑
l bl ⊗ wl ∈ Hτ ,
(7.38)
〈ζ,G∗ϕ,τξ〉τ
m
∑
i,j,l,k
〈bl ⊗ wl, akEij ⊗ ϕ(Eji)vk〉τ
∑
i,j,l,k
〈wl, tr(b∗l akEij)ϕ(Eji)vk〉
∑
i,j,l,k
〈wl, ϕ((b∗l ak)jiEji)vk〉
〈Gϕ,τζ, ξ〉ϕ
〈[∑
l
bl ⊗ wl
]
ϕ
,
[∑
k
ak ⊗ vk
]
ϕ
〉
ϕ
∑
l,k
〈wl, ϕ(b∗l ak)vk〉
(7.30)
(5.10) and (5.23)(7.21)
(5.10) and (5.23)
By Theorem 7.25, dϕ
dτ
:= G∗ϕ,τ ◦ Gϕ,τ satisfies the conditions that 0 ≤ dϕdτ ≤ λidHτ and
ϕ = Ad
V ∗τ
√
dϕ
dτ
◦ piτ . The action of dϕdτ on a basis element Ekl ⊗ eβ is given by
(7.39)
dϕ
dτ
(Ekl ⊗ eβ) = m
∑
j
Ekj ⊗ ϕ(Ejl)eβ.
Using this result, one can obtain
(
dϕ
dτ
)1/2
through a variety of techniques that will not be
explored here. Combining this result with (7.11) gives
(7.40) ϕ = Ad
V ∗τ
√
dϕ
dτ
◦ piτ = AdV ∗τ√ dϕdτ ◦
∑
l,γ
Ad√mP ∗l,γ =
∑
l,γ
Ad√
mV ∗τ
√
dϕ
dτ
P ∗l,γ
,
an (almost)11 explicit Kraus decomposition for an arbitrary completely positive map
ϕ :Mm(C) //Mp(C).
Proposition 7.41. Let T : (Cp, ϕ) // (Cq, ψ) be a morphism of operator states on the
C∗-algebraMm(C). Denote the tracial maps from Example 7.1 by τ :Mm(C) //Mp(C)
and σ :Mm(C) //Mq(C). Then T : (Cp, τ) //(Cq, σ) is a morphism of operator states
and
(7.42)
dψ
dσ
LT = LT
dϕ
dτ
,
11It would be entirely explicit if the operator (dϕdτ )
1/2 was provided with an explicit formula in terms
of ϕ.
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where LT : Hτ //Hσ denotes the part of the data of the morphism of anchored repre-
sentations obtained by applying the Stinespring functor StineA to (Cp, τ)
T−→ (Cq, σ) (cf.
(5.28)).
Proof. The fact that T : (Cp, τ) // (Cq, σ) is a morphism of operator states follows
immediately from linearity of T and the definition of the tracial maps. Equality (7.42)
follows from commutativity of the subdiagrams in
(7.43)
Hτ
Hσ
Hϕ
Hϕ
Hτ
Hσ
Gϕ,τ //
G∗ϕ,τ //
LT

LT

LT

Gψ,σ
//
G∗ψ,σ
//
.
The same notation LT is used for the vertical maps due to how this operator is defined.

Since ϕ = AdT ∗ ◦ ψ, this result implies
(7.44)
d(AdT ∗ ◦ ψ)
dτ
= AdLT∗ ◦
dψ
dσ
.
One also expects the Kraus decompositions of ϕ and ψ, obtained using Stinespring’s
construction as in Example 7.40, to be related. Namely, if
(7.45) ϕ =
m,p∑
l=1,γ=1
Ad√
mV ∗τ
√
dϕ
dτ
P ∗l,γ
& ψ =
m,q∑
k=1,=1
Ad√
mV ∗σ
√
dψ
dσ
Q∗k,
,
where Qk, : Hσ //Cq has the same formula as in (7.6) except with appropriate indices
taking into account the different dimensions, because ϕ = AdT ∗ ◦ ψ, the equality
(7.46)
m,p∑
l=1,γ=1
Ad√
mV ∗τ
√
dϕ
dτ
P ∗l,γ
=
m,q∑
k=1,=1
Ad√
mT ∗V ∗σ
√
dψ
dσ
Q∗k,
holds. An immediate question arises as to how the (rescaled) Kraus operators
{
Pl,γ
√
dϕ
dτ
Vτ
}
l,γ
are related to the Kraus operators
{
Qk,
√
dψ
dσ
VσT
}
k,
.
Lemma 7.47. Let T : Cp // Cq be an isometry, let τ : Mm(C) // Mp(C) and
σ :Mm(C) //Mq(C) be the tracial maps, and let Pl,γ : Cp //Cm and Qk, : Cq //Cm
be as in (7.6). Then there exists a unitary operator U : Cm ⊗ Cq // Cm ⊗ Cq such that
(7.48)
∑
k,
UlγkQk,LT =
{
Pl,γ if γ ∈ {1, . . . , p}
0 if γ ∈ {p+ 1, . . . , q}
for all l ∈ {1, . . . ,m} and γ ∈ {1, . . . , q}. In this notation, the first index of Ulγk is the
multi-index lγ while the second is k (with respect to the standard basis).
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Proof. Since T is an isometry, p ≤ q and {Teα}α∈{1,...,p} forms an orthonormal basis for
Image(T ). Let {uα}α∈{p+1,...,q} be an orthonormal basis of Image(T )⊥ ≡ ker(TT ∗). Set
(7.49) Ulγk :=
{
δlkTγ if γ ∈ {1, . . . , p}
δlk〈uγ, e〉 if γ ∈ {p+ 1, . . . , q}
for all l, k ∈ {1, . . . ,m} and γ,  ∈ {1, . . . , q}. Straightforward calculations show that U
satisfies (7.48) and is unitary. To see the former, it suffices to evaluate on Eij ⊗ eα. This
gives∑
k,
UlγkQk,LT (Eij ⊗ eα) = 1
m
∑
k,,β
{
δlkTγTβαδljδβei
δlk〈uγ, e〉Tβαδljδβei
by (5.28), (7.6), and (7.49)
=
1
m
∑
β
{
TβγTβαδljei
〈uγ, Tβαeβ〉δljei
=
1
m
{
δγαδljei
〈uγ, T eα〉δljei
=
{
Pl,γ(Eij ⊗ eα)
0
(7.50)
because T is an isometry and since 〈uγ, T eα〉 = 0 since uγ ∈ Image(T )⊥. Unitarity of U
means that
(7.51)
∑
k,
UklγUkjβ = δljδγβ =
∑
k,
UlγkUjβk
for all l, j ∈ {1, . . . ,m} and γ, β ∈ {1, . . . , q}. The first follows from∑
k,
UklγUkjβ =
m,p∑
k=1,=1
δklδkjTγTβ +
m,q∑
k=1,=p+1
δklδkj〈eγ, u〉〈u, eβ〉
= δlj(PImage(T ) + PImage(T )⊥︸ ︷︷ ︸
1p
)γβ
= δljδγβ,
(7.52)
where PV stands for the projection onto a subspace V ⊆ Cq. The second follows from∑
k,
UlγkUjβk =
∑
k,
{
δlkTγδjkTβ
δlk〈uγ, e〉δjk〈e, uβ〉
=
{
δlj
∑
 T
∗
γTβ
δlj〈uγ, uβ〉
= δljδγβ
(7.53)
since T is an isometry and the uα are orthonormal. 
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Proposition 7.54. Under the same hypotheses as in Proposition 7.41, let U be any
unitary matrix satisfying the conclusions of Lemma 7.47. Then
(7.55)
∑
k,
UlγkQk,
√
dψ
dσ
VσT =
Pl,γ
√
dϕ
dτ
Vτ if γ ∈ {1, . . . , p}
0 if γ ∈ {p+ 1, . . . , q}
Proof. This follows from several of the previous results:
∑
k,
UlγkQk,
√
dψ
dσ
VσT =
∑
k,
UlγkQk,
√
dψ
dσ
LTVτ by Prop 7.41 and (5.30)
=
∑
k,
UlγkQk,LT
√
dϕ
dτ
Vτ by Prop 7.41
=
Pl,γ
√
dϕ
dτ
Vτ if γ ∈ {1, . . . , p}
0 if γ ∈ {p+ 1, . . . , q}
by Lemma 7.47.
(7.56)
Proposition 7.41 applies on the second line due to the functional calculus. 
Proposition 7.57. Let f :Mn(C) //Mm(C) be a unital ∗-homomorphism, let (Cp, ϕ)
be an operator state onMm(C), and let ρ :Mn(C) //Mp(C) and τ :Mm(C) //Mp(C)
be the tracial maps. Then
(7.58) τ ◦ f = ρ
and
(7.59)
d(ϕ ◦ f)
dρ
= AdL∗f ◦
dϕ
dτ
,
where Lf : Hρ //Hτ is part of the data of the induced morphism of anchored represen-
tations obtained from applying Stinef to the operator state (Cp, τ) (cf. (5.40)).
Proof. Since f is a unital ∗-homomorphism, there exists a unitary operator U ∈Mm(C)
such that
(7.60) f(a) = U
a 0. . .
0 a
U∗ ∀ a ∈Mn(C),
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where the number of times a appears is m
n
, a non-negative integer [14]. Hence,
(τ ◦ f)(a) = 1
m
tr(f(a))1p
=
1
m
tr
U
a 0. . .
0 a
U∗
1p
=
1
m
tr

a 0. . .
0 a

1p
=
1
n
tr(a)1p
= ρ(a)
(7.61)
for all a ∈ Mn(C) shows that (7.58) holds. (7.59) follows from commutativity of the
subdiagrams in
(7.62)
Hρ Hϕ◦f Hϕ◦f Hρ
Hτ Hϕ Hτ
Gϕ◦f,ρ // id //
G∗ϕ◦f,ρ //
Lf

Lf 
L∗f
DD
L∗f
OO
Gϕ,τ
//
G∗ϕ,τ
//
The diagram on the left is easily shown to commute. The triangle in the middle commutes
since Lf is an isometry. The diagram on the right commutes by applying the adjoint to
the left diagram. 
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Index of notation
Notation Name/description Location Page
H, I,J ,K,L,M Hilbert spaces Not 2.1 3
B(H) bounded operators on H Not 2.1 3
A,A′,A′′ (unital) C∗-algebra Not 2.1 3
Mn(A) n× n matrices with coeffs in A Not 2.1 3
ϕ, ψ, χ
positive or completely positive maps
operator states when unital
Def’n 2.2
Def’n 2.7
3
4
ϕn the n-ampliation of ϕ Def’n 2.2 3
AdT the adjoint action map for T Ex 2.4 4
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(K, ϕ) operator state ϕ : A // B(K) Def’n 2.7 4
OpSt operator states functor
Lem 2.12,
2.15, 2.17
5, 5, 6
(K,H, pi, V ) anchored representation on C∗-algebra Def’n 3.1 6
AnRep anchored representation functor
Lem 3.4,
3.6, 3.8
6, 7, 7
rest restriction natural transformation Prop 4.1 7
〈 · , · 〉K inner product on K Lem 5.1 9
Stine Stinespring oplax-natural transformation Thm 5.8 10
〈〈 · , · 〉〉ϕ sesquilinear form on A⊗Kfrom ϕ : A // B(K) Eqn (5.10) 11
Nϕ null-space associated to ϕ Eqn (5.19) 12
〈 · , · 〉ϕ induced inner product onA⊗K/Nϕ and Hϕ from 〈〈 · , · 〉〉ϕ Eqn (5.23) 13
Hϕ Stinespring Hilbert spaceA⊗K/Nϕ associated to ϕ Eqn (5.24) 13
piϕ
Stinespring rep’n of A
on Hϕ from (K, ϕ)
Eqn (5.16)
Eqn (5.22)
11,13
Vϕ Stinespring isometry Vϕ : K //Hϕ Eqn (5.25) 13
(K,Hϕ, piϕ, Vϕ) StineA(K, ϕ), Stinespring’s anchoredrep’n from operator state (K, ϕ) Eqn (5.27) 14
(T, LT )
StineA(T ), Stinespring’s morphism
from operator state morphism T
Eqn (5.36) 16
Lf
Stinef (K, ϕ), Stinespring morphism
for a ∗-homomorphism f : A′ //A Eqn (5.40) 17
mpi,V
Stinespring morphism associated to an
anchored representation (K,H, pi, V ) Eqn (5.45) 18
mA Stinespring natural transformation on A Eqn (5.49) 19
m Stinespring modification Eqn (5.52) 20
τ tracial map Ex 7.1 24
≤,≤u bounded, uniformly bounded Def’n 7.15 27
S ′ ⊆ A commutant of S in A Def’n 7.16 27
Gϕ,ψ
quotient of identity map on A⊗K
associated to ϕ ≤ ψ or ϕ ≤u ψ Eqn (7.21) 27
dϕ
dψ
Radon-Nikodym derivative
of ϕ with respect to ψ
Thm 7.18
Eqn (7.23)
27, 28
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