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Abstract
A FitzHugh-Nagumo monodomain model has been used to describe the prop-
agation of the electrical potential in heterogeneous cardiac tissue. In this
paper, we consider a two-dimensional fractional FitzHugh-Nagumo mon-
odomain model on an irregular domain. The model consists of a coupled
Riesz space fractional nonlinear reaction-diusion model and an ordinary d-
ierential equation, describing the ionic uxes as a function of the membrane
potential. Secondly, we use a decoupling technique and focus on solving the
Riesz space fractional nonlinear reaction-diusion model. A novel spatially
second-order accurate semi-implicit alternating direction method (SIADM)
for this model on an approximate irregular domain is proposed. Thirdly,
stability and convergence of the SIADM are proved. Finally, some numerical
examples are given to support our theoretical analysis and these numerical
techniques are employed to simulate a two-dimensional fractional Fitzhugh-
Nagumo model on both an approximate circular and an approximate irreg-
ular domain.
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1. Introduction
Reaction-diusion models arise in the study of population dynamics, epi-
demiology [1], physiology [2], biology [3], chemistry, physics and engineering
[4]. The modelling of these systems has been a very active area of research for
many decades. Mathematical models of electrical activity in cardiac tissue
are becoming increasingly powerful tools in the study of cardiac arrhythmias.
Electrophysiological models of the heart describe how electrical currents ow
through the heart controlling its contraction and can be used to ascertain
the eects of certain drugs designed to treat heart problems. Olmos and
Shizgal [5] considered reaction diusion equations that model the propaga-
tion of action potentials in cardiac muscle cells, analogous to the Hodgkin-
Huxley model [2]. Fitzhugh and Nagumo simplied the local dynamics of
the Hodgkin-Huxley model [2, 3].
A dimensionless FitzHugh-Nagumo monodomain model can be written
in the following form [6]:
@v
@t
= r  (Krv) + Iion(v; w); (1)
@w
@t
= g(v; w); (2)
where the nonlinear reaction term Iion is the ionic current through a number
of dierent types of ion channels, v is a normalized transmembrane potential
and w is a dimensionless time-dependent recovery variable. The function g is
a nonlinear function that relates the ionic uxes to the total ionic current. It
is known that this model has travelling wave solutions with an appropriate
choice of parameters and stimulus. The FitzHugh-Nagumo (FNH) model
has been applied to numerous other problems for over four decades [2, 3].
For example, the FHN model is employed to study Ca+2 waves on Xenopus
oocytes [2] and Medaka eggs [3], and the reentry in heart tissue [7, 8].
In the last decades, fractional calculus has played a very important role
in various elds (see [10, 11]). Anomalous diusion is the theory of dif-
fusing particles in environments that are not locally homogeneous, such as
brain and cardiac tissue [9]. A physical-mathematical approach to anoma-
lous diusion may be based on generalized partial dierential equations con-
taining derivatives of fractional order in space, or time, or space-time (see
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[12, 13, 14]). For example, Fu et al. [15] proposed a boundary particle
method for Laplace transformed time fractional diusion equation. Sun et
al. [16] used a variable-index fractional-derivative model to capture transient
dispersion in heterogeneous media. Chen and Holm [17] introduced fractional
Laplacian time-space models for linear and nonlinear lossy media exhibiting
arbitrary frequency dependency. Pang et al. [18] investigated Gauss-Jacobi-
type quadrature rules for fractional directional integrals. Meerschaert and
Sikorskii presented [19] stochastic models for fractional calculus. Anh and
Leonenko [20] also discussed the spectral analysis of fractional kinetic equa-
tions with random data.
We propose a fractional FitzHugh-Nagumo monodomain model in which
we capture the spatial heterogeneities and spatial connectivities in the extra-
cellular domain through the use of fractional derivatives. In two dimensions
(i.e., a thin slice of tissue), the fractional FitzHugh-Nagumo monodomain
model can be rewritten as a two-dimensional Riesz space fractional non-
linear reaction-diusion model (2D-RSFNRDM) coupled with the ordinary
dierential equation (2) (see [21, 22]). Bueno-Orovio et al. considered in [8]
the following fractional reaction diusion equation based on the fractional
Laplacian:
@u
@t
=  Ku( )2 u++f(u; x; y; t): (3)
They used Fourier spectral methods for the integration of the fractional-in-
space reaction diusion equation described by the fractional Laplacian in a
bounded rectangular domain. Liu et al. [21, 22] also considered a fractional
reaction diusion equation based on the Riesz space fractional derivatives.
However, these works only considered rectangular domains. Since many prac-
tical problems involve an irregular domain, the present paper attempts to
extend these models to an irregular domain. It is known that traditional
nite dierence methods can only be used on rectangular meshes. In order
to treat irregular domains by a nite dierence method, our idea is to in-
troduce an approximate irregular domain, in which we replace a boundary
point with the grid point that is closest to this boundary point. This will be
explained in detail in Section 2. For convenience, as a rst step in this ex-
tension, we consider the fractional FitzHugh-Nagumo monodomain model on
an approximate irregular domain. The techniques seem capable of handling
any irregular domain.
In this paper, we rst consider the following two-dimensional Riesz space
fractional reaction-diusion equation on an approximate irregular domain e
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(2D-RSFRDE-AID):
@u
@t
= Kx
@u
@jxj +Ky
@u
@jyj + f(u; x; y; t); (x; y) 2
e
; (4)
with initial condition:
u(x; y; 0) =  (x; y); (x; y) 2 e
; (5)
and zero Dirichlet boundary conditions:
u(x; y; t) = 0; (x; y) 2 @e
; (6)
where 1 < ;   2, Kx; Ky are diusion coecients. The Riesz space
fractional operators @
u
@jxj and
@u
@jyj on an approximate irregular domain
e
 are
dened as
@u
@jxj =  c(
@u
@x
+
@u
@( x) );
@u
@jyj =  c(
@u
@y
+
@u
@( y) );
where c =
1
2 cos(
2
)
, c =
1
2 cos(
2
)
, 1 < ;  < 2, and
@u(x; y; t)
@x
=
1
 (n  )
@n
@xn
Z x
xi0 (yj)
u(; y; t)d
(x  )+1 n ;
@u(x; y; t)
@( x) =
( 1)n
 (n  )
@n
@xn
Z r xi0 (yj)
x
u(; y; t)d
(   x)+1 n :
Here, in our new approach, xi0(yj) and r   xi0(yj) are two approximate ab-
scissas of the two intersections where any horizontal line y = yj crosses the
boundary @
 of the irregular domain. The points (xi0 ; yj) and (r   xi0 ; (yj))
on @e
 are the closest to the boundary of the irregular domain, to be elab-
orated in Section 2. For convenience, we select the circular domain as an
example (see Figure 1). Similarly, we can dene the space Riesz fractional
derivative @
u
@jyj of order  (1 <   2) with respect to y. The nonlinear
source term f(u; x; y; t) is assumed locally Lipschitz continuous, that is, for
some L > 0, kf(u)  f(v)k  L ku  vk for kuk ; kvk Mk at t = tk [29, 30].
We take L = max
0kn
L(Mk) for any Mk > 0 in this paper.
The remainder of this article is organized as follows. In Section 2, a
second-order accurate semi-implicit alternating direction method (SIADE)
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for the 2D-RSFRDE-AID is proposed. In Section 3, the stability and con-
vergence of the SIADE are discussed. Three numerical results are presented
in Section 4, and these techniques are used to simulate the two-dimensional
fractional FitzHugh-Nagumo monodomain model on an approximate circular
domain and an approximate domain combining a half-circle and a half-square.
2. A semi-implicit alternating direction method on an approximate
irregular domain
For convenience, we select a circular domain as an example. The tech-
niques discussed below can be extended to other domains combining, for
example, half-circles and half-squares as well as irregular domains.
We start with the grid division of the circular domain 
 = f(x; y)j(x  
r)2 + (y   r)2  r2g. The circular domain 
 is inscribed in a square
[0; 2r]  [0; 2r], therefore we use the grid division of the square to nd the
grid division of the circular domain. Let ehx = 2r=em and ehy = 2r=em be the
spatial grid size in the x-direction and the y-direction, respectively, where em
is of diadic scale em = 2m with m > `. In this paper, we take h = hx =
hy = h` = 2r=2
` and  = T=n as the time step; xi = ih; i = 0; 1;    ; 2`;
yj = jh; j = 0; 1;    ; 2` = m; tk = k; k = 0; 1;    ; n (see Figure 1(a)),
where ` controls the coarseness of the mesh. Unlike in a square domain, the
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Figure 1: The grid division and boundary nodes on the grid line.
number of nodes on every grid line in a circular domain can be dierent.
Therefore, it is essential to nd the boundary nodes on every grid line in the
approximate circular domain (see Figure 1(a)). For zero Dirichlet bound-
ary conditions, the solution function must satisfy the zero-extension to the
square, namely, u(xi; yj; tk) = 0, ((xi; yj) 2 [0; 2r]  [0; 2r]   
). Hence, the
nodes in the square are divided into three parts: those nodes inside the circle,
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those on the boundary of the circle and those outside the circle. For every
y = yj, we must determine the index j stored inSx(j) associated with the x co-
ordinate Sx(j) = xi0(yj) = arg min
0xir
jxi   r +
p
r2   (r   yj)2j, (xi0 ; yj) 2 

and u(xi0 ; yj; tk) = 0, u(xm i0 ; yj; tk) = 0. Similarly, for every x = xi, we
select Sy(i) = yj0(xi) = arg min
0yjr
jyj   r +
p
r2   (r   xi)2j, (xi; yj0) 2 

and u(xi; yj0 ; tk) = 0, u(xi; ym j0 ; tk) = 0 (see Figure 1(a)). That is, we re-
place a boundary point with the grid point inside the circle closest to this
boundary point. Therefore, we can obtain an approximate circular domaine
 with these grid points as boundary points that form the boundary @e
.
In order to develop our semi-implicit dierence method, rstly we use the
backward Euler dierence scheme for the rst order time derivative on the
node (xi; yj) 2 
:
@u(xi; yj; tk)
@t
=
u(xi; yj; tk)  u(xi; yj; tk 1)

+O(): (7)
Secondly, adopting the fractional centered dierence scheme (see [31, 33]),
we discretize the Riesz fractional derivative as
@
@jxju(xi; yj; tk) =  
1
h
i Sx(j)X
p= m+i+Sx(j)
gpu(xi p; yj; tk) +O(h
2); (8)
where the coecients gp are dened by
gp =
( 1)p ( + 1)
 (
2
  p+ 1) (
2
+ p+ 1)
; p = 0;1;2;    : (9)
Similarly,
@
@jyj u(xi; yj; tk) =  
1
h
j Sy(i)X
q= m+j Sy(i)
gqu(xi; yj q; tk) +O(h
2): (10)
Lemma 2.1. The coecients gp p = 0;1;2;    satisfy:
(1) g0  0, gk = g k  0 for all jkj  1;
(2)
1P
p= 1
gp = 0;
(3) For any positive integers n;m with n < m, we have
nP
p= m+n
gp > 0.
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Proof. See [31, 33].
The nonlinear source term can be treated either explicitly or implicitly.
In this paper, we use an implicit method and evaluate the nonlinear source
term at the previous time step:
f(u(xi; yj; tk); xi; yj; tk) = f(u(xi; yj; tk 1); xi; yj; tk 1) +O(): (11)
Therefore the semi-implicit numerical method for the 2D-RSFRDE-CD
is determined by the following nite dierence equation:
uki;j   uk 1i;j

=  Kx 1
h
i Sx(j)X
p= m+i+Sx(j)
gpu
k
i p;j
  Ky 1
h
j Sy(i)X
q= m+j+Sy(i)
gqu
k
i;j q + f
k 1
i;j (u); (12)
where fk 1i;j (u) = f(u(xi; yj; tk 1); xi; yj; tk 1). The scheme (12) is consistent
with order O( + h2).
Dene the following fractional partial dierence operators:
xu
k
i;j =  
Kx
h
i Sx(j)X
p= m+i+Sx(j)
gpu
k
i p;j;
yu
k
i;j =  
Ky
h
j Sy(i)X
q= m+j+Sy(i)
gqu
k
i;j q:
A semi-implicit Euler method for the 2D-RSFRDE-CD with homogeneous
Dirichlet boundary conditions may then be written in the following operator
form (1  i  m  1; Sy(i) + 1  j  m  1  Sy(i)):
(1  x   y )uki;j = uk 1i;j + fk 1i;j (u): (13)
We introduce an additional perturbation error equal to  2x 

yu
k
i;j. Eq. (13)
is then written in the following directional separation product form:
(1  x )
 
1  y

uki;j = u
k 1
i;j + f
k 1
i;j (u): (14)
The additional perturbation error is not large compared to the approxima-
tion errors for the other terms in (13), and hence (14), which is called the
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semi-implicit alternation direction method (SIADM), is consistent with order
O( + h2).
Computationally, the SIADM dened by (14) can now be solved by the
following iterative scheme. At time t = tk:
Step 1: Solve the problem in the x-direction (for each xed yj) to obtain
an intermediate solution ui;j in the form
(1  x ))ui;j = uk 1i;j + fk 1i;j (u); Sx(j) + 1  i  m  1  Sx(j): (15)
Step 2: Then solve it in the y-direction (for each xed xi) 
1  y

)uki;j = u

i;j; Sy(i) + 1  j  m  1  Sy(i): (16)
The initial and boundary conditions for the numerical solution uki;j and u
k 1
i;j
are dened from the given initial and boundary conditions. Prior to carrying
out step one of solving (15), the boundary conditions for the intermediate
solution ui;j should be set from Eq.(16) by incorporating the values of u
k
i;j at
the boundary, otherwise the order of convergence will be adversely aected.
Specically, for homogeneous Dirichlet boundary conditions (6), we have
ukSx(j);j = 0; u
k
m Sx(j);j = 0; (1  j  m  1):
Thus, we compute the boundary values for u from
uSx(j);j =
 
1 ty

ukSx(j);j; u

m Sx(j);j =
 
1 ty

ukm Sx(j);j:
From the above equations, we have found that the boundary values uSx(j);j
and um Sx(j);j are computed not only by using the values of u
k
i;j at the bound-
ary but also by using the values inside the boundary. This is one key dif-
ference between the approximate circular domain and the square domain.
Therefore, we compute the boundary values for u by the following rules:
1. If Sx(j) = 0, according to the zero-extending, then u

Sx(j);j
= um Sx(j);j =
0.
2. If Sx(j) 6= 0, then we must further consider two cases.
(a) If j > m=2, then
uSx(j);j =
 
1 ty

ukSx(j);j =
 
1 ty

uk 1Sx(j);j
 Kyt
h
j Sy(Sx(j))X
q=2
g
(q)
 u
k 1
Sx(j);j q:
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Similarly, we have
um Sx(j);j 
Kyt
h
j Sy(m Sx(j))X
q=2
g
(q)
 u
k 1
m Sx(j);j q:
(b) If j < m=2, we compute
uSx(j);j 
Kyt
h
m j Sy(Sx(j))X
q=2
g
(q)
 u
k 1
Sx(j);j+q
:
um Sx(j);j 
Kyt
h
m j Sy(m Sx(j))X
q=2
g
(q)
 u
k 1
m Sx(j);j+q:
3. Stability and convergence
In this section, we discuss the stability and convergence of the SIADM
(14). We rst need to rewrite (15), (16) and (14) in matrix form.
Let
rx =
Kx
h
; ry =
Ky
h
:
Thus Eq. (15) may be written in the matrix form
AjV

j = V
k 1
j + F
k 1
j ; j = 1; 2;    ;m  1;
where
V k 1j = (u
k 1
Sx(j)+1;j
; uk 1Sx(j)+2;j;    ; uk 1m 1 Sx(j);j)T ;
V j = (u

Sx(j)+1;j; u

Sx(j)+2;j;    ; um 1 Sx(j);j)T ;
F k 1j = (f
k 1
Sx(j)+1;j
; fk 1Sx(j)+2;j;    ; fk 1m 1 Sx(j);j)T ;
and Aj = (ai;`)(m 1 2Sx(j))(m 1 2Sx(j));
ai;` =
8<:
rxgi ` ; for ` < i;
1 + rxg0; for ` = i;
rxg `+i ; for ` > i:
Similarly, Eq. (16) may be written in matrix form
BiW
k
i = W

i ; i = 1; 2;    ;m  1; (17)
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where
W ki = (u
k
i;Sy(i)+1; u
k
i;Sy(i)+2;    ; uki;m 1 Sy(i))T ;
W i = (u

i;Sy(i)+1; u

i;Sy(i)+2;    ; ui;m 1 Sy(i))T ;
and Bi = (b`;j)(m 1 2Sy(i))(m 1 2Sy(i));
b`;j =
8<:
ryg` j ; for j < `;
1 + ryg0; for j = `;
ryg j+` ; for j > `:
Equation (14) may be written in matrix form
SHUk = Uk 1 + F k 1; (18)
where the matrices S and H represent the operators (1  x ),
 
1  y

and
Uk =

ukSx(1)+1;1;    ; ukm 1 Sx(1);1;    ; ukm 1 Sx(m 1);m 1
T
and the vector F k 1 is the source term in the discretized equation.
Therefore the matrix S is a block diagonal matrix of (m   1)  (m   1)
blocks of (m  1  2Sx(j)) (m  1  2Sx(j)) square matrices Aj resulting
from Eq. (15). We may write S = diag(A1; A2;    ; Am 1). Similarly, the
matrix H is a block matrix of (m  1) (m  1) blocks of (m  1) (m  1)
square diagonal matrices resulting from Eq. (17). That is, we may write
H = [Hi;j], where each Hi;j is an (m  1) (m  1) matrix, such that Hi;j is
a diagonal matrix Hi;j = diag(bi;j; bi;j;    ; bi;j), where the notation bi;j refers
to the (i; j)th entry of the matrix Bi dened previously. We note that the
matrices Aj (j = 1; 2;    ;m   1) and Bi (i = 1; 2;    ;m   1) are strictly
diagonally dominant. Because their diagonal elements are all positive, these
matrices are symmetric and positive denite.
To prove the stability and convergence of the SIADM, we need the fol-
lowing lemma in [32] and [14].
Lemma 3.1. Let X = [x1; x2;    ; xm]T , kXk1 = max
1im
jxij. If the matrix
D = (di;j)mm satises the conditions
mX
j=1;j 6=i
jdi;jj  jdi;ij   1; (i = 1; 2;    ;m);
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then
kXk1  kDXk1:
Lemma 3.2 (discrete Gronwall inequality). Suppose that fk  0; k  0; k =
0; 1; 2; : : : ; and
k+1  k + fk;  = 1 + C0; j = 0; 1; 2; : : : ; 0 = 0; (19)
where C0  0 is constant, then
k+1  eC0tk
kX
j=0
fj:
Let uki;j and euki;j be the numerical and approximate solutions of the SIADM
(14), respectively, and set
Ek =

"kSx(1)+1;1;    ; "km 1 Sx(1);1;    ; "km 1 Sx(m 1);m 1
T
;
where "ki;j = u
k
i;j   euki;j, and let efk 1i;j (u) be the approximation of fk 1i;j (u).
Theorem 3.1. The SIADM dened by (14) is unconditionally stable, and
there is a positive constant C1 such that
kEkk1  C1kE0k1; k = 0; 1; 2;    :
Proof. The error Ek satises the following equation:
SHEk = Ek 1 + F k 1; (20)
where
F k =

fkSx(1)+1;1;    ; fkm 1 Sx(1);1;    ; fkm 1 Sx(m 1);m 1
T
;
and fki;j = f
k
i;j(u)  efki;j(u).
From Lemma 2.1, we have ai;i > 0; ai;` < 0 (i 6= `). Therefore
m 1 2Sx(j)X
`=1;` 6=i
jai;`j =
iX
p= m+i+2Sx(j)
jrxgpj
=  
iX
p= m+i+2Sx(j)
rxgp < r
xg0 = jai;ij   1:
11
Similarly, we have
m 1 2Sy(i)X
`=1;` 6=j
jb`;jj < jbj;jj   1:
Therefore A and B satisfy conditions of the Lemma 3.1.
Since f(u; x; y; t) is assumed to be locally Lipschitz continuous, then
kfk 1i;j (u)  efk 1i;j (u)k1  Lkk"k 1k1, i.e., k ~F k 1k1  LkkEk 1k1.
As the matrices A and B satisfy the conditions of Lemma 3.1, then ac-
cording to the relationship between the matrices S and A and the relationship
between the matrices H and B, we can see that S and H also satisfy the
conditions of Lemma 3.1. Therefore
kEkk1  kHEkk1  kSHEkk1
 kEk 1k1 + LkkEk 1k1 = (1 + Lk)kEk 1k1
 (1 + L)kkE0k1  eLTk"0k1  C1kE0k1;
where L = max
1lk
Ll.
Now let us consider the convergence of the SIADM dened by (14). Let
u(xi; yj; tk) be the exact solution of the 2D-RSFRDE-CD (4)-(6), u
k
i;j be the
numerical solution of SIADM dened by (14). Let ki;j = u(xi; yj; tk)   uki;j
and
Yk =

kSx(1)+1;1;    ; km Sx(1);1;    ; ; km 1 Sx(m 1);m 1
T
:
Theorem 3.2. The SIADM dened by (14) is convergent and there is a
positive constant C2 such that
kYkk1  C2( + h2); k = 0; 1; 2;    ;
that is, when uki;j tends to u(xi; yj; tk) at any xed point at  and h both tend
to zero.
Proof. The error Y k satises the following equation:
SHYk = Yk 1 +  F k 1 +  Rk; (21)
where k F k 1k1  LkkYk 1k1 and k Rkk1  C2( + h2).
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Similar to the proof of Theorem 3.1, we have
kYkk1  kHYkk1  kSHYkk1  kYk 1k1 + k Rkk1 + LkkYk 1k1
 (1 + L)kYk 1k1 + C2( + h2):
Using the discrete Gronwall inequality (Lemma 3.2), we obtain
kYkk1  C2keLk ( + h2)
 C2TeLT ( + h2) = C2( + h2):
Therefore the SIADM dened by (14) is convergent.
4. Numerical results
In this section, three numerical examples are presented to conrm our
theoretical analysis in Section 3. The rst example exhibits an exact solution
on a circular domain. The numerical techniques are employed to simulate
the two-dimensional fractional Fitzhugh-Nagumo model on an approximate
circular domain and on an approximate domain combining a half-circle and
a half-square.
Example 4.1. Consider the following Riesz space fractional nonlinear
reaction-diusion equation on a circular domain

 =

(x; y)j(x  1)2 + (y   1)2  1	 :
@u
@t
= Kx
@u
@jxj +Ky
@u
@jyj + e
tf(x; y); (x; y) 2 
; t > 0 (22)
with initial condition:
u(x; y; 0) = ((x  1)2 + (y   1)2   1)2; (23)
and zero Dirichlet boundary conditions:
u(x; y; t) = 0; (x; y) 2 @
: (24)
Here Kx = Ky =  2 cos 2 , and
f(x; y) = ((x  1)2 + (y   1)2   1)2
+g(x  1 +p2y   y2; 2p2y   y2)
+g(1 +
p
2y   y2   x; 2p2y   y2)
+g(y   1 +p2x  x2; 2p2x  x2)
+g(1 +
p
2x  x2   y; 2p2x  x2);
(25)
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g(x; y) =
 (5)
 (5  )x
4  +
2y (4)
 (4  )x
3  +
y2 (3)
 (3  )x
2 : (26)
The exact solution is u(x; y; t) = et((x 1)2+(y 1)2 1)2. Table 1 shows the
maximum error between the exact solution and the numerical solution at time
t = 1 in terms of the spatial discretisation. In this example, we take  = 1:8
and t = 10 6. From Table 1, it can be seen that our SIADM is in good
Table 1: For t = 10 6, the error of the numerical solution using SIADM
h max
1i;jm 1
juni;j   u(xi; yj; tn)j Rate
0:1 2.251E-002
0:05 6.495E-003 1.7932
0:025 1.569E-003 2.0495
agreement with the exact solution and that second-order spatial accuracy is
observed. The numerical results are consistent with the theoretical analysis.
Example 4.2. Consider the following two-dimensional fractional FitzHugh-
Nagumo model in an approximate circular domain 
 : (r x)2+(r y)2  r2
and r = 1:25 (see Figure 1(a)):
@u
@t
= Kx
@u
@jxj +Ky
@u
@jyj + u(1  u)(u  )  v; (27)
@v
@t
= (au  bv   c); (28)
where u is a normalized transmembrane potential and v is a dimension-
less time-dependent recovery variable; Kx and Ky are the diusion coe-
cients. We consider the following choice of model parameters:  = 0:1;  =
0:01; a = 0:5; b = 1; c = 0, that is known to generate stable patterns in
a system in the form of reentrant spiral waves. The model parameters have
been taken from [8].
In this simulation, we consider the initial conditions (see Figure 2) as
u(x; y; 0) =
8<:
1; r  pr2   (r   y)2 < x  r and
r  pr2   (r   x)2 < y  r;
0; other;
(29)
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Figure 2: Initial conditions for Example 4.2.
v(x; y; 0) =
8<:
0:1; r  pr2   (r   y)2 < x < r +pr2   (r   y)2 and
r  y < r +pr2   (r   x)2;
0; other;
(30)
with homogeneous Dirichlet boundary conditions. In order to develop our nu-
merical method for the two-dimensional coupled fractional FitzHugh-Nagumo
model, a decoupled numerical technique has been used. In other words, the
two-dimensional coupled fractional FitzHugh-Nagumo model (27) and (28)
is solved by operator splitting in which we rst solve a two-dimensional frac-
tional Riesz space nonlinear reaction-diusion model (27) with (29) for u
given v. Thus for given un and vn at t = tn, we solve the equation (27) for
u = un+1 at t = tn+1.
We then solve the ODE (28) with (30) for v = vn+1 at t = tn+1, given
un+1 and vn.
Figure 1(a) shows the grids and boundaries for the circular domain.
The contours of the stable rotating solution of the FitzHugh-Nagumo mon-
odomain model with  =  = 2, Kx = Ky = 10
 4 are shown in Figure 3(a).
The contours of the stable rotating solution of the model with  =  = 1:8,
 =  = 1:6 with Kx = Ky = 10
 4 are shown in Figure 3(b) and 3(c),
respectively. The contours of the stable rotating solution of the model with
 =  = 2, Kx = Ky = 10
 5 are shown in Figure 3(d). From Figure 3, it can
be seen that the spiral waves of the model for the circular domain generate a
curve and rotate clockwise as observed in [8, 21, 22]. From Figures 3(a)-3(c),
we nd that as expected, the wave travels more slowly as the fractional order
 =  decreases. We observe that the role of reducing the fractional power is
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Figure 3: Spiral waves in the isotropic fractional FitzHugh-Nagumo monodomain model
with zero Dirichlet boundary conditions at t = 1000 with  =  and Kx = Ky.
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Figure 4: Spiral waves in the anisotropic fractional FitzHugh-Nagumo monodomain model
with zero Dirichlet boundary conditions at t = 1000 with  =  = 1:8.
not equivalent to the inuence of a decreased diusion coecient in the pure
diusion case. This can be clearly observed by comparison of Figures 3(c)
and 3(d). We also observe that the model describes a smooth and continuous
transition in the considered circular domain.
For the anisotropic diusion case, with the ratios Kx = 10
 4, Ky=Kx =
0:25 < 1 and Ky = 10
 4, Kx=Ky = 0:25 < 1, wave propagation at t = 1000
with  =  = 1:8 with zero Dirichlet boundary conditions is shown in Figure
4. The spiral wave now follows an elliptical pattern in the circular domain.
For the isotropic case, with dierent anomalous exponents for fractional
ratios  = 2 ,  = 1:65 and  = 2,  = 1:65, the contrasting eects on the
curvature of the solutions in the circular domain are shown in Figures 5(a)
and 5(b), which reects a distinct super-diusion scale in each of the spatial
dimensions of the system.
Example 4.3. Consider the following two-dimensional fractional FitzHug-
Nagumo model on an approximate domain combining a half-circle and a
half-square (see 1(b)) with initial conditions
u(x; y; 0) =

1; 0 < x  r and 0 < y  r;
0; other;
(31)
v(x; y; 0) =
8<:
0:1; r  pr2   (r   y)2 < x < r +pr2   (r   y)2
and r  y < r +pr2   (r   x)2;
0; other;
(32)
and homogeneous Dirichlet boundary conditions.
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Figure 5: Spiral waves in the space fractional Fitzhugh-Nagumo model with zero Dirichlet
boundary conditions with Kx = Ky = 10
 4.
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Figure 6: Spiral waves in the isotropic fractional Fitzhugh-Nagumo model with zero Dirich-
let boundary conditions with Kx = Ky = 10
 4 on an approximate combining half-circular
and half-square domain.
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The contours of the stable rotating solution of the FitzHugh-Nagumo
monodomain model with  =  = 1:7, Kx = Ky = 10
 4 and with  = 2,
 = 0:825 with Kx = Ky = 10
 4 on an approximate combining half-circular
and half-square domain are shown in Figures 6(a) and 6(b), respectively.
5. Conclusions
We proposed a monodomain formulation aimed at capturing the patterns
of heterogeneity and complex connectivity of electrophysiological dynamics
in biological tissue via a fractional FitzHugh{Nagumo monodomain model
in a circular domain. The model consists of a coupled fractional Riesz space
nonlinear reaction-diusion model and ordinary dierential equations. We
used a decoupling technique and a semi-implicit alternating direction method
for solving the two-dimensional problem with Dirichlet boundary condition-
s. The stability and convergence properties were analysed. The numerical
results demonstrate the eectiveness of this approach on a circular domain
and also on a domain combining a half-circle and a half-square. They sug-
gest that such a model can have very dierent dynamics to the standard
monodomain models and, as such, represent a powerful modelling approach
for understanding the many aspects of electrophysiological dynamics in het-
erogeneous biological tissue. We will study the consequences of this new
approach to electrophysiology in biological tissue on any irregular domain in
our future work.
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