In this paper, we show that an inversion formula for probability measures on the real line holds in a sense of the theory of hyperfunctions. As an application of our inversion formula, we give an integral representation for the distribution function of the powered sum of the independent, identically and normally distributed random variables.
Introduction
Let {X i } i∈N be a sequence of the independent, identically distributed random variables, and suppose the distribution of each variable X i is the standard normal distribution. Fix a positive integer d and n. In this paper, we give a formula for the distribution function of the powered sum n i=1 X d i . This distribution function can be written in the form of n dimensional integral:
When d = 2, this integral equals to the distribution function of the chi-squared statistics. In [1] and [7] , numerical analysis of the cumulative distribution function of the weighted sum n i=1 w i X 2 i (w i > 0) of the squared normal variables are discussed as a generalization of the chi-square random variable.
In [8] , Marumo, Oaku, and Takemura proposed a method evaluating the probability density function f (c) := F ′ (c) in the case where d = 3. This method is based on the holonomic gradient method ( [9] ,Chapter 6 of [2] ). In [8] , they showed that f (c) is a holonomic function. They also gave an explicit form of a differential equation for f (c). For the probability density function f (c), we have a formal equation
where ϕ(t) := E exp √ −1tX
is the characteristic function of X d i . Note that it is not certain whether the integral in the right-hand side of (1) is convergent or not. Actuary, it is hard to prove the convergence of the integral by utilizing with the Laplace approximation. The discussion in [8] does not show the convergence of (1) and treats equation (1) by the theory of Schwartz distributions.
Let us give an intuitive discussion on the formal equation (1) . Dividing the domain of the formal integral in the right-hand side of (1), it can be written as
Note that the integral in the first term converges when ℑx > 0 holds, the second term converges when ℑx < 0. Hence, the first and the second term define holomorphic functions on the upper half plane and the lower half plane respectively. Since these holomorphic functions has analytic continuation, the expression (2) make a sense for x ∈ R\{0}. Our discussion utilizing theory of Fourier hyperfunctions justifies this intuitive explanation. Theory of hyperfunction introduced in [11] , [6] has many applications to linear partial differential equations (see, e.g., [3] ). Applications of hyperfunctions to numerical analysis are discussed in [4] and [10] . Our discussion in this paper is an application of the theory of hyperfunctions to statistics. The organization of this paper is as follows. In Section 2, we briefly review the theory of hyperfunctions of a single variable based on [11] and [5] . In Section 3, we give a inversion formula for probability distributions on the real line. In Section 4, we apply the inversion formula given in Section 3 to the powered sum of the independent, identically and normally distributed random variable. As a result, we have a boundary value representation of the probability density function of the powered sum. In Section 5, we calculate the limit in the boundary value representation given in Section4, and show the main theorem of this paper.
Hyperfunctions of a Single Variable
In this section, we briefly review the theory of hyperfunctions of a single variable based on [11] and [5] . Let O be the sheaf of holomorphic functions on the complex plane C. The sheaf of the hyperfunctions B of a single variable is defined as the 1-th derived sheaf H Let L 1,loc (R) be the spaces of locally integrable functions on R. There is a natural embedding ι from L 1,loc (R) to B(R). When an integrable function f ∈ L 1 (R) satisfies some condition, we can take a representative F (z) of ι(f ) as a holomorphic function on C\R.
Proposition 1 (M. Sato). Let f (x) be an integrable function on R such that the integral
dx is finite. Take a constant α ∈ C − R, and put
Proof. See, [11] .
We call a measure µ on R to be locally integrable when µ(K) is finite for any compact set K ⊂ R. We denote by M loc the space of the locally integrable measures on R. Analogous to the case of L 1,loc (R), there is a natural embedding ι from M loc to B(R), and the following proposition holds:
Proposition 2 (M. Sato). Let µ be a measure on R such that the integral
is finite. Take a constant α ∈ C − R, and put
Then we have ι(µ) = [F ].
Let I be a neighborhood of 0 ∈ R, and put I * := I\{0}. A function F (z) holomorphic on a tubular domain R + √ −1I * := {z ∈ C|ℑz ∈ I * } is said to be slowly increasing if for any compact subset K ⊂ I * and any ε > 0, there exists
A hyperfunction f on R is said to be slowly increasing if we can take a slowly increasing function F (z) as its representative, i.e., there exists a slowly increasing function
Definition 1. Let a slowly increasing function F (z) on a tubular domain R + √ −1I * be a representative of a slowly increasing hyperfunction f ∈ B(R). Take a positive number y ∈ I * . We define the Fourier transform of
Here, for y ∈ R and a function ϕ(z) with a complex variable z, we denote the
For the definition of the Fourier transformation of the hyperfunctions of several variables, see [5] . Our definition is a specialization into the case of a single variable of the general definition in [5] .
Inversion Formula
Let X be a random variable. The distribution µ X of X and the characteristic function ϕ X (t) = E e √ −1tX
of X can be regarded as hyperfunctions. We denote them by ιµ x and ιϕ X respectively. In this section, we show the following equation:
Since the characteristic function can be regarded as the inverse Fourier transformation of the distribution under a suitable condition, the equation (3) is an inversion formula.
In the first, we calculate defining functions of ιµ X and ιϕ X . Let α ∈ C\R be a constant. Since µ X is a probability measure on R, we have
By Proposition 2, we have
Since the estimation ∞ −∞ ϕ X (t)(t 2 + 1) −1 dt < ∞ holds, we can apply Proposition 1 to ϕ X (t). In fact, we have
Hence, we have
In the second, we calculate the Fourier transformation of ιϕ X .
Lemma 1. For a random variable X, the hyperfunction ιϕ X corresponding to the characteristic function ϕ X of X is slowly increasing.
Proof. For simplicity, we assume α = √ −1 without loss of generality. The absolute value of the representative of ιϕ X satisfies the inequality
Put c := |ℜw|, then the inequalities
imply that the right hand side of (5) is bounded above by
Hence, ιϕ X is a slowly increasing hyperfunction.
In order to calculate an explicit form of a defining function of the Fourier transformation of ιϕ X , we decompose the function ϕ X (t) as
where H(t) is the Heaviside function. Embedding the both sides of the above equation into the global section B(R) of the sheaf of hyperfunctions, we have
By Proposition 1, defining functions of ι((1 − H)ϕ X ) and ι(Hϕ X ) are given by
respectively. Then we have
Analogous to Lemma 1, we can show that both [ϕ 1 (w)] and [ϕ 2 (w)] are slowly increasing hyperfunctions. For a function F (z) with a complex variable , we denote by
F (z)dz the integral along the path described in Figure 1 (a). We also denote by
F (z)dz the integral along the path described in Figure 1(b) .
Lemma 2. The holomorphic functions Proof. By Definition 1, a defining function of F [ϕ 1 (w)] is given bỹ
Since ϕ 1 is holomorphic on C − R ≤0 , we havẽ
Note that the integral
−1zw χ + (w)ϕ 1 (w)dw defines a holomorphic function on a neighborhood of R. Hence,
Then ψ(z) is a defining function of F ιϕ X .
Proof. It is enough to calculate the right hand side of the equation
For z ∈ −H, we have
By the assumption z ∈ −H, we have
By the Fubini-Tonelli theorem and Cauchy's integral formula, ψ 2 (z) equals to
For z ∈ H, we can show
Lemma 4. For z ∈ C\R, the following equation holds:
Proof. For z ∈ −H, we have
by the definition of the characteristic function. Since ℑz is negative, we have
By the Fubini-Tonelli theorem, the right hand side of (8) equals to
For z ∈ H, we can show the equation (7) analogously. Proof. By Lemma 4 and equation (4), we have
Powered Sum of the Normal Variables
Fix a positive integer d ≥ 3. Let X 1 , . . . , X n be the independent, identically and normally distributed random variables, and put X := n k=1 X d k . We utilize the results in the previous section to give a formula for the density function f X of X. Let ϕ(t) be the characteristic function of X d 1 , i.e., put
Then, the characteristic function ϕ X of the powered sum X equals to ϕ(t) n . By Lemma 1 and Lemma 3, the hyperfunction ιϕ X corresponding to ϕ X (t) is a Fourier hyperfunction, and its defining function is
By Theorem 1, the corresponding hyperfunction ιf X of f X equals to (2π) −1 F ιϕ X . The boundary-value representation implies
Analytic Continuations
In order to calculate the limit in the right hand side of (10), we discuss on the analytic continuations of the each term of (2) .
In the first, we consider the characteristic function in (9) . The characteristic function can be decomposed as
We are interested in the analytic continuation of each term in the right hand side. In order to calculate them, we consider the following general form of integral:
where the integral path γ θ with parameter θ ∈ R is defined by
Note that we have ϕ(t) = ϕ 0 (t) − ϕ π (t) for t ∈ R.
For z ∈ C, put zH := {zw|w ∈ H} .
Examining the convergence region of the integral (11) for given parameter θ ∈ R, we obtain the following lemma:
For given parameter θ ∈ R, the integral (11) converges on e − √ −1θd H.
Proof. Take any point w ∈ e − √ −1θd H. By the straight forward calculation, we have
Since assumption we
Consequently, the integral (11) Figures 2 and 3 show the contour of the integral path γ θ and the region exp − √ −1θd H for θ = 0 and θ = π/9 respectively. 
Proof. Put
By the Cauchy's integral formula, we have
Here, we put Φ = (2π)
. By some calculations, we have that there exist M > 0 and ε > 0 such that
Taking the limit of (13) as R approaches inifinity, we have ϕ θ (z)−ϕ θ ′ (z) = 0.
In the second, we disscuss on the analytic continuation of the each term of (2). Let us consider the following integral:
where θ, θ ′ , φ ∈ R, z ∈ C, and the integral path γ φ is defined by (12).
Proof. By the binomial expansion, the integral (14) equals to
With some calculation, the each term of the above expression can be written as
where we put t := (t 1 , . . . , t n )
By the Fubini-Tonelli theorem, it is enough to consider the convergence of the following integral: 
By the assumptions, the integral (17) is bounded from above by
Therefore, the integral (14) converges.
where we put Φ = e − √ −1wz (ϕ θ (w) − ϕ θ ′ (w)) n . By some calculations, we have
for sufficiently large M > 0. Taking the limit of (18) as R approaches inifinity, we have ψ(z; θ, θ ′ , φ 1 ) − ψ(z; θ, θ ′ , φ 2 ) = 0.
Theorem 2. Let ε > 0 be a sufficiently small positive number. When d is odd, we have f X (x) = ψ(x; ε, π, −εd) − ψ(x; −ε, π, π + εd) (x > 0), ψ(x; 0, π − ε, εd) − ψ(x; 0, π + ε, π − εd) (x < 0).
When d is even, we have f X (x) = ψ(x; ε, π + ε, −εd) − ψ(x; −ε, π − ε, π + εd) (x > 0), ψ(x; 0, π, εd) − ψ(x; 0, π, π − εd) (x < 0). 
